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ABSTRACT
Trust in Human-Robot Interaction is a widely studied subject, and
yet, few studies have examined the ability to speak and how it
impacts trust towards a robot. Errors can have a negative impact
on perceived trustworthiness of a robot. However, there seem to
be mitigating effects, such as using a humanoid robot, which has
been shown to be perceived as more trustworthy when having a
high error-rate than a more mechanical robot with the same error-
rate. We want to use a humanoid robot to test whether speech
can increase anthropomorphism and mitigate the effects of errors
on trust. For this purpose, we are planning an experiment where
participants solve a sequence completion task, with the robot giv-
ing suggestions (either verbal or non-verbal) for the solution. In
addition, we want to measure whether the degree of error (slight
error vs. severe error) has an impact on the participants’ behaviour
and the robot’s perceived trustworthiness, since making a severe
error would affect trust more than a slight error. Participants will
be assigned to three groups, where we will vary the degree of accu-
racy of the robot’s answers (correct vs. almost right vs. obviously
wrong). They will complete ten series of a sequence completion
task and rate trustworthiness and general perception (Godspeed
Questionnaire) of the robot. We also present our thoughts on the
implications of potential results.
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1 INTRODUCTION
We have previously shown that possessing the ability to speak can
potentially be efficient at mitigating loss of trust in case of a trivial
failure of operation [16]. We theorized then that this effect might
be caused by an increase in perceived intelligence, which in turn
affects trust. However, another possible explanation is that rather
than increasing the perceived robotic intelligence, speech instead
changes the perceived intelligence to be more human-like. Since
humans are generally accepted as not being perfect, failures and
errors in an agent with human-like intelligence would not be pun-
ished as harshly as if the same agent was perceived as having a
robot-like intelligence, which are often thought of as being perfect.
A similar effect was found by Ragni et al. [21] who saw that collab-
orative performance in cognitive tasks decreased when the robot
made mistakes, but that this also brought a significant increase in
positive emotions towards the robot. Mirnig et al. [18] also found
the same effect and suggest that it is linked to the Pratfall Effect, a
psychological phenomenon wherein people with a high perceived
competency are viewed more favourably after making a mistake
since it makes them appear less superhuman. The exact mechan-
ics and extent of this effect are still debated, and its effect on the
perceived trustworthiness of the robot is unknown.

Here, we present plans for an experiment intended to examine
how the severity and rate of the error are judged depending on if the
robot uses verbal or non-verbal communication in a collaborative
sequence completion task. We hypothesize that we again should
see a lower loss of trust when the robot speaks, but that the effect
does not remain when errors become more frequent or severe.

The experiment seeks to answer the following research ques-
tions:

• RQ1: Does the level of accuracy of the robot’s advice have an
impact on trust ratings, willingness to cooperate, and task
performance in a sequence completion task?

• RQ2: Do trust ratings drop less for speaking robots when giv-
ing advice that is obviously wrong compared to mute robots,
i.e. can anthropomorphism mitigate the effect of errors on
trust?

https://doi.org/10.1145/nnnnnnn.nnnnnnn
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2 BACKGROUND
2.1 Anthropomorphism and Speech
Most studies investigating the influence of anthropomorphism have
focused on physical features, often by comparing entirely different
kinds of robots [1, 9]. Yet, the sounds and speech that robots utter
might be relevant for our perception and interaction with them as
well. The usage of language can also signal comprehension on the
robot’s side and make humans more prone to give commands to
the robot [28].

Human-like speech has also been found to affect the level of trust
people have in robots. Cameron et al. [5] found that robots that
give verbal explanations when an error occurs are not penalized as
harshly in evaluations of their trustworthiness as robots that are
mute. This effect may not only be due to the contents of the speech
(i.e. explanations or apologies), but may instead be due to the ability
to speak itself, which many robots do not possess. We showed in
previous work that this might be the case [16], when we saw that a
robot that simply had the ability to speak was penalized less when
evaluating their trustworthiness than a robot that was mute. Similar
results were found by [24] who saw that social behaviours have a
positive effect on trust and acceptance of robots. Specifically, their
participants unanimously voted for speech as the preferred social
behaviour.

We have theorized that this effect of speech increasing trust is
due to speech causing an increase in perceived intelligence or capa-
bility, which has been correlated with trust [11]. Possessing speech
could be seen as a signal of several other abilities, such as under-
standing of language. However, it is also possible that rather than
increasing perceived intelligence, speech implies enough human-
like abilities that the nature of the perceived intelligence changes
from robot-like intelligence to anthropomorphic intelligence. If this
is the case, human users might assume that the robot possesses sim-
ilar capabilities and shortcomings as themselves. The user would
then evaluate the robot as they would evaluate a human, rather
than as a robot.

2.2 Trust and Errors
A person’s tendency to trust an agent is significantly shaped by
how reliable it is and on how well it performs [22, 27]. For instance,
Daronnat et al. [6] found that trust ratings could be best predicted
by including both reliance on an agent, performance and task com-
plexity, as well as the participant’s age and gender. On the other
hand, when robots commit errors, trust decreases drastically [8, 23].
How much trust is affected by faulty behaviours depends on differ-
ent factors, such as the type of robot. Ahmad et al. [1] identified
a three-way interaction between robot type, error rate and trust
ratings. They showed that the humanoid robot was trusted less
than the mechanic robot in the low error-rate condition, while it
was trusted more in the high error-rate condition. Other aspects
that could impact trust in this context are the timing and extent of
the error and how often an error occurs [8, 23]. Salem et al. [25]
found that an erroneous robot had a negative impact on perceived
reliability and trustworthiness compared to a perfect robot, how-
ever it did not affect willingness to cooperate. Moreover, it seems
like erroneous robots evoke more positive affective responses, but
result in lower task performance from the participant’s side [21].

Figure 1: Epi, the humanoid robot that will be used in the
proposed experiment.

Thus, it seems relevant to include both the cognitive/affective and
the behavioural dimension of trust as they don’t seem to always go
together [15, 17].

2.3 Trust and Anthropomorphism
Anthropomorphism describes the extent to which an agent holds
human-like features and which allows for attributing motivations,
aims and beliefs onto it [10]. Together with task performance, an-
thropomorphism is one of the parameters that positively affect trust
(Hancock et al. 2011). For example, participants prefer robots with
anthropomorphic features, such as a humanoid face, over robots
without such features [4, 13].

Anthropomorphism can also have the opposite effect, as de Visser
et al. [7] showed. Participants initially relied more on computer
agents than avatar or human agents in solving a digit pattern recog-
nition task. However, after an error, trust declined more rapidly
for the non-anthropomorphic agent. This is in line with Ahmad et
al. [1] who discovered the same trend, with the anthropomorphic
robot being trusted more in the high error-rate condition than the
non-anthropomorphic robot. The findings that participants trusted
the non-anthropomorphic agent more in the beginning can be ex-
plained with the automation bias. According to that concept, trust
will be higher for machine-like agents in the beginning, and will
change with the observed feedback [20].

3 METHODOLOGY
Our proposed method has a human participant complete a series
of number sequence completion tasks using physical tiles. They
will be given a sequence of numbers on tiles (e.g. 1, 2, 3, 4) and
have to find the next number in the sequence (in this case 5). To
aid them in the task, they will be able to ask for advice from the
robot Epi (See Fig. 1); a humanoid robotics platform that is being
developed at Lund University [14]. Epi has 2 degrees of motion in
its head (yaw and tilt) and full motion in its two arms, including two
anthropomorphic grippers. Its eyes have 1 degree of freedom (yaw),



Testing the Error Recovery Capabilities of Robotic Speech The Imperfectly Relatable Robot, March 13, 2023, Stockholm, Sweden

adjustable pupil size, and adjustable intensity of the illumination
in the pupils.

When asked, Epi will indicate which number it thinks is next
in the sequence. This can be done either non-verbally, by pointing
at a tile, or verbally, by saying something to the effect of “The
answer is 5”. The verbal answer is intended to signal human-like
intelligence following findings in our previous work, while the
non-verbal answer signals robot-like intelligence, or the absence of
human-like intelligence.

The answer Epi gives can have one of three different levels of
accuracy: correct, almost right (e.g. off by 1), or obviously wrong
(e.g. off by 20). This would allow us to gauge how wrong the robot
is allowed to be before trust starts to decline. For example, if a robot
that is perceived to have robot-like intelligence gives an answer
that is very obviously wrong, would a participant still go along
with the answer because they believe robots to be better at maths
than themselves? Or, would the robot be perceived as broken and
thus punished more harshly in the trust evaluation?

3.1 Measures
To evaluate the trust relationship, we will use the Trust Perception
Scale for Human-Robot Interaction (TPS-HRI) developed by Schae-
fer [26], which gives the participants a series of questions wherein
they’ll be asked to estimate how often the robot will behave in
a certain way. The scale will be filled out once before seeing Epi
display any behaviours, to establish the participants’ baseline level
of trust and enable comparison of the changes in trust, as recom-
mended by O’Neill [19]. Since the trust relation is believed to be
constantly changing [3, 11], the TPS-HRI will also be filled out after
every sequence completion task.

While the characteristics of the robot has been found to be the
main factor that affects trust in HRI [12], it is still possible that
the participants have some preconceived notions about robots that
might affect the development of their trust. To control for this,
the participants will be asked to fill out the Negative Attitudes
Towards Robots Scale (NARS) before seeing Epi [29]. NARS provides
estimations on negative attitudes in general, as well as more specific
sub-scales on negative attitudes towards situations with robots,
social influence of robots, and emotions in interactions with robots.

To confirm whether verbal communication does promote per-
ceptions of human-like intelligence, we will also use the Godspeed
scales for anthropomorphism and perceived intelligence [2].

Since Ragni et al. [21] found that task performance and positive
perceptions about the robot were not necessarily linked, we will
also collect data on how many of the sequences the participants
solved, whether they used Epi’s help, and their response times.

4 EXPECTED RESULTS AND CONCLUSION
Developing strategies to signal trustworthiness, aid trust calibra-
tion and assist humans in problem-solving tasks will be useful for
successful human-robot interaction. Displaying fallibility can be
useful to calibrate user expectations and avoid automation bias
(and thus not overestimate the robot’s capabilities). However, it is
important to understand the impact of potential errors and error
size on the interaction and how negative impacts can be reduced.

We have presented an experimental setup to study the impact
of robotic speech on trust in a number sequence completion task.
While most studies focus on physical features in the context of an-
thropomorphism, we are planning to test the same robot (physically)
and to merely vary the presence of speech capabilities. Thereby,
we expand on previous findings that speech can lead to higher
perceived competence and soften the negative influence of errors
on perceived trustworthiness. The main aim of the experiment is to
compare a humanoid robot with speech to the same robot without
speech and measure how it affects self-reported trust, perceived an-
thropomorphism, performance and willingness to take the robot’s
advice. More specifically, we want to see whether speech can miti-
gate the negative effect of errors on trust and whether this might
be due to higher perceived anthropomorphism. Overall, we expect
performance to decrease and hesitation rate to increase with more
obviously wrong answers (low accuracy), but this effect should be
more strong for the robot without speech. We hypothesize that
speech might indicate humanlike capabilities and, with that, make
the robot seem more trustworthy. However, this effect might only
hold for errors that are slightly wrong. While erroneous robots
seem to be preferred over perfect robots because it makes them
seem more human-like [21], there might be a limit to how wrong a
robot can be. For instance, a robot that gives slightly wrong advice
might be perceived as more anthropomorphic and trustworthy than
a robot that gives advice that is completely off.

In the future, results from this study could inform robotic design
by taking not only physical features but also language capabilities
into account. If we find that speech can reduce the negative impact
of errors on trust, speech could be used strategically in robot be-
haviour to smoothen the interaction and facilitate human-robot
collaboration. Lastly, finding out how different degrees of accuracy
affect trust could help to anticipate how serious of an error the
robot can ‘allow’ itself to make and thus, how much energy should
be dedicated to solving tasks accurately.
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