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linear hyperbolic systems
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Abstract. The paper concerns boundary value problems for general nonautonomous first-order quasilinear
hyperbolic systems in a strip. We construct small global classical solutions, assuming that the right-hand
sides are small. In the case that all data of the quasilinear problem are almost periodic, we prove that
the bounded solution is also almost periodic. For the nonhomogeneous version of a linearized problem,
we provide stable dissipativity conditions ensuring a unique bounded continuous solution for any smooth
right-hand sides. In the autonomous case, this solution is two times continuously differentiable. In the
nonautonomous case, the continuous solution is differentiable under additional dissipativity conditions,
which are essential. A crucial ingredient of our approach is a perturbation theorem for general linear
hyperbolic systems. One of the technical complications we overcome is the “loss of smoothness” property
of hyperbolic PDEs.

1. Introduction
1.1. Problem setting

We consider a first-order quasilinear hyperbolic system
oV +Ax,t,V)o,V+Bx,t,V)V = f(x,t), xe(@1),teR, (1.1)

where V = (Vq,..., V) and f = (fi,..., fu) are vectors of real-valued functions,
and A = (Aj) and B = (B ) are n x n-matrices of real-valued functions. The matrix
A is supposed to have n real eigenvalues A (x, t, V) in a neighborhood of V = 0 in
R”" such that

Ai(x,t, V) > - > Ap(x,t, V) > 0> A1 (x, 8, V) > - > Ay (x, 1, V)

for some integer 0 < m < n. These assumptions imply that there exists a smooth and
nondegenerate n x n-matrix Q(x,t, V) = (ij(x, t, V)) such that

O~ (x, 1, V)A(x, 1, V)Q(x,1, V) = diag(A; (x, 1, V), ..., Ay(x, 1, V).

Keywords: Nonautonomous quasilinear hyperbolic systems, Boundary value problems, Bounded classi-
cal solutions, Almost periodic solutions, dissipativity conditions, Perturbation theorem for linear problems.
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We supplement the system (1.1) with the boundary conditions

Uj0.0) = (RZ);() +hj(1), 1<j<m, 1R,

Uj(l,t) =(RZ);j(t) +hjt), m<j<n,tekR, (1.2)
where R is a (time-dependent) bounded linear operator,
Zt)=U1(,1),....,Un(1,1), Upn+1(0,1), ..., Un(0, 1)),
and
Ux,1)=Q 'x, 1, V)V(x,1). (1.3)

The purpose of the paper is to establish conditions on the coefficients A, B, f, and
h and the boundary operator R ensuring that the problem (1.1)—(1.3) has a unique
small global classical solution, which is two times continuously differentiable. If the
data in (1.1) and (1.2) are almost periodic (respectively, periodic) in ¢, we prove that
the bounded solution is almost periodic (respectively, periodic) in ¢ also.

Let

I={x,H)eR>:0<x<1}

and BC (IT; R") be the Banach space of all continuous and bounded maps u : IT — R”"
with the usual sup-norm

lullpc = sup {|u;(x,0)| : (x,1) € I, j <n}.

Moreover, BCK (I1; R™) denotes the space of k times continuously differentiable and
bounded maps u : IT — R", with norm

lullper =Y

O<i+j<k

a"a/uH
x -t BC

We also use the spaces BC,"(H ;R™) of functions u € BC(IT;R™) such that
oty ..., 8tku € BC(IT; R"), with norm

k
J
lll gt = Y 1/ ulle-
e

Similarly, BCK(R; R") denotes the space of k times continuously differentiable and
bounded maps u : R — R”". If n = 1, we will simply write BC K(R) for BC*(R; R),
and likewise for all the spaces introduced above.

Given two Banach spaces X and Y, the space of all bounded linear operators A :
X — Y is denoted by £(X, Y), with the operator norm [|A||z(x,y) = sup{llAully :
u e X, ||lullx < 1}. We will use also the usual notation £(X) for L(X, X).

Let || - || denote the norm in R” defined by | y| = max |vj|. We suppose that the

j=n

data of the problem (1.1)—(1.3) satisfy the following conditions.
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(A1) There exists g > 0 such that

— the entries of the matrices A(x,t, V), B(x,t,V), and Q(x,t, V) have
bounded and continuous partial derivatives up to the second order in (x, t) €
IT and in V € R” with | V| < &,

— there exists Ay > 0 such that

inf {Aj(x,, V) : (,0) € I, V]| <80, 1 < j <m) > Ay,

sup{Aj(x,1,V) : (x,0) € I, |V| < 8p.m < j <n} < —A,

inf {JA;(x, 1, V) — Ao, £, V)| < (x, 1) € IT, |V < 80,1 < j #k <n} > Ao,
inf {|det Q(x, ¢, V)| : (x,t) € I, |V| < 8} > Ap.

(A2) f € BC}(IT; R"), 3, f € BC}(IT; R"), and h € BC*(R; R").

(A3) R is a bounded linear operator on BC(R; R"). The restriction of R to
BCL(R; R") (respectively, to BC2(R; R™)) is a bounded linear operator on
BC!(R; R") (respectively, on BC?(R; R")). Moreover, for v € BC'(R; R")
it holds

d ~
3 R0 = (R); () + (RV) (),

d ~ ™Y ./

3 R0 = (R'v) (0 + (RV) ;). (1.4)

where v/(¢) = %v(r) and R, R, R', R : BC(R; R") — BC(R;R") are some
bounded linear operators.
Notation and further assumptions Set
a(x,t) =diag(A1(x,1,0),..., Ap(x,t,0)),
b, = 0710, 1, 0) (B, 1,0)0(x, 1,0) 4 0, 0(x, 1,0) + Ax, 1,00, 0+, 1,0) ),

and

y; = inf bjj(x,t) bjj(x,t)

aj(x,t)

bir(x,1)
aj(x,t)

. Bj= supZ

i .
k£

In Sect. 2, we will consider a linearized version of the system (1.1); see (2.8).
The characteristics of this linear system, which we need already now, are defined as
follows. For given j < n, x € [0, 1], and ¢ € R, the jth characteristic passing through
the point (x, t) € IT is defined as the solution & € [0, 1] = w;(§) = w;(&, x,1) € R
of the initial value problem

, i =1in
ool VTR

=

1
aj¢ wjE x, 1)’
Due to the assumption (A1), the characteristic curve T = w; (§) reaches the boundary

of IT in two points with distinct ordinates. Let x; denote the abscissa of that point
whose ordinate is smaller. Specifically,

dsw;(§,x,1) = wj(x,x, 1) =1. (1.5)

= 0ifl <j <m,
T 1itm < j <n.
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Write

cé-(é,x,t) =expf

X

3 ..
[% - 8"”] (1, w;(n)) dn (1.6)

J aj
and introduce operators G1, Go, Hy, H; € L(BC(R, R")) by
(G1y); (1) =c; (x], 1 —x],t)(Rw),(w](x], —Xxj, 1)),

(GzI/f),(t)—cf(x,, —xj. (RY) j(@j(xj, 1 — x;. 1)),
(Hiv);(0) = ¢ (xj 1= xj. DY (@) (cj, 1 = xj, 1) if inf bjj >0, (1.7)

(Hiv) ;(0) = (1 = xj, xj, DY (@;(1 = x;, x;, 1) if supbj; <0.
N x,t
In what follows, we will use the simplified notations

IR; Il = sup {l[(Rw);lBcr) : llullpcim:rny =1},
IR = IRl z(Bc®:rry) = max || R; .
Jj=n

We consider two sets of stable conditions on the data of the original problem.
(B1) For each j < n, it holds
B; . e
||Rj||+y—-;(1—e V1)<1 1f1xI31fb.,~j>O,
. B; . o
e V/||Rj||+y—;(1—e V1)<1 1f1xr}tfbjj<0,
IRl +B; <1 if ixn;fb.,-.,':O.
(B2) For each j < n, it holds
intfbjj >0, e V|Rjll <1,
X,
<1+||R|| |:1—max {e_’"'||R,-||}i| )—j(l—e_"-/) <1
i<n )/j
Moreover, in the particular case of periodic boundary conditions (Rz); = z; or, the
same, in the case

uj0,t) =u;(1,t) forall j <n, (1.8)

we consider yet another set of conditions.
(B3) For each j < n, it holds
. :3,/' -7
inf|bjj| #0 and —(2—e") < 1.
x,t y /
Note that, if 1nf bj; > 0, then the conditions (B1) and (B2) differ at least in the
restrictions 1mposed on the boundary operator R. More precisely, since the constants

y;j are positive for all j < n, the condition (B2) allows for ||R;|| > 1, what is not
allowed by (B1).
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1.2. Main result

A continuous function w(x, ¢, v) defined on [0, 1] x R x [—6¢, 801" is a Bohr almost
periodic in t uniformly in x and v (see [6, p. 55]) if for every u > O there exists a
relatively dense set of w-almost periods of w, i.e., for every u > 0 there exists a
positive number / such that every interval of length / on R contains a number t such
that

lw(x,t+1,v) —w(x,t,v)] < pu forall (x,t) € IT and ||v|| < §.

Let AP(R, R") be the space of Bohr almost periodic vector functions. Analogously,
let AP (11, R"™) be the space of Bohr almost periodic vector functions in ¢ uniformly in
x.By Cr (R, R") and C7 (11, R"), we denote the spaces of continuous and 7 -periodic
in ¢ vector functions, defined on R and 17, respectively.

The main result of the paper is stated in the following two theorems.

Theorem 1. Let the conditions (A1)—(A3) and at least one of the conditions (B1)
and (B2) be fulfilled. If the inequalities

IGillzcBe®,Rry) < 1 (1.9)

are satisfied for both i = 1 and i = 2, then the following is true:

1. There exist ¢ > 0 and § > 0 such that, if ”f”BC,Z + hllgc2 < &, then the
problem (1.1)—(1.3) has a unique classical solution V* € BC2(IT, R") such that
||V*||BC,2 + ||8xV*||BC[1 < 8. Furthermore, there exist ¢ > 0 and § > 0 such that, if
1 £ Igcz + 195 fll g + Wllgez < e, then [V e < 6.

2. Suppose that A, B, Q, f, and h are Bohr almost periodic in t uniformly in x €
[0, 1] and V € [—=80, 80]" (resp., A, B, Q, f, and h are T -periodic in t). Moreover,
suppose that the restriction of the boundary operator R to AP(R; R") (resp., to
Cr (R, R™)) is a bounded linear operator on AP (R; R") (resp., on Ct (R, R")). Then
the bounded classical solution V* to the problem (1.1)—(1.3) belongs to AP (I1, R™)
(resp., to Ct(I1, R™)).

Theorem 2. Let (Rz); = zj for each j < n and the conditions (A1), (A2), and (B3)
be fulfilled. If the inequalities

|H;ll cBo®,Rmy) < 1 (1.10)

are satisfied for both i = 1 and i = 2, then Parts 1 and 2 of Theorem 1 are true for
the problem (1.1), (1.8), (1.3).

The paper is organized as follows. In Sect. 2, we formulate statements of independent
interest for general linear first-order nonautonomous boundary value problems related
to solving the original quasilinear problem. In Sect. 3, we comment on the problem
(1.1)—(1.3) and on our main assumptions. In particular, we give an example showing
that in the nonautonomous setting the conditions (1.9) and (1.10) are essential for
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C?-regularity of the bounded continuous solutions. Section 4.1 is devoted to bounded
continuous solvability of the linear boundary value problems (including the linearized
version of the original problem). In Sect. 4.2, we prove C2-regularity of the bounded
continuous solutions. A crucial point in our approach is a perturbation theorem for the
general linear problem (2.1), (2.5), (2.7). This result, Theorem 6, is proved in Sect. 4.3.
Our main result, Theorems 1 and 2, is proved in Sect. 5.

2. Relevant linear problems

Setting Our approach to the quasilinear problem (1.1)—(1.3) is based on a thorough
analysis of a linearized problem. As we will see later, the main reason behind global
classical solvability of the quasilinear problem (1.1)—(1.3) lies in the fact that the
corresponding nonhomogeneous linear problem has a unique smooth bounded solution
for any smooth right-hand side. We therefore first establish stable sufficient conditions
ensuring the last property. To this end, consider the following general nonhomogeneous
linear system

v +a*(x, )0, v+b*(x,)v=g(kx,1), xe(0,1),tecR, (2.1)

where ¢ = (g1,..., gn) is a vector of real-valued functions, a* = (a;fk) and b* =
(b;‘fk) are n X n-matrices of real-valued functions. Note that, if a*(x, 1) = A(x, 1, 0)
and b*(x,t) = B(x,t,0), then (2.1) is a nonhomogeneous version of the linearized
system (1.1). This is a reason why we use the same notation for the general linear
problem and for the linearized version of the original quasilinear problem.

Suppose that

a%, € BC'(IT) and b%;, € BC(IT) forall j.k <n (22)

and the matrix a* has n real eigenvalues a; (x, 1), ..., a,(x, t) such that aj(x,t) >
- > ap(x,t) > 0> ape1(x,t) > -+ > ay(x,t). Letg(x, 1) = (qjk(x,t)) be a
nondegenerate n X n-matrix such that g;x € BC 1(IT) and

a(x,t) = q_l(x, Ha*(x, t)g(x,t) = diag(ay (x, 1), ..., a,(x, 1)). 2.3)

The existence of such a matrix follows from the assumptions on a*. Note that, if (2.1)
is a linearized version of (1.1), then the matrix ¢ is defined by ¢g(x, ) = Q(x,¢,0).
Let Ao be a positive real such that

inf {aj(x,t) (x,)ell, 1 <j< m} > Ao,
sup {a.,'(x,t) c(x,)ellim< j< n} < —Ao,

2.4
inf {la;j(x, 1) —ap(x, 0] : (x,0) € 1,1 < j #k <n} > ko, @4
inf {|detg(x, )| : (x,1) € [T} > Ap.
We subject the system (2.1) to the boundary conditions
uj(O,t)Z(RZ)j(l‘)—l—/’lj(t), 1<j<m, t € R, 2.5)

ui(l,t) =(R2);() +h;t), m<j=<n,tekR,
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where
2(t) = Wi, 0), ooy um (1, 1), um41(0, 1), ..., uy (0, 1)) (2.6)
and
u=q '(x, 0. 2.7)
The system (2.1) with respect to u reads
oru+a(x,t)oxu +bx,H)u =gx,t), x€(0,1),1reR, 2.8)

where b(x, 1) = ¢~ (b*q + 8,9 + a*dcq) . It is evident that the problems (2.1), (2.5),
(2.7) and (2.8), (2.5) are equivalent.

An operator representation
Let

3
cj§,x,1) = exp/

X

bu . , ,
[f} oy dn, dyexn = -2EED o)

j aj¢, i)’

Suppose that g and 4 are sufficiently smooth and bounded functions. As usual, a
function u € BCI(IT; R") is called a bounded classical solution to (2.8), (2.5) if
it satisfies (2.8), (2.5) pointwise. Similarly, a function v € BC!(IT; R") is called a
bounded classical solution to the problem (2.1), (2.5), (2.7) if it satisfies (2.1), (2.5),
(2.7) pointwise. It is straightforward to show that a function u € BC L(IT; R") is the
bounded classical solution to (2.8), (2.5) if and only if u satisfies the system of integral
equations

uj(x,t) =cj(xj, x,t)(Rz)j(wj(x;)) +cjxj, x,)hj(w;(x;))

—/ dj&,x,1) ijk(é,wj(é))uk(é,wj(é))—gj(s,wj(é)) dé, j=<n,
i k#j
(2.10)

pointwise. This motivates the following definitions. A function u € BC(IT; R")
is called a bounded continuous solution to (2.8), (2.5) if it satisfies (2.10) pointwise.
A function v € BC(IT; R")) is called a bounded continuous solution to (2.1), (2.5),
(2.7) if the function u = ¢~ v satisfies (2.10) pointwise.

Let us introduce operators C,D € L(BC(II;R")) and an operator F €
L (BC(T; R*); BC(IT; R")) by

(Cu)j(x, 1) =cjxj, x,1)(R2) j(wj(xj, x, 1)),

X
(Du)j(x,1) = —/ dj€ x,0) Y bjk(E wjE x, g€ j(E, x, 1)dE,
Y k#j

(F(g,h)j(x,1) = / dj,x, 08¢, wj, x,1)d§ +cjlxj, x,Dhj(wj(x;,x,1)).

Xj

@2.11)
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Then the system (2.10) can be written in the operator form
u=Cu+ Du+ F(g,h). (2.12)

BC solutions

Theorems 3 and 4 give stable sufficient conditions for BC solvability of the lin-
ear problem (2.1), (2.5), (2.7). If the data of the problem are sufficiently smooth,
in the autonomous case these conditions even ensure BC>-regularity. In the nonau-
tonomous case, we need an additional condition to ensure BC'-regularity and yet
another condition to ensure BC?-regularity. These additional conditions, which are
stated in Theorem 5, turn out to be essential; see Sect. 3.6. This seems to be a new
interesting phenomenon for nonautonomous hyperbolic PDEs.

Theorem 3. Let R € L(BC(R; R™)). Suppose that the conditions (2.2)—(2.3) and
one of the conditions (B1) and (B2) are fulfilled. Then, for any g € BC(I1; R") and
h € BCR; R"Y), the problem (2.1), (2.5), (2.7) has a unique bounded continuous
solution v. Moreover, the a priori estimate

vz = K(llgllsc + IhllBc) (2.13)

is fulfilled for a constant K > 0 not depending on g and h.

Theorem 4. Let (Rz); = z; for each j < n. Suppose that the conditions (2.2)—(2.3)
and (B3) are fulfilled. Then, for any g € BC(IT; R"), the problem (2.1), (1.8), (2.7)
has a unique bounded continuous solution v. Moreover, the estimate (2.13) is fulfilled
with h = 0 and with a positive constant K not depending on g.

Higher regularity of bounded continuous solutions is the subject of the next theorem.
Theorem S. Assume that the assumptions of Theorem 3 (resp., Theorem 4) are ful-
Sfilled.

L Let a%y, qjx € BCHUT), dxa’y, dxqjk, by, gj € BC/(IT), and hj € BC'(R)
forall j, k < n. Suppose that the restriction of R to BC'(R; R") is a bounded linear
operator on BC'(R; R") satisfying (1.4). If the inequality (1.9) for i = 1 (resp.,
the inequality (1.10) for i = 1) is true, then the bounded continuous solution v to
the problem (2.1), (2.5), (2.7) (resp., to the problem (2.1), (1.8), (2.7)) belongs to
BC! (I1, R™). Moreover, the a priori estimate

lvliger = Kl(”g”Bcll + Ikl gcr) (resp., llvliger < Ki IIgIIBc}) (2.14)
is fulfilled for a constant K1 > 0 not depending on g and h.

2. Let, additionally, b%,, g; € BC>(IT) and h; € BC*(R) forall j,k < n and
the restriction of R to BC*(R; R") be a bounded linear operator on BC*(R; R™).
If the inequality (1.9) for i = 2 (resp., the inequality (1.10) for i = 2) is true, then
v E BCIZ(H, R"™) and 9,v € BCtl (I1, R™). Moreover, the a priori estimate

Il ez + I13xvll et < Ka(llglpez + Il pcz)

(2.15)
(resp., ”v”BC,Z + ||axv||BC11 = K2||g”BC,2)

is fulfilled for a constant K, > 0 not depending on g and h.
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A perturbation theorem Along with the system (2.1), we consider its perturbed version
dv+a*(x,)dcv + b*(x, Hv = g(x, 1), (2.16)

where a* = (&;fk) and b* = (57,() are n X n-matrices of real-valued functions with

Zl;fk € BCY(IT) and Bjk € BC(IT). The matrix a* is supposed to have n real eigenval-
ues aj(x,t),...,ay(x,t) such that ay(x,t) > -+ > ap(x,t) > 0 > aui1(x,t) >

- > dy(x,1). Let G(x, 1) = (Gjk(x, 1)) be a nondegenerate n x n-matrix such that
Gjk € BC'(IT) and

a(x,t) =q "(x,0)a* (x, HG(x, 1) = diag(a (x, 1), ..., apy(x,1). (2.17)

Due to the assumptions on a*, we can fix &g > 0 such that, whenever ||a* —a™||pc < &o
and ||g — qllpc < €0, the condition (2.4) is fulfilled with a; and g in place of a; and
q, respectively.

Theorem 6. 1. If the assumptions of Part 1 of Theorem 5 are fulfilled, then there exists

e1 < &g such that, for all &;.‘k, b;k, and q ji. satisfying the conditions

5. Gk € BCHIT), 8,d%. 0cGjx € BC!(IT). b% € BC!(IT),
|a* — a* || gez + 120" — xa™ | ey < 1, 6% = b¥llge) < e1,

g — q”BC,Z + 110G — 8x‘]||3ctl = €1, (2.18)

the system (2.16), (2.5), (2.7) with q in place of q has a unique bounded classical
solution v € BCY(IT; R™). Moreover, ¥ satisfies the a priori estimate (2.14) with ¥ in
place of v for a constant K1 not depending on a*, b*, §, g, and h.

2. If the assumptions of Part 2 of Theorem 5 are fulfilled, then there exists 1 <
&g such that, for all d}fk and Igjfk satisfying the conditions (2.18) and the stronger
conditions

bi € BCIUT) and 6" = b*|pez < e1,
the system (2.16), (2.5), (2.7) with q in place of q has a unique bounded classical
solution v € BC,2 (IT; R™) with 0,V € BC,1 (IT; R™). Moreover; v satisfies the a priori

estimate (2.15) with ¥ in place of v for a constant K> not depending on a*, b*, 4§, g,
and h.

3. Comments on the problem and the assumptions
3.1. About the quasilinear system (1.1)

It is well known that quasilinear hyperbolic PDEs are accompanied by various sin-
gularities as shocks and blow-ups. Since the characteristic curves are controlled by
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unknown functions, the characteristics of the same family intersect each other in gen-
eral and, therefore, bring different values of the corresponding unknown functions into
the intersection points (appearance of shocks). The nonlinearities in B(x, ¢, u) often
lead to infinite increase of solutions in a finite time (appearance of blow-ups). When
speaking about global classical solutions, one needs to provide conditions preventing
the singular behavior.

Certain classes of nonlinearities ensuring a nonsingular behavior for autonomous
quasilinear systems are described in [13,22]. Some monotonicity and sign preserving
conditions on the coefficients of the nonautonomous quasilinear hyperbolic systems
are imposed in [1,25]. In the present paper, we study nonautonomous quasilinear
hyperbolic systems with lower-order terms and use a different approach focusing on
small solutions only. We do not need any of the above constraints. Instead, we assume a
regular behavior of the linearized system and smallness of the right-hand sides. Small
periodic classical solutions for autonomous quasilinear hyperbolic systems without
lower-order terms and with small nondiagonal elements of the matrix A = A(V) for
V =~ 0 were investigated in [27]. In our setting, the nondiagonal entries of the matrix
A = A(x, t, V) are not necessarily small and the lower-order coefficients B(x, t, V)
are not necessarily zero. Our dissipativity conditions depend both on the boundary
operator and on the coefficients of the hyperbolic system.

In Sect. 3.6, we show that the additional dissipativity conditions (1.9) and (1.10)
are in general necessary for C2-regularity of continuous solutions, which is a notable
fact in the context of nonautonomous hyperbolic problems.

3.2. About the boundary conditions (1.2)

The boundary operator R covers different kinds of reflections and delays, in partic-
ular,

n

Vi (1)
(RZ)j(t)=" [ij(t)Zk(f —0jk(1)) +/0 pjkt, 0)Zi(t — T)df} . J=n,

k=1

where 7k, pjk, 0jk, and ¥ j are known BC!-functions. The boundary operators R’
and R introduced in (1.4) are in this case computed by the formulas

n

(R'2)(1) = Z[r}k(wzk(t — 0k (D) + pjk (1. 9 5(0) Zi(t — O i ()9 (1)
o
+/ a,p,ku,r)zk(z—r)dr]
0

n

- D (1)
(RZ)(t) = Z["jk(t)zk(t — 0k (1)) (1 = 0],.(1)) +/0 Pk, V) Zp(t — f)df]~
k=1
Boundary conditions of the reflection type appear, in particular, in semiconductor
laser modeling [21,29] and in boundary feedback control problems [2,7,10,26], while
integral boundary conditions (with delays [23]) appear, for instance, in hyperbolic age-
structured models [5,14].
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3.3. Nilpotency of the operator C

Theorem 3 can be extended if the operator C is nilpotent. This is the case of the so-
called smoothing boundary conditions, see e.g. [16]. The smoothing property allowed
us in [20] to solve the problem (1.1)—(1.3) where the boundary conditions (1.2) are
specified to be of the reflection type, without the requirement of the smallness of
I Dl zBc(r1,R™))- In [20], we used the assumption that the evolution family generated
by alinearized problem has exponential dichotomy on R and proved that the dichotomy
survives under small perturbations in the coefficients of the hyperbolic system. For
more general boundary conditions (in particular, for (1.2)) when the operator C is not
nilpotent, the issue of the robustness of exponential dichotomy for hyperbolic PDEs
remains a challenging open problem.

3.4. Space-periodic problems and exponential dichotomy

In the case of space-periodic boundary conditions (1.8), our assumption (B3)
implies, according to [15], that the evolution family generated by the linearized prob-
lem has the exponential dichotomy on R. For more general boundary conditions (2.5),
one can expect the same dichotomy behavior of the evolution family whenever one
of the two assumptions (B1) and (B2) is fulfilled, but this still remains a subject of
future work.

3.5. Time-periodic problems and small divisors

Analysis of time-periodic solutions to hyperbolic PDEs usually encounters a com-
plication known as the problem of small divisors. However, this obstacle does not
appear in our setting due to the nonresonance assumptions (B1), (B2), and (B3).
Similar conditions were discussed in [17,18].

The completely resonant case (closely related to small divisors) is qualitatively
different. This case is discussed in a series of papers by Temple and Young (see, e.g.,
[30,31]) about time-periodic solutions to one-dimensional linear Euler equations with
the periodic boundary conditions (1.8). In this case, one cannot expect any stable
nonresonant conditions of our type. More precisely, in the setting of [30,31] it holds
bj; = Oforall j, and hence, our condition (B3) is not satisfied. Therefore, the operator
I — C is not bijective, while the bijectivity property is a crucial point in our Theorems 3
and 4.

3.6. Conditions (1.9) and (1.10) are essential for higher regularity of bounded contin-
uous solutions, in general

In the autonomous case, when the operator R and the coefficients in the hyperbolic
system (2.8) do not depend on ¢, we have R’ = 0, R = R, and clj =cjforall j <n
and [ = 1,2. Then the bounds (1.9) and (1.10) straightforwardly follow from the
assumptions of any of Theorems 3 and 4. The higher regularity of solutions follows
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automatically. This means that we have to explicitly impose the conditions (1.9) and
(1.10) only in the nonautonomous case.

We now show that in the nonautonomous case, if the estimate (1.9) is not fulfilled
for i = 1, then Part 1 of Theorem 5 is not true in general. Similarly, if (1.9) is not
fulfilled for i = 2, then one can show that Part 2 of Theorem 5 is not necessarily true.

Consider the following example, satisfying all the assumptions in Part 1 of Theo-
rem 5 except (1.9) fori = 1:

2
oy + ——0yuy =1, oup — (2 +sint)dcupy =0,
4dr — 1
wi(x,t +2m)=uj(x,1), j=12,

u1(0,0) =ri®u20,t), wux(1,t) =roui(l,1), 3.1

where a 27 -periodic and positive C'-function | (r) and a constant r, are such that

O<supri(t) <1, O0<mr <l. (3.2)
teR
In this case, all assumptions of Theorem 3 are true since || R1|| = sup,cg71(f) < 1,

IRzl = 2 < 1,and bjp = O for all j,k < 2. The system (3.1) has a unique

bounded continuous solution u = (u1, u2) € BC(IT, R?). Since all the coefficients

of the problem are 27 -periodic in ¢, it is a simple matter to show that the solution u is
2m-periodic in ¢ as well (sf. Sect. 5.3).

We have
4w — 1
2
wr (&, x,1) = p~ L (p(t) + & — x) with p(t) = —2t + cos 1,

w1, x,1) =

& —x)+1,

and

dwn(§, x,1) = eXp[S (%) (w2(n, x, 1)) dn

3.3)
a(t)

*d
= exp[g alna(a)g(n,x,t)) dn = —a(a)z(é,x,t))’

where a(t) = —2 — sin¢t. Then the system (2.10) reads

4 — 1 4T — 1 dr — 1
ui(x,t)y=ri |t — 5 x ) ur (0, — 5 x )+ 5 X, (3.4)

ur(x, 1) = raur (1, p~ (p(1) + 1 = x)). (3.5

Inserting (3.4) into (3.5), we get

dr — 1
2

1 4o — 1
xu |0, p~ (p(t) + 1) — 3 +r

u2(0, 1) = rory (p*(p(r) +1) -
4 — 1 (3.6)

2
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Using the 2w -periodicity of u; in ¢, we now find the values of ¢ at which us has
the same argument in both sides of (3.6). This is the case if, for instance, r — 27 =
p~ ' (p(t) + 1) — (47 — 1)/2. This equality is true if and only if p(t) + 1 = p(r — %)
or, the same,

1 1 1
cost —cos|t— =) =-2sin{r——)sin|[ - ) =0.
2 4 4

The last equation has the solutions 1/4 + 7k, k € Z. Set ty = 1/4. Then, due to (3.2),
the equation (3.6) yields

uz(0,10) = ra _ Aol # 0. 3.7
2(1 = rari(20))

Notice the obvious identity p‘1 (p(t) + 1) = w2(1, 0, t). If the derivative 9,17 (0, tg)
exists, then it is given by the formula

du2(0, 10) = rari(to)dw (1, 0, 19)d:u2(0, 19) + rary (10)d:w2(1, 0, 19)u2(0, o).
(3.8)
By (3.3), we have

a(tp) _ —2—sin(1/4)
a(@n(1,0,10)  —2—sin(—1/4)

atw2(1707 tO) = 1

We can choose a constant 7, and a smooth 2w -periodic function r{(¢) such that,
additionally to the condition (3.2), it holds

rari (to) 3w (1, 0, 19) = 1 and r| (f9) # 0, (3.9)

contradicting (3.7)—(3.8). This means that the continuous solution to (3.6) and, hence,
also to (3.4)—(3.5) is not differentiable at t = ;.

The violation of the condition (1.9) can be seen also directly. It suffices to note that,
by (3.9), for ¥ € BC(R,R?) such that ||| gc = 1 and ¥ (w2(1,0,1)) = 1, we
have

IG 1l £se@ry) = (G1¥)2(10)] = (1,0, 1) [(RY)2(@a(1, 0, )]
a'(2(n, 0, 1))
~a(w(n, 0, to))2>
a(tp)
?a(@n(1,0, 1))

1
= ¢3(1,0, 10)r2| Y1 (w2(1, 0, 19))| =r2exp/ (
0

Od

=r exp[ I Ina(wa(n,0,1))dn =r =rdiw2(1, 0, 1) > 1.
1 an

3.7. Quasilinear hyperbolic systems in applications

Quasilinear systems of the type (1.1) cover, in particular, the one-dimensional ver-
sion of the classical Saint-Venant system for shallow water [28] and its generalizations
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(see, e.g. [3]), the water flow in open channels [12], and one-dimensional Euler equa-
tions [11,30,31,33]. They are also used to describe rate-type materials in viscoelas-
ticity [8,9,24] and the interactions between heterogeneous cancer cell [4].

The behavior of unsteady flows in open horizontal and frictionless channel is
described in [32] by the Saint-Venant system of the type

A —0,(AV) =0, 9V —-0,5=0, t>0,xe€(0,L), (3.10)

where L is the length of the channel, A = A(¢, x) is the area of the cross section
occupied by the water at position x and time ¢, and V = V (¢, x) is the average velocity
over the cross section. Furthermore, S = % V24 gh(A), where h(A) is the depth of the
water. This system is subjected to flux boundary conditions. Note that in the smooth
setting the system (3.10) is of our type (2.1). As described in [32], in a neighborhood
of an equilibrium point the system (3.10) can be written in Riemann invariants in the
diagonal form (2.8). The flux boundary conditions are then transformed into boundary
conditions of the type (2.5).
The nonautonomous first-order quasilinear system

ou —0,yv =0, v —¢(t,v)deu =Y, v),

is used to model the stress—strain law for metals [8,9,24]. Here v and u denote the
stress and the Lagrangian velocity, while the functions ¢ and ¥ measure, respectively,
the noninstantaneous and the instantaneous response of the metal to an increment of
the stress.

4. Linear system
4.1. Existence of bounded continuous solutions
4.1.1. Proof of Theorem 3

We first give the proof under the assumption (B1). We have to prove that / — C — D
is a bijective operator from BC (I1; R") to itself. It suffices to establish the estimate

ICllzBerry) + 1 Dllcpemrnyy < 1. 4.1
Using (2.9), we have

0 ..
cj(xj,x,t) =exp {/ [%} (1, wj(n))dn} <e V', j<m,
x LA (4.2)

1 b
cj(xj.x, 1) = exp{/ [f] (n,wj(n))dn} <e Vi1 G s m.
X

J
Ifinfb;; > O, then y; > 0, and if inf b;; < 0, then y; < 0. Combining this with
x,t X,t
(4.2), we obtain that

supcj(xj,x,t) =1 if infb;; >0,
x.1 x,t
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su?cj(xj,x,t)fe_yf if ixnszjj < 0.
X, )

By the definition (2.11) of the operator D, for allu € BC(IT; R") with ||u||pc =1
and all (x, t) € IT we have

X ETh: X
|(Du>j<x,r)|sﬁ,-/0 exp{/ [f}(mw,-(n))dn}dssﬁj/o eV dg
X J

=€—j(1—e_yfx 5%(1—e"’f') if j<m,y; #0,
: *[bjj
[(Du);j(x. )] sﬂj/ exp{/ [a—} (n,wj(n))dn} dé
X X J

5&(1—6‘”) if j>m,y #0,

Vi

[(Du)j(x,0)| = B; if j<n,y;=0.

Note that y; = 0 iff intf bjj = 0. Using (B1), we immediately get the inequality
X,

(4.1). This implies that, for given g € BC(IT; R") and h € BC (R; R"), the equation
(2.12) has the unique solution u = (I — C — D)~! F(g,h). Hence, v = qu is the
continuous solution to (2.1), (2.5), (2.7). The estimate (2.13) now easily follows. The
proof of Theorem 3 under the assumption (B1) is complete.

Now we assume that the assumption (B2) is fulfilled. Our aim is to prove that
the operator I — C € L (BC(II;R™)) is bijective and that the following estimate is
fulfilled:

I = O™ ' Dllgseurny) < 1. 4.3)
To prove the bijectivity of I — C € L (BC(I1; R")), we consider the equation
uj(x,t) =cj(xj,x,)(Rz)j(wj(x;, x,1)) +rjx,1), j=<n, 4.4)

with respect to u € BC(IT; R"), where r belongs to BC(IT; R") and z is given by
(2.6). The operator I — C € L (BC(I1; R")) is bijective iff the equation (4.4) is
uniquely solvable for any r € BC(I1; R"). Putting x =0form < j <nandx =1
for I < j < m, the system (4.4) reads as follows with respect to z(z):

Zj(t) = c./(xj, 1— Xj, t)(RZ)j(a)j()Cj, 1 —Xj, 1)) —i—rj(l —Xj, 1), j<n.45)
Introduce operator Gg € L(BC (R, R")) by
(Goy)j (1) =cjxj, 1 —xj, )(RY)j(wj(xj, 1l —x;,0)), j<n.  (46)

Note that (Goz); (1) = (Cu);j(1 — x;,1), j < n. This implies that for all u €
BC(IT; R") with ||u]|pc = 1 it holds

1 bi;
(Gowjlisc < IR}l eXp/ —= | (. wj(n, 1,0)dy < |Rjlle™, j <m,
0, &, 4 4.7)

1 b::
||<Gou>j||gcs||Rj||exp/0 [—;?}(n,w,»(n,o,r))dns||R,-||e—yf, j>m.
J
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Hence, the operator I — Gy is bijective due to the assumption (B2). It should be noted
that [|Cllz(cm:rr)) = 1, while [|Goll z(Bcr:R)) < 1. We, therefore, can rewrite the
system (4.5) in the form

7= — Go)~ 7, (4.8)

where 7 (t) = (ri(1, 1), ..., rm(1,8), r41(0, 1), ..., ry(0, 1)). Substituting (4.8) into
(4.4), we obtain

wj(x, 1) = [ — C)’lr]j (x, 1)

N 4.9
=cj(xj,x, )[R — Go)_lr]j (wj(xj,x, 1)) +rjx, 1), j<n. (4.9)

The assumption that intf bj; > Oentails that ¢ (x;, x,t) < 1 forall (x,¢) € IT and all
X,

Jj < n. Therefore,

I = O Mlgsearrny < IRINT = Go)ll zsem:rm) + 1.

Combining this with the second inequality in (B2), we arrive at the estimate (4.3) and,
therefore, conclude that the formula u = [I — (I — o)! D]f1 (I —C)"'F(g,h)
gives the solution to (2.12). Hence, v = qu is the continuous solution to (2.1), (2.5),
(2.7), and this solution satisfies the estimate (2.13). This completes the proof of The-
orem 3 under the assumption (B2).

4.1.2. Proof of Theorem 4

We follow the proof of Theorem 3 under the assumption (B2), with the following
changes. Since in the periodic case one can integrate in both forward and backward
time directions, we use an appropriate integral analog of the problem (2.8), (1.8),
namely

uj(x,t) = cj(xj,x,t)uj(xj,a)j(xj)) —i—cj(xj,x,t)hj(a)j(xj))

—/ dj&,x,1) ijk(éﬁwj(é))uk(é,wj(é))—gj(é,wj(é))) d¢ if bj; > 0,
i k#j
ujx,t)y =cj(l —xj,x,Hu;j(1 —x;,w;j(1 —x;)) +c;(1 —x;,x,H)hj(w;(1 —x;))

_/1 dj(&, 1) | Y b(E @) EDumeE, () — g€ w; €)) | e if b <0.
X k#j
Note that in the case of general boundary conditions (2.5) we could integrate only in
the backward time direction where the boundary conditions are given. Now, instead
of the system (4.5), we have the following decoupled system:
uj(l —Xj,t) = Cj(x]', 1 —xj,t)uj(xj,a)j(Xj, 1 — Xj, 1)) +rj(1 —xj,t) if bjj > 0,
uj(xj, t) = Cj(] —Xj,Xj, t)uj(l —Xj, (1_)]'(1 —Xj, Xj, 1) + rj(xj, t) if bjj < 0.

The analog of the operator G introduced in (4.6), which we denote by Hy, reads

(H()w)j([) = Cj(Xj, 1 —xj,t)lﬂj(a)j(xj, 1 —Xj,t)) if bjj > 0,

4.10
(H()W)j([)=Cj(1—Xj,xj‘,t)lﬂj(a)j(l—Xj,xj‘,t)) if bjj < 0. ( )
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One can easily see that ||C || zscm.rm)) = 1, while | Holl c(Bc®;rny) < 1. It follows
that the operator I — Hj and, hence, the operator I — C is bijective, as desired. The
rest of the proof goes similarly to the second part of the proof of Theorem 3.

4.2. Higher regularity of the bounded continuous solutions: Proof of Theorem 5

We divide the proof into a number of claims. Part 1 of the theorem follows from
Claims 1-4, while Part 2 follows from Claims 5-6.

We give a proof under the assumptions of Theorem 3. The proof under the assump-
tions of Theorem 4 follows the same line, and we will point out only the differences.

We begin with Part 1. Let u € BC(I1, R") be the bounded continuous solution to
the problem (2.8), (2.5).

Claim 1. The generalized directional derivatives (d; + ady)u ; are continuous func-
tions.

Proof of Claim. Take an arbitrary sequence of smooth functions u! : IT — R”
approaching u in BC (I1, R™) and an arbitrary smooth function ¢ : (0, 1) x R - R
with compact support. Let (-, -) denote the scalar product in L>((0, 1) x R). Using
(2.10), for every j < n we have

(0 +aj00u, 0) = (. —0r0 = 0:(aj9)) = lim (uh, —3,0 = 0:(a;)
= lim <c,~ (5 2,0 [ (RE) (@; (. x,0) + By (@555, %,1)]
- [ dexn [Z (bt ] € 0 — g5, w,;(é))]ds, 0k 8x(a,-<p)>
Y ke

n n
= lim <— > bjrtx, g + g (x. 1), go> = <— > bjk(x, g + g (x, 1), ¢>,
k=1 k=1

=00
as desired. Here we used the notation
) = <u11(1, £, ul (1,6, ul 0,0, ul (0, t))
and the equality
(0 +ajo)Y(wj§,x,1)) =0, 4.11)

being true for any ¥ € C!(R). 0

We substitute (2.12) into itself and get

u=Cu+ (DC+ D*u+ (I + D)F(g,h). (4.12)

Claim 2. The operators DC and D? map continuously BC (11, R") into BC tl (11, R™).
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Proof of Claim. It suffices to show that there exists a positive constant K11 such that
forall u € BCt1 (11, R™) we have

% [(DC + D] HBC < Knllulsc. (4.13)

Straightforward transformations give the representation

3 [(DCw)j(x,1)] = —a(/ djE x,0) bk, ;& x,1)
Y k#j

xXcp(xk, &, w;(§))(R2)k (wr (xk, &, w/(é)))d$>

(4.14)
=-> / 0y ji (€. x, (R (wp (i, &, w0 (£))) dE
k#j
-3 f dj (. x, t) ROk (xi. &, ; (€))) d.
k#j

where the functions

dji(§,x, 1) =d;j(, x, 0)bji(§, w;(€))ck(xk. &, w;(§))

are uniformly bounded and have continuous and uniformly bounded first-order deriva-
tives in 7. An upper bound as in (4.13) for the first sum in (4.14) follows directly from
the regularity and the boundedness assumptions on the coefficients of the original
problem.

The strict hyperbolicity assumption (2.4) admits the following representation for-
mula:

d
_(RZ)k(a)k(xk, év w]($5 X, t)))

B (xk, &, ;(§))0rw;(§)
Dwi(xk, §, w;(§)) + 3w (xk, §, w;(§))dsw;(§)
hwj§)a;E, wjE)aré, w;§))
T ds ap(§, i) —a;E, wi©)
Here and in what follows d; denotes the partial derivative with respect to the jth
argument. Hence,

dg (Rz)k(wk(Xk £, wj))

(RZ)k(wk(xk £, wj(§)))

x d
/d;k(g,x,t)FRz)k(wk(xk,s,w,-(e»)ds

Xj

= d! &, 2, DRk (@1 (5t £, 0 ())) Z_ 4.15)

=X;

—/_(RZ)k(wk(Xk,S,wj(f)))asd}k(é,x,t)dé,

where

dwj(§)a;§, wjE)ar, w;))

d g x, 1) =dijk (&, x,
&0 1) = & X ) ) — ay & ) (8))
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Combining (4.14) with (4.15), we conclude that 9; (D C) is bounded as stated in (4.13).
Similarly,

o[ (02w (x. )]
xré
=ZZ[ f drdja (&, €1, x, D (Er, ok (81, 0 (€, x, 1)) dErdE
k#j £k <X 75k

x r&
A2 [ dute v e oner. g ;6 x ) dind,
k#j I#£k V50 Xk

where

djri(§,81,x,1) =dj(&, x,)bjr(§, 0j(§))di (&1, &, wj(§))bii (61, wr(§1, &, ;(§))).

A desired estimate for the first summand is obvious, while for the second summand
follows from the following transformations. For definiteness, assume that j, k < m
(the cases j > m or k > m are similar). Taking into account the identity

d
aul(él, w81, &, wj(§)))

%wj(§)a;E, wj€)ar§, w;(§))
ax(§, wj(§)) —a;(§, w;(§))

d
= Eu,(sl,wk(&, £, wj(§))

)

we get

x &
f/djk1<s,sl,x,r)atuz@l,wk(sl,s,wﬂé)))dslds
x; I (4.16)

x pré& d
— [ [ Gt g o g o) derde,
x; Jxp

where

dwj)ajE, wjE)arE, w;&))
ax(§, wj (&) —ajE, wj)

The right-hand side of (4.16) can be written as

djy (€&, x, 1) =dji(E. &1, x,1)

X X d
| dhutegrn e onter. £ 06 dece
o Jg &

2/0 dj €. &1, x, D€, o €1, 0(E))) ::51 dsi

d
dYy (&, &, x, 1) dedg,

.\ onn £ 0r L
[ o s o0m G

which implies an upper bound as in (4.13). O

Claim 3. I — C is a bijective operator from BC/ (IT, R") to itself.
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Proof of Claim. We are done if we show that the system (4.4) is uniquely solvable in
B Ct1 (I1,R") forany r € B Ct1 (11, R™). Obviously, this is true if and only if

I — Gy is a bijective operator from BC!(R, R") to BC' (R, R"),  (4.17)
where the operator Go € L(BC (R, R")) is given by (4.6). To prove (4.17), let us norm
the space BC!' (R, R") with

Iylle = llyllec +olld:ylsc, (4.18)

where a positive constant ¢ will be defined later on. Note that the norms (4.18) are
equivalent for all o > 0. We therefore have to prove that there exist constants o < 1
and y < 1 such that
d
dr

<y (Iyllgc +olly'llsc) forally € BC' (R, R").
BC

Combining (2.9) with the formula

IGoyllBc + 0o Goy

X 0a;

Bywj (€, x, 1) = exp/E [a—z’} (n, @;(n, x, 1)) d, 4.19)
J

we get that cjl.(é-‘, x,t) =cj(,x,t)%w;&, x,t). Thenfor y € BCL(R, R") we have

d
E(GO)’)j(t) =0ci(xj, 1 —xj,)(Ry)j(wj(xj, 1 —xj,1))
efp 1 =00 [(Ry); + Ry, | @iy 1 =00, j < .
Define an operator W € L(BC (R, R")) by

(Wy)j(@) = dicj(xj, 1 —xj, 0)(Ry)j(wj(xj, 1 —xj,1))
(4.20)
+ej(x, L= xj.0) (R'Y); (@) (xj, 1 = x;.1)).

On the account of (4.6) and (4.7), both assumptions (B1) and (B2) implies that
1Goll c(Bc®,rm)) < 1. Moreover, the assumption (1.9) fori = 1 of Theorem 5 yields

1G1llcBc®,rry) < 1. Fixo < 1suchthat [|Gollzgem rry) + 0 Wl 2o rry) <
1. Set

y = max {|Goll zac,rmy + 0 I1Wlzae@rny - 1G1l 2Bo@ vy } -
Hence,
IGoyllo < 1Goylipc +oIWyllae +0 |G1Y|| g < v (II¥lBe +0 Y] 5¢) -
Furthermore, |[(I — Go)"'ylle < (1 —¥)~!{|y|ls, which yields the bound

1
o(1—7) o=y et
4.21)

_ 1 _ 1
I = Go)™yllpe = —IU = Go)™ylls = ———IIylly <

Finally, from (4.9) and (4.21) we obtain that
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_ 1
I = O eperamrm < 1+ e Clewcimeny.  (422)

The proof of the claim under the assumptions of Theorem 3 is complete.

The proof under the assumptions of Theorem 4 follows the same line with this
changes: We specify (Rz); = z; for all j < n and replace the operator G¢ by the
operator Hy (see the formula (4.10)). Hence, (R’z)j = 0Oand (ﬁz)j =zjforallj <n
and all z € BC'(R, R"). O

Now, Claims 2 and 3 together with the equation (4.12) imply that the bounded
continuous solution u to problem (2.8), (2.5) is the bounded classical solution. Then,
by definition, the function v = qu is the bounded classical solution to the problem
(2.1), (2.5), (2.7).

Claim 4. The bounded classical solution v to the problem (2.1), (2.5), (2.7) fulfills
the estimate (2.14).

Proof of Claim. Combining the estimates (2.13), (4.13), and (4.22) with the equations
(4.12) and (2.7), we obtain that

1
”U”Bc[l = ”q”BC,' ”u”BC,] = ”q”BC,l (1 + J(l—_y)”C”g(Bc[l(n;Rn))>
X [(DC + DHu+ (1 + DIF (8.1 o1 = Kiz (Iglpe; + Whllger )
where u is the bounded classical solution to (2.8), (2.5) and K13 is a positive constant
not depending on g and 4. Now, from (2.1) we get

lowvllse < @) | pe (gllsc +15*vlsc + 190l sc)
< K13 (gl gy + s

for some K3 > 0 not depending on g and 4. The estimate (2.14) follows. 0

The proof of Part 1 of the theorem is complete.

Now we prove Part 2. Formal differentiation of the system (2.1) in the distribu-
tional sense with respect to ¢ and the boundary conditions (2.5) pointwise, we get,
respectively,

(3 +a*00) v + (b* — dpa* (a®) ™) dv + (3,0* — da* (@)~ b*) v
(4.23)
=g —dha*(@)7'g

and
d ~
Oruj(xj, 1) = I (R2); (1) + 1 (1) = (R'Z)j (t) + (R (1) + (1), j<n.
(4.24)

Introduce a new variable w = ¢~ '8v = d;u + ¢~ '9,qu and rewrite the problem
(4.23)—(4.24) with respect to w as follows:

dw+alx, )oyw + b (x, Hw = g'(x, 1, ), (4.25)
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d -
wj (1) = o (RD); (O +H5(0) + [a7 0rqu]; cj ) = (Ry)j () + (o), j <,
(4.26)

where
b0t =g~ (b'g = da" @) g + g +a*dug) =b - g7 0a" @) g,
gl t,v) = —¢! (atb* — da* (@) b*) vtgq! (a,g — da* @) g) :
h(0) = (<), 0+ Ro); 0+ 150 + [q ovqu] (0. j <.
V() = W11, 1), s Wi (1, 1), Wyt (0, 1), -« ., (0, 1))

o(t) = ([a,q*v]l a0, ..., [a,qflu]m a1, 1),
[a,q”u]m+1 ©.1), ..., [atq*‘u]n (o, r)) .

Claim 5. The function w € BC (11, R") satisfies both (4.25) in the distributional sense
and (4.26) pointwise if and only if w satisfies the following system pointwise for all
Jj<n:

w; (e 1) = € Gy ) (R0 () + ) @, (1) )

—/ d &, x, f)(Zlek(S wjENwr§, ;) —g; LE 0 (8), v(E, wJ(E)))>
i k#j

(4 27)

Proof of Claim. Set

ci(§,x,1)

Ay = &R
G = o ®)

To prove the sufficiency, take an arbitrary sequence w’ € BC'(IT; R") approaching w
in BC(IT; R"). Take an arbitrary smooth function ¢ : (0, 1) x R — R with compact
support. On the account of (4.27), we have

(@ +aj00w5. ) = = (w). (g + da(a;9)) = lim (), ~0,0 = 0:(a;0)
= lgrgo<—c}<x,-, x,0) (R @5 () + (@5 x,) )

+/ d &, x, f)(Zb (& 0 (E)whE, 0 (§))
i k#j
—g}(é,wj@),v(é',wj(é))))dé,3z§0+3x(aj<p)>

= _llj)rgo<<bjj(x’[) Bta]((x t)> +Zb i (x, t)wk g}(x,t, v),<p>
k#j



Vol. 21 (2021) Bounded and almost periodic solvability 4193

= —<<bjj(x, t) — M) wj + Zb}k(x, Hwg — g}(x, t,v), <p>,

j(x, f /
ajx 1) k#j

where yl = (wll(l, 1),..., wfn(l, 1), w,lnH(O, 1), ..., wf,(O, t)). It remains to note
that forall j <n
-1 _ gl
bjj —aj a,aj = bjj? (4.28)
what easily follows from the diagonality of the matrix a and the identity

g~ 0a" @) g = (80 +q g —ag ' dig)a”".
Moreover, putting x = x; in (4.27), we immediately get (4.26). The proof of the
sufficiency is complete.
To prove the necessity, assume that the function w satisfies (4.25) in the distributional
sense and (4.26) pointwise. On the account of (4.11), we rewrite the system (4.25) in
the form

@ +a;(x. )0y (c;(xj, X, t)_le>

= c}-(xj7 X, l‘)—l (_ Zb}k(x, Hwg + g}(x, t, v)>,
k#j

(4.29)

without destroying the equalities in the sense of distributions. To prove that w satisfies
(4.27) pointwise, we use the constancy theorem of distribution theory claiming that
any distribution on an open set with zero generalized derivatives is a constant on any
connected component of the set. By (4.29), this theorem implies that for each j < n
the expression

c}(x,,x,t)—l[wj(x,r) + /) d}(g,x,r)(z [ ] 6 ;)
=y (4.30)

—g; (s, (), v, w;(&)))) ds]

is constant along the characteristic curve w; (¢, x, t). In other words, the distributional
directional derivative (3; + a;(x, t)d,) of the function (4.30) is equal to zero. Since
(4.30) is a continuous function, c} (xj,xj,t) =1, and the trace w;(x;, t) is given by
(4.26), it follows that w satisfies the system (4.27) pointwise, as desired. ]

Claim 6. The bounded classical solution v to the problem (2.1), (2.5), (2.7) fulfills
the estimate (2.15).

Proof of Claim. We rewrite the system (4.27) in the operator form

w=Ciw+ Diw+ Fi(g", h), 4.31)
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where C1, Dy € L(BC(IT; R")) and F, € L(BC(IT; R*"), BC(IT; R")) are opera-
tors defined by
(Crw)(x. 1) = ch(xj, x. 1)(RY) j (@) (x)),

(D1w),(x, 1) = —/_ dj(E x, 1) Y bl (& 0jE)wiE, 0;))dE,

X

k#j
(4.32)
[Fits, BD]; @00 = / dj(E,x, 0] (8, 0,6, v(E, ©;(8)) db
+c}(x,-,x,z)h}.(wj(xj)).
Iterating (4.31), we obtain
w = Ciw + (DiCi + DHw + (I + D) Fi(g', ). (4.33)

Using the same argument as in Claim 2, we conclude that the operators D1 C and D%
map continuously BC (17, R") into BC,1 (11, R™). Moreover, the following smoothing
estimate is true:

[Dici+Dhu| | = Kaulwlise (434
t

for some K»; > 0 not depending on w € BC(I1, R").
Next, we prove that I — Cj is a bijective operator from BC!(IT, R") to itself. The
proof is similar to the proof of Claim 3. We have to show that the system

wj(x, 1) = c.}(xj, x, t)(ﬁy)j(wj(xj,x, ) +aj(x,t), j=<mn,

is uniquely solvable in BC ,1 (I1, R™) foreacha € BC tl (11, R™). It is sufficient to show
that

I — G is a bijective operator from BC! (R, R™) to itself, (4.35)

where the operator G| € L(BC(R, R")) is given by (1.7). To prove (4.35), we use
the space BC I(R, R") normed by (4.18). We are done if we prove that there exist
constants o1 < 1 and y; < 1 such that

d

G
IG1¥llBc + o1 ;

Gy <y (I¥lsc +o1ll¥llsc)

BC

for all ¥ € BCY(R, R").
As it follows from (1.6) and (4.19), c?(é, x, 1) = c}(g,x, 1)dw;(&, x, ). Define
operator Wi € L(BC(R, R")) by

(W) (1) = 3zC}(Xj, L —xj, t)(§W)j(wj(xja I —xj,1))
N (4.36)
+cA (), 1 —xj, D(RY) (@j(x), 1 = xj,0), j <n.
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Taking into account (1.4) and (1.7), for given ¥» € BC!(R, R"), it holds

LG, 0] = i)y 1= xR (@ (1 = x7.1)
ey 1=y | (R + Ry, J@; 0.1 = x7.0)
= Wiy); () + (Gay) (1), j =n.

By the assumption (1.9), |G|l z(sc®.rry) < 1and |G2 e rry) < 1.Fixoy <1
such that [|G1 || z(gew,rry) + 01 IWill 2Bem rryy < 1. Set

yi = max {IG 1]l zacrny + 01 Wil cse@rny - 1G2ll 2By ) -

It follows that

d
1G1¥ e, = 1G1¥llBc + 01 d—Gllﬁ <1G1¥lpe
! BC

+oi Wil ge + o1 ||G2¢/||BC <y (I¥lisc + o1 ”‘/’/”Bc)’

which proves (4.35).
Similarly to (4.22), the inverse to I — C can be estimated from above as follows:

-1
||(I - Cl) ”E(BC,I(H;R")) <1+ 01(1—_7/1)”C1”L(BC,1(17;R”))'
Combining this estimate with (2.14), (4.33), and (4.34), we get
19vliger < llgliperllwll pe;
||C1 ”ﬁ(BC,l(H;]R”))

< ||q||BC’1 (1 + 0‘1(]—)/1)) ”(DICI + D]2) + (1 + Dl) Fl (gl’hl)HBCtl

< K22 (8" pcs + 10" 1) = Ko (gllgez + Whllge2)

the constants K»> and K>3 being independent of g and /. By (4.23), there exists a
constant K»4 not depending on g and % such that

190l ey < K2t (gllgcz + Ihllgc2)
which implies the estimate (2.15), as desired. O
4.3. A perturbation result: Proof of Theorem 6
In the new variable
u=3g v, (4.37)
the perturbed system (2.16) reads

du +alx, )deu + b(x, Hu = g(x, 1), (4.38)
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where @ is defined by (2.17) and b(x, 1) = ! (5*6] + 0:q + &*8@) .

We will use the following notation. The jth characteristic of (4.38) passing through
the point (x, t) € I1 is defined as the solution & € [0, 1] = @;(§) = w; (&, x,t) e R
of the initial value problem

1

%G 30 = o e )

wj(x,x,t) =t.

Introduce notation

ci, x,n
aj, o))
and operators C,De L(BC(IT;R")) and Fecl (BC(H; R?"); BC(IT; R”)) by

ETh: -
G x,n=exp | || @;m)dn, djE x, 1) =
x Laj

(Cu)j(x, 1) = &j(x;, x, ) (Ru) j (@ (x)),

(Du);j(x, 1) = —/ dj(&,x,0) Y b, &;E)ur(€, @;())dE,
i k#j

(F(g, h)j(x,1) = / dj(€, x,1)gj(, @;E)NE +&;(xj, x, Dh;(@;(x))).

Xj

Consider the following operator representation of the perturbed problem (4.38), (2.5),
(4.37):

u=Cu+ Du+ F(g,h). (4.39)
Iterating this formula, we get
u=Cu+ (56 n 52) u+ (I + D) Fg.h. (4.40)

Let Go, G1, G2, W € L(BC(R,R")), Ci,D; € L(BC(I,R"), and F; €
L(BC (IT, R*")) denote operators given by the right-hand sides of the formulas (4.6),
(1.7), (4.20), and (4.32), respectively, where a, b, and w; are replaced by a, b, and & s
respectively.

Assume that the condition (B1) is fulfilled. Similar argument works in the case of
(B2) or (B3).

Proof of Part 1. Note that the assumptions (B1) and (1.9) of Theorem 5 are stable
with respect to small perturbations of a and b. Since small perturbations of a*, b*, and
g imply small perturbations of a and b, there exists 1] < &g such that, for all a* and
b* varying in the range

la* = a*llpey + 10:G" = dxa*llgey < enr, b* = b ey < e,

- - 4.41)
lg — ‘]”]_fgq2 + |0xg — axq”BC,‘ < €11,

the conditions (B1) and (1.9) for i = 1 remain to be true with & and b in place of a
and b, respectively.
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Due to Part 1 of Theorem 5, the system (4.38), (2.5), (4.37) has a unique bounded
classical solution # € BC!(IT; R") for each fixed a*, b*, and q.

To derive the a priori estimate (2.14) with v in place of v, note that the value of
€11 > 0 can be chosen so small that there exists a positive real v; < 1 such that the
left-hand sides of (B1) and (1.9) fori = 1, calculated for the perturbed problem (4.38),
(4.37), (2.5), are bounded from above by 1 — v;. Due to the proof of Theorem 3, this
implies the inequality

ICIzcBcm;rry) + 1Dl cBem;Rry) < 1 — vy,

which is uniform in a*, l;*, and ¢g. Combining this inequality with (4.39), we conclude
that there exists a constant K > 0 not depending on a*, b*, g, g, and h such that

lillse < K (gllse + Ikllse) - (4.42)

We immediately see from (B1), (1.9) for i = 1, (4.7), and (4.20) that there exist
constants K; > 0 and v, < 1 such that

IGollzcBe® Ry < 1 —v2, IGillzBec® Ry < 1 —v2, IWllzBomw,rmy) < K1,

uniformly in a*, b*, and § fulfilling (4.41) with & in place of &1;.
Puty =1—wvm+o0Kjandfixo < 1suchthat y < 1. Now we apply the argument
used to prove the estimate (4.22) and get

- .
~1
1= O ez <1+ 75 1€ c@c)arn)- (343

Similarly to the proof of Claim 2 in Sect. 4.2, we show that the operators DC and
D? are smoothing and map BC (11, R") into B Ct1 (IT, R"™). Moreover, there exists a
constant 1?2 such that, for all a*, b*, and g fulfilling the inequalities (4.41) with g,
in place of €11, it holds

o [(BE+ DYu]|, . = Rallullac (4.44)

for all u € BC(I1, R"). Now we combine the estimates (4.42)—(4.44) with the equa-
tions (4.40). We conclude that there exist constants £; < €12 and K| > 0 such that, for
all a*, I;*, q, g, and h varying in the range (4.41) with &1 in place of €11, the estimate
(2.14) is true with v in place of v.

Proof of Part 2. Let 1 be a constant satisfying Part 1 of Theorem 6. Consider a
perturbed version of the equation (4.33) where Cy, D1, and Fj are replaced by c 1, 51,
and Fj, respectively. Proceeding similarly to Part 1, we use (4.36) and (1.9) fori =2
and conclude that the constant &1 can be chosen so small that there exist positive reals
13 < 1 and K3 fulfilling the bounds

IG2llzBec@®Rry) < 1 —v3, [WillzBe®,rny) < K3, (4.45)
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uniformly in a*, b*, and q satisfying the estimates (4.41) with &1 in place of €11 as
well as the stronger estimate ||l;* — b*|| g2 < &1. The desired a priori estimate (2.15)
for the e -perturbed problem then easily follows from the perturbed versions of (4.33)
and (4.34).

The proof of Theorem 6 is complete.

5. Quasilinear system: Proof of main result
5.1. Proof of Part 1 of Theorem 1: Bounded solutions

Let 6o be a constant satisfying Assumption (A1) and &1 be a constant satisfying Part
2 of Theorem 6. Since the functions A and B are C2-smooth, there exists §; < 8o such
that for all ¢ € BC*(IT, R") with

lellpe2 + 19x¢liper = 01 (5.1
we have
la?llgc2 + 0@l ger < &1, g% pe2 + 10:9% gy < &1, I1B¥ I pez < &1,
5.2)

Where a(ﬂ(x’ t) = A('x’ tv q)(x, t)) - A(xa t’ 0)7 qw(xv t) = Q(xa t’ (p(xﬂ t)) -
Q(x,t,0),and b?(x,t) = B(x,t, ¢(x,t)) — B(x, t, 0). Therefore, due to Theorem 6,
for given ¢ € BC?(IT; R") satisfying (5.1), the system

oV + A, t,0)0V+B(x,t,0)V = f(x,1) (5.3)

with the boundary conditions (1.2) and with U (x,t) = Q’l(x, t,p)V(x,t) has a
unique solution V¥ € BC,2(1'1 , R™) such that 9, V¥ € BC} (IT, R™). Moreover, the
estimate (2.15) holds with v replaced by V¥ and is uniform in ¢ obeying (5.1). Since
V¢ satisfies (5.3), it belongs to BC>(IT, R").

Put VO(x, r) = 0. For a given nonnegative integer number k, construct the iteration
Vktl(x, 1) as the unique bounded classical solution to the linear system

VT 4 Ax, £, VO VET 4 B(x,t, VIV = £(x, 1) (5.4)
subjected to the boundary conditions
Uit (g, 1) = (RZEFY ;) + hj(0),  j <n, (5.5)
where
7 (1) = (U{‘“(l, 0, L UST L0, UM 0,0, . UM, t))

and

Ul (x, 1) = 07 N, 1, VEOYVET L (&, 1). (5.6)
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The function U¥+! then satisfies the system
UM +ate, 1, VOO UM + b, 1, VUM = 0710, 1, V) F (3, 1),

where

a(x,t, V&) = diag (A1 (x, 1, VF), ..., Ap(x, 1, VE)),

b(x,t, Vk) = (0F)~! (Bka +9,0% + Aka, Qk) ‘ (5.7)

Here and below in this proof we also use the short notation A%, BX, 0%, a¥, and b¥ for
A(x, 1, VF), B(x, 1, V), Q(x, 1, V), a(x,t, VF), and b(x, t, V), respectively.
We divide the proof into a number of claims.

Claim 7. Suppose that
Ifllgc2 + Ihllpc2 = 81/K2, (5.8)

where K is the constant as in Part 2 of Theorem 6. Then there exists a sequence V¥
of bounded classical solutions to (5.4)—(5.6) belonging to BC 2([1; R™) such that

IV I ez + 10 VEll g < 81 for all k. (5.9)

Proof of Claim. Note that the first iteration V! satisfies the system (2.1) with g = f
and the boundary conditions (2.5), (2.7). Due to Theorem 5, there exists a unique
bounded classical solution V! such that V! € BC?>(IT, R")and 8, V' € BC, (IT, R").
Since AY, QO, and BO are continuously differentiable in x, from the system (5.4)
differentiated in x it follows that V! € BC 2(17 , R™). Moreover, V1 satisfies the
bound (2.15) with v and g replaced by V! and £, respectively. Since f and h obey
(5.8), the estimate (5.9) with k = 1 follows. Due to (5.1)—(5.2), we then have

1AY = A% g2 + 0. A" = 8. A%l ger <1, B! = Bllger < e,

(5.10)
o' — QOIIBcg + 0. 0" — 3xQ0||BC; <ej.

Theorem 6 now implies that there exists a unique bounded classical solution V2 such
that V2 € BC*(IT,R") and 3,V? € BC!(I1,R"). Similarly, V2(x, t) fulfills the
bound (5.9) with k = 2 and, due to (5.4), belongs to BCZ(IT, R"™). On the account of
(5.1)~(5.2), we also have the estimates (5.10) with A', B!, and Q' replaced by A2,
B2, and QZ, respectively.

Proceeding by induction, assume that the problem (5.4)—(5.6) has a unique bounded
classical solution V¥ belonging to BC%(IT,R") and satisfying the estimate (5.9) and,
hence the estimates

1A = A% g2 + 110:AF = 8. A%l per < €1, I1B* = Bllpe2 < e,

(5.11)
10° = Q%llpcz + 118: Q% = 8: Qllpey < e1.

Now, using Theorem 6 and the system (5.4) differentiated in x, we conclude that the
problem (5.4)—(5.6) has a unique bounded classical solution vl e BC?(IT, RM).



4200 I. KMIT ET AL. J. Evol. Equ.

Moreover, this solution fulfills the inequalities (5.9) and (5.11) with k£ + 1 in place of
k.
O

Claim 8. There exists &2 < §1/K> such that, if ||f||BC,2 + |hllgc2 < €2, then the

sequence V¥ of solutions to the problem (5.4)—(5.6) converges in BC'(IT; R") to a
classical solution to (1.1)—(1.3).

Proof of Claim. Set

whtl = ykHL _yk — okgktl _ gh=1pk (5.12)
-1
yk+ — <Qk) Wkl (5.13)
Hence,
Ykl = gkt gk gk (5.14)

where x* = (0H~! (0 — o) U~
First we derive a boundary value problem for w**!. To this end, introduce the
following notation:

X0 = 00D, (D), e (0,0, xR0, D)
Yk—H(t) — Zk—H _ Zk 4 Xk
— (Yl"“(l,t),...,Y,ﬁ“(l,z), YEH 0,0, ... YO, t)),

—[R(xM)]; O+ xfGxj. 0, j < n.

£y

On the account of (5.13) and (5.14), the boundary conditions (5.5) with respect to
Y*+1 can be written as follows:

YJ’.‘+1(x,~, 1) = [Rzk+1]j (1) — [Rzk]j ) + X;?(xj, t), Jj<n,
or, in the above notation, as
Y/’F+1(xj, 1) = [R (Yk+1)]j ) + g‘]].‘(t), j <n. (5.15)

k+1 is the classical BC? solution to the system

Therefore, the function w
Juw Tt + A(x, 1, VOO, w4+ Bx, 1, VYW = R ) (5.16)

with the boundary conditions (5.13), (5.15), where

fk(x7 H=— (Bk _ Bk—l) vk _ (Ak . Ak—l) 9, vk

1
= —/ 9B (x,t,oVk(x,t) +(1 —G)Vk_l(x,t)> dow®(x, H)VF(x, 1)
0
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1
—/ A (x, taVEG, ) + (1 — o)Vl (x, t)) dowt(x, 1), VE(x, 1).
0

Now we show that the sequence w**! converges to zero in BC,1 (IT; R™"). By
Claim 7, the functions V¥ and V¥~! satisfy the same estimate (5.9). On the account of
(5.1)—(5.2), there exists a constant N1 not depending on vk vE=1 and w* such that

175 gcr = N1 (IVELger + 10cVE gy ) Tkl

) (5.17)
< MK (I1£1 5z + Ihllac ) 1wl ;-
Similarly we obtain the bound
181 5er = MK (Ifllpe2 + Whllge2) ¥l gy (5.18)

where the constant Ny does not depend on vk, vk=1 and w* and is chosen to satisfy
both the inequalities (5.17) and (5.18). By Part 1 of Theorem 6, the solution wkt! o
the problem (5.16), (5.13), (5.15) satisfies the estimate (2.14) with v, f, and & replaced
by w*t!, f* and ¢, respectively. Combining this estimate with (5.17)—(5.18), we
derive the inequality

k+1 k k
1w+ pcy < Ko (14 ges + 168 15c )

. (5.19)
< KiKaN1 (£ 1z + Il ) 1ol g

Set

£, = min [51/1(2, (K, KaNp)~! ] . (5.20)

If ”f”BC,2 + Il gc2 < &2, then, due to (5.19), the sequence wk is strictly contracting
in BC,1 (IT; R™) and, hence tends to zero in BCt1 (IT; R™).

By the inequality (5.9) and the assumptions of Theorem 6, the inverse (A%)~! exists
for every k and, moreover, is bounded in BC (I1; R") uniformly in k. Now, the equation
(5.16) yields

19w se < 1CAY Ise (L Ise + 13w lIse + 1B sc lw*Hiisc)
< KaN1 (A5 g (1+ Ky + Kall B lse) (£l pca + Ihllpez ) 1wkl ey
(5.21)
which together with (5.19) gives the convergence | w | gct — Oask — oo.
Finally, because of (5.12), the sequence V¥ converges to some function V* in

BCY(IT; R"). 1t is a simple matter to show that V* is a classical solution to the
problem (1.1)—(1.3). The proof of the claim is complete. ]

Claim 9. There exist positive constants ¢ < & and § < &1 such that, if || f]| BC? +
2]l gc2 < &, then the classical solution V* belongs to BC?(IT; R") and satisfies the
estimate

IVl gz + 10Vl ey < 8. (5.22)
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Proof of Claim. we start with proving that the sequence V* convergesin BC?(IT; R™).
First show that the sequence WXt = (Q%)~15, VK1l = 5, U1 + (0%~ (5, 0% +
93 0k QF—1wkyykt! converges in BCt1 (IT; R™). To this end, we differentiate the
problem (5.4)—(5.6) with respect to ¢ and, similarly to (4.25) and (4.26), write down
the resulting problem in the diagonal form with respect to W**1, as follows:

WKL L a(x, 1, VO, WEH 4+ bl (x, 1, VEYWKH]
= g%, 1, WOYWA 4 g2k (x 1, WK),

Wit g, 0 = RYH; ) + Wi, W, j <n, (5.24)

(5.23)

where
b1, V) = b* — (019, A (4H 1 0k,
glk(x, t Wk) — (Qk)_la3Ak Qk—IWk(Ak)—le _ (Qk)_133 Qk Qk—IWk
—(0")~ Akp; 0k (Ak—1) ! (f — oWk = Bk—lvk)’
g2k(x’ t, Wk) — (Qk)_l (_atBkvk-‘rl + 81Ak (Ak)—lBkvk+l
+atf _ atAk (Ak)—lf _ 83Bk Qk—lwkvk+1
54K Ok Twkaky=1(Bkyk+! _ f)),
W Wh = (R'Z) @) = R0 + 10 + b0, <,
Yy = (W{‘“(l, 0, WERL L, WEEL 0, 0), ., W (0, z)) ,
Pk (1) = (g’f(l,w,...,Qi(l,r>,g,’;+1(o, 1. ....050, r)),
o0 =[@) @0 + st whut | .

It is evident that the sequence W *! of solutions to the problem (5.23)—(5.26) con-
verges in BC,1 (IT; R™) if and only if the sequence W,kJrl = 9, WKt1 converges in
BC(IT; R"™). To prove the last statement, we differentiate the system (5.23) in the
distributional sense and the boundary conditions (5.26) pointwise in ¢. We, therefore,
obtain the following problem with respect to W,k+] :

dWHHL 1 akg, W L pRWEHL — G (WM + Gy Wh + ¢%F, (5.25)
Wy 1) = ROH1Y) 0 + [H(k)W,"]j O +FE), j=n, (5.26)
where
b2k — b]k _ alak (ak)—l’
g = <8tg1k — o3b 'k QT

+ (a}aka—lwk(ak)—l + atak(ak)—l) (blk _ glk) _ atblk)wk-‘rl
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+3tg2k _ Bgak Qk—lwk(ak)—ngk _ B,ak(ak)_ngk,
W@ = Ry @) + ok, wh.

Moreover, b'¥ is used to denote the function bl(x, t, Vk), while the operators
Gi(k),Ga(k) € L(BCUI;R") and H;(k) € L(BCUI;R"); BC(R;R")) are
defined by

I:gl(k)wtk+l] (x,1) = <g1k + 33aka71Wk(ak)fl> Wtkﬂ’
(G200} ] (1) = g WEWS + g™ W,

[H(k)wf]j (1) = dahh e, WYWEG, 1), j <n.

Similarly to Claim 5 in the proof of Theorem 5, the function W,k‘"l satisfies (5.25)
in the distributional sense and (5.26) pointwise if and only if it satisfies the following
operator equation:

Wi = ciow ! + Dyw!

where the operators C(k), D(k), and F (k) are defined by the right-hand sides of the
corresponding formulas in (2.11) with a, b, and R replaced, respectively, by ak, bk,
and R. Moreover, the functions w}, ¢;, and d; are replaced appropriately by a)'j?, c’]‘-,
and d}‘ . Note that computing C (k) W,k+1 , we put z = (y**1) in the right-hand side of
the first formula in (2.11).

Iterating (5.27), we get

WE = cowr! + (D(k)C (k) + Dz(k)) wiH!

FU 4+ DUNFE (GIWE + G wf + g Haow 4 i) 2

Now we intend to show that there exists §o < §; such that, given a nonnegative integer
k and V¥ satisfying the estimate (5.9) with &, in place of §;, the formula (5.28) is
equivalent to the following one:

WKL = Ay WE + X, (5.29)
where A(k) € L(BC(IT; R")) and X* € BC(IT; R") are given by
AW = [I — C(k) — (I + D(k))F (k) (G1(k), 0)]!
x(I + D(k))F (k) (G2(k)W, H(k)W) ,

XK = [I = C(k) — (I + DU)F k) (G1 (k). 0)~' (DU)C (k) + D>(ky) wi+! (5:30)
1T = CH) = (I + DURNF®K) (G (0, 017 (1 + DUNFK) (g%, 7).

It suffices to show that, for every nonnegative integer k, the operator I — C(k) —
(I + D(k))F (k) (G (k), 0) is invertible and has a bounded inverse. Even more, we
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will show that the inverse is bounded uniformly in k. With this aim, denote by G (k)
operator defined by the right-hand sides of (4.6), where a j»Djj,and w; are replaced,
respectively, by a;‘., b%‘ and w]j?. Moreover, denote by G (k) operator defined by the
right-hand sides of the second formula in (1.7), where a;, bj;, and w; are replaced,
respectively, by a];, blj‘. iz and a)]]‘

Note that, similarly to (4.28), we have b%‘ = b]; i~ (a;?)_l B,aﬁf. Then, accordingly
to the notation introduced above, the function b%‘ is given by the formula b%‘ =
b’; i~ 2(5111‘.)’1 Blaj‘.. This means that the operators Go (k) and G (k) coincide.

Therefore, on the account of the estimates (5.9) and (4.45), the operators G, (k)
fulfill the inequality |G2(k)|lzBc®,R)) < 1 — v3 for all k € N and, hence, the
inequality [|Go(k) |l z(Bcr,Rny) < 1 —v3 forall k € N.

Finally, similarly to the proof of the invertibility of / — C in Sect. 4.1.1, the invert-
ibility of I — C (k) follows from the invertibility of I — G (k) (see the inequality (4.9)).
Furthermore, the following estimate is true for all k € N:

)

(I = CE) Meeumrmy < 1+ v3 ICE N 2seum:rny-

As the operators C (k) are bounded uniformly in k, the inverse operators (I — C(k)) ™!
are bounded uniformly in k also. Taking into account that the set of all invertible
operators whose inverses are bounded is open, our task is, therefore, reduced to show
that the operator (I + D(k))F (k) (G1(k), 0) is sufficiently small whenever §; is suf-
ficiently small. Note that Claim 7 is true with §, in place of §; for any 6, < §;. This
implies that for any o > 0 there is 8, such that for all V¥ fulfilling (5.9) with 8, in
place of 81, we have |G1 (k)| zacar:rry) = llg' (x, ¢, WE(x, )|lsc < o for all k.
Moreover, the operators D (k) and F (k) are bounded, uniformly in k. Consequently,
if 87 is sufficiently small, then for all k € N and all f and £ satisfying (5.8) with 8>
in place of 81, the operator I — C(k) — (I + D(k))F (k) (G;(k), 0) is invertible and
the inverse is bounded by a constant not depending on k. Fix §, satisfying the last
property. The equivalence of (5.28) and (5.29) is, therefore, proved.

Now, to prove that the sequence Wtk+1 converges in BC(IT; R") as k — oo, we
apply to the equation (5.29) a linear version of the fiber contraction principle, see [19,
Lemma A.1]. Accordingly to [19, Lemma A.1], we have to show that, first,

Xk converges in BC(IT; R") as k — oo, (5.31)
second, that there exists ¢ < 1 such that for all W € BC(IT; R") it holds
IAKWlse < cllWlse, (5.32)
and, third, that
A(k)W converges in BC(IT; R") as k — oo. (5.33)

To show (5.31), note that the operators D (k) and C (k) depend neither on W,k nor
on W*. Similarly to the proof of Claim 2 in Sect. 4.2, one can show that the operators
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D(k)C (k) and D(k)? are smoothing and map BC (/1; R") into BC,1 (IT; R™). This
implies that D (k)C (k) W,k'H and D(k)2Wtk+l, actually, do not depend on W,k +1 but
on W1, Moreover, using (5.9), we get the following estimate:

[(pwc® +Dw?) wi| < Rulw " lac

for some K not depending on k. It follows that the right-hand side of the second
formula in (5.30) does not depend on Wtk for all k, and therefore, the convergence
(5.31) immediately follows from Claim 8.

Since all the operators in the right-hand side of the first formula in (5.30) do not
depend on Wtk for all k, the convergence (5.33) follows again from Claim 8.

It remains to prove (5.32). Due to Claim 7, for any ¢ > 0 there exists § < §, such
that for all f and 4 satisfying the bound (5.8) with § in place of §; (and, hence for
vk satisfying the bound (5.9) with § in place of 81) it holds [|G2 (k) || c(BC(m1:R")) +
IH &) ccBem;rry) < o.Moreover, if § < &> is sufficiently small, then all other
operators in the right-hand side of the first equality in (5.30) are bounded uniformly
in k. We, therefore, conclude that there exists § < §; such that (5.32) is fulfilled.

Set & = min {8/K>, (K1 K>N;)~'} (see also (5.20)). Therefore, by Lemma [19,
Lemma A.1], if || fllzc2 + ll2llgc2 < €, then the sequence W,k‘H converges in
BC(T1;R") ask — oo.[

Finally, by Claim 8 and the equality W**! = (Q%)~13, V¥*! we conclude that the
second derivative of V* in ¢ exists and that the sequence > V* converges to 3>V * in
BC(IT; R") as k — oo. Differentiating (5.4) first in ¢ and then in x, we conclude that
yk converges to V* in BC2(17; R™) as k — oo.

The desired estimate (5.22) now easily follows from the bound (5.9) and the system
(5.4) differentiated in x and ¢. Il

Claim 10. Let € and § be as in Claim 9. Then there exists 8’ = §'(g, 8) such that, if
If g2 + 19x fllge) + IRl pc2 < &, then V¥gc2 < 8.

Proof of Claim. Consider the system (1.1) with V replaced by V*, differentiated in x.
Using the fact that A(x, 7, V*) has a bounded inverse and taking into account the
estimate (5.22), we derive an upper bound for SEV*. One can easily see that this
bound depends on ¢ and § and that there exists 8’ = §'(g, §) such that |V*|| g2 < &,
as desired. O

Claim 11. Let ¢ and § be as in Claim 9. Then for any f and & such that ”f”BC,Z +
lhll gc2 < €, the classical solution to the problem (1.1)—(1.3) fulfilling the estimate
(5.22) is unique.

Proof of Claim. On the contrary, suppose that V is a classical solution to the problem
(1.1)—(1.3) different from V*, such that ||V||BC,2 + ||8xV||BC11 < §. Then, due to

(5.1)=(5.2), the functions A(x, ) = A(x,t, V(x,1)), O(x,1) = Q(x,t, V(x,1)) and
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E(x, t) = B(x, t, V(x, t)) fulfill the inequalities

1A = A%llgea + 195 A = 3: A% gy <1, 1B = BOllger < &1

10 = Q°llgez + 113:0 — 9 Q°ll gt < &1
The difference w ! = VA+! — V satisfies the system
! + Ax, Do, T + B(x, Hwf ! = X (x, 1)
and the boundary conditions (5.13), (5.15) with w**! replaced by w**! and with
YA = 9Lkttt k= g1k — Ukt
Here O(x,1) = Q (x,1, V(x,1)) and

P = (E(x, 1) — B*(x, t)) VEH (1) + (K(x, 1) — Ak (x, t)) 9. VEH (x. 1),

By the argument as in the proof of Claim 8, the functions f k(x, 1) and ¥ (x, 1) are
C'-smooth in ¢ and satisfy the upper bounds (5.17) and (5.18) with £* and w* replaced
by f* and @k, respectively.

Similarly to (5.19) and (5.21), we derive the bounds

~k+1 ~k
18 gy = KiKaNy (111 gz + Ilpe) 185N g

i ! i
I pe < KoM (1+K1+ KB s ) (17 1pcz + Ihlac) 18y

The desired convergence @ ()| pct — 0 as k — oo follows. This means that
V(x,t) = V*(x, t), contradicting to our assumption. O

5.2. Proof of Part 2 of Theorem 1: Almost periodic solutions

We have to prove that the constructed solution V*(x, ¢) is Bohr almost periodic
in ¢. The proof uses the fact that the limit of a uniformly convergent sequence of
Bohr almost periodic functions depending uniformly on parameters is almost periodic
uniformly in parameters [6, p. 57]. Moreover, we will use the fact that, if a function
w(x, t) has bounded and continuous partial derivatives up to the second order in both
x € [0,1] and in ¢ € R and is Bohr almost periodic in ¢ uniformly in x (or, simply,
almost periodic), the last property is true for 9, w(x, f) and 9, w(x, t) also. Specifically,
the almost periodicity of d,w(x, t) follows from [6, Theorem 2.5], while the almost
periodicity of d,w(x, r) is shown in [20, Section 5.2]. We are, therefore, reduced to
showing that the approximating sequence V¥, constructed in Sect. 5.1, is a sequence
of almost periodic functions.

We use the induction on k. Recall that V? = 0. Assuming that the iteration
VK(x,t) is Bohr almost periodic for an arbitrary fixed k € N, let us prove that
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VKk+1(x, 1) is almost periodic also. By the assumptions of the theorem, the matri-
ces A(x,t, VE(x, 1)), B(x,t, Vk(x, 1)), O(x,t, VF(x, 1)), 9, Q(x, 1, V(x, 1)), and
3, Q(x,t, V¥(x, 1)) are almost periodic as compositions of almost periodic func-
tions. Below we will use a slightly modified notation for a(x, f, Vk) and l;(x, t, VK
(see (5.7)), namely ak(x,1) = a(x,t, Vk(x, 1)) and bk(x, 1) = b(x, 1, VF(x, 1)).
Set gk(x, 1) = Q(x, 1, VE(x, 1)). It follows that a* and b* are almost periodic. Fix
@ > 0 and let T be a p-almost period of the matrices ak, g¥ and b*. Then the dif-
ferences a* (x, 1) = a*(x,t + v) — a*(x, 1), b*(x, 1) = bF(x, 1 + 7) — b (x, 1), and
GF(x, 1) = g% (x, 1 + 1) — ¢*(x, 1) satisfy the inequalities

la*se < o 168 Bc < 1, 13518 < 10 (5.34)

uniformly in x and ¢.
First derive a few simple estimates. Let a)lj‘. (&, x, t) be the solution to the equation

(1.5) where a; is replaced by a]j?. Then the following identity is true:

1 1
aj(n, (.0, 0)  din, o, x. 1+ 1)

d k k
g (@horn+r—afxito) =

Since w’;(x, x,t) =t and w’;(x, x,t+ 1) =1+1,itholds

a)]]‘-(n,x, t)+1— a)lj‘-(n,x, t+1)

1 1 1
= - d
/x (a’;(s,w’;@,x,t)) a’;<s,w’;(§,x,r+r)>) :
/n af (€, o6, x 1+ 1) —af (€ o€ 20+ r)dg (5.35)
x a§<s,w§<s,x,r))a’;@,wg(e,x,t+r)>
/ﬂa’;<s,w’;(s,x,t>+r>—a,-@,w’;(s,x,t))d

al (&, (5, x, 0)df (€ (5, x 1+ 1))

By (5.34),
jaf (€, (&, x, 1) + 1) — df(§, &, x, 1) < 1,
the estimate being uniform in &, x, ¢, and j. Due to the mean value theorem,
dj§ (€ x 1+ 1) — a6 D E X D)+ 1) = (@G x 1)~ x0) — 1)

1
x / dad" (s, al(E, 2.1+ 1) + (1 - ) (@A E x. 1) + 1') da.
0

Applying the Gronwall’s inequality to the identity (5.35), we derive the estimate

k
{ ”aj ”BC,I

"
)a)ﬁ(n,x, 41— wf(n,x, t+ t)‘ =< A—%exp A2 } =Lipn, (5.36)

the constant L being independent of u, n, x, ¢, and j.
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Next we show that ai‘. (n, a)’j‘ (n,x,t)) and b]j?i(n, a)lj‘.(n, X, t)) are almost periodic.
For that, we use (5.36) and the fact that t is a w-almost period of af and b];i. We get

ak(n, o (n, x, 1)) — di(n, 5 (n, x, 1 + r))‘
< ‘alj(n, wll‘-(n, X, 1)) — a’]‘.(n, a)’l‘.(n, x, 1)+ ‘L')‘
+ ‘af(n, w’;(ﬁ, x, )+ 1) — a/j?(n, a)lj‘.(n, x,t+ 7,'))‘
< (1+ Lilabllac) i = Lon,

(5.37)

where L, does not depend on i, 1, x, t, and j. Similar estimates are true for b’; ; and
qj?i, namely

|65 (0, (0, x, 1) = B, (0, 5 (g, %, 1+ )] < Lo,
(5.38)
g%, (n, S, x, 1) = gb;(n, K0, x, 1+ )] < Lo,

where L is chosen to be a common constant satisfying both (5.37) and (5.38).
Now we prove that

(Rv)j(@(xj,x,1)) € AP(IT) forall ve AP(R,R")NBC'(R,R"). (5.39)

Fix an arbitrary v € AP(R,R*) N BC'(R, R"). By the assumption, (Rv)(t) €
AP(R, R").Let t be acommon p-almost period of the functions (Rv)(¢) and ak(x, 1).
Applying the mean value theorem and using the assumption (A3) and the estimate
(5.36), we get

‘(Rv)j(w’]‘.(xj,x, 1) = (Rv)j (@ (xjox. 1+ r))‘
< |(Rv)j @y, . 10) = (Rv) (e 60 + 7))

| (Rv)j @ 3,0+ 1) = (Ro)j @ x 04+ 0)

d
E(R v) (1) ) ,
which proves (5.39).

The estimates (5.37) and (5.38) imply that the functions in the right-hand sides of
the equalities in (2.9) with a’]? s b’j‘. i and a)lj‘ inplaceofaj, bjj, ang wj, rispectivel}i,\ are
almost periodic for all j < n, uniformly in &, x € [0, 1]. Let C(k), D(k), and F (k)
be defined by the right-hand side of (2.11) with a;, b;, and w; replaced by a%, b,
and wlj‘., respectively. Taking into account (5.39), we conclude that the operators c k),
D(k), and F (k) map the space AP (IT, R") N BC}(IT, R") into itself.

Let the condition (B1) be fulfilled. Due to the proof of Theorem 3, this yields

<u (1 + L sup
teR

IC® cscmmn + PO cpeqrzn <1
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Hence, the operator I — Cc (k) — B(k) is bijective from BC(I1; R")) into itself. As
a consequence, the solution Ukt ¢ BC((IT; R") to the equation Ukt = (Ck) +
D(k)U kL F (k)(f, h) is given by the (uniformly convergent) Neumann series

UM = (1 - Ck) = Do)~ Fo(f.h) = Y (Cky + D))’ Fk)(f. h.
j=0
(5.40)

Since the functions f and & are continuously differentiable in ¢, the function F (k) (f, 1)
belongs to BC} (IT, R"™). Moreover,

(C(k) + D(k))” maps AP(IT,R") N BC}(IT,R") to AP(IT, R")

for each j. Therefore, the right-hand side and, hence, the left-hand side of (5.40)
belong to AP (IT, R"). This means that that the function V¥*! = Q¥UU**! belongs to
AP(I1,R"), as desired.

If the condition (B2) (resp., (B3)) is fulfilled, then we use a similar argument. More
precisely, we consider the formula (4.9) with C and G (resp with C and Hp) replaced
appropriately by C(k) and Go(k) (resp., by C(k) and Ho (k)). Taking into account the
inequalities ||G0(k)||£(BC(H rry) < 1 (resp., ||H0(k)||L(BC(1'I Rrry) < 1), we use the
Neumann series representation for the operator (I — Go(k)) 1 (resp., (I — Ho k)H~H
to conclude that the iterated solution U*¥*! and, hence, V¥*t! = Q¥U**! belong to
AP(I1,R"). The proof is therefore complete.

5.3. Proof of Part 2 of Theorem 1: Periodic solutions

We follow the proof of the almost periodic case in Sect. 5.2, on each step referring to
the periodicity instead of the almost periodicity. Obvious simplifications in the proof
are caused by the identity a)lj‘. n,x,)+T = a)]]‘.(r), x,t+T).

5.4. Proof of Theorem 2: Bounded solutions for space-periodic problems

The proof of Theorem 2 repeats the proof of Theorem 1, with the only difference
being that we need to refer to Theorem 4 instead of Theorem 3.
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