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The emergence of the Internet of Things (IoT) has resulted
in a massive influx of data generated by various edge devices.
Machine learning models trained on this data can provide
valuable insights and predictions, leading to better decision-
making and intelligent applications. Federated Learning (FL)
is a distributed learning paradigm that enables remote devices
to collaboratively train models without sharing sensitive data,
thus preserving user privacy and reducing communication
overhead [1]. However, despite recent breakthroughs in FL,
the heterogeneous learning environments significantly limit its
performance and hinder its real-world applications.

The heterogeneous learning environment is mainly em-
bodied in two aspects. Firstly, the statistically heterogeneous
(usually non-independent identically distributed) data from
geographically distributed clients can deteriorate the FL train-
ing accuracy [2]. Secondly, the heterogeneous computing and
communication resources in IoT devices often result in unsta-
ble training processes that slow down the training of a global
model and affect energy consumption. Most existing studies
address only the unilateral side of the heterogeneity issue,
either the statistical or the resource heterogeneity. However,
the resource heterogeneity among various devices does not
necessarily correlate with the distribution of their training data.

We propose Dynamic Federated Learning (DFL) to address
the joint problem of data and resource heterogeneity in FL
(Fig. 1). DFL combines resource-aware split computing of
deep neural networks and dynamic clustering of training
participants based on the similarity of their sub-model layers.
Using resource-aware split learning [3], the allocation of
the FL training tasks on resource-constrained participants is
adjusted to match their heterogeneous computing capabilities,
while resource-capable participants carry out the classic FL
training. We employ centered kernel alignment for determining
the similarity of neural network layers to address the data
heterogeneity and carry out layerwise sub-model aggregation.
Preliminary results indicate that the proposed technique can
improve training performance (i.e., training time, accuracy, and
energy consumption) in heterogeneous learning environments
with both data and resource heterogeneity.
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Fig. 1. Dynamic federated learning via resource-aware split computing and
similarity-based layerwise model aggregation.
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