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Abstract
Disruptive applications for mobile devices can be enhanced by Edge computing facilities. In this context, Edge
Computing (EC) is a proposed architecture to meet the mobility requirements imposed by these applications in a
wide range of domains, such as the Internet of Things, Immersive Media, and Connected and Autonomous Vehicles.
EC architecture aims to introduce computing capabilities in the path between the user and the Cloud to execute tasks
closer to where they are consumed, thus mitigating issues related to latency, context awareness, andmobility support.
In this survey, we describe which are the leading technologies to support the deployment of EC infrastructure.
Thereafter, we discuss the applications that can take advantage of EC and how they were proposed in the literature.
Finally, after examining enabling technologies and related applications, we identify some open challenges to fully
achieve the potential of EC, and also research opportunities on upcoming paradigms for service provisioning. This
survey is a guide to comprehend the recent advances on the provisioning of mobile applications, as well as foresee
the expected next stages of evolution for these applications.
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1 Introduction

As we experience a fast growth in the number and types of
devices connected to the Internet, new classes of applications
emerge. These upcoming applications promise to change hu-
man life, from elementary tasks like turning on a lamp to
complex activities such as running an entire industrial fac-
tory. Intelligent Transportation Systems (ITSs) optimize the
way people and goods traverse the city towards their desti-
nations. For instance, connected and autonomous vehicles
(CAVs) are awaited to improve the quality of experience
(QoE) for driving (Amadeo et al., 2016). Still, to support
these vehicles multiple sensors must be deployed in the ve-
hicle or on its premises, leading to a high volume of data
to be transmitted and processed. Unmanned Aerial Vehicles
(UAVs) connected to the network will also perform tasks
such as surveillance, search and rescue, and various monitor-
ing tasks (Rahman et al., 2018). To execute these tasks, UAVs
will have to rely on computing-intensive navigation and co-
operation support services provided continuously regardless
of their mobility. Moreover, immersive media devices are
awaited to disrupt scenarios related to entertainment, com-
munication, and even more traditional ones such as medicine
and education (You et al., 2019). When real-time immersive
media, such as augmented or virtual reality, is consumed in-
side vehicles, multiple tasks for data collection and analysis
need to be simultaneously executed. Since immersive media
devices (e.g., smart glasses) have limited capacity, technolo-
gies for task offloading and mobility support are necessary
to achieve the expected levels of QoE (Wireless One, 2018).

In addition, there is a vast amount of possibilities for moni-
toring and acting over real-world environments enabled by
the Internet of Things (IoT) and its anticipation of 50 bil-
lions connected devices very soon (Salman et al., 2018). It is
worth noticing that the building blocks of these applications
are multiple services that interact with each other. The execu-
tion of these services require the development of a complex
service management solution that is aware of the characteris-
tics and requirements of applications.
One factor that many of the above applications share is mo-

bility. While some applications operate statically in the same
place, mobile devices and wireless communication led to a
culture shift. This turned concerns regarding user mobility
and mobility-aware service provisioning into major research
topics. Actually, mobility management is one of the driving
forces of future applications pushing the development of EC
architectures.
The emergence of such novel classes of applications

comes together with ever-increasing demands for quality of
service (QoS). Currently, the Cloud is the preferred approach
for handling massive service provisioning. However, this
paradigm cannot cope with some of the upcoming require-
ments of these applications (Roman et al., 2018; Bi et al.,
2019), such as: (i) inability to maintain low levels of latency,
due to the distance between the consumer and the host where
applications run; (ii) difficulty in providing location and con-
text awareness needed to enhance the QoE delivered from
services to users; and (iii) lack of mobility support needed
to keep service continuity in response to network transitions
originated due to users’ mobility patterns.
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To address the issues faced by Cloud Computing and sup-
port modern applications, many architectures arise, such as
Fog Computing (Naha et al., 2018), Multi-access Edge Com-
puting (MEC) (Mao et al., 2017a), and other related com-
puting technologies (Roman et al., 2018; Ning et al., 2019).
These architectures propose the deployment of a compu-
ting infrastructure along the path from the Edge of the net-
work to the Cloud. The communication infrastructure also
has to be transformed to manage these resources since they
add more complexity to the network in terms of manage-
ment. To realise this communication transformation, Future
Internet technologies, such as Software-Defined Networking
(SDN) (Saraswat et al., 2019), Network Function Virtualiza-
tion (NFV) (Nguyen et al., 2017b), and Information-Centric
Networking (ICN) (Fang et al., 2018), emerge to empower
wired and wireless communication channels.
To deploy EC, a series of technologies have been proposed

and developed. For instance, software-defined networks are
promising candidates tomanage the communication between
applications and users (Mao et al., 2017a). SDN decouples
routing logic from forwarding in the network routers, turn-
ing them into programmable switches that can receive in-
structions from a centralized controller to only dispatch net-
work packets. The existence of a centralized controller in
SDN facilitates the management of the network since a gen-
eral overview of the network can be used to make decisions.
NFV is another important component to deploy a virtual net-
work (Nguyen et al., 2017b). NFV supports the development
of the underlying network node functionalities as virtual
functions used to provide communication services. Through
the virtualization of the network, a more adaptive network is
expected, which facilitates the deployment of new network
protocols and services, and also a faster response to dynamic
changes in the network state.

1.1 Related Surveys
Table 1 shows a list of relevant recently published surveys in
the literature that have similar goals to our study. For each ref-
erence, the year of publication, the application category, and
the perspective of the survey are shown. The perspective col-
umn gives insights into the main subject of discussion of the
survey. Thus, (i) Communication focus on the communica-
tion technology and channels used to implement the applica-
tion, (ii) System describes the multiple component parts of
the application and how they interact, and (iii) Application
discusses the applications themselves, their relation to the
real world, and the technologies involved in their implemen-
tation. The columns Cloud, Edge and Network virtualization
informwhether the usage of these prominent technologies for
Future Internet is considered on the survey when discussing
the applications. It can be observed that multiple studies fo-
cus on discussing specific applications, while some are more
general, providing a more broad view of the promising fu-
ture applications. Also, it is possible to observe the increas-
ing focus on applications for mobile devices over the last
years due to the increasing popularization of such devices,
not only smartphones, but also smart devices and vehicles,
and wireless communication. Two studies in the list stand
with closed objectives to our survey. Firstly, Santos et al.

(2021) discusses a series of enabling technologies for the pro-
visioning of services and applications with strict latency re-
quirements. Our study differs from this study by focusing
on a wider range of scenarios and also on the characteristics
of the applications. Secondly, Khan et al. (2022) explore the
studies in the literature that apply the Digital Twin abstrac-
tion when implementing and deploying applications. In our
study we do not focus on a single abstraction, indeed we do
not study implementation abstractions of applications. Our
survey extensively explores service provisioning focusing on
mobility challenges and computing and communication tech-
nologies, providing a broader view of trending applications
use cases. It provides an entry point for researchers studying
applications for mobile devices that run at the edge.

1.2 Objectives and Contributions
The objective of this survey is to provide an entry point
for researchers studying applications for mobile devices and
their supporting technologies. To achieve this aim we elab-
orated a review of the literature focusing on three main ar-
eas: (i) the leading technologies to support emerging applica-
tion use cases, (ii) the mobility of devices that consume these
applications, and (iii) the characteristics of the applications
themselves. By “emerging” applications, we refer to appli-
cations that are coming to adoption with initial and, some-
times, incomplete implementations in the real world. For
instance, currently there are self-driving vehicles out there,
still these vehicles have not achieved their full potential.
One of the main reasons is that these vehicles cannot freely
communicate with each other and the infrastructure to aid
the driving process. When discussing leading technologies,
we aim to target the supporting technologies most adopted
and/or discussed in the literature. There are a series of nov-
elty application use cases, e.g., Tactile Internet (Promwongsa
et al., 2021), and also technologies, e.g., re-configurable sur-
faces (Liu et al., 2021a), that were left out of the survey since
it is not very clear when they will be implemented or adopted.
The most important contributions of this survey are to:

• describe the history of the evolution of service pro-
visioning over the internet highlighting the different
paradigms adopted and the driving forces for their adop-
tion;

• give an overview of technologies and architectures that
enable service provisioning at the edge of the network;

• highlight most important features and characteristics of
a variety of emerging applications;

• outline the main challenges faced from the communica-
tion perspective to the deployment of these applications.

1.3 Organization
This study contributes to the current state of the literature

by discussing several mobile applications that can take ad-
vantage of EC infrastructures.Mobile applications have a sig-
nificant role in EC-enabled settings due to the importance of
mobile devices in the envisioned applications for the Future
Internet. In order to understand the different shifts of compu-
ting and networking paradigms, we briefly introduce a histor-
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Table 1. List of recently published related surveys in the literature.
Study Year Application Cloud Edge Network Virtualization Mobility Perspective
Khan et al. (2022) 2022 General ✓ ✓ ✓ ✓ Applications
Fizza et al. (2022) 2022 IoT ✓ ✓ ✓ Applications
Metzger et al. (2022) 2022 Gamming ✓ ✓ ✓ Systems/Communications
Arbabi et al. (2022) 2022 e-Health Systems
Hafner et al. (2021) 2021 Autonomous Vehicles ✓ ✓ Applications
Afrin et al. (2021) 2021 Robotics ✓ ✓ ✓ Systems
Santos et al. (2021) 2021 General ✓ ✓ ✓ ✓ Communications
Navarro-Ortiz et al. (2020) 2020 General ✓ Communications
Qadri et al. (2020) 2020 IoT for e-Health ✓ ✓ ✓ Systems
Wang et al. (2020) 2020 UAV ✓ ✓ ✓ Systems
Barakabitze et al. (2020) 2020 Multimedia ✓ ✓ ✓ Communications
Aceto et al. (2019) 2019 IoT for Industry 4.0 ✓ ✓ Systems
This Survey General ✓ ✓ ✓ ✓ Applications

ical view of the evolution of the requirements for service pro-
visioning over the Internet in Section 2. It is worth noticing
that many studies focus on developing the underlying archi-
tectures and mobility management strategies to support the
applications, while other studies focus on evolving the appli-
cations themselves. Thus, we first elaborate a classification
of the main architectures in EC and enumerate studies about
them in Section 3. Afterwards, we examine different mobil-
ity management strategies to seamless service provisioning
in Section 4. Then, Section 5 presents different applications
and discuss the community view on how to better explore
EC infrastructures in their composition. Section 6 discusses
challenges and opportunities for mobile service provisioning.
Finally, Section 7 summarizes this study and presents some
final remarks.

2 History of Service Provisioning
Technologies

Society has evolved into a state that continuous informa-
tion exchange is required to improve citizens’ lives in large
urban centers. For instance, the advances achieved due to
smartphone popularization make it hard to imagine a non-
connected future. Indeed, the requirements for connectivity
tend to increasewith the emergence of new technologies such
as IoT, Autonomous Vehicles, Immersive Media, and others.
We will survey the technologies developed to support these
increasing requirements and also some envisioned applica-
tions that will take advantage of these technologies. Before,
however, this section presents a brief historical overview of
the computing and communication technologies for service
provisioning. We organize this historical overview in four
“stages” of evolution according to the placement of the com-
puting resources: (1) Self-hosted Service Provisioning; (2)
Cloud-based Service Provisioning; (3) Edge-based Service
Provisioning; and (4) Ubiquitous Service Provisioning. Fig-
ure 1 illustrates these stages. Themain cultural-technological
shifts of each stage are discussed in Sections 2.1 to 2.4. As
discussed later on, in the current state of evolution, technol-
ogy and standards are being proposed and developed to fully
achieve stage 3 of Edge-based service provisioning.

2.1 Self-hosted Service Provisioning
The Internet design, made in the 1970s, was created with a
very different objective than today’s Internet usage. By then,

1

2

3

4

Self-hosted Service Provisioning

Communication exchange between users and
service provider's self-hosted infrastructure.

Cloud-based Service Provisioning

Communication to service platforms
hosted at data-centers.

Edge-based Service Provisioning

Computing and communication performed at the
edge of the network to handle services locally.

Ubiquitous Service Provisioning

Pervasive experience supported by ML 
and new classes of devices.

Figure 1. Evolution stages of service provisioning technologies.

service providers would have to deploy and maintain their
own infrastructure to provide their services, which character-
izes stage 1 of self-hosted service provisioning. Users con-
sumed services through emerging technologies of the time,
such as the TCP/IP protocol. The IP protocol was designed
to handle the addressing of hosts in a topology-based net-
work and remains the main addressing protocol nowadays.
The initial applications evolving by that time were e-mails,
chat rooms, and later shopping and banking. However, such
applications became very popular and started to face scalabil-
ity issues. These concerns became the main reasons to push
forward the service provisioning paradigm to the next stage.

2.2 Cloud-based Service Provisioning

The term Cloud Computing was initially used in the late
1990s (Favaloro, 1996), becoming broadly adopted by the
late 2000s (Weiss, 2007) when large companies start adopt-
ing it and pushing towards stage 2 of Cloud-based service
provisioning. The idea was to offer companies the possibil-
ity to acquire computing resources that would scale on de-
mand. Thus, virtually infinite computing resources were de-
ployed to data centers strategically positioned around the
globe. This paradigm is currently the main method for pro-
viding services on the Internet and allowed companies and
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their developers to overcome some of the scalability issues
previously faced. Nevertheless, scalability issues once again
became a big concern with the massive adoption of applica-
tions such as Video Streaming, Gaming, and Social Media,
i.e., resource-consuming applications accessed by millions
of users. Different technologies were developed to handle
the emerging 1990s-2000s applications and meet business re-
quirements of resource and energy saving, and massive pro-
vision to millions of users. For instance, the platforms sold to
companies to run their services should be virtualized to facil-
itate portability and application deployment. Consequently,
service virtualization became an important research topic,
with virtual machines, and more recently containers, being
the main approach to provide Platform as a Service (Dua
et al., 2014). More complex applications are still under de-
velopment. Even network functions are being virtualized to
handle these applications inside datacenters, using technolo-
gies such as NFV (Jin andWen, 2017) and SDN (Amin et al.,
2018).
In stage 2 of the evolution, we also experienced the pop-

ularization of different types of devices. Mobile devices be-
came mainstream, such as tablets and smartphones, and later
a many other devices also started to be plugged into the In-
ternet. Many envisioned applications are coming to reality
due to the wide adoption of these devices. Such applications,
however, are facing issues due to the 1970s topology-based
design of the Internet. Therefore, we are again undergoing a
paradigm shift in service provisioning.

2.3 Edge-based Service Provisioning
Multiple applications rely on low latency machine-type com-
munication to run, thus, creating a need for faster commu-
nication and computation. Besides latency, the enormous
amount of data generated by various devices connected to the
Internet cannot constantly traverse significant distances, due
to the risk of overloading the network infrastructure (Satya-
narayanan, 2017). Furthermore, context-awareness became a
requirement for the correct functioning of specific location-
based applications. Therefore, the issues mentioned in Sec-
tion 2.2, combined with the development of new applica-
tions supported by a wide range of devices, are driving ser-
vice provisioning towards stage 3. In that stage, computing
tasks run closer to end-users to maintain sustainable scala-
bility. The main architectures of EC being studied to over-
come those issues are Fog and Multi-access Edge Compu-
ting (Roman et al., 2018; Nguyen Gia et al., 2018). These
computing architectures propose the placement of computing
resources closer to users, allowing services to execute locally
and mitigate issues of latency, network overloading, and con-
text awareness.

2.3.1 Fog and Multi-Access Edge Computing

Fog Computing is an extension of the Cloud computing
paradigm that expands the resource pool with resources
from a plethora of devices, such as micro-datacenters (i.e.,
a smaller and self-contained category of a datacenter that
comes in different sizes with cooling, security, and protec-
tion solutions out of the shelf) and also end-user devices.

These computing facilities are deployed in spatially dis-
tributed Points of Presence (PoPs) to provide computational
resources closer to users (Roman et al., 2018).
MEC (Mao et al., 2017a) is a similar paradigmwhere com-

puting tasks may run at resources closer to users. Both archi-
tectures aim to provide computation closer to the Edge of the
network by deploying resources or using idle resources from
end-user devices, thus causing Fog Computing and MEC to
share many features. The two main differences between Fog
Computing and MEC are (Roman et al., 2018): (i) owner-
ship: MEC is kept by telecommunications companies, while
Fog Computing is typically maintained by private providers
(e.g., AWS, Google); and (ii) deployment: MEC is only lo-
cated at the edge of the network, while Fog Computing also
uses resources placed strategically closer to end-users but not
at the edge, for instance, data centers in neighbor cities/states
or closer to the entrance of the core network (i.e., near-Edge
resources).
With the current development of 5G networks, partner-

ships between Telecommunication companies and Cloud in-
frastructure providers have been created to allow service pro-
visioning at the edge. For example, Amazon Web Services
(AWS) has established partnerships with multiple companies
in different countries to create AWS Wavelength, a publicly
available Multi-access Edge Computing (MEC) Infrastruc-
ture as a Service (Vodafone, 2021). Still, EC-enabled appli-
cations have not yet been widely adopted. Emerging appli-
cations such as connected vehicles and Augmented Reality
are not freely available to the public in cellular networks.
Despite the more controlled settings of EC-enabled applica-
tions in real-world deployments, research on EC technolo-
gies has beenwidely performed. The EC paradigm comprises
the two main Edge computing architectures, Fog Computing
and MEC, and related architectures aimed to handle services
closer to end-users.
Throughout the years, the definitions of Fog and MEC

have evolved towards each other and many times, even in
academic studies, these terms are used interchangeably. This
evolution of the definitions is mostly due to two motivations.
Firstly, a wider set of access technologies was envisioned for
Multi-Access Edge Computing, which was previously called
Mobile Edge Computing to highlight the usage of only mo-
bile communication. And secondly, the expansion of the set
of devices sometimes considered part of the Fog Computing
infrastructure. These terms might be considered interchange-
able in many aspects, being the most fundamental difference
among them the focus of each architecture. Fog Computing
studies target discussions about the infrastructure perspective
and the placement of resources in the Cloud-Things contin-
uum, whereas Edge Computing studies have their focus on
the devices at the edge Shi et al. (2016). Devices discussed
in Fog Computing may be placed not only at the edge, but
also at the near-edge infrastructure, such as at the border to
the core network or closer to the cloud. This distribution of
resources often leads to the existence of a hierarchy of re-
sources composing the Fog, withmultiple layers closer or fur-
ther to the end-user comprising more or less resources. Such
hierarchy is not found when studying MEC, which is usually
represented as a horizontal architecture.
In the EC stage of evolution, computing resources are de-
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ployed at the edge of the network, accessible through mul-
tiple access points and using different access technologies
and channels. Wireless access points have limited coverage
areas. Thus, when users move, they switch from one access
point to another, causing a network handover, i.e., configu-
ration updates in the network and user terminal to connect to
the new access point. Current-state topology-based network-
ing would struggle to handle multiple handovers while meet-
ing the QoE requirements. Thus, research has been done to
adapt networks for mobility-aware service provisioning. In
this scenario, dynamically adaptable networks have an im-
portant role due to the ease of deploying new network algo-
rithms and protocols to achieve better mobility management
for connections.

2.3.2 Envisioned EC-enhanced Applications

Due to the possibilities envisioned by EC-enabled compu-
ting, developers started to foresee new classes of applications.
The most discussed of these classes in the literature are: (i)
Intelligent Transportation Systems (ITS), with applications
for traffic management (Wang et al., 2018b; Ahmad et al.,
2019), traffic lights control (Liu et al., 2018), and self-driving
vehicles (Su et al., 2018b; Peng et al., 2019); (ii) Immersive
Media (You et al., 2019), with applications in Augmented
Reality or Virtual Reality; (iii) Unmanned Aerial Vehicles
(UAVs) (Lei et al., 2019; Zhang et al., 2018c; Kalatzis et al.,
2018) for monitoring or surveillance tasks; (iv) Smart Cities
applications to handle public infrastructure (Katsaros et al.,
2014; Li et al., 2017a); (v) other Internet of Things (IoT) re-
lated applications, such as healthcare (Liao et al., 2019), body
area sensing with wearable and implantable devices (Lal and
Kumar, 2017), and also Industry 4.0 (Hofer et al., 2019).
These applications will be widely adopted in the future, thus
generating more requirements for EC-enabled settings. One
of these requirements is mobility awareness since users with
different mobility patterns will use many of these applica-
tions.
Moreover, a composition of EC to run services and ap-

plications, and network management handled by SDN is en-
visioned as the Future Internet (Salman et al., 2018; Zhang
et al., 2018b; Nobre et al., 2019). This vision is due to the pos-
sibility of using these technologies to deploy 5G networks.
The challenges to fully achieve stage 3 of evolution are dis-
cussed in Section 6.

2.4 Ubiquitous Service Provisioning
Devices are evolving together with applications and adding
a sense of pervasiveness to the Internet. Examples of these
devices are smart glasses and head-mounted displays, some
enablingmovement-free access to immersivemedia virtually
anywhere. These devices are key enablers on the informa-
tion access revolution from desktop to smartphones and then
toward freedom of form and location (Cuthbertson, 2019).
Other technologies such as wearable devices, body area and
ultra-dense networks also contribute to such increase in the
sense of the pervasiveness of services. To deploy future appli-
cations envisioned for these devices, such as Tactile Internet
and Internet of Skills (Antonakoglou et al., 2018), the archi-

tecture for service provisioning will have to evolve into an
envisioned stage 4 of service provisioning. In this stage, EC,
extended with pervasive devices, relies on Machine Learn-
ing (ML) to enhance its context awareness, latency reduction,
mobility support, and other capabilities. There is still a big
technological gap for achieving fully immersive and experi-
ences and ubiquitous service provisioning, still the develop-
ment of EC infrastructure and its architectures for seamless
provisioning for mobile devices, as discussed in Section 3,
are important steps towards reaching stage 4 of service pro-
visioning.

3 Seamless Service Provisioning for
Mobile Devices

This section describes the envisioned Future Internet for mas-
sive service provisioning in EC-enabled settings while deal-
ing with mobility. Figure 2 shows a three layer architecture
composed by: (i) the Edge; (ii) the core network; and (iii) the
Cloud. Multiple technologies interact with each other to sup-
port service provisioning in each layer. The bottom layer is
the Edge, where technologies such as Mobile Cloud Com-
puting (MCC), Vehicular Cloud Computing (VCC), Vehicu-
lar Edge Computing (VEC), and Floating Content provide
processing, storage and communication capabilities to run
services. The core network layer in the middle manages net-
working and computing resources offered to users. This man-
agement is done by the SDN controller, which may use dif-
ferent abstractions and protocols for this task. Also, the core
network layer enlarges the computing resource pool with
near-Edge Fog nodes, nodes deployed with more computing
power than observed at the edge but not as far as the Cloud.
Finally, the highest computing power is provided at the cloud
to handle eventual resource constraints of the lower layers.
The main difference between the layers in Figure 2 is the

distance between users and resources. In Cloud Computing, a
vast amount of resources is placed in data-centers usually po-
sitioned away from the users; while at the edge, the resources
are distributed in smaller amounts closer to users. Further-
more, networking paradigms, such as SDN and ICN are ex-
pected to empower static networks andmobile networks such
as Mobile Ad Hoc Networks (MANETs) and Vehicular Ad-
hoc Networks (VANETs) and build the Future Internet. The
computing architectures that compose EC are discussed in
Section 3.1, while networking architectures are discussed in
Section 3.2.

3.1 Computing Architectures

As smart Edge devices become more popular, the IoT era
emerges with the tendency of connecting these devices to
the Internet to support different services and applications.
Many of these devices are simple and resource constrained
in terms of computing capabilities and power supply. Due to
the observation that multiple services would demand more
resources to execute, researchers developed offloading tech-
niques to migrate their computation to the Cloud (Liu et al.,
2013). Yet, relying only on the Cloud has its drawbacks since
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Edge
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Cloud

Figure 2. Landscape of Future Internet for massive service provisioning in EC-enabled settings.

datacenters are placed away from the Edge devices and end-
users.

3.1.1 Fog Computing

Cisco introduced the idea of Fog Computing in
2012 (Bonomi et al., 2012) with the objective of ex-
tending the Cloud paradigm closer to people (i.e., end-users).
This new computing architecture was aimed to be placed
between the traditional Cloud and the users in the form
of datacenters positioned at the edge or near-Edge of the
network, before the gateway to the core network. Yet lately,
the concept evolved to contemplate even idle computer
resources in end-users Edge devices to be added to the
pool (Roman et al., 2018). This framework is built to
provide features such as low latency, geo-distribution,
location awareness, and mobility support (Salman et al.,
2018). These features aim to fill the gaps of the traditional
Cloud Computing paradigm, thus creating a complementary
Cloud-Fog Computing architecture, where the resources are
selected according to the volume and speed of the processing
tasks.
Fog Computing was considered an enabler technology for

new classes of applications (e.g., Immersive Media, ITS) be-
cause they can take advantage of its features to tackle their
constraints. However, to deploy such services, there are some
challenges to be overcome. For instance, different protocols
and APIs need to be established for services to access infor-
mation from the network and sensors (Roman et al., 2018).
Also, mobility creates issues related to network management

at the edge.
User mobility, handovers, and intermittent communica-

tion channels in general may disrupt service provisioning be-
cause of the difficulty to keep reliable, low-latency, and high-
throughput links to send messages to Fog nodes placed at the
near-Edge of the network. One possible way of handling the
mobility of the users is centralizing the handover control at
the cloud (Bittencourt et al., 2017). This solution faces issues
when a connection to the Cloud data-centers fails. Thus, stud-
ies on handling mobility locally have emerged (Nguyen Gia
et al., 2018). Yet, to execute more complex algorithms and
enhance the quality of service in network handovers, pro-
grammable networks have been considered (Salman et al.,
2018; Bi et al., 2019). These networks create a large set
of possibilities due to the flexibility in using different rout-
ing protocols (Nguyen et al., 2017a) and employing ML
approaches to perform data-driven decisions (Alawe et al.,
2018). Section 4 discusses the main possibilities found in the
literature.

3.1.2 Multi-access Edge Computing

The MEC paradigm was proposed by ETSI in 2014 to use
Edge devices to enhance mobile devices capabilities through
mobile cellular networks (e.g., 3G, 4G/LTE, 5G) (Salman
et al., 2018; Mao et al., 2017b). The concept of devices and
connections was extended in MEC, which caused the terms
Fog Computing and MEC computing to start to be used in an
interchangeable fashion by the academic community (Mao
et al., 2017b). Initially, MEC would consider only datacen-
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ters at the edge of the network deployed by telecommunica-
tion companies to offload processing tasks, and these devices
should be accessed via the cellular network. Currently, even
devices from end-users can be added to the MEC resource
pool in some collaborative approaches. Different connectiv-
ity technologies can also be used to communicate to these
resources.
To widely deploy MEC for massive usage, there are still

some open issues to be addressed. Researchers have studied
how to better place servers spatially to ease the coverage of
wide areas (Yang et al., 2019). For instance, UAV-mounted
micro-servers can be used to provide in-locus additional re-
source (Jeong et al., 2018). Furthermore, to handle the vast
amount of simultaneous users, techniques of MEC-enabled
in-network caching have been proposed (Fang et al., 2018;
Nguyen et al., 2017a). The use of caching aims to take ad-
vantage of the high popularity of content and services by
storing them in servers closer to users to reduce the necessity
to load them from the Cloud. User mobility causes several
handover events in access networks, which is a complex task
because of the many system configurations and policies to as-
sociate users and services (Mao et al., 2017a). For instance,
according to some mobility management protocols (Bi et al.,
2019; Perkins and Microsystems, 1997), the IP addresses of
the users may have to change; also, a different host may be
selected – according to a given policy – to execute services
consumed by these users.

3.1.3 Mobile Cloud Computing

Another architecture aimed to enable the execution of
computing-intensive tasks in resource-constrained mobile
devices is Mobile Cloud Computing (MCC) (Akherfi et al.,
2018). This architecture advocates for offloading complete
applications from Smart Mobile Devices to the Cloud infras-
tructure, thus integrating mobile computing and Cloud Com-
puting. This architecture differs from ones described in Sec-
tions 3.1.1 and 3.1.2 because it does not use other Edge de-
vices for offloading computing tasks.

3.1.4 Vehicular Edge Computing

An Edge resource that has gained recent attention for task of-
floading is the vehicle (Shah et al., 2019; Ning et al., 2019).
This attention is due to the large number of vehicles (Al-
brahim et al., 2019) and also the reasonable amount of com-
puting resources on board both recently-released and upcom-
ing vehicles (Wang et al., 2019). These resources will be de-
ployed in the form of On-Board Units (OBUs), which allow
these vehicles to access network facilities. Due to the size of
vehicles and its powerful batteries, when compared to other
Edge devices, these OBUs can be deployed with a significant
amount of processing power. Building infrastructure based
on Road Side Units (RSUs) is costly and may require ad-
ditional effort with maintenance (Shah et al., 2019). These
costs could be reduced by using idle resources of vehicles.
This idea supports the emergence of the Vehicular Edge Com-
puting (VEC) paradigm – this paradigm is also referred to as
Vehicular Fog Computing (VFC).

The VEC paradigm adds to the EC architecture the possi-
bility of collaboratively use vehicular idle resources. These
vehicles have the ability to capture data from nearby or re-
mote environments and use it to run diverse applications.
The data of the environment can be captured using Intra-
vehicle communication with its own sensors (V2X), Inter-
vehicle communication (V2V) to collect data from neigh-
boring vehicles, or even Extra-vehicle communication (V2I
and/or V2X), where data can be collected fromRSUs, remote
EC-enabled sensors or the Cloud.
One way of building a VEC platform is by using VANETs.

This approach is fully distributed, and nodes take decisions
of sharing resources based on a limited view of the network
status obtained from their neighborhoods. Studies consider-
ing using only VANETs focus on deploying vehicular-centric
protocols to address communication among vehicles (Cao
and Lee, 2018) or integrate this network to cellular net-
works (Khan et al., 2019). To achieve a better resource shar-
ing solution, SDN is proposed to centralize the VANET con-
trol (Abbas et al., 2019). Studies on this field use RSUs-
based VANETs (Kalogeiton and Braun, 2018), in which the
SDN controller is placed in the RSUs. These controllers can
also be hosted in some alternative infrastructure, such as
UAVs (Seliem et al., 2018; Sedjelmaci et al., 2019).

3.1.5 Vehicular Cloud Computing

MCC faced some issues when applied to a vehicular scenario
because of the strategy of sending all data to be processed at
the cloud. Vehicular applications depend on a great variety
of sensors that collect large amounts of data and have to be
processed in real, or near-real, time. Offloading the entire ap-
plication to the Cloud can create issues for the service provi-
sioning because of the high volume of data that may be sent
to the Cloud. Observing the reasonable amount of computing
resources envisioned on-board of future vehicles, the Vehicu-
lar Cloud Computing architecture (VCC) (Ashok et al., 2018)
was proposed as an extension for MCC. In this architecture,
only some parts of the application are offloaded to the Cloud,
while others run in the vehicle itself. VCC is not fully able
to cope with new application requirements in terms of delay
and limited bandwidth as it relies on opportunistic commu-
nication with other vehicles, but part of this resources can
be used in EC. To enable services to run in EC-enabled set-
tings, approaches for network management, such as the ones
presented in Section 3.2, have been proposed. Many of these
techniques are expected to be used in conjunction to form a
holistic platform and achieve the requirements established by
the new generation of mobile networks (Zhang et al., 2016).

3.2 Networking Architectures
Different communication architectures emerged in the litera-
ture to enable computing technologies to cooperate and form
an environment for service provisioning (Perkins and Mi-
crosystems, 1997; Das, 2018; Venkataramani et al., 2014;
Zhang et al., 2018b). Many of these architectures envision
a significant change on the basis of the Internet, such as
virtualization of the network and a shift from a topology-
based paradigm to new paradigms (e.g., information-centric).
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This section presents the main networking architectures pro-
posed for the EC-enabled settings. To evolve the host-centric
paradigm, researchers have proposed different paradigms,
such as: (i) Geographical-based networking (Leontiadis and
Mascolo, 2007; Di Maio et al., 2017; Hagihara et al., 2017;
Tang et al., 2018a; Das, 2018) which routes content accord-
ing to geographical locations; (ii) Mobility-centric network-
ing (Venkataramani et al., 2014; Li et al., 2014), where mo-
bile devices are addressed through unique identifiers gener-
ated to them; and (iii) Information-centric networking (Leon-
tiadis and Mascolo, 2007; Fang et al., 2018; Zhang et al.,
2018b; Nguyen et al., 2017a; Duarte et al., 2019) that uses
interest names of contents or services for routing. This sec-
tion presents some of the characteristics of these paradigms,
which are summarized in Table 2.More flexible network con-
trol via SDN is a trend to implement these paradigms on EC-
enabled scenarios and is discussed in Section 3.2.1. Oppor-
tunistic and geographical-based networking is discussed in
Sectino 3.2.2. Finally, different architectures for Future In-
ternet are discussed in Section 3.2.3.

3.2.1 Software-Defined Networking

SDN has emerged as a networking paradigm to make net-
works more flexible and ease the adoption of new proto-
cols and algorithms for network routing and the implemen-
tation of other network functions (Rawat et al., 2017). This
paradigm shifts the routing complexity from the network
routers to a centralized instance called controller, where a
complete network overview gives several benefits (Saraswat
et al., 2019), such as: (i) granular control of policies that can
be oriented to sessions, users, devices, or services; (ii) easy
and on-demand adaption to changes; and (iii) cost savings
due to better resource management.
The idea of a global network view present in SDN was

adapted from the telephone network, where it was shown to
be a secure and cost-efficient strategy (Rawat et al., 2017).
Major SDN deployments were only observed after the evolu-
tion of the programmable router switches and the emergence
of the OpenFlow protocol (McKeown et al., 2008). This pro-
tocol is based on a three-layered separation of network enti-
ties: (i) the application layer with services and end-users; (ii)
the infrastructure layer with hardware to support storage, con-
nectivity, and computation; and (iii) a control layer responsi-
ble for the virtualization of the infrastructure and enable its
control by the applications. OpenFlow is a south-bound API
to control programmable switches; the SDN controller also
provides a north-bound API for management to be used by
the application layer. For instance, Frentic (Gutz et al., 2012)
is a north-bound API that abstracts the network management
using the concept of slices. Pyretic (Monsanto et al., 2013) is
another abstraction that uses a modular view of the network
for management.
To handle all the expected traffic load exchanged at the

edge of the network, different network traffic management
tools were proposed to explore the centralized informa-
tion maintained by SDN controllers (Fawcett et al., 2017;
Priyadarsini and Bera, 2019). The programmability of the
network enhances its flexibility because it allows not only
adaptability and interoperability but it also opens space for in-

novation. This programmability also aids the process of intel-
ligent management through the development of, for instance,
efficient mobility management solutions (Bi et al., 2019), or
the use of ML models to enhance networking (Alawe et al.,
2018).
The flexibility and interoperability provided by SDN can

be observed in 5G networks research,mainly to integrate new
technologies and services in the networks (Le et al., 2017;
Zaidi et al., 2018). SDN is also a key supporting technol-
ogy to handle the scalability and complex management of
IoT scenarios (Salman et al., 2018), where a vast number of
heterogeneous devices need to be connected. The significant
compatibility with other state-of-the-art technologies and ap-
plications makes SDN an important enabler for the next gen-
eration of networks.

3.2.2 Geo-Centric Networking

An intuitive way of managing networks in the presence of
mobility is through geographical coordinates. This class of
protocols uses geographical coordinates of the destination to
support routing decisions. For instance, Geographical Rout-
ing using Partial Information (GRPI) (Jain et al., 2001) is an
approach where each node in the network uses partial net-
work information about its neighborhood to route packets to
the closest neighbor from the destination. The route is not
fixed, and, thus, if a packet reaches a node that “knows” a bet-
ter route (i.e., based on distances of neighbors to the destina-
tion) the packet is sent through that route. This approach com-
poses a distributed routing algorithm since no single node is
required to have an overview of the entire network, but only
knows information about its neighbors. GRPI is meant to op-
erate in Wireless Ad-Hoc Networks. However, the problem
of node sparsity is not studied. Network sparsity is a critical
issue for routing protocols in wireless mobile environments.
Consequently, this issue drives most studies on geographical
routing for mobile entities to focus on opportunistic routing,
which explores the links created opportunistically by the mo-
bility of nodes. There are many applications for wireless mo-
bile networks that aim at disseminating content to specific
geographical areas, such as accident notifications or traffic
flow conditions. Therefore, Geo-Centric Networking (GCN)
protocols aim to allow nodes to address geographical areas
and distribute network messages within them.
Using opportunistic links to disseminate data, Geo-

graphical Opportunistic routing for vehicular networks
(GeOpps) (Leontiadis and Mascolo, 2007) is a protocol that
focuses on delay-tolerant networks. These networks are used
by applications that can run without a continuous network
connection. In particular, this protocol enables content distri-
bution in target areas without fixed infrastructure. This ap-
proach relies on the store-and-forward strategy, where mo-
bile nodes receive the content and carry it to later on forward
it to the next node. Distributed Geographical Opportunistic
Routing (DGOR) (Das, 2018) is a similar protocol that uses
a different set of metrics to evaluate the link cost to select the
forwarding path to send network packets.
It is worth noticing that these networks face scalability

problems because most protocols rely on regularly sending
messages to inform neighboring nodes of their existence and
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Table 2. Overview of main networking paradigms and protocols.

Paradigm Addressing Protocols
Host-centric Numerical IPv4

IPv6
MIPv6 (Perkins and Microsystems, 1997)
PMIPv6 (Kellokoski et al., 2013)
HMIPv6 (Castelluccia, 2000)

Geo-centric Geographic Coordinates GRPI (Jain et al., 2001)
BLR (Heissenbüttel et al., 2004)
GeOpps (Leontiadis and Mascolo, 2007)
GeoNetworking (Tomatis et al., 2015)
FloatingContent (Di Maio et al., 2017)
PFCS (Hagihara et al., 2017)
GSOR (Tang et al., 2018a)
DGOR (Das, 2018)
CBF (ETSI, 2021a)

Future Internet Content/Service
Identifiers

HIP (Moskowitz et al., 2008, 2015)
MobilityFirst (Venkataramani et al., 2014; Li et al., 2014)
CCN (Jacobson et al., 2009)
NDN (Zhang et al., 2014; Duarte et al., 2019)
PUSUIT (Fotiou et al., 2012)
SCN (Braun et al., 2013; Simoens et al., 2017)
OON (Liu et al., 2017)
NFN (Tschudin and Sifalakis, 2014)

position in a process called beaconing. Therefore, scenarios
with many nodes broadcasting beacon messages can create
scalability issues, such as transmission interference. Beacon-
less routing algorithm (BLR) (Heissenbüttel et al., 2004)
is a protocol designed to tackle such scalability issues in
MANETs. In BLR, beacon messages are not used, since no
information about the existence or position of neighbors is re-
quired. Instead, the protocol broadcasts data packets and uses
a dynamic forwarding delay to ensure that only one node will
forward the message. In this mechanism, every node com-
putes a forwarding delay to send the data packet. The one that
computes the shortest delay will send it first as a broadcast.
Thus, the other nodes will receive it and cancel the forward-
ing of their own copies.
GeoNetworking (Tomatis et al., 2015) is a store-and-

forward protocol standardized by ETSI aimed at vehicular
communication that uses the location of OBUs and RSUs
to disseminate data. This protocol has two main features:
geographical addressing and geographical forwarding. This
addressing allows unicast, where geographical positions are
used together with node identifiers to aid the routing. It also
allows broadcast and multicast, which may be performed by
geographical or topological routing. According to the type

of addressing being used, different methods can be used. For
instance, in topological broadcasts, the forwarding process
uses a simple flooding approach. Unicast, on the other hand,
uses an approach called line forwarding, which applies dif-
ferent heuristics to create a forwarding path from source to
destination.
Floating Content (Hagihara et al., 2017) uses an epidemic

model for broadcasting content in an anchor zone (AZ) by
keeping the content stored in the vehicles interested in it. In
particular, vehicles inside the AZ can access the content via
opportunistic links with other vehicles inside the zone that is
carrying the content. Floating Content can also take advan-
tage of a centralized SDN-based approach (Di Maio et al.,
2017). SDN controllers, accessed via RSUs, can collect in-
formation from the moving vehicles and analyze this data to
enhance Floating Content management.
One important concept of Geo-centric Networking

standardized by ETSI is Contention-Based Forwarding
(CBF) (ETSI, 2021a; Füßler et al., 2003). This is a dis-
tributed and scalable forwarding strategy based on interest
regions aimed for mobile ad hoc networks. This strategy
does not rely on acquiring information of the neighborhood
of a node via beacons, instead the message carries informa-
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tion of a contention window where it should be spread. Once
receiving this packet, every node uses this information and
its own position to decide whether it should become a for-
warding hop or not. To avoid flooding, the re-transmission
of the message is also conditioned to probabilities and/or
timeouts that are evaluated by the node. For instance, a
node will only re-transmit a message if it does not receive
a transmission of the same message from another node in
a given timeout. Multiple extensions of CBF exist in the
literature that target, for instance, supporting the strategy
using infrastructure (Bellache et al., 2017) or performing
network congestion control (Meijerink and Heijenk, 2019).
It is worth noticing that while Geo-Centric Networking

approaches address mobility issues in specific geographical
zones, more complex and delay-critical applications require
a higher level of quality of service to operate that some-
times cannot be obtained by opportunistic routing. Never-
theless, other networking paradigms can address these situa-
tions, such as Mobility-Centric and Information-Centric Net-
working, discussed hereafter.

3.2.3 Future Internet

Upon observing the mobility patterns of Internet users, the
US National Science Foundation’s Future Internet Architec-
ture (NSF-FIA) project designed an architecture called Mo-
bilityFirst (Venkataramani et al., 2014) in 2010. This ar-
chitecture aims to produce a network protocol for scalable
service provisioning in mobility scenarios. This protocol is
based on Globally Unique Identifiers (GUID) for in-network
elements. These identifiers are used to separate names from
addresses and locations, thus easing mobility management.
This protocol relies on a distributed Global Name Service
(GNS) that maps GUIDs to addresses. The strategy is simi-
lar to the one used nowadays on the Internet, where domains
are translated to addresses via the Domain Names System
(DNS).
The idea of using a global view of the network is shared

with SDN. These technologies could in fact be used in col-
laboration by adding the GNS module to run within the SDN
Controller. For content distribution, MobilityFirst relies on a
in-network caching scheme (Zhang et al., 2012). In this strat-
egy, storage-aware routers are used to cache content along
the path it makes from its source to the consumer; this scheme
facilitates dealing with intermittent connections due to mo-
bility. Services are held in a similar fashion by mapping the
service URI to a GUID and then using the GNS to resolve the
GUID to an address. While handling services, MobilityFirst
suggests the usage of in-network caching to store dynamic
data (Li et al., 2012), which is unusual since dynamic data is
supposed to change. Nevertheless, different caching strate-
gies should be applied to handle services but not the same
ones used for contents.
Another important protocol designed by the IETF is the

Host Identity Protocol (HIP) (Moskowitz et al., 2008, 2015).
This protocol allows hosts to share IP-level states to facil-
itate service provisioning continuity despite changes in IP
addresses. By establishing Host Identities, HIP decouples
transport-layer logic from network-layer logic. This separa-
tion creates many possibilities for network-layer mobility

management. IETF has specified a basic network-level host
mobility protocol (Henderson et al., 2017). This protocol
defines how to create message flows and also other proce-
dures to achieve host mobility. It is important to notice that
CCN/NDN, PURSUIT, HIP, and other protocols can oper-
ate together, creating possibilities to apply them in the best
suitable use cases.
To serve users with named content that can be stored any-

where in the network, ICN is a paradigm that has gained atten-
tion in both academy (Koponen et al., 2007; Yao et al., 2016;
Tortonesi et al., 2019; Din et al., 2018; Zhang et al., 2018b;
Nguyen et al., 2017a) and industry (NDN Project, 2010;
GreenICN Project, 2013; ICN 2020 Project, 2016). Due to
its lack of information about the content’s location in its nam-
ing/addressing, ICN has the potential to solve many issues
associated with the Host-centric paradigm, such as mobil-
ity (Fang et al., 2018). By replacing IP addresses by a naming-
based scheme, ICN supports seamless mobility. A scalable
content distribution in this scenario is achieved via the de-
ployment of storage-aware routers throughout the network,
augmenting the possibilities for caching and offloading the
core network. Several architectures have been proposed,
such as Content-Centric Networking (CCN) (Jacobson et al.,
2009), Named Data Networking (NDN, an evolution of
CCN) (Zhang et al., 2014), and Publish-Subscribe Internet
Routing Paradigm (PURSUIT, earlier called PSIRP) (Fotiou
et al., 2012). Although these three projects have similar ob-
jectives in terms of routing data based on its name, CCN and
NDN advocate for hierarchical-based names to facilitate lo-
cating and sharing data. However, PURSUIT supports flat
naming to allow a greater variety of naming approaches, in
which names are organized in hierarchical scopes. This or-
ganization allows the constitution of information networks,
similarly to IP topological sub-networks.
ICN is proposed to be a clean-slate paradigm, which

means it demands infrastructure replacement. However,
SDN is a promising future networking technology that can
smooth this process of deployment of ICN (Zhang et al.,
2018b). The protocol could be implemented over the virtual
network controlled by the SDN controller. Furthermore, the
benefits of SDN to the current network paradigm also apply
to ICN. ICN can take advantage of the global view of the
network and of actively controlling communication flows.
MobilityFirst and ICN are expected to run in EC-enabled

Future Internet and deal with mobility-related issues. When
comparing these two approaches they show similar perfor-
mance to support scalability and mobility requirements for
IoT applications. MobilityFirst outperforms ICN in terms
of control overhead (Li et al., 2014). However, ICN strate-
gies focused on VANETs have gained more attention. For in-
stance, RSU-assisted NDN (RA-NDN) (Tiennoy and Saivi-
chit, 2018) is a protocol that relies on RSUs to improve net-
work connectivity in a VANET scenario. The protocol out-
performs general ad-hoc communication in terms of data
received, throughput, and reduction in total dissemination
time and traffic load. Mobility in Vehicular NDN (Mo-
biVNDN) (Duarte et al., 2019) is a protocol to mitigate
issues related to vehicular communication, such as broad-
cast storms, message redundancy, network partitions, reverse
path partitioning, and content source mobility. This proto-
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col has good performance when sharing wireless medium
with multiple applications. Cooperative Caching with Mobil-
ity Prediction (COMP) (Huang et al., 2019) is a caching strat-
egy that focus on reducing the impact of mobility in VNDN.
COMP reduces access delay and increases cache hit ratio by
adding cooperative caching to VNDN, which usually is non-
cooperative. The cooperative caching uses RSU resources to
run caching decision algorithms that allow the vehicles to
cache globally popular data instead of making caching deci-
sions only based on local data. This strategy clusters vehicles
with similar mobility patterns to store content on their OBUs.
Later, these vehicles can share the content among themselves
since their links are more stable.
The expected new classes of services, such as IoT, Immer-

sive Media, and Autonomous Driving have drawn attention
to mobile service provisioning in EC-enabled settings, thus
reflecting the emergence of service-oriented ICN. One strat-
egy to allow services to take advantage of the in-networking
caching of the ICN paradigm is allowing cached content to
be transformed and serve the requests (Braun et al., 2013)
(e.g., transcoding a cached video). This approach is named
Service-Centric Networking (SCN). Some other strategies
use naming schemes of ICN to facilitate service consump-
tion. For instance, Layered SCN (L-SCN) divides the net-
work into inter-domain and intra-domain. It allows nodes
within a domain to possess more information about available
services in that domain and, thus, reduce overhead to share
information about these services (Gasparyan et al., 2017a).
Some other naming schemes have emerged, such as: Named-
Function Networking (NFN) (Tschudin and Sifalakis, 2014),
which describes chaining of named λ-expressions to com-
pose in-network services; and Object-Oriented Networking
(OON) (Liu et al., 2017) that proposes a programmable net-
work using the same abstraction of object-oriented program-
ming languages, where a set of specific functions can be ac-
cessed via named operable objects.

4 Mobility Management for Seamless
Service Provisioning

Robust mobility management solutions have to be applied
to achieve the expected levels of QoS and QoE at the edge.
These solutions are needed to prevent communication and
service disruptions for some network mobility events occur,
such as users changing access points or services being real-
located to different hosts. Poor mobility management may
cause service disruption when these mobility-related events
occur. Therefore, maintaining service continuity in this en-
vironment is a key aspect for achieving the full potential of
Edge-based service provisioning. This section explores tech-
nologies to support service continuity in the presence of user
mobility.
When users are on the move they change from one access

point to another. Thus, network configurations have to be up-
dated to keep their connectivity. Such process is known as
handover. There are different approaches to perform a han-
dover, which will be discussed in Section 4.1. Also, the han-
dover may result in other events to maintain the expected
levels of QoS and QoE, such as service migration.

Figure 3 presents a classification of the main approaches
used for the mobility management in EC environments. Net-
work handover, and stateless and stateful service mobility
definitions are present in the ETSI specification of end-to-
endmobility aspects (ETSI, 2017, 2018). The present section
divides mobility management into two parts as depicted in
Figure 3. The first is network handover, which is a network
operation to guarantee service and communication continu-
ity when users change access points. Besides user mobility,
some events in the network might trigger service mobility,
which reallocates services in Edge nodes to (i) keep them
near to consumers, to reduce latency and enhance bandwidth
usage, or (ii) to better use of the resources (e.g., energy sav-
ing, load balancing). EC-enabled settings must support mi-
gration of two service types according to the presence of
user-related state data (i.e., session): stateless and stateful ser-
vices. Copies of stateless services can be deployed in differ-
ent hosts, and the user can easily switch access points due
to the absence of session data. Conversely, stateful services
have session data to be migrated to keep service continuity
without disruption, thus the mobility of stateful services is
usually referred as service migration or service state trans-
fer. Handover strategies are discussed in Section 4.1, while
service mobility is solutions are shown in Section 4.2.

Mobility Management

Service MobilityNetwork Handover

Anchor-lessAnchor-based

Stateless Stateful

Reactive

Proactive

Hybrid

Reactive Proactive Reactive Proactive

Figure 3. Overview of mobility management events and methodologies.

4.1 Network Handover
When users change access points, handover procedures to
deal with the network transition process are used. Different
approaches can be applied, in terms of using or not an an-
chor network or triggering or not the handover proactively,
as depicted in the left branch of the diagram in Figure 3. The
idea behind reactive and proactive handover approaches is
straight forward. In reactive handover strategies, the process
of migrating context occurs after the user connects to the new
network. In proactive strategies, the migration process is an-
ticipated by mobility prediction and can start before the user
disconnects from the initial network. If the handover is exe-
cuted without efficient mobility support, users will have to
go over a set of repeated processes, such as service discov-
ery and authentication, resulting in disruptions and reducing
the QoE (Bi et al., 2019). This section describes different ap-
proaches in the literature to deal with network handovers.
One approach is to perform both the network handover

control logic and data forwarding procedure through mobil-
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ity anchor networks. Despite the existence of multiple anchor
networks, this approach is called Centralized Mobility Man-
agement (CMM) because it centralizes logic and forward-
ing. For instance, in Mobile IP (Perkins and Microsystems,
1997), a Internet Engineering Task Force (IETF) standard,
creates a transparent interface for the TCP layer in which the
IP address of a mobile user is kept constant after mobility
events. To provide this feature, Mobile IP approach assigns
internally two addresses to the mobile user: the Home Ad-
dress (HoA), which is seen by the TCP layer and kept con-
stant, and Care of Address (CoA), which is internally han-
dled by the network and updated when the user moves. Each
of these addresses have a respective entity associated with
it. The first entity is the Home Agent (HA), which tracks the
mobile users that belong to its network and forward packages
to these users by using their CoA. The second entity is the
Foreign Agent (FA), which advertises CoA for mobile users
that visit its network so these users can be achieved. All the
traffic sent to a mobile user is initially forwarded to its HoA,
at its home network, and just after fowarded to the foreing
network, using the CoA.
Anchor-based approaches lead to some drawbacks. For in-

stance, since all the traffic is sent to the anchor network and
only then to the access network of the user, the delay in com-
munication increases. Anchor-less handover strategies can
update communication paths within the network, for instance
using SDN Bi et al. (2019), to carry packets directly to the
current network of the mobile users, thus reducing the numn-
ber of packets traveling in sunboptimal network paths.
Distributed Mobility Management (DMM) solutions have

a similar objective as the SDN paradigm of separating the
data forwarding from the control logic. According to the def-
initions of IETF (Liu et al., 2015; Lee et al., 2013), DMM
solutions should not allow packets to be forwarded through
anchor networks, thus resulting in a sub-optimal route. The
IETF combines existing protocols, such as MIP (Perkins and
Microsystems, 1997), PMIPv6 (Kellokoski et al., 2013), and
HMIPv6 (Castelluccia, 2000). The goal is to re-use the mo-
bility management functions already deployed in these pro-
tocols, such as: (i) Anchoring: control of user original IP
address; (ii) Localization: track of current access network
where the user is connected; and (iii) Forwarding: receive
and forward packets towards the user.
An SDN environment provides a series of advantages for

mobility management. Since data forwarding and control
logic are separated in the network, fewer configurations must
be updated to perform the handover. The required update in
the configurations can be achieved by updating SDN flow
entries. For instance, user devices can request to the con-
troller an address to use in the next access point (Bi et al.,
2019). Since the controller has a global view of the network,
the switches in the network can be updated to forward data
to users’ new addresses without sending it through an an-
chor network. However, this protocol does not fully accom-
plish IETF requirements, since users have to change their IP
addresses according to the networks they are currently con-
nected, thus breaking the IP continuity.
The centralized view of the network of the SDN controller

allows a better selection of the route to serve the users when
considering their mobility. Furthermore, SDN already has

the control logic and data forwarding separate from one an-
other, one of the objectives to achieve optimal DMM accord-
ing to IETF. Once users move to a new network, the attach-
ment process is executed, and the SDN updates the flow rules
in the forwarding switches. This is a reactive handover pro-
cess; still, a proactive handover is also feasible. The mobile
device gathers identifiers to connect to the new access point
before leaving the previous one. Thus, all connections will
be already set when the device arrives at the new network.
Proactive handover increases the possibilities of enhancing
QoS and QoE in the handover process since mobility predic-
tion techniques can be used to estimate the users’ positions
in the future, allowing all the setup to run before the network
shift happens. Mobility prediction to aid network manage-
ment is one of the challenges to be addressed to achieve the
full potential of EC. This challenge is discussed in more de-
tail in Section 6.
In cellular networks, such as LTE and 5G, different types

of handover, in different domains, can be triggered (Tayyab
et al., 2019). In the frequency domain, when the base stations
involved in the handover operate with different frequencies
and time multiplexing, user devices have to switch between
different frequencies to perform measurements in both fre-
quencies. Differently sized cells are deployed in the network
to load balance users connected to a specific base station
(e.g., macro, micro, or picocells). When a user device ob-
serves that a smaller cell has better QoS measurements, it
offloads the bigger cell by migrating its connection to the
smaller one. Handovers can also occur in the radio access
technology (RAT) domain. In this case, a user device changes
between different radio access technologies, such as 3G-LTE.
In 5G networks, there are more access technology options,
such as massive multiple-input multiple-output (MIMO) net-
works (i.e., networks implemented with arrays of multiple
antennas), millimeter wave (mmWave) networks (i.e., net-
work where carrier wavelength is between 1 and 10 mil-
limeters), and also energy harvesting networks (i.e., network
where user devices can obtain power, i.e., recharge) (Liu
et al., 2016a). The base station initiates the RAT handover
process, which instructs the user device to change access
points. Again, not only connectivity variables are considered
in the process. For instance, load balancing and other factors
may drive the decision for a base station to perform the han-
dover. Finally, handovers can happen in the operator’s do-
main. A common example of a handover between different
operators is roaming, when users leave the area covered by
their original operator and have to switch to another operator
that covers that area.
Different metrics are explored in the literature to evaluate

the handover in LTE and 5G scenarios. For instance, the num-
ber of handover failures, handover success rates, and han-
dover frequency (Gelabert et al., 2013). Another metric is
the number of ping-pong events, i.e., when a migration pro-
cess from access points A to B is followed by another migra-
tion from B to A in a short period of time (Thakkar et al.,
2017). Some metrics measure directly the impact on the fi-
nal QoS delivered from services to users (Han et al., 2015),
such as: (i) handover delay, the time between the user de-
vice receives the last packet at the original station and the
reception of the first packet on the next base station; and (ii)
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handover interruption time, when user applications cannot
send any packet. Many other metrics exist in other domains
related to (Liu et al., 2016a): (i) spectrum efficiency, (ii) en-
ergy efficiency, and (iii) fairness. Spectrum and energy ef-
ficiency measure how well the resources in these domains
are used by the connections, while fairness concerns the di-
vision of the communication resources fairly among users.
The current state-of-the-art in handover management for cel-
lular networks focuses on User Association in 5G networks.
User Association creates policies to maintain acceptable lev-
els of QoS and QoE in these networks. Different mature algo-
rithms have been proposed in this scope (Zhang et al., 2019;
Yazdinejad et al., 2019), and also ML models started to be
considered usingmobility-related and other data sources (Liu
et al., 2016a).
Different approaches in the literature propose ways to

improve the handover procedure and reduce its execution
time (HET). The most relevant proposals include (i) schemes
where configuration setups required to communicate to a
target antenna are made before the disconnection with the
currently used antenna, namely Make-before-break (MBB);
(ii) schemes that do not use a Random Access to Channel
(RACH) to perform timing alignment between the device
and the antenna, also known as RACH-less; and (iii) schemes
that are coordinated by SDN controllers, SDN-enabled han-
dovers.
TheMBB scheme consists of a straightforward idea where

execution time is saved by preparing configuration setups be-
fore disconnecting from the current base station. This way,
they are ready when needed to establish communication with
the next base station. This strategy is included in 3GPP stan-
dards to be used for the next generations of cellular communi-
cation infrastructure (3GPP, 2014, 2016). In this case, the X2
interface for wired communication between the base stations
is used to exchange information and prepare the configura-
tion setups. RACH-less handovers consist of avoiding exe-
cuting the RACH procedure during the handover, which is on
average 10 12 ms when considering a total handover execu-
tion time of 40 50 ms (3GPP, 2016). RACH-less handovers
were initially proposed for synchronized networks (Barbera
et al., 2015). However, the exchange of internal clock refer-
ences of current and target base stations on a handover can
provide enough information for the user device to perform
the timing alignment in a non-synchronized network without
executing the RACH procedure (Choi and Shin, 2019). Still,
users need to reach both base stations during the process,
which makes it possible to receive the last message from the
current base station and send the next message to the target
base station. When using SDN controllers, the handover ex-
ecution aims to take advantage of the global information of
the network available for the controller. This information is
used, for instance, to trigger handovers proactively and also
evaluate the best antenna candidate considering the data plan,
not only the signal quality (Bi et al., 2019).

4.2 Service Mobility
Service mobility (ETSI, 2017, 2018) can happen in the net-
work triggered by different events, such as resource manage-
ment, energy saving, or accompanying user’s mobility. For

instance, mobile devices maymove away from the infrastruc-
ture hosting a service while still consuming it. As depicted in
Figure 4, there are two ways to keep service continuity in this
scenario. First, requests to the service can be forwarded to the
original server. Still, problems may arise for maintaining low
levels of latency to services that require high reliability, low
jitter or also have high data transfer volumes. In this situation,
one option is reallocating the service instance, thus requir-
ing a migration of the service so it can run on an infrastruc-
ture closer to the device. This migration may add overhead in
terms of service downtime, network traffic, and computing.
Nevertheless, overall QoS should be increased to the final
user allowing to meet application requirements. Studies on
service migration focus on virtualization technologies, such
as hypervisor-based (Zhang et al., 2018a; Baccarelli et al.,
2018) and container-based (Tang et al., 2018b; Ma et al.,
2018), and how to perform the migration procedure.

Figure 4. Service horizontal migration due to user mobility.

Service migration is divided into two broad categories ac-
cording to the existence or absence of user session data. Ser-
vices without sessions are called stateless services. In this
case, the main data migrated is related to its running code.
This code can be downloaded from the original host node,
from other neighbor nodes, or replicated beforehand to en-
hance migration performance. On the other hand, stateful ser-
vices hold sessions of users consuming them, thus all session
data has to be migrated. This session data is stored in two
forms: (i) main memory – i.e., stores data for immediate us-
age – and (ii) storage – also secondary memory, which stores
persistent data. Main memory migration is the critical opera-
tion for migrating stateful services since this data is usually
at constant usage. Storage migration is a bottleneck since it
represents a large amount of traffic to traverse the network.
In terms of storage migration, some distributed file systems
have been proposed in the literature (Monga et al., 2019;
Gupta and Ramachandran, 2018; Pamboris et al., 2019),
which handle the responsibility of moving large chunks of
data (this approach is the last topic discussed in Section 4).
The migration process can be proactive or reactive for either
main memory or storage. Thus, there is a great variety of
combinations of proactive/reactive main memory migration
with proactive/reactive storage migration and some hybrid
approaches (Zhang et al., 2018a).
As mentioned before, some studies focus on migrat-

ing VMs. For instance, to enhance mobile user experience
Follow-Me Cloud (FMC) (Taleb et al., 2019) explores the
migration of services among different datacenters. AMarkov
Chain decision algorithm is used to decide whether or not to
migrate VMs. Besides user experience, other factors can in-
fluence the decision to migrate VMs, such as, the trade-off
between energy consumption in the migration process and
delay. These variables can be measured using models (Bac-
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carelli et al., 2018) to allow the decision to migrate a ma-
chine and also select the most energy-saving migration strat-
egy. To reduce the overhead of VM migration, identification
of segments of in-memory data with imminent access can
be used (Li and Gao, 2017). Thus, only these data segments
can be migrated, reducing the traversed load among the hosts.
This identification is made in a pre-deployment step where
the application code is parsed, and metadata about context
information used more often in the main memory stack is
extracted and applied to support the decision of what to mi-
grate.
Container-based migration is a recent research topic in

the literature (Wang et al., 2018a), but has gained attention
in the industry (with Docker Swarm and Kubernetes) and
academy (Tang et al., 2018c; Kaur et al., 2017; Ma et al.,
2018). Similar to FMC, a Markov Decision algorithm can
be applied to container-based migration. For instance, this
approach can be used to evaluate a trade-off between delay
constraints and power consumption in the migration process
to decide whether to migrate a container or not (Tang et al.,
2018c). Even mobility parameters are considered in this ap-
proach. CoESMS (Kaur et al., 2017) is an EC migration
framework that models power consumption and user QoE ac-
cessing a service in terms of utility functions in a cooperative
game (i.e., game theory).
Docker containers are composed of a series of layers, each

one of them added to the container as a result of one op-
eration (e.g., move, copy or download files). This layered
composition can be used to improve the migration process.
For instance, multiple Docker containers share layers with
the same content. These layers are mapped to unique identi-
fiers. However, even containing the same content, they may
be mapped differently. An algorithm that applies the same
identifier to label the layers that have the same content were
used to allow layer reuse. The goal is to reduce the amount
of data downloaded from the Cloud to deploy a given ser-
vice (Ma et al., 2018).
To support services running and moving at the edge, most

of the data persistence for EC-enabled applications is dele-
gated to the Cloud. Yet, reliable storage and data manage-
ment at the edge are necessary to support some classes of
applications that perform frequent update to this data. Some
initial studies proposed to deploy EC-hosted file systems. Elf-
Store (Monga et al., 2019) is a methodology to store data
blocks at selected locations to achieve data reliability. Stored
data uses a block-level differential replication scheme to
achieve a minimum reliability level. This replication scheme
splits large chunks of data into blocks. These blocks can then
be stored and replicated. Common segments between mul-
tiple blocks are then identified and some of the copies re-
moved to reduce storage resource usage. The desired level of
reliability can be maintained by replicating the different seg-
ments of the blocks and combining them with the common
segments to obtain the complete block. Bloom filters are used
to explore the hierarchical structure of EC and enhance data
block retrieval. This filter is a data structure used to deter-
minewhether an element belongs to a set or not. Another data
storage service that supports reliability is Fog Store (Gupta
and Ramachandran, 2018), which proposes a solution for the
placement of replicas of data blocks for Fog Computing. The

proposed mechanism takes into account network topology
and device heterogeneity to decide about data storage place-
ment. Fog FileSystem (Pamboris et al., 2019) is a solution
to aid the process of migrating services in EC. Snapshotting
and synchronization are applied to reduce the migration time
of disk states between different nodes.
Besides data storage as a service, application state manage-

ment services are important to support latency-critical appli-
cations. For instance, Do and Kim (2018) proposed a latency-
aware placement of state management functions for 5G sce-
narios. This placement solution stores the state data at the
cloud, which might create barriers to access it under certain
latency thresholds, even more if considering the high update
rates of such data. A more general mobility-aware state sup-
port was proposed for SDN by Peuster et al. (2018). The au-
thors propose to rewrite communication flows to enable the
user to consume the state from a static host. Yet, consum-
ing from a static node may create bottlenecks when provi-
sioning services. A similar solution for consuming state data
from a constant node is proposed for SCN (Gasparyan et al.,
2017b, 2019). In their study, the authors also fix the path to
consume the data. This strategy limits the application of stan-
dard ICN multi-path capabilities, which negatively impacts
the scalability of the solution. Filho and Porter (2020) pro-
pose a transparent system to replicate state data in multiple
hosts. The authors cover two main scenarios: (i) centralized
state, in which the service should be stoppedwhile the state is
migrated; and (ii) distributed state, where a coherence mech-
anism is proposed that replicates all data update operations
in all hosts.

5 EC-Enhanced Mobile Applications
The discussed set of EC architectures would support a
plethora of modern applications in different domains dis-
cussed in the preset section, such as the Internet of
Things (IoT) (Section 5.1), Immersive Media (AR/VR) (Sec-
tion 5.4.1), Intelligent Transportation Systems (ITS) (Sec-
tion 5.2), Unmanned Aerial Vehicles (UAVs) Services (Sec-
tion 5.3), Smart Cities (Section 5.5), and Edge AI (Sec-
tion 5.6). Some of these applications already exist today,
while others are still being studied. Broad deployment of
EC technologies is required to handle the massive adoption
of such applications. This section highlights some instances
of applications and the strategies they use. We present dif-
ferent classes of applications for each of the domains men-
tioned above. Table 3 shows an overview of all applications
explored in this section.
For each domain/class in Table 3, some studies were ex-

plored in order to provide a view of the requirements in terms
of delay and data rate, shown in Table 4. In each domain,
applications may have different requirements, such as in im-
mersive media, where requirements for data rate in AR/VR
and Gaming are more strict than in teleoperation applica-
tions. In contrast, in other scenarios, requirements are con-
stant for most of the applications, like UAVs. Smart Cities
is a peculiar case where different applications, even in the
same classes, have varied delay and data rate requirements.
This happens because any application can use different types
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Table 3. Taxonomy of main upcoming mobile applications and EC-enabling technologies used to deploy them.
Computation Communication Service Virtualization

Domain Class Instance Fog Computing MEC VEC/VFC SDN/NFV ICN Geo-Centric Networking Container-based VM-based
IoT Industry 4.0 Hofer et al. (2019) ✓ ✓ ✓

Kaur et al. (2018) ✓ ✓
Li et al. (2018) ✓ ✓

Cognitive IoT Al-Turjman (2017) ✓
Zhao et al. (2019a) ✓ ✓ ✓
Chen et al. (2019b) ✓ ✓ ✓

Body Area Sensing Li et al. (2017) ✓
Lal and Kumar (2017) ✓ ✓ ✓ ✓
Quan et al. (2015) ✓

Healthcare Liao et al. (2019) ✓ ✓
Abdelmoneem et al. (2019a) ✓

Li et al. (2017) ✓
ITS Traffic Management Systems Wang et al. (2018b) ✓ ✓

Ahmad et al. (2019) ✓ ✓
Ahmed et al. (2016) ✓ ✓
Khaliq et al. (2019) ✓ ✓ ✓
Bhatia et al. (2019) ✓ ✓ ✓

CAVs Su et al. (2018b) ✓ ✓
Chekired et al. (2019) ✓ ✓ ✓
Peng et al. (2019) ✓ ✓ ✓
Zhao et al. (2019a) ✓ ✓ ✓

Internet of Vehicles Yahiatene et al. (2019) ✓ ✓ ✓ ✓
Ho et al. (2016) ✓
Liu et al. (2016b) ✓ ✓

Venkatramana et al. (2017) ✓ ✓
UAV Services Augmented Environment Information Lei et al. (2019) ✓

Zhang et al. (2018c) ✓ ✓ ✓
Kalatzis et al. (2018) ✓ ✓ ✓

Navigation and Swarming Rahman et al. (2018) ✓
Xiong et al. (2019) ✓
Zhao et al. (2019b) ✓

Immersive Media Augmented and Virtual Reality Kim et al. (2018a) ✓ ✓
Fraga-Lamas et al. (2018) ✓ ✓

Teleoperation and Telepresence Miao et al. (2018) ✓ ✓ ✓
Oteafy and Hassanein (2019) ✓ ✓ ✓ ✓

Schneider et al. (2017) ✓
Gaming Wireless One (2018) ✓

Hu et al. (2019b) ✓
Smart Cities Public Services Katsaros et al. (2014) ✓

Vilalta et al. (2017) ✓ ✓ ✓ ✓ ✓
Li et al. (2017a) ✓ ✓ ✓
Han et al. (2017) ✓ ✓ ✓

Location-Based Services Tanaka et al. (2019) ✓ ✓
Meneguette et al. (2019) ✓ ✓

Mobile Crowdsensing Li et al. (2017b) ✓ ✓
You et al. (2017) ✓ ✓
Longo et al. (2018) ✓ ✓ ✓

Edge AI Infrastructure Management Sami et al. (2020) ✓ ✓ ✓
Lan et al. (2020) ✓ ✓ ✓
Liu et al. (2021b) ✓ ✓ ✓
Shi et al. (2020) ✓
Ye et al. (2019) ✓

Support for Smart Services Wan et al. (2022) ✓ ✓ ✓
Dalgkitsis et al. (2021) ✓ ✓ ✓ ✓ ✓

Hu et al. (2019a) ✓

of data from nearby sensors and the Cloud together. The
values present in Table 4 are the average values for those
applications with references where more information about
these requirements can be found. Still, there are exceptional
cases where the requirements can bemore strict. For instance,
some control applications in smart factories have 10 µs of de-
lay tolerance (Ma et al., 2019). In contrast, data collection for
psychological applications in Body Area Networks (BANs)
and healthcare require up to 10Mb/s of data rate (Thotahewa
et al., 2014).

5.1 Internet of Things

IoT is an infrastructure of physical and virtual connected
devices with sensing and actuating capabilities. This infras-
tructure aims to create a collaborative environment between
for many devices, augmenting the possibilities of monitor-
ing and acting over a cyber-physical domain (Salman et al.,
2018). Furthermore, these collaborative environments must
simultaneously support millions of mobile users. To han-
dle these users, issues related to management and scalabil-

ity arise. There is a need to decentralize information and
communication technologies and bring them closer to users
through the enabling EC architectures discussed earlier to
support a massive adoption of IoT (Salman et al., 2018;
Wen et al., 2017; Dupont et al., 2017; Arshad et al., 2019).
Once these enabling architectures become well studied and
deployed, a variety of applications may emerge. This sec-
tion discusses the main classes of IoT applications: Section
5.1.1 shows how the industry applies IoT applications in a
manufacturing process; Section 5.1.2 describes howML can
be applied to the IoT domain creating new possibilities of
applications; Section 5.1.3 describes applications that build
networks around a human body, with devices such as wear-
ables; finally, Section 5.1.4 discusses applications to facili-
tate health care of users. We also discuss how applications
use EC technologies to enhance aspects of QoS, QoE, and
business models in each section.
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Table 4. Requirements for applications in different domain and classes.
Domain/Class Delay Data rate

5.1 IoT
5.1.1 Industry 4.0 1-10 ms (Schulz et al., 2017) <1 kb/s (Schulz et al., 2017)
5.1.3, 5.1.4 Body Area Networks and e-Health <250 ms (Akbar et al., 2017) 0,1-50 kb/s (Akbar et al., 2017)
5.2 ITS
5.2.1 TMS >1s (Boban et al., 2018) <2 Mb/s (Boban et al., 2018)
5.2.2 CAVs 1-10 ms (Li et al., 2019) >1 Gb/s (Li et al., 2019)
5.2.3 IoV 1-100 ms (Boban et al., 2018) >25 Mb/s (Boban et al., 2018)
5.3 UAV 5-50 ms (Yuan et al., 2018) <1 Mb/s (Zeng et al., 2016)
5.4 Immersive Media
5.4.1,5.4.3 AR/VR and Gaming 5-30 ms (Han, 2019) <10 Gb/s (Han, 2019)
5.4.2 Teleoperation 5-20 ms (Boban et al., 2018) >25 Mb/s (Boban et al., 2018)
5.5 Smart Cities 1 ms-1 s (Ma et al., 2019) 1 kb/s-1 Gb/s (Kuzlu et al., 2014)

5.1.1 Industry 4.0

Cyber-Physical Systems (CPS) supported by IoT is also an
interesting technology applied to control Smart Factories in
Industry 4.0 scenarios. CPSs are systems that connect vir-
tual and real environments and allow the interaction between
them while being controlled – or monitored – by humans.
There is still resistance to adopt virtualized solutions to keep
manufacturing infrastructure. This resistance is mainly due
to the short deadlines that machines must respond to real-
world observed events, usually real or near-real time. Yet,
requirements such as distributed sensing, data analytics, and
enhanced network bandwidth usage are pushing forward this
evolution. In these factories, services run on a great variety
of devices and they usually migrate vertically (i.e., from the
Edge towards the Cloud), seeking for more resources. To
make these devices portable for multiple platforms and also
to enable these services to run with a varied amount of re-
sources, a lightweight virtualization technique is preferred,
such as container-based service virtualization (Hofer et al.,
2019). These vertical migrations increase network and ser-
vice management intricacy to keep the levels of QoS. There-
fore, SDN solutions to handle Cloud-Edge interplay have
been proposed (Kaur et al., 2018; Li et al., 2018).

5.1.2 Cognitive IoT

Recent developments of IoT allied to advances in ML
brought up the possibility of providing smart services. These
services can collect and process information about the envi-
ronment around them and make decisions to perform their
tasks independently. This class of services is referred to
as Cognitive IoT in the literature and can take advantage
of EC technologies. Various network architectures exist to
support these applications. Information-Centric Sensor Net-
works (ICSNs) are used to serve information based on user
requirements, rather than providing an endpoint to read raw
data (Al-Turjman, 2017). The authors evaluate the usage of
different machine learning models to identify the best com-
munication paths in the network to deliver the data to the
consumer. A distributed map-reduce framework (Zhao et al.,
2019a) was proposed to gather enormous amounts of vehic-
ular and infrastructure sensor data and feed it to an architec-

ture to apply ML and other analytical models and provide
an intelligent route planning service. This framework uses
ICN to allow vehicles to consume sensor data to evaluate
traffic conditions and based on a . Data analysis tasks exe-
cute on MEC and VEC infrastructures to produce this infor-
mation. Cognitive-LPWAN (Chen et al., 2019b) is a frame-
work that uses SDN management of network traffic in Low-
Power Wide Area Networks and some unlicensed spectrum
technologies. This framework proposes the usage of a cogni-
tive engine to create a smart orchestration of wireless com-
munication technologies including 4G, 5G, LoRa, and Sig-
Fox. Using the cognitive engine and the combination of these
wireless technologies the authors could achieve a sustainable
trade-off between transmission delay and energy consump-
tion compared to the technologies individually.

5.1.3 Body Area Sensing

Sensing devices have been spread in urban environments
to facilitate the task of monitoring fast-changing city dy-
namics. Most commonly, these devices use Wireless Sen-
sors Networks (WSNs) to connect and cover wide areas
for different applications such as fire detection and build-
ing monitoring (Khan et al., 2016). Studies point out that
these networks have been brought closer to users with wear-
able (and implantable (Santagati and Melodia, 2017; Jiang
et al., 2018)) devices, formingWireless BodyArea Networks
(WBANs) (Li et al., 2017). Wearables in WBANs are con-
strained devices that still have to runmultiple tasks and report
data to other wider-area networks. Since these devices are at-
tached to users, they are subject to the samemobility patterns
as them. These characteristics create the need for solutions
to handle communications within these networks and bridge
their interaction with other networks. Some of the enabling
EC technologies are expected to make this level of interac-
tion of WBANs and other networks achievable. For instance,
some applications for reporting users’ vital signs use SDN-
based solutions to handle network issues (Li et al., 2017).
Some other studies have applied ICN-based solutions to im-
prove efficiency in WBANs. By using ICN and exploring
in-network caching thus reducing the amount of redundant
sensors (Quan et al., 2015), or minimize traffic load when
connecting to external networks (Lal and Kumar, 2017).
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5.1.4 Healthcare

Wearable and implantable devices gained wide attention due
to their use in healthcare systems. In this scenario, mission-
critical applications and mobility increase even more the
complexity involved in deploying systems. EC-enabling
technologies have a fundamental contribution in implement-
ing such systems. Multiple studies discuss the application
of these technologies individually. For instance, Fog Com-
puting was used to deploy a task scheduling and offloading
platform for healthcare with native support for patient mo-
bility (Abdelmoneem et al., 2019b; Liao et al., 2019). SDN
was applied to reduce in-network traffic load due to the vast
amount of monitoring devices that need to access real-time
information (Li et al., 2017). The combination of Fog Com-
puting and ICNwas studied together to reduce latency and al-
locate safer storage for privacy matters (Guibert et al., 2017).

5.2 Intelligent Transportation Systems
The increasing number of vehicles has forced the deploy-
ment of complex transportation infrastructure in large urban
centers, yet in many cases, this infrastructure is inefficient,
which results in a waste of valuable time for the citizens. Due
to this inefficiency, multiple studies have explored strategies
to create a more intelligent transportation infrastructure (Su
et al., 2018b; Ahmed et al., 2015; Yahiatene et al., 2019;
Rodrigues et al., 2018). These efforts explore classes of ap-
plications such as Traffic Management Systems, Connected
and Autonomous Vehicles (CAVs), and Internet of Vehicles
(IoV). These specific classes of applications have high mo-
bility requirements. This section focus on these classes and
how they use EC technologies to run their services.

5.2.1 Traffic Management Systems

To enhance road network usage by vehicles, Traffic Manage-
ment Systems (TMS) emerged as part of ITS. Studies in this
class of applications vary from road accident detection based
on vehicle to vehicle and vehicle to infrastructure communi-
cation (Ahmed et al., 2016), to issuing violation tickets in ve-
hicular named data networks (Khaliq et al., 2019). The dis-
tributed nature of EC brings advantages to collect and pro-
cess localized data to produce real-time traffic information
and reduce unnecessary movement of data, alleviating band-
width of the core network and mitigating privacy issues. For
instance, to obtain an overview of a road state, SDN-based
crowdsensing (Wang et al., 2018b) can be applied to collect
and provide data to support context awareness. Also, SDN
and VANETs are used to identify congestion-sensitive spots
using GPS data collected from vehicles (Bhatia et al., 2019).
The SDN controller global view of the VANET is explored,
centralizing the data and applying recurrent neural networks
to forecast traffic behavior.

5.2.2 Connected and Autonomous Vehicles (CAVs)

The need to deploy fast-moving vehicles that could operate
without human intervention on urban roads and solve traffic
congestion issues raised multiple research projects. One chal-
lenge to achieve the full potential of CAVs is related to the

computing-intensive services they have to run, such as tra-
jectory and route planning, object detection and tracking, and
even behavioral reasoning on proceeding in an intersection or
overtaking. Besides that, vehicle-to-vehicle communication
can enable a better performance of the entire ITS by allowing
more cooperative decisions to be taken. The amount of data
exchange to support CAVs is expected to surpass 1 Gb/s (Li
et al., 2019) for every vehicle with use cases in which the
maximum tolerable end-to-end latency is in the range from
1 to 10ms (Boban et al., 2018), which challenges even emerg-
ing 5G networks. EC will be present inside the vehicles, in
the form of On-board Units (OBUs), or attached to nearby in-
frastructure, in the form of Road-side Units (RSUs) that can
be used to meet these requirements. SDN-based VANETs ar-
chitectures have been studied to allow offloading of tasks to
nearby vehicles (Su et al., 2018b) or infrastructure (Chekired
et al., 2019; Peng et al., 2019) to address the problem of
limited resources to run computing-intensive tasks for au-
tonomous driving.
A market mechanism is used to motivate users to share the

idle resources of their vehicles (Su et al., 2018b). This mecha-
nism creates an ad-hocmarketplacewhere the prices of the re-
sources are settled according to the number of idle resources
available in the seller vehicle. SDN/NFV network slicing
is used to isolate certain driving functionalities in service
slices (Chekired et al., 2019) to attend to ultra-low latency re-
quirements of autonomous driving services. AVNET (Peng
et al., 2019) is an architecture to address issues related to
the amount of data transmitted and the number of processing
tasks in CAVs scenarios. This architecture proposes the us-
age of: (i) NFV to implement multiple network functions and
allow more diverse CAVs services to be deployed; (ii) MEC
to offload tasks of these services to infrastructure and also
nearby vehicles; and (iii) SDN to maintain a global view of
the network to achieve efficient resource management. Rout-
ing protocols to better manage task offloading are also stud-
ied to operate using the ICN principle (Zhao et al., 2019a).

5.2.3 Internet of Vehicles

Constituted by distributed transport communication net-
works, IoV (Lee et al., 2016) allows ITS applications tomake
decisions based on data collected from other vehicles and
sensors, which aid the process of driving people and goods
towards their destinations. The communication features pro-
vided by IoV are important for applications, such as TMS and
CAVs, and also applications related to smart-parking and vir-
tual traffic lights. EC, in the form of VEC/VFC, is essential
to this class of applications since communication and pro-
cessing facilities are deployed in the vehicles. These vehi-
cles use OBUs to perform communication and run tasks to
support services. These OBUs use dedicated short-range de-
vices and enable the formation of VANETs. VANETs do not
require any infrastructure to be formed, yet RSUs can be used
to improve the network QoS and overall capacity. One of the
duties of vehicular communication is to handle emergency
communication, such as car accident notifications or traffic
flow reports. In this context, eVNDN (Ho et al., 2016) applies
ICN to broadcast emergency-related messages in vehicular
networks, exploring the facility of communicating to fast-
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moving nearby nodes and also determining their interest in a
given message. An emerging class of applications for vehicu-
lar networks is Vehicular Social Networking (VSN), in which
vehicle riders share spatio-temporal data with other vehicles
in similar conditions. SDN and Blockchain technologies can
help to certify data exchange transactions in a distributed
fashion while ensuring data source anonymity (Yahiatene
et al., 2019). Different networking technologies have been
combined to enhance VANETs and cope with applications
that rely on vehicular communication, such as GOFP (Liu
et al., 2016b), which supports geographically tagged infor-
mation retrieval in VNDN, or SCGRP (Venkatramana et al.,
2017), an SDN-enabled geographic routing protocol.
One of the main standards to realise IoV is the Cellular

Vehicle-to-Everything (C-V2X) developed by 3GPP (Chen
et al., 2020). It envisions the evolution of LTE-V2X (4G)
to NR-V2X (5G) to enable highly-reliable low-latency ser-
vice provisioning for vehicular applications. This evolution
will allow the support of advanced vehicular applications
with stringent requirements. For instance, the most strin-
gent application for LTE-V2X (i.e., pre-crashing sensing and
warning) requires 20 ms latency and 95% reliability (ETSI,
2015), while use cases for NR-V2X (e.g., emergency trajec-
tory alignment) require latency levels to reduce to 3 ms with
99.999% reliability (ETSI, 2021b). Finally, besides LTE and
NR, more technologies can be combined and complement
each other to meet application requirements in Heteroge-
neous Vehicular NETworks (HetVNETs) (Zheng et al., 2015)
framework (e.g., IEEE 802.11p).

5.3 UAV-Enabled Services
UAV-based platforms become an infrastructure alternative
to network management and sensing for multiple applica-
tions. The advantage of such platforms is related to their
aerial characteristics, which facilitate deployment almost
anywhere. This possibility of easy deployment brought atten-
tion from the government and industry to adopt UAVs (Rao
et al., 2016). Communication among UAVs usually is sup-
ported by satellites, cellular networks, or Unmanned Aerial
Vehicles Ad-hoc Networks (UAVANETs). This section high-
lights some UAV classes of applications and discusses how
networking technologies are applied to support them.

5.3.1 Augmented Environment Information

Diverse applications for UAVs obtain information about a
given variable of the environment to feed this information
to other applications or systems. In these applications, UA-
VANETs have to handle a significant amount of data col-
lected by themselves or terrestrial nodes that report to them.
EC infrastructure can be used to aid the data collection by
running tasks related to data aggregation and fusion and also
by coordinating how data should be reported to its consumers.
For instance, an early fire detection system that uses the sens-
ing capabilities of UAVs to produce short videos that are sent
for analysis at EC infrastructure is proposed (Kalatzis et al.,
2018). A container orchestrator handles the processing tasks
in EC infrastructure. This orchestrator can create, run, scale,
and stop services. A different use case of UAVs to aid mon-

itoring is to replace network infrastructure. Data collection
can be executed in areas with no wired infrastructure by de-
ploying network backbones with UAVs (Zhang et al., 2018c).
A load-balancing algorithm operated by an SDN controller
manages the data traffic in this backbone. ICN in-network
caching is used to mitigate the issue of content dissemination
in UAVANETs (Lei et al., 2019). A blockchain-based strat-
egy to handle content poisoning that may contaminate cache
and prevent the fetching of valid content is used to enhance
the security of the UAVANET.

5.3.2 Navigation and Swarming

Due to the flying capabilities of UAVs, UAVANETs can
quickly adapt their topology to respond to network events.
EC infrastructure can aid the process of coordination of the
drones by offloading tasks or providing a wider view of the
system. One approach that can be used to handle dynamic
changes to the network topology is by using SDN in UA-
VANETs. SDN controllers can be used to send control pack-
ets to UAVs, demanding that they move to different posi-
tions (Rahman et al., 2018). To allow this control, the con-
trollers use a search procedure that looks at the rate demands
and paths of each communication flow and changes the topol-
ogy to maximize throughput. A more complex collabora-
tion scenario for UAVs is the formation of drone swarms,
which are open networks that can organize themselves. SD-
UAVNet (Zhao et al., 2019b) is another architecture for UAV
placement to optimize UAVANETs. SDN can control oper-
ational parameters of UAVs and mitigate the impact of the
mobility of UAVANETs for streamed video transmissions by
positioning relay UAV nodes. SDN is used with the MQTT1

protocol to enable flexible swarms formation while allowing
the control of topology and bandwidth (Xiong et al., 2019).
A multi-path routing scheme is proposed, in which drones
move to produce multiple communication paths. These mul-
tiple paths are used to increase the bandwidth to meet the
desired QoS.

5.4 Immersive Interactive Media
Augmented Reality (AR), Virtual Reality (VR), and other
mixed reality experiences have recently been applied to pro-
duce immersive media applications. Such applications ex-
tend reality by emulating it on a device and adding new lay-
ers of information. The increase in such applications is due
mainly to the recent popularization of head-mounted devices
and also smartphone capabilities to support immersive media
(e.g., smartphone-enabled cardboard headsets). Applications
for immersive media are resource-consuming, which reduces
the user experience of such applications because of the ne-
cessity of the headset being wired to a powerful computer –
or at least usage with limited mobility when in wireless sce-
narios. However, EC technologies can support applications
consumed in (mobility-free) wireless headsets/devices in the
near future by offloading resource-consuming tasks. In con-
trast, there are immersive-only classes of applications, such
as 360º Videos (Zink et al., 2019). This section focus on Aug-

1http://mqtt.org/
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mented and Virtual Reality and Teleoperation and Telepres-
ence.

5.4.1 Augmented and Virtual Reality

A large amount of data is being gathered from IoT devices
and other remote sources that can be accessed through the
Internet. AR is an interactive experience with real-world me-
diated by human-machine interfaces. These interfaces allow
a better visualization of this data collected from different
sources. Such data needs to be organized and aligned to co-
ordinate systems on top of the real-world coordinates to al-
low this visualization. Since AR/VR terminals have limited
resources, these tasks can be offloaded to EC infrastructure.
Such a setup has been applied, for instance, to build Indus-
try 4.0. Navantia’s Industrial AR (Fernández-Caramés et al.,
2018; Fraga-Lamas et al., 2018) is commercially used to
facilitate the execution of certain tasks in shipyards. This
system uses EC infrastructure to reduce the response delay
to handle real or near-real-time communication wirelessly –
wireless technology is required to allow the desired level of
mobility inside the shipyard industry. VR-CPES (Kim et al.,
2018a) is an education system that also offloads tasks to EC.
This system uses an SDN-enabled Time-Sensitive Network-
ing (TSN) framework to address issues ofQoE of users due to
delay and packet loss in real-time network communication.

5.4.2 Teleoperation and Telepresence

Immersive media are also expanding the horizons of people
with multiple interactive applications. For instance, different
applications involve the remote operation of devices or even
the telepresence of people; such applications allow to save
time and reduce costs. Such applications require a reason-
able amount of data to be sent and processed (e.g., videos
and metadata about the environment around both ends of the
communication), which can be handled by EC infrastructure.
A use case of immersive media in the industry, for exam-
ple, is remote live support (Schneider et al., 2017). In this
application, a machine operator can receive help to fix an is-
sue from an expert. The system uses an approach to offload
AR tasks to EC infrastructure to deploy a real-time live sup-
port system. Thus, a remote expert can make annotations to
a video stream recorded by the machine operator. The opera-
tor also visualizes these annotations to facilitate the process
of fixing the issue. In this use case, an important concept is
applied, transferable skills. Immersive media is one of the
key enablers for the anticipated Internet of Skills and Tactile
Internet (Antonakoglou et al., 2018). The concept of Tactile
Internet is to reproduce touch-based human communication
to the network – the subject will be discussed later in Section
6.9. In the field of Tactile Internet, some applications are al-
ready being proposed, such as telesurgery. SDN-enabled EC
infrastructure is used to reduce latency dramatically and al-
low surgeons to remote control a surgery robot (Miao et al.,
2018). To realize Tactile Internet, EC architectures (e.g., Fog
Computing, MEC, SDN, and ICN) are being studied to work
together while also using robust ML models to predict move-
ment and actions of users, thus reducing latency even fur-
ther (Oteafy and Hassanein, 2019).

5.4.3 Gaming

Among the top 10 highest downloaded games for mobile
devices nowadays, Niantic’s Pokemon GO2, an AR game,
can enhance the gaming experience provided to users using
EC infrastructure. Games that immerse players in the real
world have high QoE requirements and challenging mobil-
ity characteristics to be handled by communication facili-
ties, which may require EC-enabling technologies. Indeed,
in 2018 Deutsche Telekom3 started placing decentralized
micro-servers to leverage EC infrastructure deployment, and
Pokemon GO was one of the first AR applications to use this
platform (Wireless One, 2018). Such infrastructure, and also
5G networks, will augment the possibilities for game devel-
opment for this and other AR and VR games where mobil-
ity is a critical factor. Another type of EC approach to en-
hance mobile gaming experience is UAV-assisted EC (Kim
et al., 2018b; Hu et al., 2019b). In such a scenario, mobil-
ity awareness is an even more critical factor, since both con-
sumers and producers will be mobile entities. This setup sup-
ports AR and VR games to be played inside vehicles (Hu
et al., 2019b). Multiple UAVs are clustered to offload tasks
related to computing, caching, communication, andAI-based
decision-making.

5.5 Smart Cities
The application of information and communication technol-
ogy to enhance the performance of services in large urban
centers added a lot of attention to smart cities. The idea be-
hind smart cities is to build infrastructure for monitoring of
several city dynamics and act according to insights obtained
with this data to serve citizens better. We discuss Public
Services (Section 5.5.1) and Location-based Services (Sec-
tion 5.5.2) that can be enhanced by EC infrastructure.

5.5.1 Public Services

Various services in urban centers can take advantage of infor-
mation and communication technology, such as power, wa-
ter, environment monitoring and waste management. Often,
sensor networks are deployed to collect data over large re-
gions. A4-Mesh Jamakovic et al. (2012) is a wireless mesh
sensor network deployed to collect weather data in near-real-
time. This network produces a large amount of data that
needs to be sent to a central remote processing station. Wire-
less sensor networks are convenient since they can be easily
deployed without a big effort on underlying infrastructure.
In order to make better usage of the communication chan-
nels, multiple sensors in an urban center can use Narrow-
band communication technology for IoT applications (NB-
IoT). Although this type of communication technology has a
reduced bandwidth, it uses fewer frequencies of the wireless
spectrum and has low power consumption. Such technology
may be adequate in scenarios where a large number of sen-
sors can be spread in the urban perimeter to increase data col-
lection coverage. In environmental monitoring applications,
for instance, each sensor does not transmit a large volume of

2https://www.pokemongo.com/
3https://www.telekom.com/
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data and usually has a limited battery, making it an interest-
ing use case for exploring NB-IoT (Shen et al., 2022; Cheng
et al., 2019).
Many applications for Smart Grid aimed to allow power

generation and electricity transmission are delay-critical.
ICN is used to enhance the communication needed to man-
age such an infrastructure (Katsaros et al., 2014). ICN allows
the reduction of delay to obtain data about the current state
of the grid. Battery Status Sensing Software-Defined Multi-
cast (BSS-SDM) (Li et al., 2017a) is a battery status sensing
scheme based on SDN to reduce the latency of the communi-
cation between electric vehicles and the power grid. An SDN
controller keeps the status of the batteries in vehicles. This
information is used to schedule vehicle recharges. The vehi-
cles are notified via messages transmitted by multicast. An-
other important issue pursued in smart cities is security. For
instance, different technologies have been applied to analyze
surveillance videos and identify events. One way to manage
all the surveillance application and video analysis services
– while also reducing the traffic load sent to the core net-
work – is by orchestrating containerized services over the EC
infrastructure (Vilalta et al., 2017). SDN-enabled containers
allow the SDN controller to orchestrate better and save EC
resources. AODV-SPEED (Ahmed and Rani, 2018) is a com-
munication protocol to enable smart street highlights. This
protocol combines SDN and ICN to enhance network QoS
for service provisioning.

5.5.2 Location-based Services

Location-based services consume strategic spatio-temporal
information to deliver value to their users. In general,
many services running on EC infrastructure can take ad-
vantage of location awareness. For instance, the position
information of mobile users can be used to improve ser-
vice resource scheduling and deployment in virtualized plat-
forms (Meneguette et al., 2019). Tracking moving objects
is an important source of information when studying more
reliable and predictive services. ICN and in-network service-
provisioning functions were used to develop a moving object
tracker application (Tanaka et al., 2019). This application co-
ordinates a distributed video service that produces a video
stream of a single moving entity (e.g., vehicle) using a sys-
tem of multiple cameras. The video consumer sends an in-
terest containing the vehicle ID to the network, and, later on,
each camera receives this vehicle ID and transmits the video
only when the vehicle is in its capture area. The vehicle sends
its position to the network to verify in which camera capture
area it is at a given moment.

5.5.3 Mobile Crowdsensing

Due to the large urban perimeter in some cities, deploying in-
frastructure to sense entire urban areas may become challeng-
ing. One solution to tackle this issue is by applying mobile
crowdsensing (You et al., 2017; Li et al., 2017b; Longo et al.,
2018). Mobile crowdsensing advocates for the sharing of
spatiotemporal annotated data collected frommobile devices
(e.g., smartphones and tablets) about different urban phenom-
ena. To manage the formation of opportunistic networks in

mobile crowdsensing, Software Defined Opportunistic Net-
works (SDON) (Li et al., 2017b) uses the centralized control
of SDN. Statistical data stored at the SDN controller allow
the creation of an incentive mechanism for users’ participa-
tion in the sensing process. A different approach to manage
opportunistic networks for mobile crowdsensing is by using
ICN (You et al., 2017). An urban pollution monitoring sys-
tem orchestrates container-based microservices to integrate
data from multiple heterogeneous data sources (Longo et al.,
2018). These services compose a layer where data streams
from different sources (e.g., mobile phones, IoT sensors) are
integrated.

5.6 Edge AI
Edge Computing enables a series of interesting use cases for
applications to be explored, among them Edge AI aims at
allowing the usage of Machine Learning models to enhance
the applications already running or envisioned for the Edge.
Thus, in the present section, we discuss two main aspects of
intelligent service provisioning at the edge: (i) how to man-
age the Cloud-Edge infrastructure in Section 5.6.1, and (ii)
technologies to support smart services at the edge in Sec-
tion 5.6.2. The usage of MLmodels raises challenges on data
privacy that can be overcome by using Edge architectures.
Data privacy issue and related challenges are discussed in
Section 6.7.

5.6.1 Infrastructure Management

One application of intelligence at the edge is the orchestra-
tion of the envisioned multiple services provisioned in Fog
Computing and MEC infrastructure. Fog Scaler (Sami et al.,
2020) is a service orchestrator that targets horizontally scal-
ing services running at the edge. The authors use a Reinforce-
ment Learning algorithm and model different cost functions
to allow their solution to take decisions on the placement of
containerized service instances. OctoFog (Lan et al., 2020)
is another service orchestrator solution focusing on optimiz-
ing the migration of services at the edge. The authors mini-
mize two cost functions that model latency and energy con-
sumption of the migration procedure. This minimization is
achieved by applying a Deep Reinforcement Learning algo-
rithm that is divided into two layers, one hosted in the Cloud
and the other in the Fog. The Cloud layer hosts the main
control of the resources, while local decisions are taken at
the Fog layer with reduced latency. Liu et al. (2021b) di-
vide IoT services into a collection of chained service func-
tions. They proposed a VNF placement and service path rout-
ing framework that minimizes the end-to-end delay observed
when consuming the services. Their solution uses a Deep Re-
inforcement Learning approach to achieve this minimization
in real-time. The solution observes the IoT network state and
the number of requests to the IoT services and outputs orches-
tration strategies composed by VNF placement and network
routing paths.
Besides orchestrating services, allocating resources is an

important aspect of provisioning services at the edge that
can take advantage of ML models to be enhanced. Shi et al.
(2020) propose a mechanism to match idle vehicular compu-
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ting resources to tasks that have to be processed for delay-
sensitive applications. The authors propose a reinforcement
learning algorithm that evaluates wireless channel state and
idle resource pool in vehicles and outputs efficient task allo-
cation strategies. Since the resource of vehicles may not be
voluntarily shared, the authors propose a pricing scheme to
stimulate this sharing. In a similar setting, Ye et al. (2019)
propose an alternative reinforcement learning solution for
communication resource allocation in vehicular computing
resources. One advantage of this method is the possibility of
independent vehicles taking decentralized decisions to sat-
isfy desired latency constraints.

5.6.2 Support for Smart Services

Kubernetes-Based Fog Computing IoT Platform for Online
Machine Learning (KFIML) (Wan et al., 2022) is a platform
for service orchestration at the edge developed on top of
Kubernetes. This platform has the potential to facilitate the
deployment and management of different service stacks at
the edge, including mainstream data processing frameworks.
The authors use their proposal to manage a LSTM-based real-
time data stream processing applied in an IoT scenario. Dal-
gkitsis et al. (2021) propose a service orchestration platform
for Vehicular-to-Everything scenarios that aims at predicting
the next access point of vehicles in the cellular network and
migrating services consumed by these vehicles proactively.
The authors use a Convolutional Neural Network to predict
the next access point of the vehicles, then a Genetic Algo-
rithm is used to search for a service allocation strategy to
place services closer to their users while considering user pri-
orities and resource utilization.

When dealing with IoT applications, one common limita-
tion is the reduced processing capacity and energy available
in the end devices. Sometimes, although a ML model that
performswell is trained, it cannot run on the device and there-
fore cannot be used. One solution in the literature for these
scenarios is the partitioning of the model for inference accel-
eration. Partitionedmodels are composed of many layers that
can run at different distances from the source node consum-
ing the model predictions. Dynamic Adaptive DNN Surgery
(DADS) (Hu et al., 2019a) is a framework that allows the
partitioning of DNN models to adapt its usage according to
the status of the network. This model can dynamically adapt
the model partitioning to maximize the throughput or mini-
mize the delay of predictions. A similar strategy of partition-
ing models can be applied during the training phase in order
to save the resources of devices. Adaptive REsource-aware
Split-learning (ARES) (Samikwa et al., 2022) is a solution
that accelerates the training phase of a global model by se-
lecting split points for every device involved in the training
considering network and computing resource variation over
time. The approach also reduces the impact of slower devices
in the time taken for training the model, which is important
in highly heterogeneous scenarios.

6 Challenges and Opportunities for
Mobility-Aware Service Provision-
ing

EC architectures for service provisioning in urban environ-
ments have been extensively studied (Naha et al., 2018;
Tayyab et al., 2019; Rejiba et al., 2019; Mao et al., 2017a;
Laghrissi and Taleb, 2019; Zhang et al., 2018a; Roman et al.,
2018). Academia has put much work into proposing EC tech-
nologies, as shown throughout this survey, and also some suc-
cessful industry use cases can be observed4, mass adoption
of EC has not happened yet. However, some issues related
to its practical deployment still need to be addressed to fully
achieve the stage 3 depicted in Figure 2. Besides the costs in-
volved in deploying such an infrastructure, it is unclear how
to overcome many obstacles.
While running services at the edge facilitates the handling

of some of these obstacles, it also brings new challenges to
networking. In the present section, we discuss the new chal-
lenges that emerge together when computation is performed
at the edge. Section 6.1 discusses how mobility predictors
may be used to avoid communication disruption caused by
the mobility of the users. Section 6.2 discusses issues related
to the migration of service instances running at the edge. Sec-
tion 6.3 outlines how caching strategies can be used to sup-
port service provisioning. Section 6.4 discusses the usage of
distributed authorization to secure data access hosted in mul-
tiple nodes at the edge. Section 6.5 shows challenges when
allocating tasks to run at Edge infrastructure. Section 6.6 dis-
cusses the implementation of distributed file systems over
Edge networks. Section 6.7 highlights the importance of data
privacy solutions when ML models are trained at the edge of
the network. Section 6.8 describes scalability-related chal-
lenges of services. Finally, Section 6.9 discusses the chal-
lenges to be overcome when moving towards the next stage
of service provisioning over the Internet.

6.1 Mobility Prediction
Short-range coverage of EC access points will lead to mul-
tiple handovers due to users’ mobility. These multiple han-
dovers will turn mobility management into an essential as-
pect of service provisioning. These handovers may add sig-
nificant overhead to use communication and computation in-
frastructure, depending on their implementation. One way to
mitigate this issue is by exploring historical data about users’
trajectories to enable proactive handovermechanisms. For in-
stance, for a communication handover in an EC setting with
SDN, the flow tables of the forwarding switches can be up-
dated before the users even enter a specific access point. In
terms of service migration, data prefetching can start loading
service dependencies (e.g., software libraries) and also de-
ploying services, thusmaking them ready for users and reduc-
ing migration downtime. Recent studies have shown a sig-
nificant impact of ML models in mobility management (Sun
et al., 2019), causing different methodologies for predicting

4AWSLambda@Edge (https://aws.amazon.com/en/lambda/Edge/) and
Green Grass (https://aws.amazon.com/en/greengrass/), and Google Server-
less with KNative (https://Cloud.google.com/serverless/).
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users’ mobility to appear in the literature using, for exam-
ple: Markov Chain Models (Qiao et al., 2018), Reinforce-
ment Learning (Zhang and Zheng, 2019), and Deep Learn-
ing (Jiang et al., 2018).

6.2 Service Migration
EC-enabled services are pushed forward because of their
closeness to users. However, when users move, the host
where services run may become far from them, which might
be critical for some applications (ETSI, 2018; Campolo et al.,
2019). For instance, optical X2 links for backhaul in mo-
bile networks are expected to have latency of ≈0.3-0.5 ms
when operating between 40%-70% of traffic load (Li et al.,
2017). In this scenario, round trips with three or four hops
adds a few milliseconds to respond a request, when consider-
ing also other delays in processing and in the wireless chan-
nel it might be challenging to meet the expectations of appli-
cations that demand (ultra-)low latency combined with high
throughput, high reliability, or low tolerance to latency jit-
ter. VMs and containers are technologies expected to han-
dle the fast deployment of services to allow live migration to
keep them running near users. Each methodology for virtu-
alization has its advantages. VMs provide a more isolated
and secure environment for services (Manco et al., 2017),
while containers are more lightweight and have an overall
better performance (Chae et al., 2018). However, most of
the available studies to compare these technologies do not
profile them thoroughly. These studies lack awareness of the
possibilities in terms of virtualization architectures. Differ-
ent architectures may have an impact on the performance of
the services. Also, according to the virtualization technology,
various possibilities of migration strategies have been pro-
posed and adopted, but comparative studies on the migration
feature are still needed.

6.3 Service Caching
Mobile services may require different types of resources and
have different requirement levels of QoE, which make this
problem different from content caching (e.g., Content Dis-
tribution Networks (CDN)) (Yang et al., 2016). For instance,
VR applications may require a reasonable amount of process-
ing power but a reduced amount of memory; compared to
data collection tasks that may need more storage and not so
much CPU and memory. One approach to enhance physical
resource allocation for service caching is to perform spatio-
temporal popularity-driven service caching (Mao et al.,
2017a). Content and service popularity aremodeled using the
Zipf model (Zipf, 1950; Mehrabi et al., 2019) to when eval-
uate caching solutions. Popularity-driven caching is used to
predict which types of services are more used in a given lo-
cation at a certain time. Thus, service shutdowns (i.e., stop a
virtual instance of a service and clean unnecessary files from
the host) may be prevented when predicting upcoming us-
age. This type of approach may also aid in the process of
service migration combined with mobility prediction. Differ-
ent service components can be stored for a more extended
period in case a user is migrated to a specific host; popu-
lar services can be kept running in this scenario, reducing

time with re-deployment. Besides controlling the life cycle
of the service instances, in order to run stateful services in
geographically distributed nodes, state data replication may
be required (Filho and Porter, 2020). Different from regular
contents, state data is oftenmore volatile, whichmay demand
complex solutions to ensure availability and coherence.

6.4 Service Authorization and Session Sup-
port

Due to mobility, while changing access points, and perform-
ing handovers, applications have to perform multiple autho-
rizations and exchange access keys to grant access and keep
user sessions. This process may add significant overhead to
consume services at the edge, which leads to a necessity of
shared trust domains or alternative security protocols for ac-
cessing distributed services. Ideas to embed authorization in
networking are present in Data-Oriented Network Architec-
ture (DONA) (Koponen et al., 2007), yet there is a lack for
support of distributed and federated sessions. CCNx Key Ex-
change Protocol (CCNxKE) (Mosko et al., 2017) proposes
mobile sessions in CCNx. However, the mobility in this pro-
tocol is handled by exchanging keys (i.e., migration token)
which still results in network overhead in this process. Ses-
sion support has also been studied in SCN (Gasparyan et al.,
2019), yet it relies on consuming the service from the same
host infrastructure and does not support the mobility of the
sessions.

6.5 Service Load Balancing
EC offloads computing-intensive tasks from simple devices
to idle resources in its resource pool. Resources in this pool
might be in mobile network base stations or Edge devices. In
this second group, these devices have a limited communica-
tion radius that, given user mobility, may reduce the avail-
able time to use that resource. This problem becomes even
more complicated when both consumers and resources are
mobile entities. In this scenario, the communication links
lifespan can become longer or shorter depending on their mo-
bility patterns. Evaluation, clustering, and classification of
these mobility patterns, which use this information for task
offloading, are challenges for EC deployment. Research has
been done in this direction for task offloading in the presence
of mobility (Tran and Pompili, 2019; Liu and Zhang, 2019).
However, most of these studies address the problem in single
networks. EC will be achieved by the usage of a series of het-
erogeneous networks, which increase the complexity of the
task offloading process. Models to understand the relevant
metrics to decide when to migrate service instances have to
be developed, for instance by considering ML models (Ur-
gaonkar et al., 2015; Chen et al., 2019a).

6.6 Distributed File Systems
In Cloud Computing, different distributed storage mecha-
nisms have emerged to address scalability, performance, and
reliability issues and provide virtually infinite storage ser-
vices in distributed resources. Ceph (Weil et al., 2006) is a
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commercially adopted solution to create such a storage ser-
vice that relies on a pseudo-random function to distribute
data to resources. Using this function, users can evaluate
the location of the data, which saves resources to perform
searches. Although Ceph is a well-known solution, it was de-
signed to work in a scenario with plenty of resources, which
is not a reality in EC cases. Limited bandwidth at the edge al-
lied to massive access by users and connected devices makes
the process of creating a fully-distributed EC-oriented file
system difficult (Ma et al., 2018). In the literature, some
strategies for these file systems are already emerging, for in-
stance snapshot and synchronization techniques to transfer
disk state in the network (Pamboris et al., 2019). Also, Fog-
Store (Gupta and Ramachandran, 2018) is an EC-oriented
file system that uses key-value storage and a relevance sys-
tem to guarantee low latency in file access. Reliable mech-
anisms to provide file systems at the edge are still under
study. One studied issue is how to perform redundant stor-
age to ensure reliability while also not overusing resources.
Duplicating contents to selected locations may be a solu-
tion to this issue. Another solution is to apply data dedupli-
cation (Zhang and Ansari, 2014), which identify intra- and
inter-document duplicated data blocks and store these blocks
only once. Fewer blocks (i.e., less data) to be stored can facil-
itate the process of deploying a distributed file system with
reliability assured by copying blocks at selected locations.

6.7 Data Privacy and Federated Learning
Data leakage points are reduced when processing data at the
edge since this processing happens closer to the data gener-
ation and fewer data transfers are needed. Still, similarly to
what happens in the Cloud, processing user data in public
servers at the edge introduces issues on data privacy. Such
problem becomesmore apparent when using this data to train
different ML models, which sometimes requires this user
data to be shared across multiple servers. One possible so-
lution that emerges to tackle this issue is Federated Learn-
ing (FL) (Lim et al., 2020), in which ML models can be
trained locally in devices and only share its learning updates
(i.e., model weights or gradients) with centralized servers,
instead of sharing the raw data. These centralized servers
can then collect multiple updates from several devices and
aggregate them to produce a global model. By training the
model locally and avoiding data sharing, FL reduces the
number of points where user data may leak. However, per-
sonal data sometimes may still be extracted from the trained
model with model-inversion attacks (He et al., 2019). Be-
sides not fully resolving the data leakage problem, FL still
lacks maturity in other aspects. For instance, models trained
with FL tend to have convergence problems resulting from
the non-identical distribution of the data produced by each
device (Zhu et al., 2021). On the communication perspec-
tive, when dealing with mobile devices some problems may
arise. For example, when training an online model with FL
with a large user pool, it is a common practice to select some
users to be the ones feeding the global model with the learn-
ing updates. However, in mobile scenarios users may discon-
nect from the network or not be available for a certain period
of time. Reducing the pool of selected devices for training

may impact the training quality of the model. Furthermore,
even when these users can return to the network, most FL ap-
proaches are synchronous (Bonawitz et al., 2019), thus train-
ing has to be halted to wait for the updates of these users.

6.8 Scalability
Most of the issues for EC infrastructure arise from the
existence of many connected devices creating tremendous
amounts of data to be consumed. However, creating such a
platform to support all this load is not an easy task. First, a
plethora of heterogeneous devices will be integrated into the
pool of resources. In this scenario, an interoperable architec-
ture to control these devices is a requirement to allow the
construction of EC. Second, multiple technologies to run EC
are being proposed in the literature, as shown in Section 3.
While most of them will not make it to the real world, many
will need to be integrated, thus raising questions about the
compatibility of devices, algorithms, and protocols. Even the
integration between SDN, NFV, and ICN paradigms is not
well defined in the literature, although these technologies are
expected to run together in the future. Finally, the Cloud com-
puting paradigm has become mainstream due to the offer of
IaaS solutions by big IT companies, such as Amazon, IBM,
and Google. Market driving forces to produce a similar plat-
form based on EC are studied (Frank et al., 2013). However,
a complete architecture to elastically serve this infrastructure
for companies to deploy their service is unknown to the best
of our knowlEdge.

6.9 Ubiquitous Service Provisioning
Applications and services consumed over the Internet are
used as facilitators to perform activities that were previously
only possible using physical means such as sending a let-
ter, buying products, and attending a theatre play. As Inter-
net technologies evolve, more activities are performed on-
line. At stage 1 of service provisioning depicted in Figure 1,
humans had to formalize instructions via messages through
mostly textual interfaces. Later, these text interfaces evolved
to graphical browser and phone-based interfaces and also vir-
tual environments in video-games in stage 2 to facilitate the
way humans interact with the applications. Recently, the ad-
vances in IoT and EC started to allow the direct control of
devices to act over the real-world in stage 3. This last ap-
proach uses a virtual world as a middleware. Humans input
instructions to a device, which modifies a virtual world, and
the changesmade to it are replicated by other devices (i.e., ac-
tuators) in the real world using the Cybertwin paradigm (Yu
et al., 2019).
The bridge towards stage 4 of ubiquitous service provi-

sioning will be built with the development of technologies
that blend virtual and physical worlds. Important enablers for
ubiquitous service provisioning are the Mixed Reality (XR)
technologies (Kim et al., 2018b; Chakareski, 2017) such as
Augmented Reality, Virtual Reality, and 360◦ videos. While
multiple of these devices can already be commercially ac-
quired, there is still a significant barrier to be surpassed in
terms of user experience and freedom of movement. Most of
these interfaces are developed in head-mounted, glasses, and
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other wearables devices with limited capabilities and some-
times mobility. EC and related communication infrastruc-
ture are expected to allow applications to meet the increas-
ing QoE requirements from users by providing a reasonable
resource pool accessible with very-low end-to-end latency,
while also dealing with mobility-related issues. With immer-
sive experiences applications such as the Metaverse (Dion-
isio et al., 2013) gain attention, which foresees the devel-
opment of multiple 3D immersive virtual worlds. The pop-
ularization of immersive virtual worlds also brings interest
on moving entities, objects and sensations in and out of the
virtual reality with neural interfaces (Sadeghi et al., 2016;
Martins et al., 2019; Grau et al., 2014), immersive projec-
tions (Takeda et al., 2016; Hoggenmueller and Tomitsch,
2019), holographs (Matsushima and Sonobe, 2018; Su et al.,
2018a), and haptic communications (Kataoka et al., 2019;
Schneider and Blikstein, 2018; Bong et al., 2018). New tech-
nologies easing the process of moving entities between dif-
ferent realities will then allow the emergence of novel and
complex applications, such as the Tactile Internet (Anton-
akoglou et al., 2018) and the Internet of Skills (Oteafy and
Hassanein, 2019; Antonakoglou et al., 2018). These appli-
cations are awaited to disrupt the way humans interact by
allowing the transference of abilities, skills, and knowlEdge
over the Internet.

7 Lessons Learned and Final Re-
marks

Networks and the Internet are constantly evolving, and for ev-
ery stage of evolution, different challenges have to be over-
come. In the present stage, service provisioning is expand-
ing from the centralized Cloud to the Edge of the network,
which raises various questions as presented in this survey.
Also, in the future, new paradigm shifts will raise different
questions about how to better provide Internet services. This
survey shows an overview of themain paradigm shifts experi-
enced in the Internet and the application evolution that have
pushed their changes. Also, we discussed the current state-
of-the-art for the provisioning of in-network mobile services.
We discussed many recently-proposed enabling technologies
and also highlighted some applications that use these tech-
nologies. Furthermore, we presented incoming challenges
for broad adoption of EC technologies in the near future and
even upcoming opportunities to researchers looking for the
next stages of evolution in service provisioning. We believe
technologies such as SDN, NFV, and ICN have a signifi-
cant role in deploying EC and future service provisioning
paradigms.
Different technologies and architectures have been devel-

oped to fullfil the requirements of emerging and upcoming
services and applications. The resource pool includes com-
puting and communication infrastructure deployed in the
Cloud-Edge continuum, and also user equipment such as the
vehicles. All these technologies are expected to coexist and
to be accessible to be used by different service providers in a
similar fashion of Cloud solutions nowadays. The interoper-
ability, control and management of such a complex platform
will rely on high levels of virtualization and orchestration

of services, containers, VMs and communication infrastruc-
ture. These orchestration platforms will make use of multiple
Machine Learning solutions to automate decision taking and
automation of tasks.
The idea of EC emerged to bring computing power closer

to users in a context where accessing Cloud resources could
take up to a few hundreds of milliseconds. Nowadays, la-
tency to access Cloud Computing has reduced, still only
EC will allow the support of emerging applications with re-
quirements of ultra-reliable very-low latency with low jit-
ters and high data throughput. For instance, a reliable and
near-deterministic support of very-low latency for wireless
communications can enable the provisioning of real-time ser-
vices in which task deadline meeting is critical. EC must
be able to operate isolated from the Cloud in case of link
failure and maintain services running. Furthermore, compu-
ting tasks running closer to data generation will reduce the
amount of data sent to the core of the network. Reducing this
datamovement improves communication resource allocation
and reduce the number of points for data leak, thus reducing
concerns about data security and privacy. Finally, EC archi-
tectures will allow a better exploration of the spatio-temporal
locality of data generation and service consumption. Innova-
tive networking and computing solutions are emerging that
exploit this locality in order to better provision services, such
as the new networking paradigms for Future Internet (e.g.,
Geo-centric and Information-centric networking).
While helping to conceive, design, evaluate, and test EC

infrastructure, academia has another important role on under-
standing the impacts caused by these technologies on soci-
ety and envisioning what will be the next applications for
service provisioning over the Internet. The popularization of
immersive devices has created a trend for immersive expe-
riences and put a lot of attention in applications such as the
Metaverse and other possibilities of immersive-first applica-
tions such as the Internet of Skills. While difficult to predict
whether these applications will penetrate society as the In-
ternet and mobile devices, they have possibilities of highly
impacting the traditional ways of human interactions. Possi-
ble use-cases for such applications are still to be unveiled and
can lead to interesting research topics.
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