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Chapter 1

Introduction

“I wish there was a way to know you're in the good old days before you've actually left

them.” — Andy Bernard.

This timeless quote resonates with many and typically refers to the nostalgic value of a
past period in your life. The actual memories might differ for each individual, but the emotional
nostalgia experienced is highly identifiable for most. Playing carelessly on the soccer field as a
child, enjoying a great night out as a student, or owning your first house, are all prime examples.
At one point, often unbeknownst to yourself, such a period regresses and quietly slips into
memory. At the start of Q2 2020, the world collectively found itself nostalgically longing back

to better days.

The global COVID-19 pandemic had an immense impact on our lives and the way we
were able to live it. Location became a key focus to combat the pandemic (Chinazzi et al., 2020;
H. Fang et al., 2020). In 2019, location decisions mostly concerned a (retrospectively) luxury
level — what country will I travel to, in which city will I work and live, and in which area should
I buy a house. In 2020, those decisions seemed a thing of the past. After discovering that
COVID-19 can be transmitted by getting within 6 feet of someone who is infectious, limiting
social contact was of the highest priority!3. Hence, in 2020, decisions about location pertained
to daily movement — will I go outside, will I work from home, and will I meet up with others?

The degree to which movement had swiftly become strictly regulated and prescribed
was unprecedented. Society was tested on its ability to take an economic and social hit.
Resilience, flexibility, and trust in government were pushed to limits, as restrictions were often
ill-understood (Devine et al., 2021; Mzkela et al., 2020). The societal consequences of individual
actions were not easily overseen and they consistently conflicted with personal wants and needs.
Luckily, whilst finalizing this thesis, better days are on the horizon. Society as a whole has been

able to knuckle through hardship and is anxiously ready for better days to come.

13 Although 6 feet might have not been enough (Bazant & Bush, 2021).
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Why do restrictions in movement seem to be such a hard pill to swallow? Cleatly, our
generation has never witnessed something comparable to this global equivalent of a ball and
chain. Without a doubt, the mere effect of restricting movement in any context has great
implications for quality of life and well-being (Inglehart et al., 2008). Experienced freedom is
often defined as the freedom of choice, including the choice to go wherever you please (Barlas
& Obhi, 2013; Schwartz, 2000). Growing up, freedom entails the development of self-
determination to move around alone, deciding to go to (undisclosed) locations connecting to
new social networks, often unbeknownst to your caretakers. The impact of the choices gradually
evolves to more trivial life scenarios with age. For instance, you have the freedom to choose and
change jobs as an adult. Flexibility on where to work on a daily basis might have a great influence
on this decision. In contrast, the most threatening tool a civilized society has to punish people
is to take away their freedom of location choice by drastically restricting and dictating
movement.'* Cleatly, and not unlike real estate most famous quote suggests, location determines

the value of life like it determines the value of your home.

What can we learn from our experiences in these times of movement deprivation? How
do we evaluate ourselves coping with restrictions of location? This dissertation sets out to
explore human behavior and thought processes with regards to (forced) changes in location
decisions. I use the pandemic to give context to most of my research and my participants, but
never as a unique prerequisite for my results. The pandemic aids me in unraveling underlying
existing processes and preferences by forcing decisions, forcing behavioral change, or
introducing uncertainty.!> Together, we will explore how people deal with completely novel yet
forceful policies, working from home, and (re)connecting with risky social networks. Although
these situations are varied and differ fundamentally, they have the decisional context in common:
location, location, location!'¢ Thus, let us consider three daily location decisions during the

pandemic: will I go outside, will I work from home, and will I meet up with others?

14 This is not the most effective psychological weapon society has. Baumeister’s work dictates that social exclusion has the same mental
effect as physical torture. Note that in prison only the size of potential contacts is limited, hence not strict social exclusion per se. Arguably,
the group cohesion in prison can be enormous (for instance, think of the Stanford Prisoners Experiment; (Haney et al., 1973). However,
the complexity of complete social isolation leads us to the second best.

15 Like the societal resilience, I make the best out of the worst.

16 This refers to the phrase “Only three things matter in real estate: location, location, location!”. The quote, often ascribed to Harold
Samuel in 1944, suggests that the value of a real estate asset is mostly determined by its location. Although, in the current and future
climate crisis, we should maybe adjust it to “future location, future location, future location”.
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1.1 Stay or Go

The decision to go outside was the first immediate hurdle in our lives to overcome
following the first global lockdown. Many policies clearly dictated and enforced a national
quarantine at the start of the pandemic. These swiftly evolved in limitations in group sizes and
curfews. The Netherlands reverted to one of the least forceful policies in the EU, and the
decision to go out or not was effectively left with the population (RIVM, 2020). Accompanied
by a frequently updated recommendation (stay home as much as you can or avoid busy places),
each individual could (mostly) decide for themselves how to interpret the recommendation.

Although office, government, and retail buildings were mostly closed, the first COVID
summer was riddled with small-scaled decisions to leave the house in search of fresh air and
distraction. In the summer of 2020, ‘stay at home’ officially changed into an ‘avoid busy places’
recommendation. Figure 1.1 shows how Dutch citizens changed their location decision during
the pandemic. People spent over 50% less time at their office and in summer increased park
visits by almost 250% compared to the year before! Although this signaled positive news as
people were following the advice to work from home whilst still getting fresh air, a question
arose: did we still successfully avoid busy places? Unfortunately not. This was painfully illustrated
by a picture of a Dutch beach that made worldwide headlines in the summer of 2020 (“Beach
chaos threatens Europe as temperatures rise”; BBC News, 2020). Was this violation intended,

or did it result from the complex strategic decision people had to make?

Figure 1.1 Number of visitors in the Netherlands relative to the period before

the pandemic?
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Chapter 2 examines the effect of context on the decision to visit a hypothetical
recreational hotspot under the policy recommendation to “avoid crowded places.” Based on the
observed violations of the recommendation in the Netherlands, I hypothesize that the absence
of relevant up-to-date information about crowdedness will force individuals to make a decision
based on unknown information, making it susceptible to biased reasoning. In essence, whether
you are able to successfully follow the recommendation to avoid busy places depends on your
belief in other peoples’ choices. A location not visited by others can safely be visited, but if
others reason similatly, should be avoided.!” Thus, strategic decision-making will motivate most
people to go out when they expect others to stay home, inevitably leading to escalation and
subsequent failure to avoid crowdedness.

In the experiment, I randomly present four levels of context on the crowdedness “on
the streets” (no context, low, medium, and high crowdedness context) to see if and how people
use this context to inform their decision. Although there is a strong inclination to avoid crowded
places during the COVID-19 pandemic (81%), I find two context-driven exceptions: when
people expect to avoid crowded spots (in the “low” context; strategical decision-making) and
when people expect others to go (social influence). The effect of education supports the
underlying theory, as a higher educational background is more important in the rational or
strategic (low context) decision than in the escalation (high crowdedness context). Hence, in the
low context situation highly educated people act strategically, yet in the high context, social
norms lead to escalation. The freedom provided by the ambiguous public policy is implicitly
asking more from the population than it initially seems. “Use your common sense” is often the
accompanying advice, but I show that more and better information concerning the context is

essential to enable us to make optimal decisions for ourselves, and for society.

1.2 Work from Home (WFH)

After the initial shock response, the adaption of work and society to the pandemic

quickly evolved. Figure 1.1 shows that office movements dropped immediately by 50% and

17 This reasoning continues circularly: if others similarly conclude a hotspot should be avoided, you can go again, and onwards. The
reason people don’t just simply stay home to avoid any trouble is described by game theory. Simply put, common knowledge of rationality
dictates that two rational people who need to coordinate will understand that the other person is as aware and as knowledgeable about
both themselves and the others. In our example, the chain of reasoning (known as orders of beliefs) would continue indefinitely. Findings
in the field show however, unsurprisingly, that we are irrational beings. In general, we do formally acknowledge that others are reasoning
similarly to us (first order belief) and that they are aware we know this (second order belief). But we tend to stop there: by means of
overestimation, we almost always think we are one step smarter than our opponents. It’s this overconfidence that fuels our strategic
thinking.
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remained at minus 25% compared to pre-pandemic levels ever since. Non-essential offices” had
severely limited opening hours or were closed altogether. Beyond all general uncertainty about
the future, it was clear that this was not going to change in the short term. Working from home
was to be the new default. Contrary to many other changes, however, working from home was
not new. Albeit on a smaller scale, at least partially working from home had already risen in
popularity in the decades before the pandemic.

The previous experience with working from home (WFH) predominately showed
increasing job satisfaction (Bloom et al., 2015). And there is much to like. The trust employers
have in their workers to let them work from home improves the self-management and self-
motivation of those workers (Standen et al., 1999). Effectively, WFH job satisfaction grows
through improving workers” psychological needs for autonomy, competence, and relatedness
(Brunelle & Fortin, 2021)18. It further facilitates a more hands-on approach to family matters
such as caregiving to parents of children, thus increasing the sense of general (interpersonal)
belongingness (Vitterso et al., 2003). The lack of a commute enables one to spend less time on
the road and more time with family or friends whilst at the same time decreasing the
environmental footprint!®. Not having to commute also increases geographical freedom.
Choosing where to live was historically constrained to the distance to one’s office, forcing many
into expensive urban areas. Without the (daily) commute, the suitable residential radius expands,
likely decreasing costs and increasing the amount of green one can see from the bedroom
window (Gupta et al., 2022; Kahn, 2009).

WFH also came with some disadvantages. First, not all jobs are suitable for WEFH.
Generally, white-collar jobs are more suitable than blue-collar jobs. Second, communication and
coordination with coworkers suffer as all encounters need to be scheduled specifically
(Gajendran & Harrison, 2007). Bad communication in turn may lead to bad performance. Third,
WFH makes it increasingly difficult to separate work from home (B. Wang et al., 2021). One
reason for this is that workers at home feel the need to show that they deserve to work there
(unsupervised), and thus overcompensate. Effectively, they feel they owe it to their employer to
work extra hard (Felstead & Henseke, 2017). Enduring that extra effort for a long period of time
could lead to burnout symptoms (Golden, 2000).

But the greatest caveat mentioned in WFH research is not practical or theoretical, but

methodological. The self-selection into WEFH has been the most substantial critique of positive

18 That is, of course, when you are able to detach yourself from the work (Park et al., 2011).
19 Humble brag benefits
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WFH evaluation. Maybe employers who allowed WEFH were in general more likely to elicit great
job satisfaction and productivity scores. And workers evaluating WEFH almost exclusively opted
for WEFH.?0 Thus, evaluations on satisfaction and productivity are likely to be high, as otherwise,
those specific workers would not work from home (in behavioral science also known as the
survivor bias?!). In contrast, COVID-19 forced all workers to work from home, whatever their

and their employers’ preferences, and opened the possibility for objective evaluation.

1.3 The Productivity Questionnaire

In order to accurately assess the productivity of homeworkers, I first construct and
validate a work satisfaction scale based on all known factors that could influence WFH
differently. It is clear that the move from the office to the home environment was novel, forced,
and abrupt. At a time when employees' physical and mental states were tossed around by the
pandemic, employers were unable to monitor general satisfaction, well-being, and productivity.
This increased the demand for periodical check-ups in the experienced productivity (Farooq &
Sultana, 2021; Galanti et al., 2021; Zito et al., 2021). Luckily, the Health Work Questionnaire
(Halpern et al., 2001; Shikiar et al., 2001, 2004) covers both productivity and its relation to health.
Although cited by many well-known papers, my attempt to validate this questionnaire did not
go as well as I hoped (Escorpizo et al., 2007; Healy et al., 2016; Hovinga et al., 2008; Lofland et
al., 2004; Thorp et al., 2014). The initial validation by Shikiar further suffers from limited sample
size and has been critiqued for its lacking connection to absenteeism (i.e. the unplanned absence
from work due to illness or lacking concentration; Lohaus & Habermann, 2019; Mattke et al.,
2007; Ospina et al., 2015). For a metric so pivotal in performance research, this productivity
questionnaire aims to be better-identified than its current alternatives, yet still easy-to-apply.

In the first part of chapter 3, I conduct a novel principal component analysis, which
results in a new questionnaire I label the work productivity and stress questionnaire (WPSQ).

This questionnaire identifies five key subfactors: productivity, productivity as seen by others,

20Some papers rely on a semi-random allocation of WFH. T argue that this is still relatively biased, as employees are unlikely to send
workers home that strictly did not want to. As such, it was more likely a random selection out of a pool at least open to WFH. Second,
even a short-term WFH pilot could be more positively scored based on novelty and the expectation that, at a later stage, WFH would
become merely optional.

21'The survivor bias stems from the WOII evaluation of fighter planes returning from missions over German-occupied Europe. Initially,
the planes were checked on damage, and the most hit areas were fortified so that they could take more hits and increase the likelihood of
safe return for a next trip. However, that approach was crucially flawed as the planes returning survived because they were not hit at the
other areas. Not until the barely hit areas on the plane were fortified, did the return rate of fighter planes increase. For WFH, focusing
on the survivors of WFH programs is unwillingly overestimating the value in the general population by ignoring the preferred office
workers.
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stress and irritability, peer relations, and nonwork satisfaction. These factors outperform the six-
factor solution proposed by the HWQ on factor fit and internal consistency. Since I collect data
at two moments in time, I can also show internal consistency over time. In addition to the
questionnaire, I measure and discuss a single-item scale of productivity and single-item
approximations of absenteeism. Overall, chapter 3 shows that the newly formed WPSQ factors
outperform the HWQ on a large sample based on internal consistency and reliability on two
measurement periods and are thus fit to use for further research in chapter 4. Additionally, I
conclude that the single-item scale alternatives could substitute some of the WPSQ factors but

only with caution and only when brevity demands it.

1.4 Working from Home Productivity

Chapter 4 sets out to investigate which home office characteristics underlie WFH
satisfaction, productivity, and willingness to continue after the restrictions have been lifted. My
first findings show that people report higher productivity, satisfaction, and happiness with their
work at home compared to their office work. Additionally, during WFH, burnout propensity
decreased, coworkers' relationships increased in quality, and non-work satisfaction improved.
But what causes this overall increase in satisfaction?

Let us turn our focus to the obvious yet least discussed difference between home and
the office: the actual physical environment. As we move to our own home, we have the luxury
to design it as we please. And this should not be taken lightly. Many innovative employers spend
millions on designing a work environment at the office that makes workers productive and
healthy, and makes them want to be at the office by making it feel like home (Al Horr et al.,
2016; J. G. Allen et al., 2016; MacNaughton et al., 2017). And what feels more like home than
home? On the other hand, the investment made by employers is not easily matched by
employees — think about (standing) desks, advanced computer screens and, importantly, high
quality internet connections. Do workers actively optimize their WFH environment in a way
that increases satisfaction and supports productivity?

I show that indoor environmental quality (IEQ) factors like temperature and air quality
are preferred at home, whereas physical attributes like desk and screen are preferred at the office.
This is not surprising, since optimizing ergonomics at home can be challenging and often costly
(Davis et al., 2020) whilst being in control of opening windows and the thermostat at their own

preference is a skill that many (not all) master quickly (Chang & Kajackaite, 2019). But more

7
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importantly, I show that satisfaction on both indoor environmental quality as well as the physical
environment is correlated with job satisfaction and productivity. Since indoor environmental
quality scores higher at home, it must have a big impact on WFH success.

In the final part of chapter 4, I set out to relate actual actions of indoor environmental
improvement by workers to indoor environmental quality satisfaction. Ventilation is key in
influencing indoor environmental quality (J. G. Allen et al., 2016). Although unable to measure
the actual indoor environmental quality, I require people to state how often they ventilated
during work hours. By means of mediation analysis, I show that more ventilation does improve
not only indoor environmental quality satisfaction but also the rationally unrelated physical
attribute satisfaction. In essence, better-ventilated rooms increase overall satisfaction, even
beyond the awareness of the workers. By improving overall satisfaction in the complete physical
environment, more ventilation improves job satisfaction, job productivity, and willingness to
continue to work from home. ‘Hyperventilation’ is for offices, in contrast to humans, hugely

beneficial for general satisfaction, WEFH success, and productivity.

1.5  The value of self-report in recollection of WFH productivity

The fact that factors such as ventilation influences satisfaction on completely unrelated
issues, such as desk and chair satisfaction, opens a new discussion. How valuable would the
results from chapter 4 have been if I would have focused just on self-reported satisfactionr?
Without ventilation, a likely conclusion would have included focusing on increasing satisfaction
of factors that had significant room for improvement (e.g. the screen, desk, and Wi-Fi). Although
psychology repeatedly warns about the validity of self-reported metrics, the limited knowledge
of these caveats, as well as the lack of data and alternatives seem to nudge productivity research
into a dependency on them (Bluyssen, 2012; Brutus et al., 2013).

The second part of chapter 3 investigates the value of recollection of productivity in
the domain of work from home. I exploit a unique opportunity to look at how (and how
accurately) people recall productivity. This situation is especially unique since the experienced
productivity has arguably never before changed so rapidly over a short period of time without a
change in the core work activities. In the past, productivity changes were often investigated
between different groups whose behavior would not be to be independent of their work
activities (e.g. the effect of sedentary behavior on productivity; Ishii et al., 2018; Lee et al., 19906)

or were simple relatively stable over time (Prasad et al., 2004; Sauermann, 2016). The volatility

8



Introduction

of the emotional sentiment related and unrelated to productivity during this pandemic period
means that accurate recollection is unlikely going to be the “same as before”. But if people are
not able to realize that opening a window makes them more satisfied with the office and
everything in it, are people able at least to disentangle the past and current sentiment and
accurately recollect how productive they were before?

The short answer is no. I ask a sample (N=772) to score their own productivity (and
the other four WPSQ factors) during two measurements in June and November 2020. Most
notably, during November, I ask these participants to recollect how they had scored themselves
in June for all WPSQ factors. Like many memory experts would predict, and similar to all other
factors 1 measure, the recollection of productivity is highly influenced by their current
productivity. The recollection of June is generally more strongly, and sometimes even solely,
related to the November score instead the actual score for June. For productivity interventions,
this implies that self-reported changes do not necessarily reflect an actual change. Asking people
how they felt before might provide more (or sometimes only) information about how they feel

right now.

1.6 The value of introspection in performance under adverse conditions

The observation that the pandemic has had an effect on recollection does not devaluate
self-report completely. Even if the current state has an effect on recollection, and subtle factors
such as ventilation have an effect on satisfaction levels, the self-reported effects of big events
on productivity as it is happening must at least hold merit. In order to judge the validity of self-
reported satisfaction, a controlled environment with manipulation is needed, in which
satisfaction, self-reported judgment, and objective performance can be compared.

In Chapter 5, I therefore assess the effect of indoor climate factors on human
performance, focusing on the effects of indoor temperature on decision processes. Specifically,
I expected heat exposure to influence higher cognitive rational processes negatively, forcing
people to rely more on intuitive shortcuts. At the same time, I let people rate their satisfaction
with the environment (IEQ specifically) and let them assess the effect it has on their
performance. In a laboratory setting, participants (N=257) were exposed to a controlled physical
environment with either a hot temperature (28°C) or a neutral temperature (22°C), in which a
battery of validated tests was conducted. Heat exposure did not lead to a difference in decision

quality, but the results did show the limited validity of self-report. A strong gender difference in
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self-report emerged, such that only men expect that high temperature leads to a significant
decline in performance, which does in fact not materialize. For risk, I even show opposites
effects: men don’t change their actual risk behavior, but state that they are willing to take less
risk. Women don’t report any difference in willingness to take risks between conditions but
actually become significantly more risk-loving. These results confirm our previous doubts about
the validity of self-report as a proxy for performance under different indoor climate conditions.

Taken together, chapters 4 and 5 suggest that relocating to work from home could
work, as long as we take the physical environment into consideration. Chapters 3 and 5 strongly

suggest that the evaluation of this move should not be solely dependent on self-report.

1.7  Social network risks

Whereas working at home could continue for long after the pandemic, our social
deprivation was something most of us were eager to get rid of. After a period of lockdown and
social isolation, most of us were actively planning to revive our social life as soon as possible.
However, even deep into 2022, social interaction did not come without risk. Connecting with a
social network could lead to infection, which would inevitably throw you back into physical and
social isolation in addition to the obvious risk to your health (Morse et al., 2006; Sun et al., 2020;
Ventresca & Aleman, 2013). Nevertheless, for many, total risk avoidance was no longer an
option. So how did people decide to meet up with their network?

Unfortunately, not a lot is known about how people estimate risk or spread in
networks. And that is surprising since social network assessment is not only important for risk
and disease. Innovation, information, and collaboration are key examples of benefits one could
‘harvest’ from a network (Abraham et al.,, 2009; Brennecke, 2020; Brennecke & Rank, 2017;
Hagen et al., 2018; Pinheiro, 2011; Sun et al., 2020). And in otder to 'harvest’ (ot in the context
of the disease: avoid), it is crucial humans understand and estimate the likelihood of how that-
which-is-shared-through-through-the-network moves (or spreads) through the network. But
grasping the spread through a network is not easy and often requires complex probability
computations (Centola & Macy, 2007; Gigerenzer & Gaissmaier, 2015; Pastor-Satorras et al.,
2015). Research needed to help us understand is often constrained by the fact that, generally,
network assessment deals with multiple layers of uncertainty (Gigerenzer & Gaissmaier, 2015;
Hafenbridl et al, 2016; Simon, 1956). For instance, what qualifies a link for spread? For

innovation, should there be a history of collaboration or rivalry, or should all the CEO’s children
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go to the same kindergarten? And if that link is established, what is the likelihood it will
materialize? In some conditions, you might be connected to the right people, but still not get
invited to parties (e.g. Amabile, 1988; Ventresca & Aleman, 2013).

The risk of COVID-19 infection from a social network during the pandemic does not
suffer from many of these classic uncertainties. Everybody is susceptible and for a long time,
the likelihood was carefully updated and communicated in the form of the reproduction number,
the average amount of people an infected person spreads the virus to (World Health
Organization, 2020). Note that the reproduction number does not literally indicate the likelihood
of spread, since it is dependent on how many people the infected meets.?> Nevertheless, never
has there been so much information available for a social network problem that applied to so
many people.

This cascade of information and the uniquely concrete and identifiable context enables
me to look at how people perceive networks in chapter 6. Specifically, I expect that the physical
characteristics (such as size and shape) of a network are aiding the complex computations often
needed for accurate network spread calculations. For instance, it’s possible that individuals
perceive some network characteristics as riskier than others by default. The bounded rationality
framework predicts that the complexity of probability calculations could be at least partially be
substituted by simpler rules of thumb (Sent, 2018). People have the motivation to be accurate,
but their constrained mental capacity forces them to (consciously or not) use simpler tools for
guestimation (Gigerenzer & Selten, 2002; Simon, 1990). Errors in estimations, in this framework,
do not stem from ill intent or lack of motivation, but simply the wrongful application of the
right heuristics. More specifically, the majority of the rules-of-thumb perform very well in
isolation (e.g., the closer an infection, the bigger the infection risk), but the interaction between
multiple conflicting characteristics could lead leading to inaccuracy. So do people use physical
network characteristics to estimate spread, and if so, which ones do they rely on the most?

Using a best-worst choice experiment, I let individuals (N= 697) repeatedly rank three
varying infected networks, randomly drawn from a set of fourteen, from most risky to least risky.
Those rankings enable me to assess the preference between networks, but also the preference
of the attributes of those networks. The first result is that the networks are not ranked according
to the objective probability of infection risk. That suggests that perceived spread is estimated

using other information. I show that humans' processing of risk in networks depends on the

22 An R of 5 (meaning on average 5 people get infected by an infected person) does not mean that somebody that only sees 2 people will
have a higher likelihood to spread than a person that meets 20. They simply influence the R metric differently.
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simple characteristics of these networks. Factors such as how close the closest infected contact
is to the decider or the ratio of infected to healthy network members have stronger predictive
values than the objective probability. Those factors are so valuable for risk perception, that they
also predict the network ranking relatively accurately. From this, I conclude that, indeed, the
often-complex mental calculation of objective spread in networks seems at least partially
substituted by a heuristics-driven approach. These results generalize to the disease context to
the extent that policymakers trust blindly the ability of individuals to apply this probability metric
objectively. By doing this, this chapter suggests that they are underestimating which other factors
individuals actually rely on when connecting to social networks in order to make sense of this
abstract probability. But even beyond the pandemic context, I argue that in order to ‘harvest’
from a network, we must understand how we assess such a network (Burt, 2017; Granovetter,

2018b).

The remainder of this dissertation follows the sequence of the chapters discussed
above. After that, chapter 7 summarizes the results into a short discussion, and chapter 8 closes

with the societal impact of my findings.
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Chapter 2

Avoiding Crowded Places during COVID-19

Common Sense or Complex Strategic Decision?

*
23

2.1 Introduction

Since the outbreak of COVID-19, countries across the globe have attempted to find
ways to contain the rapid spread of the virus. Following a period of strict lockdowns, most
countries proceeded towards a policy in which citizens were expected to avoid crowded places,
as advised by the WHO (World Health Organization, 2020). Limiting movement to local
recreational hotspots as well as (inter)national holiday destinations is considered essential in
combating the swift diffusion of COVID-19 infections. Even during the “second wave,”
avoiding crowded places remains the cornerstone of worldwide policies (National Center for
Immunization and Respiratory Diseases (NCIRD), 2020). Following policy advice, however, has
proven to be more challenging for the population than initially expected. Popular recreation
spots often remain well-visited and shopping centers are almost as crowded as they were a year
ago, especially in large cities (BBC News, 2020). Over the Summer of 2020, news and social
media showed crowded beaches and partying adolescents almost on a daily basis.

The increase in people visiting crowded places appears irrational from a health
perspective, but might be less surprising than expected. Accurately assessing the risk of self-
behavior proves to be hard, the urge to recreate seems to grow over time, and the duration of

the current situation is testing the limits of human patience and self-control (Huremovi¢, 2019).

23 % This chapter is based on Stroom, Eichholtz, et al. (2021), and co-authored with Piet Eichholtz (Maastricht University ) and Nils Kok
(Maastricht University).
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Moreover, what is considered “crowded?” This uncertainty increases the number of factors and
potential outcomes individuals consider (Martinez-Marquina et al., 2019). Whereas recent
research discusses theories explaining refusal to comply to COVID-19 restrictions (Demirtas-
Madran, 2021), little to no attention has yet been provided to the thought process that underlies
the decision to leave the home, against most policy recommendations, and visit popular
recreation areas or crowded shopping streets. Understanding the human thought process from
a behavioral perspective, beyond merely labelling behavior to be defiant, will help governments
to be more effective in implementing COVID-19-related policies.

This paper investigates the decision of individuals whether or not to avoid crowded
places, in a representative sample of the Dutch population, aiming to identify decisive factors
underlying this choice. We expect the dependency of the outcome of one’s own action on the
(unobservable) actions of others to dominate the decision-making process. Therefore, we
specifically examine the effect of social context on the decision to visit a crowded place. We
hypothesize that providing information on the crowdedness in general will be crucial in the
decision of individuals to go out. Specifically, strategic decision making will motivate most
people to go out when they expect others to stay home, inevitably leading to escalation and
subsequent failure to avoid crowdedness. Similarly, explicit escalation will follow once the
general expectations are that most people will go. The aim of this paper is threefold: First, we
discuss which decisional processes and conflicts arise due to the ambiguity in the current policy,
through the lens of a theoretical framework. Second, using experimental data we demonstrate
that (social) context significantly influences the decision-making process of individuals. Finally,
we show which personal characteristics have an effect on the decision not to go and how this
differs per context. The latter also allows us to draw conclusions on which decisional processes

drive the behavior of individuals.

2.2 'Theoretical Framework

2.2.1 The Need to Leave

Psychology is unanimous about the inherent human need for social interaction.
Baumeister and Leary claim that the need for frequent interactions with others is a necessity for
emotional stability (R. F. Baumeister & Leary, 1995). We desire both close individual contact, as
well as the ability to function in social groups (Bugental, 2000). Not meeting these requirements

leads to invasive negative effects, including, but not limited to physical health and mental well-
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being (R. F. Baumeister & Leary, 1995). Poor social relationships are estimated to have an effect
on mortality similar to smoking 15 cigarettes daily (Holt-Lunstad & Smith, 2012). Recently, a
review by Serafini et al. (2020) confirmed the negative impact that frustration, boredom, and
disabling loneliness have on (mental) health, specifically following the current COVID-19
pandemic. Social support is one of two main protective factors to avoid mental health issues
during this crisis.

The COVID-19 pandemic threatens the ability to meet these basic social needs. This
leads to a clear cognitive conflict: people are craving for social contacts, regardless of rapidly
rising contaminations with the virus. Using the health belief model framework (HBM; Champion
& Skinner, 2008), even without a change in susceptibility or severity of an infection, the
downside (i.e. barriers) of staying home slowly start to compete with the benefits. Such a
cognitive conflict, better known as cognitive dissonance, can be dealt with in two ways: changing
the behavior or changing the reasoning (Festinger, 1957). From a societal perspective, reasoning
in favor of keeping distance at all cost, taking no risk, would be preferred. However, the need to
socially interact is growing: we observe society-wide violations of the universal policy
discouraging social interactions (BBC News, 2020). Going out and being amongst people (albeit
within the set regulations) is gaining traction over the safer, more certain option to stay at home

to avoid health risks.

2.2.2 Strategic Decision-Making

Acknowledging that the motivation to recreate is strong, the actual decision to “go” or
“not to go” to a crowded location depends on the information that is available to the individual
at the moment of making the decision. The recommendation to avoid crowded areas is not black
or white, and it requires each individual to estimate which spots are considered popular at a
given point in time. Although we can assume that every community has a relatively objective
view of what is considered a crowded atea, the recommendation to avoid these areas implicitly
requires an individual to correct for the current situation: how busy will a potentially crowded
area be at the moment that I intend to visit it? The degree of crowdedness is determined by the
number of people considering to go, their thought processes, and their final decision.

We argue that the seemingly simple choice to visit or avoid a crowded place implicitly
involves at least three complex strategic decision-making aspects. First, the choice generally
draws parallels with the tragedy of the commons. Hardin describes the tragedy in which a shared

yet unregulated common good (in this case, the location for recreation), is spoiled by society
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because each individual acts according to his or her self-interest, so “depleting” the common
good (Hardin, 1968). The similarity lies especially in the fact that collective cooperation would
retain the common good, but the individual interest conflicts with the collective maintenance of
the good. In this situation, each individual selfishly wants to be in the minority group that visits
the recreation area. When too many people act selfishly, the area becomes too crowded and the
location no longer meets the “avoid crowded areas” requirements to minimize the spread of
COVID-19 infections. In a worst-case scenario, “depletion of the good” could be the closure
of the area for recreation, or even reimplementation of a full lockdown.

Second, and more formally, the dependency of each individual’s outcome on the choice
of the remainder of the population initially resembles the classic game theoretical prisoner’s
dilemma: going out will lead to a positive outcome if the majority of the population stays away,
and only leads to a negative outcome if the majority of the population goes. This dilemma shows
us that staying home is not a Nash equilibrium (e.g. an outcome of a decision in which no player
has an incentive to deviate from his strategy; Nash, 1950). If everybody stays at home, each
individual can improve his or her personal situation by going out. Going out, however, could be
considered Nash equilibrium: when everybody is going out, staying at home would not improve
somebody’s personal situation, when they would be the only person at home. Different from
the prisoners dilemma, however, is the Note that we assume that staying at home while
everybody else is recreating comes at a (small) disutility, based on the fear of missing out
(Przybylski et al., 2013) and not being able to meet the social craving. This makes the decision
process oddly circular, and the outcome of the process depends heavily on the moment each
individual breaches this circle.

Therefore, third, the decision process to optimize the outcome of the decision
concerns £-level thinking and cognitive hierarchy theory (Camerer et al., 2004; Stahl, 1993). The
core of this theory starts from the premise that hypothetically, all people in strategic games
should be able to reason perfectly about their situation, and know that everyone else shares the
same capability (e.g. infinitely intelligent). K-level theory formalizes this by describing cascades
of reasoning levels. The levels refer to the reasoning level someone applies themselves and
expects the others to have, or “depth”. For instance, the initial level O thinkers are considered
non-strategic, choosing at will. Level 1 thinkers assume a majority of level 0 thinkers, and will
strategically counter the actions of level 0 thinkers’ decision. Level 2 thinkers will, in turn, assume
a majority of level 1 thinkers, and so forth. At each level, deciders assume that the majority of

the group is -£ level to infinity. In our example, we could hypothetically assume that level 0
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thinkers “naively” stay away from a recreation area. As such, level 1 thinkers would come to the
conclusion to go as the area will not be crowded. Consequently, level 2 thinkers stay away again,
and so forth. Whereas the classical examples of infinite £-level thinking would theoretically result
in an equilibrium (see for instance the beauty contest example; Nagel, 1995), our context does
not. In reality however, the average population’s depth of reasoning hardly seems to reach more
than two iterations, far from infinite intelligence (Camerer et al., 2004; Ho & Su, 2013). In non-
infinite, relatively shallow iterations, &-level reasoning could be uses to explain respondent
patterns in this context. The implications of the decision to leave home and visit a crowded
location during the pandemic are crucial, since citizens likely aim to anticipate the behavior of
the majority. When most people are at the same (fairly) low reasoning level, but expect to
“outsmart” their fellow citizens (or reason at £+1 level), the chances of an unexpectedly crowded
recreation area become very high. Ironically, even when effort is exerted to outsmart the majority
and recreate when the majority stays home (thus intending to meet the policy requirements), the
implications of cognitive hierarchy theory suggest an “accidental” or implicit escalation of
crowdedness.

It is important to note that we approach this policy assessment from a static one-shot
perspective. Most game theoretical models also extend to extensive repeated games (often with
incomplete information; see for instance Aumann et al., 1995). In that context, belief updating
becomes highly relevant. Information can be distilled and adjusted based on the observed
outcome of their (and others’) previous decisions. Although belief updating is relevant in this
context (i.e. witnessing a crowded area whilst expecting it would be empty will likely result in
adjustment of a strategy), our aim is to understand if and how the initial expectation of others
reasoning and prediction of their behavior influences the first decision to go out or stay. Such
insights could prevent early misalignment with personal intentions, minimizing the need for

updating and adjustment at a later stage.

2.2.3 Explicit Escalation

In addition to accidental escalation due to the application of wrong strategies by
individual citizens, we must also consider explicit escalation, including conscious violation of
policy recommendations. In this context, we consider the possibility of the proverbial sheep
leaping the ditch: once a large enough group will ignore the policy recommendation, more will
automatically follow. These people are, in contrary to the strategic thinkers, no longer intending

to awoid crowded places. In pandemics this situation is called behavior contamination
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(Huremovi¢, 2019). We discuss three types of violations, of which the latter two include
cognitive processes that potentially influence the decision to ignore policy recommendations
once violations by others are observed.

The first type of explicit violation is based on unrealistic optimism. In contradiction
to the latter two types, unrealistic optimism is mostly independent of the behavior of others, as
it pertains to the beliefs that the likelihood of something bad happening to you is smaller than
it is in reality (Shepperd, Waters, Weinstein, & Klein, 2015). Individuals might violate policy
recommendations as a direct consequence of believing that a COVID-19 infection will not
happen or harm them. This type of reasoning stems from both the desire to feel good, thus
ignoring bad outcomes (Tyler & Rosier, 2009), as well as an overestimation of one’s personal
characteristics compared to the general population (e.g. being healthier than others; Shepperd,
Carroll, Grace, & Terry, 2002)). Although the effect of unrealistic optimism might be smaller
for events happening beyond their own control (Klein & Helweg-Larsen, 2002), behavior due
to unrealistic optimism is easily distinguishable from other “decision processes” in this situation:
individuals will go independent of what other people do or think.

Second, a prevalent view in behavioral science is that these kinds of “deliberate”
violations are the result of a loss of self-control or a dominating need to recreate (Huremovic,
2019). Boredom and frustration resulting from the ongoing pandemic increases the vulnerability
to violate the recommendations (Brooks et al., 2020; Huremovi¢, 2019). Observing others
ignoring the recommendations functions as a “broken window”: a small violation validates
further violations, causing a spread through society (Keizer et al., 2008). This broken window
effect, or bad apple effect, is strong even when just a small group of violators is observed (Kerr
et al,, 2009; Rutte & Wilke, 1992). In this context, seeing others doing something you would also
like to do could provide enough of an incentive for citizens to join: why would you stay away if
others don’t?

Finally, an alternative view explaining why individuals would follow others to crowded
places, despite regulations not to do so, involves how people deal with ambiguity. Besides
uncertainty about other people’s decisions, we also need to consider that people are unsure about
the definition of crowded places, or ambiguous regarding the interpretation of the
recommendation. Should one take the recommendation as a strict rule, or interpret it more
loosely? When ambiguity rises, we tend to use informational social influence to guide our
decision (Deutsch & Gerard, 1955). This could lead to contradictions. For example, during the

initial loose recommendation to wear face masks in public in the Nethetlands, compared to the
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predominately mandatory use in the rest of Europe, 64% of Dutch citizens were in favor of
making face masks mandatory. However, only 17% already wore them at that time (De Hond,
2020). Even when our personal opinion or preference might deviate, in practice we conform to
(what we think is) the majority opinion in ambiguous situations (V. L. Allen, 1965). It is crucial
to observe from this example that even in a contagious disease pandemic, in which rationally
safety is absolutely not in numbers, other people’s behavior is still valued in situations of
ambiguity. Observing others violating the recommendation to avoid crowded places could
therefore be interpreted as the opinion of the majority, and act as information for one’s own
judgement.

The distinction between the latter two views lies predominately in the underlying
intention of the conscious violation. Under the former, the intention can be categorized as ill-
intentioned, to the extent that there is no attempt to validate the violation of the
recommendation at the start. This does not exclude the possibility that individuals will exhibit
post-hoc justification, fabricating reasons why the violation was acceptable or ethical, potentially
in response to social disapproval (for instance, after not getting infected with the COVID-19
virus, people could argue that they were correctly assessing the risk ex-ante; (Cutley et al., 1986;
Haidt, 2001). Under the latter, the intention to deviate from the recommendation originates
from confusion. We argue that this behavior reflects the inability to self-assess the ambiguity or
uncertainty, leading to herd behavior (Muchnik et al., 2013). Distinguishing between these
motivations might be possible by looking at the behavioral response to increasing social
violations: for people motivated by ill-intention, going to a crowded place is linearly related to
others going; for uncertainty-motivated people, this relationship might only be detrimental when
a large enough group signals the “okay” to go. Regardless, however, both motives will inevitably

lead to escalation.

2.3 Material and Methods

2.31 Participants

We surveyed a panel of 1,048 individuals via Flycatcher, a well-regarded Dutch research
organization with access to a high-quality panel used for top research (Bults et al., 2011;
Peperkoorn et al., 2020), about their choice whether to go or not to go to a hypothetical
recreational hotspot. Our randomly drawn sample from this panel was reimbursed for

participation. This sample is heterogeneous in relevant personal characteristics, such as age
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(M=43.70, SD=12.52), education, gender (42% male), and occupation.?* We employ no explicit
exclusion criteria, beyond restricting our sample to adults residing in the Netherlands. For an
extended overview, see Table 2.1. This research was reviewed and approved by Maastricht

University’s Ethical Review Committee Inner City Faculties (ERCIC_195_09_06_2020).

Table 2.1 Summary Statistics

Mean SD Minimum  Maximum
Education Category 2.46 .63 3
Male 42%
Personal Characteristics
Age Category 2.18 74 1 3
Age 43,78 12.53 18 67
General 5.09 1.92 1 10
Risk Attitude Social 5.23 1.95 1 10
Health 3.87 2.02 1 9
Similar 4.06 2.64 1 10
Relatability
Imaginable 6.28 2.55 1 10
Reported Cases .0004188  .0005787 0 .0041598
COVID-19 exposure Hospital Admissions ~ .000108  .0001425 0 .001125
Deceased .0000516  .0000736 0 .0005043
N 927

Note: Age categories are coded as 1 (18-30), 2 (31-50), and 3 (50+). Risk attitude is measured on a 11-point scale. For
Health, a maximum risk score of 10 is never given. Relatability is measured on a 10-point scale. COVID-19 exposure

measures are absolute values per 100 inhabitants. In our statistical analysis, these metrics are transformed logarithmically.

2.3.2 Methods

Each respondent is asked to envision the following situation: You live within 20
kilometers of a beach, river, forest, or lake. Under normal circumstances, you (and your
household) will seek recreation, cooling and refreshing at this area when temperatures exceed
25 degrees Celsius. You do not have a comparable alternative at home. We ask each participant
to decide whether they will visit this area tomorrow, given that it will be 30 degrees Celsius, in
five different situations. For the first two situations, the government’s recommendation differs:

1) “Stay home”, and 2) “Avoid crowded places”. For the remaining three conditions, we keep

24 For an overview of the occupational division in our sample, see Figure 2.2.
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the government’s recommendation constant (“Avoid crowded places”), but we provide
additional information about the situation on the streets: 3) “You see that it is still very quiet on
the streets”, 4) “You see that the streets are slowly getting busier”, and 5) “You do not notice
any difference in the degree of crowdedness as compared to last year”. We respectively label
these levels of context as “Low”, “Medium”, and “High”. All scenarios are presented to the
respondents in a randomized order. The high scenario specifically mentions the last year (pre-
COVID-19), as we aim to evoke a familiar context which would be similar to all participants.
The medium and low context are considered adjustments to that baseline.

We ask each respondent to state whether they will visit the recreation location in each
of the scenarios by answering either “yes” or “no”. Next, for each randomly presented scenatio,
we ask participants what percentage of all other respondents they think will answer the previous
question with “yes”. This percentage provides us with an indication of the expectation that
participants have about the behavior of others.

Furthermore, we collect data via the Dutch Bureau of Statistics (CBS) on the local
intensity of COVID-19 infections, hospitalizations, and COVID-19 related deaths. COVID-19
exposure is estimated using official government data matched to each individual on geographical
location due to the fact that testing was severely limited until six weeks before the experiment.
By using public data, we avoid the subjective estimation that people ‘might’ have had it,
influenced by individually factors such as different health beliefs. Using postcode estimation,
personal characteristics do not influence the base-rate possibility of exposure to COVID-19
infections?. These statistics are matched to each individual in the sample at the four-digit postal
code level.

Additionally, we ask the respondents to state their general, social, and health-related
risk attitudes on a Likert scale from O to 10 (Falk et al., 2016). The risk attitude questionnaire
consists of validated questions, one per domain. For example, the general risk attitude question
is formulated as follows: “How willing are you generally to take risk". The answer scale for all
three questions ranges from "totally not prepared to take any risk" to "very much prepared to
take trisk". This questionnaire has proven to correlate heaviliy with more extensive and tedious

risk attitude measures such as the lottery task. 2627,

25 See the limitation section for the discussion of the added value of including health beliefs beyond an indicator for COVID-19 exposure.
26 For an elaborate overview of the reliability and validation, see Dohmen, Falk, Huffman, Sunde, Schupp, & Wagner (2011).
27 For an overview of the pairwise correlations, see Appendix Table 2.5.
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Although the same recommendation of avoiding crowded places is a COVID-19 policy
cornerstone throughout Europe (World Health Organization, 2020), the experienced situational
context and timing of our survey is important to ensure external validity. The Dutch government
issued an “intelligent lockdown” from March 15t until May 11t 2020. Until June 15t 2020, Dutch
citizens were asked to stay home as much as possible. From June onwards, the recommendation
to avoid crowded places became the main policy recommendation.?® Our respondents
completed the survey during the first half of July 2020, five to six weeks after the introduction
of this recommendation. At this time, the Netherlands had just over 51,000 confirmed cases of
COVID-19, almost 12,000 hospitalizations, and just over 6,000 COVID-19 related deaths since
the beginning of the outbreak (Statisticken over het Coronavirus en COVID-19, 2021). The
timing of our data collection ensures that respondents had ample experience in dealing with the
key policy recommendation and that the responses accurately reflected their current behavior.
We furthermore consider it important that no new changes in the recommendations were
announced at the time, such that the anticipation of new rules, or the signaling of a more liberal

approach interfered with the validity of the response.

2.4  Results

2.4.1 The effect of context on decision making

Figure 2.1 presents whether or not respondents will visit a crowded area. In all
scenarios, the vast majority of the respondents is not planning to go the recreation area.
Although this appears encouraging for the policy objective to avoid crowded places, an average

of 19% of all respondents across all five scenarios still decide to go.

28 Note that institution trust dictates the likelihood of adherence of the population to any policy recommendation. Therefore, as
background information, the second quarter of 2020 showed the highest institutional trust by the Dutch population is the last 50 quarters
(Burgerperspectieven, 2020). For instance, compared to the first quarter of 2020, the trust in the government rose from 51% to 74%.
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Figure 2.1 Statistics of intention to visit the crowded place.
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Note: The outer ring of the graph shows the percentage of respondents indicating to visit the crowded place, for each context. The inner
ring shows the average expected percentage of others to visit the crowded place. The bar graph shows the same expected percentage of
others to visit a crowded place, but split by respondents who indicate to go themselves versus respondents who indicate to stay at
home. (A) Shows the metrics under the policy “stay home” without any further context. (B) Shows the same metrics but in the condition
of “avoid crowded places.” (C-E) Show the graphics in this same condition, but each for a different level of crowdedness on the stress
(low, medium, and high crowdedness, respectively). For an overview of the difference testing, see Table 2.2 and Appendix Table 2.6.

Panel A shows the percentage of respondents indicating to go to the recreational area
when the advice is to “stay home” (10.97%). The inner ring shows the average expected
percentage of others to visit the crowded place (42%). Looking at the difference between the
recommendation conditions “Stay home” (A) and “Avoid crowded places” (B), we observe a
difference of just 5%. Finally, the bar graph shows the same expected percentage of others to
visit a crowded place, but split by group of respondents who indicate to go themselves versus
people who indicate to stay at home. For instance, for Panel A, people who go themselves
predict that on average 53.61% of all other goes (SD = 20.21), whereas the people who stay at
home predict only 40.92% to go (SD = 20.51). The difference between these two groups is
statistically significant (see AppendixTable 2.6; z = -6.07, p < .001).

When we add context about the level of crowdedness on the streets, we observe an
additional increase in the number of respondents intending to leave the home. It is noticeable
that providing a cear context about the crowdedness on the streets, regardless whether this is
low (C) or high (E), causes a steep increase compared to the middle condition (D) and even no
context (B). Panel A of Table 2.2 shows the results of a series of proportion test comparing the

proportions per condition. It shows that likelihood of going out does not differ significantly
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between no context (B) and the middle condition (D) (diff = .044, p=.81). Both the low (C) and
the high (E) condition differ significantly from both no context (B; diff =.121, p<.000, and diff
= .034, p<.05, respectively) and the middle condition (D; diff = -.125, p<.000, and diff = .037,
p<.05, respectively). Respondents are more likely to go to the area of recreation when they
expect it to be quiet (overall most likely, even compared to the second most likely condition:
high (E); diff = .088, p<.000). This is in line with both the official policy recommendation as
well as strategic thinking. Respondents are also more inclined to visit a popular area when they
have reason to believe that it will be crowded at this location. This is directly opposite to the
official policy recommendation, and not in line with game-theoretical predictions. This
preliminary result suggests that respondents’ strategic thinking (in the low context) as well as

social norms (in the high context) play a role in their decision whether to go, or not.

Table 2.2 Statistical testing of the difference between conditions: going versus not going

No context Low Medium
Panel A — Proportion of going
Low 127wk 0
©.71) 8
Medium -.004 - 125%kk 0
(-0.24) (6.94) %
High .0338* -.088*H* .037*
(2.01) (-4.73) (2.25)
N 1,048 1,048 1,048
Panel B — Predicated percentage others’ going
Low 2,63k 0
(5.52) @
Medium 3,108k -0.45 0
(6.73) (0.91) %
High -0.16 2.48kx 2.94p%
(-0.34) (4.68) (7.34)
N 1,048 1,048 1,048

Note: For both panels, the score is constructed such that the mean value of the row conditions is subtracted from the
column conditions. Panel A shows the difference in proportions (proportion test) of people going out under different
conditions. The outcome variables are binary such that 0 = not going and 1 = going. For example: people in the low
context go on average 12.1% (.280 minus .158, respectively) more often as compared to the no-context condition. Z-
statistics in parentheses. Panel B shows the difference in predicted percentage (scored between 0 and 100) that people

expect others to go. For example: people in the high condition expect that others

We then investigate the estimation that respondents make about other’s behavior
(Panel B, Table 2.2) using Wilcoxon rank-sum tests. We observe that respondents substantially
and consistently overestimate the number of other people intending to go. Respondents expect,

on average across all scenarios, that roughly 50% will decide to leave the home and recreate.
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Furthermore, the predicted percentages do significantly change between scenarios. We see
significant changes in the prediction of other people’s behavior, indicative of the motivation of
individuals to go themselves. For instance, introducing the “low crowdedness” context (C)
compared to no context (B) almost doubles the number of respondents planning to go to the
area of recreation (proportional increase of 12.1 percentage points, z=6.71, p<.000), when the
expected percentages of others going drops with 2.63% (3 = 4.68, p<.000). Interestingly,
moving from no context (B) or medium context (D) to high context (E), increases the
proportion of people going with roughly 3.5 percentage points (3.4%, z=2.01, p=.04; 3.7%,
z=2.25, p=.02, respectively), when also the prediction of others going increases (significant only
for medium to high context; 2.94%, z=7.34, p<.001). In general, introducing low context
information increases going out whilst the expected percentage of others going out drops.
Introducing high context information increases the likelithood of going out in conjunction with
an increase in the expected percentage of others going out. However, the limited absolute value
changes in the expectations about others indicate that the changes in one’s individual decision
to go are not fully reflected in the prediction of other citizens’ behavior. In general, the
expectations about others’ behavior are a lot more negative than one’s own behavior, and more
negative than the behavior of the collective.

There is also a relationship between going out yourself and the expectations about
others. Non-parametric Wilcoxon rank sum tests show consistently that, regardless of the
scenario, respondents indicating a willingness to recreate themselves also predict a significantly
higher number of people to make the same decision, compared to respondents indicating to stay
home (all are significant for p <.001; for an overview of these statistics, see Appendix Table 2.06).
The prediction is significantly correlated with citizens” own decision to go: for each percentage
point increase in the prediction that others will go, the marginal effect of going themselves
increases with an average of 0.3% (results are not presented in the table: ranging from 0.2% to

0.4%, p <.001 throughout all contexts).

2.4.2 Predictors

A key question is which factors are decisive for choosing to leave the home for
recreation in each of these conditions. Table 2.3 investigates the role of personal characteristics
in the choice for recreation per condition using a logit regression. The results show that
education plays a key role in the decision to go, despite the regulation. The low education group

turns out to be most likely to abide by the rules. The middle-educated category (post-secondary
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vocational degree, undergraduate education, or higher level of high school) are generally more
inclined to go, compared to the low education group (post-secondary vocational education or
lower-level high school). The most highly educated respondents (undergraduate degree or
higher) indicate an even higher willingness to go. The effect of education is most profound in
the low (for middle education the marginal effect is 12.9%, z = 2.43, p = .015; for high education
the marginal effect is 17.9%, z = 3.29, p =.001) and high context conditions (middle: 10.6%, z
= 2.41, p = .016 and high: 11.0%, z = 2.51, p =.012, respectively). In the “medium” condition,

we find no effect of education.

Table 2.3 Logit regressions: respondent characteristics and decision to go.

No context Low Medium High
Female 0.984 1.006 0.963 0.995
(-0.65) (0.20) (-1.57) (-0.20)
o | Middle 1.073 1.120% 1.060 1.106*
g (1.85) (2.43) (1.43) (2.41)
& | High 1.095% 1.179%% 1.069 1.110%
> 2.27) (3.29) (1.61) (2.51)
31 t/m 50 0.967 0.903* 0.990 0.991
z (-0.92) (2.27) (-0.29) (-0.25)
% | Above 50 0.907* 0.791%%% 0.926* 0.919*
(-2.57) (-5.12) (2.12) (-2.16)
General 1.008 0.983 1.004 1.002
g 1.01) (-1.76) (0.55) 0.21)
§ Social 0.995 0.997 0.989 0.991
g2 (-0.70) (-0.29) (-1.61) (-1.22)
& | Health 1.016* 1,048 1.020%+ 1.023%+
(2.57) (5.54) (2.96) (3.16)
Chi2 33.63 70.12 29.26 2636
N 964 964 964 964

Note: Education is relative to the baseline category “Lower education” and age is relative to the baseline category
“30 years or younger.” z-statistics in parentheses. Standard errors are clustered at the individual respondent level. *
p <0.05, ** p < 0.01, # p < 0.001

We also observe an effect for age, but not for gender. The effect for age is negative
across all contexts. In the low crowdedness context, both age brackets have a significantly
negative marginal effect (-9.7%, z = -2.27, p = .023, and -20.9%, z = -5.12, p < .001, respectively),
whereas for all other contexts we observe older respondents (50+) to be less likely to visit the
recreation location, compared to the 30 year and younger category. Interestingly, the impact of

personal characteristics seems to diminish when the streets are getting busier: in the highly
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crowded context, both the significance as well as the strength of the effects of education and
age decrease as compared to the “low” context.

The general and social risk attitudes do not have a significant influence on the decision
of respondents. The degree to which respondents are willing to take risk with their own health,
however, is important throughout all contexts. For each incremental increase of willingness to
take risk on this domain, the probability that a respondent will go increases with 1.6% (z = 2.57,
p = .01) to 4.8% (z = 5.54, p < .001) per context. This result implies that the decision to go
depends more on respondent’s own health considerations than on the fear to contaminate

others.

2.4.3  Additional Explanatory Variables
24.3.1  Similarity and Imaginability

The hypothetical nature of self-reported vignette studies negatively affects their validity
compared to actual behavioral measures (this is also referred to as the intention-behavior gap;
Sheeran & Webb, 2016). The decision to go and visit a crowded place on a hot summer day will
be influenced by the degree to which each respondent in our sample can relate to this specific
scenario. For instance, a person living in a city center without a garden will likely better
understand the motivation to go out of the house as compared to a person living in a rural area
with big garden. To test whether these location-dependent characteristics influence the decision
to go, we measure two additional indicators: level of similarity (e.g., to what extent the situation
mimics their own situation) and the level of imaginability (e.g., to what extent are respondents
able to imagine being in such a situation). For a summary of these metrics in our sample, see
Appendix Table 2.5.

We find that similarity increases the likelihood of visiting a crowded place. Panel A of
Table 2.4 shows that for each increase on a similarity scale from 1 to 10, the marginal increase
of going out ranges between 2.3% and 1.5% depending on the context (no context: z = 5.25, p
< .001 and high context: z = -3.07, p < .01, respectively). Beyond similarity, imaginability
increases the probability of going out in the low context (1.8%, z = 2.49, p < .05) and high
context (1.2%, z = 2.03, p < .05). In sum, both the similarity and imaginability of the situation

increases the probability of visiting the recreation area, in most contexts.
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Table 2.4 Logit Regressions: Location Dependent Characteristics and Decision to Go

No context Low Medium High
Panel A. Relatability
Similar 1.024 1.019™ 1.023" 1.015™
(5.25) (3.22) (4.90) (3.07)
Imaginable 1.004 1.018" 0.999 1.012*
(0.80) (2.49) (-0.19) (2.03)
Chi? 33.63 70.12 29.26 26.36
Controls Yes Yes Yes Yes
N 964 964 964 964
Panel B. COVID-19 Exposure
Reported Cases 1.023 1.076 1.072 1.035
0.61) (1.51) (1.80) (0.80)
Hospital Admissions 0.973 0.972 0.948 0.963
(-0.79) (-0.63) (-1.51) (-0.96)
Deceased 1.010 0.968 0.997 1.012
(0.43) (-1.10) (-0.13) (0.46)
Chi? 32.26 62.90 29.09 28.19
Controls Yes Yes Yes Yes
N 840 840 840 840

Note: Panel A shows the marginal effect of the reliability measures on the decision to go. Panel B shows the marginal effect of COVID-
19 different exposure indicators, using postal codes, on the decision to go. The measures are per 100 inhabitants, and transformed to
natural logarithm due to a highly skewed distribution. Note that sample B consists of a smaller sample due to missing values in the
COVID-19 database. Both panels are controlling for all personal characteristics presented in Appendix Table 2.7: education, gender, age,
and risk attitude. z-statistics in parentheses. Standard errors are clustered at the individual respondent level. * p < 0.05, ** p < 0.01, ***
p <0.001

24.3.2 COVID-19 exposure

In order to generalize our results to other situations, and to show that policy and
context drive the behavioral intensions that we observe, we assess the impact of COVID-19
exposure on the decision of our respondents to go. It is plausible that the survey participants
experience the context we present to them in the light of their own experience of the COVID-
19 threat. In order to investigate the robustness of our findings, we match all individual
respondents to COVID-19 metrics that are publicly available through the Dutch Ministry of
Public Health, using respondent postal codes (RIVM, 2020). Specifically, we standardize
reported COVID-19 cases, hospital admissions, and COVID-19-related deaths such that for
each postal code the value shows the ratio per 100 inhabitants.

Panel B of Table 2.4 shows the effects of local COVID-19 metrics on the decision to
go, for each context. Due to the skewedness of all the metrics, we transformed the metrics using
a natural logarithm. First, we find a marginally significant impact of the number of hospital
admissions on the likelihood of going out at the medium level of context (-5,2%, z =-1.51, p<.1).

For all other levels, the number of hospital admissions and COVID-19-related deaths do not
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have an effect on the likelihood of going out. For the number of reported cases we find a
marginally significant trend at the 10% significance level, having the opposite effect. Specifically,
a larger number of reported cases suggests a higher likelihood of going out, only for the low and
medium context, ranging from 7.6 to 7.2% increased likelihood (medium context: z = 1.51, p <
.1 and low context: z = 1.80, p < .1, respectively). 2°

In summary, the influence of local COVID-19 exposure on our results, based on
publicly available COVID-19 data, is weak and inconclusive. We observe an increased trend to
recreate when there are more reported cases in the respondent’s postal code. However, this
correlation could also be reversed in causality: more cases are reported because people tend to
go and recreate. On the other hand, we find a comparable yet opposite likelihood of going for
the local COVID-19 exposure of hospital admissions. The effects are concentrated exclusively
in the “low” and in the “medium” condition, and they are only marginally significant.

Opverall, given that both robustness analyses have an effect on the decision to go, we
also added COVID-19 exposure measures, as well as the similarity and imaginability measures,
as controls in the main regression of Table 2.3 (see Appendix Table 2.7). We observe only minor
significance changes and no noteworthy changes in interpretation or direction of our previously

discussed main results.

2.5 Discussion

2.5.1 Conclusion

Public health policies to contain COVID-19 infections are under heavy scrutiny. An
important pillar of public policies in almost any country is the recommendation to “avoid
crowded places.” This appears to be a straightforward message, but in reality, it is not, since it
inevitably introduces considerations of other people’s expected actions in citizens’ own decision-
making process. Although the results in this paper suggest that the majority of citizens adhere
to the policy recommendation®, the results also suggest that people are implicitly forced to make

a correct estimation of the situation outside. This is not trivial to each individual. The results not

2 The lack of significant effect of the exposure to COVID-19 could be due to a discrepancy between the official numbers and the
perceived exposure by each individual. We do not suggest that the perceived exposure would be a more accurate COVID-19 exposure
metric, but do acknowledge that this subject perspective (related to health beliefs) could be a relevant explanatory factor in our results on
its own. See the limitation section for a further discussion on this topic.

30 In the limitation section, we discuss some important psychological factors that could potentially explain the proportion of individuals
who are not affected by the social context, and will always stay home.
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only show that a vast majority of respondents is unable to make an accurate estimation about
others’ behavior, but also that a wrong estimation could lead to a worsened outcome.

In line with the theoretical framework, providing information regarding the situation
outside initially leads to a rational choice (e.g., when it is calm, the majority intends to go, and
when it is reportedly getting crowded, more respondents intend to stay home). The strategic
decision underpinning is most clearly illustrated when moving from “no” context to “low”
context: a steep increase of people who go themselves, combined with a significant decrease in
the expectation of others to go. However, once people know that it gets even more crowded
outside (“medium” to “high”), respondents indicate a greater willingness to go out, combined
with an increase in expectations about others going, possibly leading to an escalation in
crowdedness. These observations seem to indicate behavior contamination (Huremovié, 2019):
the stronger the expectation that others will go, the more likely it is that people will go themselves
(Keizer et al.,, 2008). Our results suggest this latter “explicit” violation of the public health
regulation is more likely a result of using social cues for ambiguity management than a bad-apple
effect. Comparing the behavioral trend from the “low” to “medium” and finally “high” context,
we see that moving to more ambiguity (medium crowdedness context) leads to fewer people
going (e.g., providing no context is almost identical to the medium context, strengthening the
ambiguous interpretation of the medium context). Since we do not observe a linear increase in
violation over intensifying crowdedness contexts, but a parabolic relation, we believe it is likely
that we witness the social context as informative to behavior, instead of provoking “violating”
behavior. Overall, both theoretical predications are supported: strategic decision making seems
to motivate people to go out when they expect others to stay home, whereas explicit escalation
follows once the general expectations are that more people will go out.

The heterogeneous effects of multiple predictors on the decision to go gives crucial
hints on the motivation and underlying thought process per context. A key indicator is the effect
of education on the low and high context suggests that educational background is more
important in the rational or strategic low context) decision, than in the escalation (high context).
Thus, we conclude that in the low context situation, highly educated people act strategically and
in the medium context the social norm is leading in coping with the ambiguity. In the high
context, social norms lead to escalation. Second, overall, the willingness to take risk in the health
domain is an important predictor to go out: the higher the willingness to take health risks, the
higher the likelihood of going out. Interestingly, this effect is strongest in the low context

condition. The marginal effect of the willingness to take risk in the health domain is almost
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double compared to the other conditions. We observe the same for age: older individuals are
less likely to go out in general, but the effect is almost twice as big in the low context condition
compared to all other conditions.?! Although our results do not imply causality, and must
therefore be interpreted with caution, they are not contradicting our previous conclusion: in the
low context, a strategic decision process underlines the decision to go. Education, health, and
age weigh heavily in the ultimate decision. These factors weigh less strongly in the “high context”
condition, where the decision to go is rather motivated by behavior contagion instead of
individual considerations. In other words, in a “low context” situation, people decide
themselves, in “high context”, others (at least partially) decide. Specifically, in line with the
Health Belief Model (HBM; Champion & Skinner, 2008) it is likely that perceived susceptibility
and severity of the infection are influenced by the social context. Seeing others go out, might
signal that others estimate the severity lower than they themselves do, lowering the motivation
to stay inside (leading to behavior contagion).

The context that is given to people in their decision-making process is thus detrimental,
but does not have a uniformly positive effect. Additional relevant factors such as willingness to
take risk with one’s own health and the similarity to one’s own situation all increase the likelihood
to visit crowded places.

It is also evident that people underreact to the behavior of others. In general, we
observe incorrect pessimism about other people’s behavior: across all conditions, people expect
far more people to go than the collective intention to do so. However, individuals also
underestimate the effect context has on others, even when it has a profound effect on our own
behavior. In other words: when the context influences people to go, people underestimate the
increase in crowdedness as a result of other people making the same judgement due to the same
change in context. This causes an escalation in the “low” context: Although the crowdedness
context signals a quiet situation at the location of recreation, people do not take into
consideration that the majority will come to the same conclusion. As such, our findings result in
the somewhat paradoxical prediction that it will be busiest in the low crowdedness context.

In conclusion, the main aim of this paper pertains to assessing the impact of an

ambiguous policy to "avoid crowded ateas", leaving individuals to form expectations about the

31 It is important to note that the “low context” condition has 50 to 100% more people going out compared
to the other context conditions. The strength of the significance and coefficient in a logit regression is influenced by the
total amount that go out in that context compared to other coefficients. However, although the significance of the effect

could be more easily detected, the magnitude of the coefficient should be less affected.
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level of crowdedness themselves. without guidance on which information they can use to come
to this assessment.’> We show that, providing individuals with an ad-hoc proxy for crowdedness
of which the informational value is unclear, leads to suboptimal yet predictable thought
processes and decisions. Specifically, we show that a considerable number of people think they
are strategically avoiding crowded places when it is quiet outside, and follow the herd when it is

busy.

2.5.2 Limitations

We strive to identify how the current (Dutch) COVID-19 policy recommendations,
combined with limited information availability, influences behavior of individuals. In doing so,
we intentionally strike a balance between a rigid experimentally controlled design, and elicitation
of real-life ambiguity that closely reflects the current situation that individuals find themselves
in. Loosening the experimental controls often comes at the cost of increasing the likelihood of
omitted variables. Below, we discuss three main limitations of this study.

First, to achieve real-life ambiguity, our experiment is intentionally ambiguous in two
dimensions: the location of recreation and the level of crowdedness. The first ambiguity
increases the probability that the participant empathizes with the hypothetical situation.
Specifying the location would surely have increased uniformity in beliefs about the expectations
of crowdedness, travelling factors, or density of the location (e.g., how crowed is a beach
compared to a forest or city center?). We acknowledge that omitted variables directly related to
the preferred location might influencing the decision. However, keeping the location as a general
category increases the likelihood that participants are able to envision themselves in this
hypothetical location, regardless of their personal preference. This means our results can be
generalized. Indeed, respondents in the sample their ability to envision themselves in this
situation (average imaginability score of more than 6 out of 10), even though respondents might
not necessarily be in this situation (average similarity score is only 4 out of 10). The second
ambiguity is on the degree of “crowdedness.” This is not stated as an objective measure, but as
a subjective experience that depends on the interpretation of the participant. For example, “the
streets are slowly getting busier” aims to elicit a general tendency of increasing crowdedness in
the community, but could be influenced by the literal interpretation of what the individual

considers “the streets” as well as “getting busier.” Moreover, we consider these conditions to be

32 Note that we ate explicitly not manipulating communication or policy recommendations.
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at least ordinal in our interpretation, but the proportional distance between these levels can only
be assumed. We are therefore unable to exclude that, in both dimensions, the interpretation of
the ambiguity may lead to other reasoning and thus other behavior than we anticipate. However,
note that these ambiguities are present in real-life decisions as well. We argue that the value of
generalizability (at least partially) compensates for these potential omitted influences.

Second, we take a wide variety of individual factors and traits into consideration, but
must acknowledge that additional personal beliefs and traits might matter as well. Most
profoundly, we explicitly do not discuss motives for individuals to stay at home throughout all
conditions and contexts. For instance, Jeong et al. (2016) mentions the most frequent reaction
to a pandemic to be the uncontrollable fear for infection. Individuals who were exposed to
infection are more likely to develop worries about their own health and infecting others.
Especially pregnant women and parents with children are likely to develop such fears (Braunack-
Mayer et al., 2013). By focusing on individuals who consider to go, we neglect motives to not
go at all. Seeing that the majority in our sample chooses not to go out at all, we feel strongly that
psychological factors such as pervasive anxiety and uncontrolled fear (Serafini et al., 2020), as
well as individual self-efficacy and perceived benefits of staying at home (Health Belief Model;
Champion & Skinner, 2008), are key drivers for this behavior. However, this paper does not
focus on the decision to go at the extensive margin, and is therefore unable to explain key drivers
not to go at all, regardless of social context. More extensive research should focus on including
and identifying the crucial factors determining the absolute choice to stay home.

Moreover, although we include risk aversion (in multiple relevant domains),
demographic differences, and personal exposure to COVID-19 in our analysis, we do not
include personality traits. We also need to acknowledge that, although we strived to approximate
personal exposure to COVID-19, we are unable to identify frontline healthcare workers who
are exposed to a uniquely intense level of exposure incomparable to private life exposure. Note
that Figure 2.2 shows that our sample holds over 15% healthcare workers, but we are unable to
distinguish between frontline COVID-19 workers and healthcare workers for which exposure
is comparable other occupations (e.g., massage therapist, dentists, or physical therapists). Finally,
we expect that people with a garden (or perhaps even a balcony) might find the need to recreate
outdoors significantly less acute as compared to (large) families in apartments without such
amenities. We specifically ask the respondents to consider a situation in which the area of
recreation is the only available means of recreation, but we cannot exclude the possibility that

other individual differences influence our results.
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Figure 2.2 Distribution of occupations.
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Note: The graph includes the percentage of respondents for the five largest groups of professions in our
sample, making up for more than half our sample. Note that healthcare professions in our Dutch sample
include “well-being” (“zorg en welzijn”), which is a broader category than purely healthcare professionals.
This also includes massage therapists and physiotherapist, for instance.

Finally, we frame our experiment as a one-shot game even though in real-life, people
are able to update their information. Information about traffic jams, live news coverage of
popular spots, and even witnessing crowdedness themselves once they are on the road will
potentially change behavior. This includes information from past days (e.g. media coverage of
previous hot days), current events (e.g. social media coverage of friends and family), and future
updating (e.g. once traveling, seeing others on the streets). For some people, this information
will influence their decision on the day itself, for others their commitment to their initial decision
will be less easily swayed. However, we note that we do not argue that our key take-away is that
all popular locations will inevitably end up crowded due to the ambiguous policy. The main
result of our paper is that this policy combined with no clear and updated information of the
behavior of other participants (e.g., state of the recreation spot) leads to an unintended
suboptimal group decision following an (seemingly) optimal individual decision. Without correct

information or information updating, this could lead to an escalation of crowdedness.

2.5.3 Implications

The COVID-19 pandemic demands significant self-control from society to stay home.
The recommendation to avoid crowded places creates a sense of freedom and offers the
possibility to act dynamically given the circumstances. The definition of this policy advice,

however, also offers freedom in interpretation. Consequently, the freedom is implicitly asking
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more from the population than it initially seems. “Use your common sense” is often the
accompanied advice, but our results show that more and better information concerning the
context is essential to make an optimal decision.

The results of this research are not predominately pessimistic. Besides the fact that the
majority of respondents indicates to stay home, we also identify a strong inclination to avoid
crowded places. Only after feeling that nobody stays home any longer are people legitimizing
their own violation of the recommendation. Furthermore, the existing pessimism that society
has regarding the behavior of others could lead to an escalation of the situation. Providing up-
to-date information could be detrimental for an accurate estimation of the situation. This
information could reinforce and stimulate positive behavior. Both going out as well as staying at
home are rational and ethical choices. It is, however, the relevant context that determines
whether going or staying leads to a rational decision, or escalation. Without this information, the
outcome of a decision will remain uncertain.

Additionally, discouraging unwanted behavior should be tailored to the individuals
who are more inclined to ignore the policy recommendation. Young as well as highly educated
people are less sensitive to policy recommendations in the calmer contexts, and should thus be
discouraged accordingly. They draw valid conclusions, but do not seem to be aware of the
potential harmful consequence when a large part of society independently reasons in the same
way. Here too, facilitating relevant information could offer a solution, and avoid escalation.
Moreover, seeing the violations of this policy in age brackets could spark the discussion of
monitoring ‘youth hotspots’ more than other hotspots. If it would turn out that the young
remain insensitive to this recommendation even after our suggested enhancement of
information, differentiation in monitoring locations could be an effective detergent method
policymakers should consider before relapsing to the most restricting policy to ‘stay at home’
for all. However, at this point the interaction between punishment, monitoring, and information
provision remains speculative without further examination.

Finally, the risk profile of each individual could offer a potential policy approach.
Finding that the risk attitude regarding citizens’ own health plays a key role in their decision to
go or stay home, suggests that campaigns emphasizing and educating people about their own

health risk could improve the collective behavior of society.
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2.6 Appendix

Table 2.5 Pairwise Correlations of Independent Variables

Variables 1 ) 3) [©) ®) ©) @) 8) ©)

Education  Age Similar Imaginable ~ Reported  Hospital Deceased  General Social
Relatability Relatability Cases Admissions Risk Risk
Attitude Attitude

(1) Education 1.000

(2) Age -0.343%¢% 1.000

(3) Similar Relatability 0.079 -0.162%% 1.000

(4)Imaginable Relatability 0.165%** -0.173%%% 0.506%** 1.000

(5) Reported Cases 0.068 -0.046 -0.052 0.017 1.000

(6) Hospital Admissions 0.083 -0.078 -0.050 0.006 0.958+¢% 1.000

(7) Deceased 0.089 -0.056 -0.034 0.013 0.930%¢% 0.921* 1.000

(8) General Risk Attitude 0.068 -0.013 0.124x 0.075 0.004 -0.023 0.017 1.000

(9) Social Risk Attitude 0.071 0.052 0.049 0.076 0.022 -0.030 0.022 0.478%x% 1.000

(10) Health Risk Attitude 0.020 0.013 0.103 0.032 0.030 -0.008 0.033 0.508+** 0.372%¢%

Note: for this table, education and age are not transformed to categories. Education is on a 0 to 11 scale. All COVID-19 exposure (5-7)
measures are stated per 100 inhabitants, and transformed to natural logarithm due to the skewed nature of the distributions. Note that
the highest correlated factors were also included stepwise into the main model, to check for collinearity issues. *** p<0.007, ** p<0.01, *

$<0.05

Table 2.6 Statistics on the Expectations of Others Going Within Each Condition

Predicted ratios of others’ going

Total I will go I will not go p-value
o ;;? No context 42.31 40.92 53.61 00
ERN (20.85) (20.51) (20.21)
No context 52.54 50.89 61.32 00
. (19.93) (19.78) (18.41)
<
[e]
& Low 49.90 46.93 57.58 00
2 (22.25) (21.08) (23.34)
Z
& Medium 49.44 48.40 55.19 00k
= (20.55) (20.05) (22.29)
5
(=]
& High 52.38 50.57 60.03 00
(21.79) (21.26) (22.38)
N 1048

Note: First column shows the overall average predicted percentage of other’s going. The latter columns show the same
statistic, split depending on the participants going themselves (“I will go”) versus staying home (“I will not go”). The size
of these subgroups fluctuates per condition and context. Standard deviation in brackets. P-value based on non-parametric
ranksum test. * p < 0.05, ** p < 0.01, " » < 0.001.
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Table 2.7 Integrated Logit Regression: Personal and Location Dependent

Characteristics and Decision to Go

No context Low Medium High
Middle 1.072 1.126 1.063 1.105
g (1.88) (2.23) (1.47) (2.30)
E' High 1.084" 1.160™ 1.056 1.096"
(2.13) (2.85) (1.32) (2.19)
Female 1.002 1.024 0.975 1.013
(0.09) (0.70) (-1.03) (0.46)
31-50 0.983 0.926 1.006 1.020
(-0.44) (-1.58) 0.17) 0.53)
z
Above 50 0.922 0.812" 0.938 0.945
(-2.06) (-4.23) (-1.73) (-1.47)
General 1.004 0.981 1.003 0.999
(0.45) (-1.81) (0.35) (-0.10)
z
§> Social 0.996 0.996 0.989 0.988
g‘ (-0.62) (-0.49) (-1.51) (-1.58)
&
Health 1.015" 1.044 1.015% 1.023*
(2.33) (4.85) (2.37) (3.14)
Similar 1.024"* 1.017* 1.023"* 1.016™
g (4.90) (2.63) (4.70) (3.00)
g
=
& | Imaginable 1.002 1.014 0.998 1.010
0.39) (1.84) (-0.35) (1.56)
1.023 1.074 1.072 1.032
@) Reported Cases
g 0.64) (1.47) (1.85) (0.75)
S
= ) . 0.984 0.977 0.957 0.970
e Hospital admission
o (-0.51) (-0.52) (-1.28) (-0.79)
5
2
= 1.005 0.968 0.992 1.010
@ Deceased
0.24) (-1.10) (-0.33) (0.40)
Chi? 62.22 69.83 50.10 41.58
N 840 840 840 840

Note: Education is relative to the baseline category ‘Lower education’ and age is relative to the baseline category *30 years or younger’.
All COVID-19 exposure measures are stated per 100 inhabitants, and transformed to natural logarithm due to the skewed nature of the
distributions. The sample is smaller compared to table 3 due to missing values in the COVID-19 exposure data. g-statistics in parentheses.
Standard errors are clustered at the individual respondent level. * p < 0.05, " p < 0.01, ** p < 0.001..
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Chapter 3

The Work Productivity and  Stress
Questionnaire (WPSQ) and Recall Bias™”

3.1 Introduction

Productivity is the pillar of work success and satisfaction. Being successful at work is
synonymous with being productive, and especially for employers, high productivity in turn
translates to better firm performance (e.g. Krekel et al., 2019; Palia & Lichtenberg, 1999). Not
only is a happy employee a productive employee, but the reverse is found to be true as well (e.g.
Mamiseishvili & Rosser, 2011; McNeese-Smith, 1996; Miller & Monge, 1986). Productivity (and
productivity change) is therefore a potent indicator: high productivity signals good performance
or a successful company policy change, low(er) productivity might indicate that action needs to
be taken, or policy changes should be reconsidered.

Inferring the stability of, or change in, productivity requires accurate measurement, yet
measuring productivity is elusively challenging. When the outcome is either abstract, not
standardized, or not easily observed labor, directly measuring the output is not representative
(in comparison to manual labour, for instance; Bartelsman & Doms, 2000; Singh et al., 2000;
Syverson, 2011). For example, high-skilled workers do not produce the same outcome on a fixed
basis, and changing projects and deadlines, as well as evaluation of the final result might differ
within and between workers. As a result, most research focusing on high-skilled desk workers
relies heavily on self-reported measures of productivity (Bloom & Van Reenen, 2007; Del Gatto
et al,, 2011; Fire et al., 1998; Gidwani & Dangayach, 2017; Singh et al., 2000; Skirbekk, 2004;
Syverson, 2011). This paper sets out to provide versatile, self-report-based, multidimensional
productivity and stress questionnaire to approximate high-skilled labor productivity. I

reconstruct and validate a Work Productivity and Stress Questionnaire that fits items to a large

33 *This is a single author chapter
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sample of homeworkers. For a metric so pivotal in performance research, this productivity
questionnaire aims to be better-identified than its current alternatives, yet still easy-to-apply. The
resulting tool can be used as an alternative when objective measures of productivity are obscured
or unavailable.

In addition, I explore whether retrospective reports of a self-reported questionnaire
remain valuable in the productivity domain. Retrospective memory limitations have repeatedly
been shown to decrease the inaccuracy of recollection of past autobiographical sentiments. For
instance, people unintentionally let their current feelings influence their retrospection (recall bias;
Coughlin, 1990; Raphael, 1987). I utilize this questionnaire to explore the topical pandemic-
driven working-from-home shift. The volatility in productivity during that pandemic additionally
enables the identification of recall bias in the work and productivity context, previously

unexplored.

In this paper, I first redevelop the Health and Work Questionnaire (HWQ)
questionnaire originally developed by Shikiar et al. (2001) and assess its performance in a work-
from-home context. I apply a principal component analysis on the items and find different
factors that fit the data better. I identify, label, and discuss the internal consistency, reliability,
and validity of these factors and explore the performance compared to the original
questionnaire’s factors. The results of the questionnaire validation show that the new principal
component analysis outperforms the original questionnaire factors. The restructured
questionnaire, which I name the Work Productivity and Stress Questionnaire (WPSQ), identifies
five factors: productivity, productivity by others, peer relations, nonwork satisfaction, and stress
and irritability. These factors show a clear improvement over the original factors. For instance,
the internal consistency of the factors in the WPSQ does not fall below 0.73 (Cronbach's alpha),
improving from alpha’s often dropping below 0.65 in the original scale. Moreover, the
productivity factor more often correlates to relevant single-scale items (both divergent as well as
convergent), and the factor of stress and irritability is better correlated with items approximating
absenteeism. The latter was previously mentioned as a caveat of the HWQ. Using the repeated-
measure, | show that the factors are also consistent for different measurements and reliable over
time.

Second, I explore the recollection accuracy over time using within-subject repeated
measures. Following a short literature introduction on recollection accuracy and memory pitfalls,

I identify a consistent recall bias and explore possible alternative explanations for this
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phenomenon. The results of the within-subject repeated measure uncover a consistent recall
bias. This bias is often overlooked in the productivity domain, yet inherent to self-reported
(autobiographical) recollection of questionnaire scores over time. I show that, although the
questionnaire WPSQ is internally consistent, the retrospective scores themselves are heavily
influenced by a recall bias: the current state colors the recollection of the past. With a regression
approach, I debunk the initial observation that suggested that increased current scores increase
accuracy.

The contribution of this paper is twofold. First, I develop an improved tool to estimate
productivity through self-report. The growing popularity of working away from the office
underlines the importance of monitoring productivity and work satisfaction in alternative ways.
The multidimensional factors of this easy-to-administer tool extend the assessment beyond
productivity, where multiple relevant domains provide more insights into the construction of
underlying productivity and work satisfaction. Second, identifying a recall bias in all factors
during a highly volatile period warns us to interpret self-reported past productivity with great
caution. Without acknowledging this bias, an evaluation of the impact of the first months of the
pandemic on productivity could be severely misjudged.

The remainder of this paper is divided into two parts and structured as follows. Part A
describes the Work Productivity and Stress Questionnaire (WPSQ) development. Following the
literature-based introduction of section 2, section 3 continues by describing the questionnaire
construction, analysis approach, and data collection. In section 4, I describe the WPSQ factors
following a factor analysis and show the validity and reliability. This section ends by comparing
the WPSQ factors with the single-scale items of productivity. Part B, in turn, explores the
recollection accuracy of the within-subject repeated measure using the WPSQ factors. In section
5, I discuss the relevant literature including recollection accuracy and memory to establish a
theoretical framework. Section 6 continues by describing the multiple periods that the
questionnaire targets and graphically display the hypotheses following the literature. This section
also describes the analysis approach and models used to estimate the findings. Section 7
discusses the results, which include the descriptive trends, the within-sample differences and
trends over time, and regression estimations of the observed recollection. Finally, section 8

concludes.
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A. Constructing the Work Productivity and Stress Questionnaire

3.2 Background

The Health Work Questionnaire (HWQ) was developed aiming to uncover the
relationship between health behavior and productivity (Shikiar et al., 2004). The HWQ measures
workplace productivity, satisfaction, concentration, peer relations, and stress and enables the
assessment of interventions at the workplace or health by measuring productivity on a
multidimensional level. To date, the questionnaire has been used extensively in the literature and
is considered a low-cost, valuable approximation of productivity in relation to worker health
(Escorpizo et al., 2007; Healy et al., 2016; Hovinga et al., 2008; Lofland et al., 2004; Thorp et al.,
2014).

Monitoring productivity using self-reported measures has become increasingly
important during the shift from the office to working from home, especially as a result of the
COVID-19 pandemic. For many employees, the pandemic-driven shift to the home
environment was novel and abrupt. Employers, in turn, were unable to accurately and closely
monitor work productivity and stress. Even basic communication was limited, and workers were
often just sporadically seen through telecommunication. This lack of information increased the
demand for periodical check-ups regarding productivity (Farooq & Sultana, 2021; Galanti et al.,
2021; Zito et al., 2021). But straightforwardly asking how productive people feel might not
reflect and cover the multitude of factors that comprise productivity. For instance, the physical
environment itself could potentially hamper productivity beyond employee motivation. The
extent to which the changed physical space, hardware, or coworker interaction quality affected
productivity was unknown and required close monitoring (Davis et al., 2020; B. Wang et al.,
2021; Yang et al.,, 2022). Moreover, the general physical and mental health as well as stress
experienced by employees during this specific period (through work or nonwork factors) could
potentially affect employees’ work and nonwork satisfaction, and thereby productivity (Awada
et al., 2021; Etheridge et al., 2020; Hallman et al., 2021). Therefore, productivity measures that
include health-related factors may optimally capture the employee’s sentiment in the move from
the office to home (and back). The Health and Work Questionnaire covers both productivity
and its relation to health (Halpern et al., 2001; Shikiar et al., 2001, 2004).

Although the Health and Work Questionnaire (HWQ) is well-cited and holds

significant value as a tool for worker productivity and satisfaction assessment, scrutiny of the
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HWQ uncovers three key limitations that request reconsideration. First, the HWQ was
developed using a relatively small sample (N=294) with preselection criteria which might limit
the external validity. Second, multiple studies comparing productivity and health measures
critique the HWQ for neglecting explicit measures of absenteeism (Lohaus & Habermann, 2019;
Mattke et al., 2007; Ospina et al., 2015). Absenteeism is defined as the unplanned absence from
work due to illness or lack of concentration and is seen as an important factor in productivity
loss (Johns, 2010). Finally, there is no information available on retest reliability or validity. How
consistent and accurate the constructs are over time is disregarded, yet important for the
(repeated) use in multiple domains (Beaton et al., 2009). Shikiar et al. (2004) underline that
further questionnaire validation is needed before use as a primary measure. This paper sets out
to mitigate these limitations, resulting in a better-identified, but still easy-to-apply worker

satisfaction and productivity measure.

3.3 Methods

3.31 Questionnaire

The survey used in Shikiar et al. (2001) consists of three sections. First, all 30 items
previously used in the original Health and Work Questionnaire construction process are
included (Shikiar et al., 2004). These items are scored on a ten-point scale. The scales for each
item are tailored to the questions, such that satisfaction items have a scale from “very
dissatisfied” to “very satisfied”, whereas others such as quantity or quality of work have a scale
from “my worst ever”, to “my best ever”. These 30 items also include the six items that were
excluded from the final version of the health and work satisfaction questionnaire proposed by
Shikiar et al. (2004).

Second, the questionnaire includes multiple single-item scales. On a 10-point scale,
ranging from “very” to “not all all”, participants are asked to score “How productive are your”
and “How satisfied are you with workr”, and “How suited is you job to do from home?”.
Additionally, participants indicate their willingness to continue to work from home (“yes” or
“no”). Finally, participants are asked to rate, on a 7-point scale, ranging from “never” to “often”,
how often they take vacation days, call in sick, and take breaks during working hours. These

latter items approximate “absenteeism.”
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Last, individual demographic information, as well as work and household factors, are
measured, given that they may influence productivity adaption of working from home, or
influence general productivity over time. It must be noted that this questionnaire is part of a
larger study on the effect of indoor environmental conditions on working from home
productivity (see chapter 4). Additional items that follow later in the questionnaire focus on the
characteristics of the working from home office -- these items are independent and are thus not

described or discussed in this paper.

3.3.2 Data collection

The data was collected during two periods, June 2020 and November 2020. In June
2020, 1,048 participants successfully completed the questionnaire. In November 2020, 772 of
the 1048 participants from June 2020 completed the questionnaire for the second time. Thus,
276 participants from June 2020 did not participate in the second round. This attrition was
compensated by collecting data from 230 new participants in November, bringing the total of
the completed November 2020 surveys to 1,002. As shown in Table 3.1, for June and November
2020 combined, 772 repeated respondents and an additional 506 unique respondents (either only
November or June 2020) led to 1279 participants being reached in total. Throughout this paper,
we will refer to the first measurement in June as T'1, and the second measurement in November

as T2.

Table 3.1 Participant completion for both measures

Variables Matched Scores Unique Scores Row Total
June 2020 (T1) 772 276 1,048
November 2020 (T2) 772 230 1,002

Both Measurements

772 506 1,278
(Total) ?

The 1,278 participants were approached via the Flycatcher panel. Flycatcher manages
an academically-orientated, high-quality panel representing the cross-section of the Dutch
population.?* Flycatcher selected Dutch participants who met the inclusion criteria: office
workers (with a minimum age of 18 years old), which worked at least part-time from home at

the time of the survey. People without work, previously without work, or working exclusively

34 See for example (Bults et al., 2011; Poelman et al., 2021; Smeets et al., 2015)) for well published studies using the Flycatcher panel.
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from the office are excluded from the sample. Participation is reimbursed. The research setup
was reviewed and approved by Maastricht University’s Ethical Review Committee Inner City
Faculties (ERCIC_195_09_06_2020).

The COVID-19 restrictions that applied during this time determined the majority of
homework in our sample. Figure 3.1 shows an overview of the development of restrictions in
the Netherlands from March 2020 (the start of the restrictions) until December 2020. In this
Figure, measurements T1 and T2 are highlighted with respect to COVID restrictions. It is
important to note that, although the data in June (T'1) was collected during a period of alleviation
from the first lockdown restrictions, working from home was still the default at that time. There
is no reason to believe that self-selection in working from home applies to this measurement. In
November (T2), all previous easements (i.e. alleviations) were reversed whilst moving into the

second lockdown.

Figure 3.1 Timeline of COVID-19 restrictions with respect to the data collection

Survey conducted Survey conducted
2020
March April May June. July August September October November December
Lockdown Alleviations Restrictions Partial Lockdown Lockdown
+ No contact occupations allowed « Stepwise opening of primary schools « Tightening restrictions possible per « Face mask mandatory « All non-essential
« Schools and daycare closed * 1.5 meter distance only applies municipality « Stay home as much as possible shops & gyms closed
« Limit for maximum group size to 18+ years + Registration for contact occupation + Maximum group size of 2 per + Schools closed
+ Maximum group limit abandoned + Maximum group size of 6 day

3.3.3  Analysis

The analysis of section A follows three steps. First, I reconstruct and assess the
performance of the original HWQ), I recreate the factors of the HWQ based on Shikiar et al.
(2004). T asses the internal consistency (using Cronbach’s alpha) and the scalability (using
Loevinger’s Hj coefficient) of these factors for both the T'1 and T2 measurements.

Second, the items of the original survey are subjected to principal component analysis
which results in a revised questionnaire. This principal component analysis of the items, without
recreating the original factors of the HWQ), identifies the optimal number of factors that explain
the most variation between all the items. After identification of the optimal number of factors,
the items are fitted to one of these finite factors, using orthogonal varimax rotation (Merenda,
1997).

Third, I validate the revised Work Productivity and Stress Questionnaire and asses its

internal consistency. The item allocation fit is evaluated using both metrics and content
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(external) validity. I assess the metrical fit of the factors using the internal consistency of the
factor (using Cronbach’s alpha), the scalability (using Loevinger’s Hj coefficient), and the
individual inter-item correlations. The Loevinger’s Hj coefficient, specifically, estimates the
accuracy for the ability of items to order the respondents in the measured latent trait (Roskam
et al., 1986). The external validity, of face value, assesses the theoretical belonginess these items
have in the group of items in that factor. This also leads to the categorization of the factors, and
consequent factor labelling. Reliability over time is assessed by correlating the T1 and T2
measurements of each factor. Additionally, congruent and discriminatory validity is investigated
by correlating two specific factors (productivity and stress and irritability) with alternative (both

single-scale and validated) measures.

3.4 Results

3.4.1 HWQ Validation

Although the original HWQ tested 30 items, only 27 items were included in the original
HWQ questionnaire after validation. First, I include these 27 items and validate the original
HWQ questionnaire by recreating the HWQ factors a priori. The factors are formed by
allocating each item to its factor as described in the paper. Table 3.2 shows the descriptive
scoring for the constructed HWQ factors for both T1 and T2. Note that the “Supervisor
Relations” factor is indicating missing values since some workers in our sample do not work

with or for a supervisor (for instance, in case they are their own boss or head of a company).
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Table 3.2 Descriptive Statistics HWQ scales in the sample

N Mean SD Min Max alpha  Loevinger Loevinger
H Hj-min
Panel A. T1
Productivity 1,048 7.32 1.02 2 10 .90 47 27
Concentration/Focus 1,048 7.02 1.76 1 10 .81 53 47
Supervisor Relations 965 6.98 1.61 1 10 .83 74 74
Nonwork Satisfaction 1,048 7.10 1.10 3 10 .61 .35 31
Work Satisfaction 1,048 6.84 1.07 3 10 .64 32 27
Impatience /Irritability 1,048 3.65 1.71 1 10 .80 .03 .60
Panel B. T2
Productivity 1,002 7.19 1.18 1 10 92 .53 .35
Concentration/Focus 1,002 6.85 1.97 1 10 .81 .54 A48
Supervisor Relations 915 6.86 1.72 1 10 .81 .70 .70
Nonwork Satisfaction 1,002 6.43 1.42 1 10 .62 .36 34
Work Satisfaction 1,002 6.47 1.28 1 10 .64 32 .28
Impatience /Irritability 1,002 3.57 1.89 1 10 .82 .67 .03

A first look at the descriptive statistics shows productivity scores well above 7, on
average, for both measurement periods (mean = 7.19, SD= 1.18; mean = 7.32, SD = 1.02,
respectively). Productivity measured by Barone Gibbs et al. (2021) using the same questionnaire,
shows a comparable mean and standard deviation (mean = 7.1, SD=1.3) for homeworkers
during the pandemic. They find that this score significantly decreased compared to pre-
pandemic (mean = 7.6, SD=1.1; p<.001). Although Barone Gibbs et al. (2021) find no difference
in the impatience (and irritability) scale before and during the pandemic, their score during the
pandemic is noticeably lower compared to this sample (mean = 1.8, SD = 1.8). Note that the
items in the impatience (and irritability) scale are scored such that a low score indicates low levels
of impatience or irritability. A high productivity score is in turn, unsurprisingly, accompanied by
a low impatience score.

To what extent the questionnaire accurately captures the health and work constructs,
is indicated by the metrics on the right-hand side of Table 3.2. The internal consistency of the
subsequent scales is expressed by Cronbach’s alpha. On a scale of 0-1, the alpha indicates how
closely related a set of items are as a group, with 1 indicating perfect relation, and 0 completely
unrelated. Table 3.2 shows that work and nonwork satisfaction score pootly, with alphas below
the generally accepted threshold of 0.70 (De Vet et al., 2011). During the original construction,
Shikiar et al. (2004) reported the impatience (and irritability) factor to be of relatively low alpha

at 0.72. However, this sample does not confirm this finding.
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Next, the scalability of the factor, the degree to which individual items deviate from
the collective scoring of items, is assessed using Loevinger’s Hj coefficients (Schifer et al., 2021).
This metric can be calculated for the full scale (H; the degree to which a factor fits the
questionnaire's construct) as well as for each individual item (Hj; the degtree to which an item fit
within a factor). Generally, a factor score 0.3 <H<0.4 is considered a poor factor, and an item
score Hj is that 0.3 < H is considered a poor-fitting item for that factor (Stochl et al., 2012). In
both panel A and B, work and non-work satisfaction show a poor scalability score, with work
satisfaction having an item with Hj below 0.3 for both scales. In addition, for T1, productivity
holds an item that fits relatively poor in the overall scale, although the scale H remains above
0.4.

Opverall, both panels show that productivity has a high internal consistency, but the
factors might contain at least one item that harms the reliability. Moreover, both non-work as
well as work satisfaction factors do not meet the minimal requirements on both internal
consistency or scalability. Newly constructed factors based on the existing items by means of
principal component analysis thus have a high potential to increase the validity of productivity

assessment tool.

3.4.2  Principal Component Analysis

A principal component analysis was conducted on all 30 items of the questionnaire.
Figure 3.2 shows five factors with an eigenvalue above the threshold line of 1 (1.22 for the fifth
factor and 0.98 for sixth factors). These five factors explain 59% of all variation (for the the
eigenvalues, see Appendix Table 3.12). This judgment, in line with the Kaiser Criterion
(components with eigenvalues over 1 are meaningful), coincides with the scree plot analysis
(Yeomans & Golder, 1982). The rule-of-thumb states that the ‘elbow’ joint, where the scree plot
shallows out of an angle, indicates a decreased value of additional components (Cattell, 1960).
After component 5, limited additional variance is explained by component 6 onwards.
Identification and further analysis of the five-factor solution of the internal consistency of the

factors and the scalability of the individual item further confirm this cutoff.

48



The WPSQ and Recall Bias

Figure 3.2 PCA scree plot of Eigenvalues

10
1

Eigenvalues
6
1

4
1

T T
0 10 20 30
Number of Clusters

| 95%Cl —e— Eigenvalues |

An orthogonal varimax rotation displays the optimal allocation of each item with a
respective factor. Table 3.3 shows factor loadings and item allocation per factor. Stevens (2012)
suggests that critical values indicating relevant loadings depend on the sample size. Based on a
sample of 1,000 participants, factor loadings below 0.162 are not considered significantly
relevant, using an alpha level of 0.01 (two-tailed). Therefore, values below 0.162 are colored light
grey in Table 3.3.

The scalability assessment indicates one outlying item that showed Loevinger Hj-min
below 0.3: WPSQ item 29 was dropped from its respective factor. Note that two items that were
originally dropped now remain in the framework (WPSQ items 28 and 30; for a complete
overview of the WPSQ versus HWQ item and factor allocation, see Appendix Table 3.13). One
item (“What is your view of your quality of work for this week”, WPSQ ID 4) loads comparable on both
factor 1 and factor 2. Since deleting this item from the scale will harm the internal consistency
(Cronbach’s alpha decreases from 0.88 to 0.87), I categorize this item in factor 1, as it fits the

overall construct as well as the other items in that scale increasing the face and content validity.?

35 Performing an identical factoring for other measurement points in our data (not reported) shows roughly random dominate allocation
based on factor loading to either the first or the second factor. Overruling the factor loading based allocation based on construct validity
is not uncommon. The original by Shikiar et al. (2004) has a similar conflict, although they do not mention their consideration (see the
original paper Table 1, HWQ item 12B)
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Table 3.3 Factor analysis of the Work Satisfaction and Productivity
Questionnaire (WPSQ)

a Description Factor Loadings

o 1 2 3 4 5

7]

& Productivity  Productivity  Stress and Peer Nonwork

by others Irritability Relations Satisfaction
1 Your view of your efficiency this week 0.30 0.16 0.08 -0.09 -0.01
4 Your view of your quality this week 0.19 0.23 0.02 -0.08 0.02
Your amount of work this week 0.23 0.22 0.11 -0.15 0.03

10 Rate highest level of efficiency 0.28 0.12 0.03 -0.12 0.02
11 Rate lowest level of efficiency 0.29 0.03 0.15 -0.02 -0.07
13 Frequency of boredom at work 0.31 -0.07 -0.11 0.03 -0.08
14 Frequency of low concentration at work 0.34 -0.06 -0.14 -0.09 -0.01
19 How satisfied with your job? 0.32 -0.05 0.02 0.21 -0.03
21 How satisfied with work environment? 0.26 -0.08 0.08 0.09 0.03
22 How rewarding was work in past week? 0.36 -0.06 0.05 0.18 -0.06
2 Supervisor’s view of your efficiency -0.02 0.32 -0.02 0.21 -0.05
3 Coworkers’ view of your efficiency 0.01 0.34 -0.02 0.02 0.04
5 Supervisor’s view of your quality -0.07 0.38 -0.07 0.17 -0.05
6 Coworkers’ view of your quality -0.06 0.40 -0.07 0.00 0.02
8 Supervisor’s view of your amount of work 0.04 0.36 0.05 0.02 -0.01
9 Coworkers’ view of your amount of work 0.00 0.40 0.02 -0.12 0.05
12 Frequency of restlessness at work -0.23 0.10 0.23 0.08 -0.08
15 Frequency of being too exhausted to do work -0.16 0.02 0.28 0.09 -0.03
25 Frequency of annoyance with coworkers -0.04 0.03 0.41 -0.10 0.05
26 Frequency of impatience with coworkers 0.05 -0.01 0.48 -0.06 0.02
27 Frequency of conflicts with coworkers 0.07 -0.08 0.44 -0.02 0.05
28 How stressed are you?2 -0.10 0.04 0.27 0.12 -0.23
30 Frequency of unable to complete tasks? -0.08 -0.05 0.26 0.02 0.07
16 How satisfied with supervisor relationship? 0.01 0.02 -0.01 0.57 0.05
17 How easy to communicate with supervisor? -0.01 0.01 -0.07 0.52 0.00
24 How satisfied with coworker relationship? 0.08 0.00 0.04 0.27 0.22
29 Experienced control on work!:2 0.13 -0.07 0.19 0.21 -0.07
18 How rewarding was personal life? 0.11 -0.04 0.00 -0.04 0.44
20 How casy to communicate with family/friends? -0.03 0.02 -0.02 0.03 0.54
23 How satisfied with relationships? -0.05 0.01 0.04 0.04 0.60

IThis item is excluded from the WPSQ scale.
2These items are excluded from the original HWQ scale. Loadings below 0.162 are not considered significant and are therefore noted in
light grey.

343  WPSQ Item Analysis and Factor Description

The item allocation fit to each factor is assessed from both a metric and theoretical
point of view (Rattray et al., 2004). Two metrics assess the item fit: the internal consistency of

the factor, and the individual inter-item correlation. For internal consistency, no item’s internal
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consistency falls below the critical Cronbach’s alpha of 0.5 for each factor (Kline, 1993).3¢ This
indicates that the items fit well within their respective factor from a technical perspective. Inter-
item correlation provides information on whether an individual item covers sufficiently unique
variance within their factor. If this correlation between all items in the factor is too high, the
items could be considered redundant. If the correlations are too low, they are no longer
homogenous enough to address the same construct. Ferketich (1991) suggests an optimal
correlation between 0.3 < o < 0.7. For all factors, only two items have an inter-item correlation
larger than 0.7 (specifically, 0.8): WPSQ 19 and WPSQ 22 (for all inter-item correlation matrices
per factor, see Appendix Table 3.14). Further inspection shows that these two items indeed have
conceptual overlap (“How satisfied are you with your job?” and “How rewarding was your work in the past
week?”), yet differ crucially in the timespan they cover. Job satisfaction focuses on general
satisfaction, whereas the level of reward experienced in the past week is specific to this period.
Although it is not surprising that these items correlate in our sample, it cannot be assumed that
this is generally true outside our context. As such, these items are both retained in the factor.
For theoretical assessment, clarity and relevance are the key determinants of the item
fit (Rattray & Jones, 2007). Based on the content of the relevant items, the factors are labeled
productivity, productivity by others (productivity as seen by others), stress and irritability, peer
relations, and nonwork satisfaction. Productivity includes items that focus on efficiency, quality,
and quantity of work. It also includes items that cover the rewarding and satisfying nature of the
work. Finally, it contains items that assess the frequency of boredom and low concentration at
work. Note that the last items are scored reversely on this scale, meaning that low boredom
contributes to a high productivity score. Productivity by others covers the perceived or predicted
score on efficiency, quality, and quantity by both supervisors and coworkers. The category Stress
and Irritability includes questions such as ‘How stressed are you?’, but also items describing conflicts
and annoyance with coworkers. These negatively scored items differ from boredom and low
concentration to the extent that the latter can be correlated with motivation and work
satisfaction, whereas the former items pertain more to exhaustion-related stress and consequent
irritability. The scores of these items are not reversed, such that high scores indicate high levels
of stress and irritability. Peer relations does not include negative conflicts with coworkers, but
focuses on the ease of communication and satisfaction of coworker and supervisor relations.

Finally, non-work satisfaction covers items such as ‘How rewarding is your personal life?’, ‘How easy

36 Table is not reported in this chapter
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is it to communicate with your friends and family?, and ‘How satisfied are you with your relationships?. In

line with the description, all items are considered relevant additions to their respective factors.

344  WPSQ Factor Reliability

The reliability of the factors is determined by the internal consistency of the
factors (Kline, 1993) and the stability of the measure over time (Johnson, 2001). The internal
consistencies of all the WPSQ factors are shown in Table 3.4. For both measurements, and each
factor, the internal consistency Cronbach's alpha does not fall below 0.73. This is an
improvement as compared to the original HWQ scale in Table 3.2, where factors often dropped
below 0.65. Similatly, the stability of the factors, indicated by Loevinger’s H, falls only once
marginally below 0.4. Compared to the HWQ, the problematic factors Work and Nonwork

Satisfaction no longer decrease the overall reliability of the survey.

Table 3.4 Descriptive Statistics WPSQ scales in the sample

N Mean Std. Min Max alpha Loevinger  Loevinger
Dev. H Hj-min

Panel A. T2

Productivity 1002 6.84 1.28 1 10 .88 45 31
Productivity by others 957 7.55 1.25 1 10 .90 .62 .60
Stress and Irritability 1002 3.82 1.63 1 9 .83 43 .36
Peer Relations 968 6.65 1.59 1 10 77 .54 46
Nonwork Satisfaction 1002 5.99 1.59 1 10 75 51 45
Panel B. T1

Productivity 1048 6.94 1.07 2 10 .85 .38 22
Productivity by others 1001 7.65 1.15 1 10 .89 .62 .59
Stress and Irritability 1048 3.82 1.46 1 9 .81 .40 .30
Peer Relations 1012 6.89 1.41 1 10 78 .57 47
Nonwork Satisfaction 1048 6.98 1.17 2 10 73 49 42

Note that for panels B and C, Productivity has one item that has a Loevinger Hj below .3. The same item also has the lowest Hj for
Productivity in Panel A. Deleting this item, WPSQID 21 (“How satisfied with work environment?”), would not improve the internal
consistency of the scale measured in Panel A, and only increase the productivity scale in Panel B and Panel C with .01 for both factors.

To assess the reliability over time, I compare the scores of the factors in the
November measurement (T2) with the scores of the same factors in the June measurement (T'1).
Appendix Table 3.15 shows the correlation matrix between the measurement in November and
June, for all factors. The correlation between the T1 measurement and the T2 measurement are
moderate, between 0.42 and 0.59 (average of 0.53; see Appendix Table 3.15). This correlation is

not particularly strong, but it must be noted that these two metrics are collected with a significant
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amount of time in between, during a period in which productivity was subject to adjustment.
These measurements are therefore expected to change over this time period, as the experience
of people with working from home grew. It is expected that, after the adaptation phase of

working from home, the correlation will increase even more.?’

345 WPSQ Factor Validity

In order to assess how valid the items and factors are in testing the underlying
construct, I consider face and construct (congruent and discriminatory) validity.’8 Face validity
pertains to the level of clarity of which a questionnaire and its items appear to relate to the
targeted construct. In other words, the items should not only measure the construct, but also
appear to measure the constructs (Mosier, 1947). Table 3.3 shows all the individual items per
factor, and as previously discussed in the factor description, all items related naturally to the
overarching constructs.

The construct validity describes the correlation with metrics that measure the same
underlying construct (congruent) and the lack of correlation with metrics that measure unrelated
constructs. For the congruent validity, I compare the productivity factor with direct measures
of productivity and work satisfaction. As shown in Table 3.5, the WPSQ productivity factor
strongly correlates with the general self-reported level of productivity, and the self-reported level
of work satisfaction (Cronbach’s alpha of 0.73 and 0.79, respectively). Moreover, the WPSQ
factor correlation with both the single question metrics consistently exceeds that of the HWQ

productivity factor.

Table 3.5 Correlations of Productivity

Variables Productivity (WPSQ) Productivity (HWQ) How Productive at work  How satisfied with work
Productivity (WPSQ) 1

Productivity (HWQ) 0.81 1

How Productive at work 0.73 0.66 1

How Satisfied with work 0.79 0.54 0.56 1

Comparatively, Table 3.6 shows that the WPSQ factor ‘Stress and Irritability’ is
strongly correlated with burnout propensity (Cronbach’s alpha of 0.71). Again, the WPSQ is

57 Later, in part B, T will discuss the value of consistency over time in self-report use of this metric.
38 Ideally, predictive validity, the extent to which the factor predicts the objective behavior, would be included as well. Unfortunately, the
nature of the survey limited the data to self-report, which prohibited me from comparing the scores to, for instance, realized productivity.
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consistently higher correlated with burnout propensity than the HWQ ‘Irritability’ factor. I also
add break time, days off of work, and sick days. They are often associated with stress and
burnout propensity and are particularly valuable as the HWQ is often criticized for not including
explicit measures of absenteeism (Mattke et al., 2007). The comparison in Table 3.6 indicates
that the HWQ factor ‘Irritability’ poorly correlates with the separate direct measures of
absenteeism. With the exception of breaktime, the WPSQ factor ‘stress and irritability’
correlation with these indicators is not only higher, but also closely mimics the correlation

between these indicators and burnout propensity.

Table 3.6 Correlations of Stress and Burnout

Variables o Burnout
Stress Irritability . . Days off .
WPSQ) HWQ) Propensity ~ Breaktime work Sickdays
(MBI)
Stress (WPSQ) 1
Irritability (HWQ) 0.84 1
Burnout Propensity (MBI) 0.71 0.51 1
Breaktime -0.08 -0.08 -0.10 1
Days off work -0.11 -0.07 -0.14 0.30 1
Sickdays 0.21 0.11 0.28 0.07 0.13 1

Comparing stress and irritability, burnout propensity, and productivity also provides
insights into the discriminant validity. Ideally, productivity and stress should be negatively
correlated (Halkos & Bousinakis, 2010; Salehi et al., 2010).3° Indeed, we find the strongest
negative correlation between the two WPSQ factors Productivity and Stress (correlation of -
0.55; see Appendix Table 3.16). This indicates that, although the factors are highly correlated
with similar constructs, the discriminatory value is highest for the factor, making it most
distinctive of all our metrics. Comparing all factors with each other, and across multiple times,
only weak correlations are detected (Cronbach’s alpha below 0.40), with only incidental
exceptions (see Appendix Table 3.10).

In conclusion, the WPSQ factors show a clear improvement over the original HWQ
factors. The new PCA resulting allocation of items is relevant and fitting. The factors have a
high face and construct validity and display improved internal consistency per factor indicating

psychometric reliability over the original HWQ factors.

39 Some research suggests an inverted U-shape between stress and productivity, implying that some degree of stress increases productivity
(e.g. Salehi et al. 2010). As this is beyond the scope of this paper, I treat the relation between stress and productivity classically linear.
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3.4.6 WPSQ versus Single-item Scale

The comparison between WPSQ’s productivity factor and the single-item scales
(“How productive/satisfied ate you at work?”) also provides insight into the value of these
single-items as approximations of productivity. The single-item scales suffer from the lack of
variance that would enable them to cover the multitude of factors influencing productivity.
Moreover, whereas the single question is somewhat sensitive to complacent responses, the
multi-item constructs seem more likely to capture nuances within people. Generally, multi-item
scales are preferred over single-item scales to avoid misinterpretation, biased responses, and
reduces measurement error (Bowling, 2014; Grove et al., 2012). Interestingly, Table 3.7 (a
selection of variables from Appendix Table 3.16) shows an example of the added value of the
WPSQ factors over the single-item estimators. The divergent validity of the WPSQ productivity
metric was previously discussed by correlating it with stress, burnout propensity, as well as other
indicators. When substituting the WPSQ productivity measure with the single-item scales, as can
be seen in Table 3.7, the results show that both have comparable correlations. High productivity
is correlated with lower stress, lower burnout propensity, fewer sick days, and longer break times.
However, for all these expected correlations, the WPSQ factor shows a stronger and more stable
trend. Specifically, the single-item productivity scale seems to resemble the WPSQ factor when
it comes to break time and sick days, whereas the single-item work satisfaction scale seems to
resemble the WPSQ factor’s correlation pattern with stress and burnout propensity. As there is
no strong a priori rationale for the interaction between work satisfaction and productivity with
these two specific sets of indicators, it can be assumed that the WPSQ provides a more

integrative approximation of all related concepts.

Table 3.7 Divergent Cotrelations of WPSQ versus Single-item Scales

Variables Productivity (WPSQ)  How Productive at work ~ How Satisfied with work
Stress (WPSQ) -0.55 -0.37 -0.48
Burnout Propensity (MBI)  -0.50 -0.31 -0.46
Breaktime -0.11 -0.13 -0.03
Days off work 0.00 -0.06 0.03
Sickdays -0.21 -0.17 -0.13

Nevertheless, the benefits of single-item measures are clear: they are simple to

implement and ask little time to complete. The results in this paper indicate that the predictive
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value of single-item scales might be lower, yet largely comparable to their more extensive WPSQ
counterpart. When brevity is wanted or needed, the single-item scales can be considered as an
alternative. Moreover, the previously discussed distinct patterns of work satisfaction and
productivity with the specific indicators suggest that they both inform about different factors.
However, I cannot conclude that each single-item scale can approximate different factors based
on these results. Further research needs to formulate and confirm clear a priori expectations
about the relation between the single-item scale and the targeted factors to justify the single-item
scale isolated use. Until then, I recommended using both single-item scales (work productivity

and work satisfaction) together.

B. Using the Work Productivity and Stress Questionnaire Retrospectively:

Recall bias

To illustrate how the Work Productivity and Stress Questionnaire can be deployed, I
measure the factor’s trends over time during the working-from-home shift in our Dutch sample
described in Part A of this chapter. The shift coincided with a volatile period where many
changes in office policies were forcefully implemented without proper piloting opportunities.
More than ever, productivity and work satisfaction monitoring was used to ensuring employee
happiness, wellbeing, and retention during this turbulent time (Farooq & Sultana, 2021; Galanti
et al., 2021; Zito et al., 2021). The dependency on self-reported productivity, however, requires
accuracy in reporting and recollection. Recollection accuracy is important even if recollection is
not explicitly targeted since it functions as a reference point for comparative scoring. For
instance, in order to estimate the current working-from-home productivity, you first recollect
your general productivity (likely at the office). Yet, whether recollection of productivity over a
rapidly changing period is indeed accurate, is questionable. Many strains of literature question
the accuracy of autobiographical memory and the influential role of memory biases (for an
overview, see Schacter, 1999, 2022). One key observation is that the current state-of-mind tends
to paints the past (Bower, 1992). However, the productivity domain often falls outside of the
scope of the literature. This is not surprising, as until the recent forced shift to home, objective
or second-party reports on productivity were readily available. Since the dependency on self-
report is now steadily increasing, I investigate whether recollecting productivity (and working-
from-home factors) is accurate over time, or whether existing recall bias influences the way we

evaluate working-from-home.
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3.5 Recall Bias Literature

The pandemic forcefully submerged all workers in the working from home experience.
This meant working-from-home evaluations were for the first time independent of individual
preferences or predispositions with regard to homeworking. On the other hand, using the
pandemic as a shock to evaluate work from home comes with limitations. Specifically, self-
report, essential during this shift, could be less trustworthy than desired during a rapidly changing
period. For example, the potential negative impact of the pandemic on one’s personal life might
spill over to productivity, causing one to be or feel unproductive (Collins, 2020). Moreover,
retrospection over highly volatility periods generally decreases recollection accuracy (Arslan et
al,, 2021; Cross et al., 2021; Ogden, 2021; Puente-Dfaz & Cavazos-Arroyo, 2022) 0. For instance,
valuing the time spend at home with family increases the perceived working from home
satisfaction (Barrero et al., 2021; Brunelle & Fortin, 2021; Ipsen et al., 2021). This could
negatively carry-over to the recollection of the retrospective work satisfaction at the office before
the pandemic. Without identifying these errors in recollection, or recall bias, in the domain of
productivity and working from home, the errors might incorrectly influence how we evaluate
working-from-home.

Generally, a recollection inaccuracy (or recall bias) is an often-observed phenomenon
in autobiographical memory in cohort studies (Coughlin, 1990). For example, people commonly
experience personal growth over time. This growth is often artificially achieved by adjusting the
recollection of the past performance downwards, although actual performance might have been
equal or better (Wilson & Ross, 2000). On average, the net effect of a recall bias is the
exaggeration of the magnitude of difference (Raphael, 1987). In health research, treatment
groups often recall a period prior to treatment as worse compared to a control group, enlarging
the effect of the treatment (Holmberg et al., 1996). Likewise, recalling the shift from the office
to working from home could enhance the recalled change in productivity. However, in contrast
to health research, the universal shift to home due to the pandemic eliminated any non-treated
control groups needed to detect or test for recall bias. Going unnoticed, a recall bias could lead

to misidentifying a memory error as a significant change on, for instance, productivity.

40 Note that I distinguish between retrospection and recollection such that retrospection is the act of looking back, whereas recollection
is the recalling using memory. Since there is not always a score from a retrospective period (before the pandemic, for instance), I implicitly
require participant to use recollection to recall their retrospective score.
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The implicit theory framework explains why a recall bias could also exist in the
productivity context. According to this framework, people form beliefs about their own
attributes which, in turn, could shape or influence memory (Ross, 1989). Recalling attributes in
the past, such as productivity, starts from the most accurate and recent reference point: the
current situation. To get to past performance, people generally take their current performance
and adjust according to their beliefs about the stability of this attribute over the past time.
Implicit theory suggests that, if people believe this attribute to be relatively stable, they are likely
to judge the past period as stable too, and will score their performance closer to their current
performance (Conway & Ross, 1984). If people expect that something (for instance, a pandemic)
drastically changed performance, they will revise their score to exaggerate the difference. The
need to be consistent drives the general adjustment. Note that this is reversed causality: the
scores will be adjusted so that they reflect the expected change, instead of concluding change
based on different scores.

Whether recall bias will materialize is not guaranteed and depends on multiple factors.
For instance, the sensitivity generally increases with the length of the recalled period (i.e. longer
periods are more sensitive) and the intensity of a past period (i.e. more intense shifts are more
sensitive; Bryant et al., 1989; Coughlin, 1990; Weinstock et al., 1991; Wilson & Ross, 2003).
Moreover, accuracy differences resulting from recall bias do not always influence study results
(Drews & Greeland, 1990). It is, therefore, not certain that work-related factors such as
productivity are actually subject to recall bias in recollection.

To fill the gap in the literature, and understand how sensitive productivity is to recall
bias, I explore productivity recollection during a prolonged work-from-home period. Comparing
recollected scores with the past scores from the same period enables a first indication of whether
recollected, self-reported productivity is accurate, or subject to recall bias. In the following
section, I investigate the development of Work Productivity and Stress Questionnaire factors
over time following the start of the pandemic. In doing so, the comparison of productivity and
stress can be compared over time, including pre-pandemic (at the office) and during pandemic
(at home), that uncovers first insights into the success of working from home in this context. I
additionally explore the recollection trend of both measurements, which for a large part overlap.
This overlap enables me to infer recall bias when comparing recollection scores with the target

scores, but also shows the recollective trends of both measurements.
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3.6 Methods

3.6.1 Questionnaire

In order to monitor the productivity and work satisfaction during the transition from
the office to work, I ask participants during both measurements to report on Work Productivity
and Stress Questionnaire factors at the time of the measurements (June and November 2020;
T1 and T2 respectively), but also to recollect the scores on the factors for two previous periods.
Figure 3.3A schematically shows the two measurement points T'l and T2, and their retrospective
petiods. In June 2020, participants scored all questions for their cutrent state (June 2020: T1),
for the beginning of the pandemic in March (Match scored at T1: MT1), and before the
pandemic November 2019 period T1: NT1). In November 2020, the same participants were
asked to score their current status (November 2020: T2), their status during June 2020
(Recollection of T1: RT1), and again, during the beginning of the pandemic in March (March
petiod score at T2: MT2). This structure enables a comparison between a direct measure (T'1)
with a retrospective measure (RT1) and two retrospective measures for the same period (MT1

versus MT2).41

Figure 3.3 Schematic Overview
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Note. Figure 3.3A shows the measurement period as well as the retrospective period for each measurement, T1 and T2. The month bar
is colored based on the severity of the lockdown measures in the Netherlands, such that darker indicates stricter rules. Figure 3.3B
schematically displays the relationship between each hypothesis and the targeted scores collected during either T1 or T2. Note that T1
and T2 are identical to Figure 3.1.

41 Note that I assume that other questions included in the survey, used for Chapter 4, are not interfering with the recollection. It is
reasonable to assume that the indoor environment characteristics are not likely to change significantly over time, nor are likely to influence
recollection. Additionally, pre-pandemic (N'T1) could be compared to curtent (pandemic; T1). This comparison is discussed in Chapter
4 and is not included in this paper. As such, NT1 will not be discussed further.
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3.6.2  Hypothesis and Analysis

In this exploration, I test the self-reported trend over time for each separate
measurement, the within-sample development between the two current measurements (T'1 and
T2), and the recollection accuracy. Figure 3.3B shows an overview of these three main
hypotheses. Hypothesis 1a and 1b first examine whether the retrospective scores of all WPSQ
factors differ significantly from their respective current state. This hypothesis explores whether
significant changes have been reported between each reported time period (for instance,
productivity in March 2020 was different from the productivity in November 2020). If WFH
did not have an influence on self-reported productivity in the sample, all three measurements in
T1 and T2 are expected to be equal. This is tested by means of a non-parametric repeated-
measure within-subject ANOVA alternative, the Friedman Test. A significant difference,
implying that not all scores are equal, will be further examined in a post-hoc analysis using the
extended Mantel-Haenszel (Cochran-Mantel-Haenszel) stratified test of association.

Hypothesis 2 determines whether the current state of all factors in T2 changed with
respect to their respective state in T1, using a within-subject non-parametric Wilcoxon signed
rank test. This hypothesis tests from a classic repeated-measure consistency perspective. In
contrast to hypotheses 1a and 1b, hypothesis 2 does not measure stability in retrospective scores
for the same measurement, but rather compares stability between the two separate measurement
periods.*> Again, if the switch to WFH would not have had an effect on self-reported measures,
T1 and T2 would be equal.

Finally, the recall bias is examined in two steps. First, a within-subject non-parametric
Wilcoxon signed rank test will determine whether a bias exists, by testing whether RT1
significantly differs from T1. Hypothesis H3a identifies a recall bias, since I compare the
recollection of T1 in the T2 measure (Recollection T1: RT1), with the actual scores at that time:
T1. Comparing two recollection measures MT1 and MT2, without an objective ‘current’ score,
shows the perseverance of the bias at H3a. Note that for both hypotheses, the effect of WEFH is
no longer relevant, but I estimate the consistency in recollection. If people accurately recollect
their scores in the last, both H3a and H3b should be equal. Second, I attempt to identify the
root of the recall bias of H3a. I use multiple linear regressions (MLR) to assess the relationship
between the retrospective score (RT1) and both the target score (T'1) and the current score (T2)

of all respective WPSQ factors, using the following models:

42 Note that hypotheses 1 and 2 do not look at recollection accuracy.
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RT1; = ag + a;T1; + a,T2; + a3T1;T2; + a,Controls; + ¢; @)

For each WPSQ factor, model 1 estimates to what extend each respective WPSQ factor
/is predicted by the score of that same WPSQ factor at T'1 and T2. An interaction term is added,
acknowledging the potential relationship between T1 and T2. This interaction term controls for
the influence of one predictor on the other. Introducing this in the model, will unveil the average
effect of each predictor (T'1 or T2) whilst keeping their relationship constant. Additional work,
household, and individual controls are added to control for individual or contextual factors that
might interfere with the respective WPSQ scores or memory accuracy. This included gender,
age, income bracket, education bracket, children (at home during office hours), deadlines and
experienced control by work, work suitable for WEFH, and willingness to continue with work

from home.

A(T1 — RT1); = By + B1T2; + B,Controls; + &; (2

|A(T1 — RT1);| = yo + ¥1T1; + ¥,T2; + ¥3T1;T2; + y,Controls; + ¢; 3

A second model (2) aims to explain the relative bias magnitude between RT1 and T'1.
In this model, the delta between the target score (T'1) and the recollected score (RT1) is predicted
by the supposedly independent score T2. Since a coefficient from this model is relative to the
under- or overestimation as well as the increase of decreased score of T2 from T1, model 3
finally explains the absolute delta between the target score (T'1) and the recollected score (RT1).
The absolute delta shows the net inaccuracy: the higher the absolute delta coefficient, the higher
the difference between T1 and RT1 scores.

Additionally, model 4 explores the underlying effect of the current measures on any
discrepancy between the retrospective scores from both measurement (MT1 versus MT2).
Comparable to model 3, model 4 estimates the effect of the absolute delta between the current

scores on the absolute delta between both retrospective scores:

[A(MT1 — MT2);| = 8y + 8;1A(T1 — T2);| + 8,Controls; + &; 4
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Finally, I explore the discrepancy in retrospective scores of both measures. The WPSQ
scores for March collected at both T1 and T2 are on retrospection. In order to explore the recall
bias for these scores, I estimate the predictive value of the absolute delta of both current scores
on T1 and T2 on the absolute delta of both retrospective scores of March (MT1 and MT2,
respectively).

For all non-parametric paired comparison tests, I apply the most conservative multiple
testing procedure (e.g., Bonferroni correction; Thissen et al., 2002). The odds of finding a false
significant result when testing 5 simultaneously factors at a 5% significance o level can be

calculated using the binominal formula:

P(false positive) = 1 — (1 —0.05)5 = .23 5)

Without multiple testing correction, the formula shows that the odds of obtaining a
false positive equal roughly 23%. The Bonferroni correction resets the significant level such that,
for multiple tests, the odds of obtaining a false positive return to a 5% level. By dividing the o

by the number of multiple tests (5 factors, in this case), the renewed p-value threshold equals

0.01:

P(BF correction false positive) = 1 — (1 —0.01)5 =.0495 (6)

Throughout the paper, paired tests apply the following threshold conversion: a=5%
equals 0.01 (indicated by one star), =1% equals 0.002 (indicated by two stars), and a=0.1%
equals 0.0004 (indicated by three stars).

3.7 Results

3.71 WPSQ factor trends over time

Plotted in Figure 3.4, the average scores of all participants show that almost all scores
dropped immediately after the start of the pandemic in March, and, although improving over
time, do not completely recover at the latest measurement (T2). Although Figure 3.4 plots the
mean trends and suggests a lack of significant difference between time periods, hypothesis 1
focuses on the within-subject variation. The average scores of all WPSQ factors for all collected

time periods are shown in Table 3.8. A non-parametric repeated-measure within-subject
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ANOVA alternative, Friedman Test, shows that all scores within each measurement differ
significantly over time. Conclusively, this implies that TI=MT1=NT1 (Hla; p<0.0004) and
T2=RT1=MT2 (H1b; p<0.0004) within each participant, are both violated for all factors (see
Appendix Table 3.17). Thus, workers in our sample report significant changes over time, when

being asked to compare their current state with the past (both during T1 and T2).
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Table 3.8 Working from Home WPSQ scores for all time periods
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A selection of general trends within-factor and heterogeneity between-factors are

noteworthy. For instance, productivity and peer relations display a comparable trend: starting

high in November 2019, followed by a mild dip in March 2020, and recovering in between those
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scores in June and November 2020 (p<0.0004). Interestingly, stress and irritability remains
relatively stable throughout the start of the pandemic (p>0.01), but dips only in June (»<<0.0004).
Non-work satisfaction shows the most movement over time (»p<0.0004). Finally, how others
think about their productive scores is consistently higher than all other factors, including their
own productivity score. For a complete overview of all trends and post-hoc box plots, see

Appendix Figure 3.5.

Figure 3.4 WPSQ Factor scores over time
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Note. Figure 3.4 shows the trends of all WPSQ factors over the measurement periods. The point represents the current score, whereas
cach the dotted line represents the respective retrospective scores. For the factor Stress and Irritability, the right y-axis applies. For all
other factors, the left y-axis applies. Standard deviation is not included, as these values merely indicate sample average trends. Significant
difference will be estimated by non-parametric within-sample tests.

The first inspection of consistency between the two measurements (Hypothesis 2)
shows that the participants' current sentiment in June (T1) seems largely unchanged in
November (T2). Column 9 of Table 3.8 shows that only nonwork satisfaction and peer relations
decreased significantly within subjects from T1 to T2 (Wilcoxon Signed Rank Test z-score of
4.880, p<0.0004; and 15.843, p<0.0004, respectively). This might indicate working from home
fatigue: although productivity and stress are unchanged, both their personal life quality and peer
relations are starting to suffer. For productivity, productivity by others, and stress, I find no

significant difference which implies that hypothesis 2 cannot be rejected.
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3.7.2  WPSQ factor Retrospection

Further careful inspection of Figure 3.4 suggests a trend in retrospective
underestimation. Specifically, recollection scores from the T2 questionnaire (RT1 and MT?2) are
not only consistently lower than the scores from the first measurement, but also stable in this
underestimation over time. First, all WPSQ factors recollections scores RT1 are lower than the
actual score at T1 they are trying to recall (H3a). Accurate recollection should have resulted in
similar scores of T'1 and RT'1. Column 7 of Table 3.8 tests this expectation. Within-subject non-
parametric Wilcoxon signed rank test shows that all WPSQ factors, with the exception of
productivity, indeed significantly underestimate their June recollection at November
(Productivity by others: z=3.41, p<.01; for the remainder: »<0.002). Second, this trend appears
to extend into the March recollection (H3b; see column 4 of Table 3.8 for the signed-rank test).
This suggests that it’s not mere recollection driving the underestimation in June: all June’s
recollections of March (MT1) scores are still (mostly significantly) higher can November’s
recollection of March (MT2). It is likely that the current (higher) satisfaction scores during June
contaminate recollection in March similatly to how the lower satisfaction scores in November
decrease the recollected satisfaction in June.

In order to investigate this recollective underestimation trend, I compare the objective
scores at T1 with the recollection scores at RT'1. Specifically, I compatre the recollected score
(RT1) with the actual score at that time (T'1) as well as the current score during recollection (T2).
The fact that both the recollected scores and the current scores at T2 are lower hints at a carry-
over effect: the current score might influence the recollection more than the score it’s supposed
to recollect. As a first exploration, I compare the correlations of the WPSQ factors between the
retrospective score, the target score, and the current score in the next section.

The retrospective scores (RT1) correlate with the target scores (T'1), with correlation
coefficient r between 0.46 and 0.63 (average of 0.54), shown in Appendix Table 3.15. This is
surprisingly close to the correlations between the within-subject current scores (T'1 and T2; 0.42
and 0.59, average of 0.53). The explanation of within-subject change over time does not apply
to this retrospective assessment as long as participants are aware of their intrinsic change. Hence,
the correlation between the retrospective score (RT1) and the target score (T'1) is expected to
be higher. Naturally, Appendix Table 3.15 also includes the correlations between retrospective
score (RT1) and the current score (T2). Although these scores should correlate as the measure
the same constructs at the same time, RT1 should correlate less with current T2 than with the

actual target period of T'1. However, the correlations are highest between RT1 and T2 (0.70 and
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0.84, an average of 0.78; see Appendix Table 3.15). That only the RT1-T2 correlations can be
considered strong (Schober et al., 2018), again signals that a recall bias might be present. In the
next section I attempt to explore the retrospective scoring underlying mechanisms.

Table 3.9 shows a linear regression estimation for the retrospective productivity scores.
The first model shows that the recollected productivity scores are significantly related to both
the productivity at the time of recollection (T2), as well as the target productivity T1. Increased
productivity at both moments increases retrospective productivity. Model 2 includes an
interaction term of both variables. This model shows that, after controlling for the interaction,
only the productivity during the recollection remains to significantly predict the recollection (a,
= 0.25, p<0.05). If the recollection was accurate, not the current but the targeted productivity
T1 should predict the recollection scores. This points towards a recall bias: recollection is more

related to the current score than to the targeted score.

Table 3.9 WPSQ Productivity retrospective regressions

M P) ©) @
Retrospective Retrospective A Productivity |A|Productivity
Productivity RT'1 Productivity RT1 T1- RT1 T1- RT1
Productivity T1 0.322"* 0.0918 0.0986
(0.0310) (0.123) (0.105)
Productivity T2 0.486™* 0.253" -0.176"* 0.0506
(0.0259) (0.123) 0.0277) (0.105)
Productivity T1 * T2 0.0339 -0.0175
(0.0176) (0.0150)
Household Controls Yes Yes Yes Yes
Individual Controls Yes Yes Yes Yes
Job Controls Yes Yes Yes Yes
Constant 1.084 2.654™ 1.196™ 45,50
(0.320) (0.876) (0.387) (5.752)
Observations 772 772 772 772
R2 0.603 0.605 0.065 0.383

Standard errors in parentheses. * p < 0.05, ™ p < 0.01, ** p < 0.001

As a next step, models 3 and 4 explore the relationship between this carry-over effect
and accuracy. It is unlikely that higher productivity would make participants more accurate in,
yet model 3 shows that increased productivity decreases the difference between the targeted
productivity and the recollected productivity (AProductivity: T1-RT1; $;=-0,18, p<0.001). The
systematic underestimation in recollection could make it possible that a carry-over effect of the

more positive current state on recollection coincidentally also narrows the gap between
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recollection and targeted state. Therefore, model 4 predicts the retrospection bias using the
absolute delta between the targeted and recollected state (JA| Productivity = | T1-RT1]). This
absolute delta indicates the magnitude of the bias: if the absolute delta increases, the recall bias
increases. This model definitively shows that, for productivity, the current state influences the
recollection more than the targeted state. None of the productivity scores nor the interaction
decreases the absolute delta significantly, implying that this effect does not increase the accuracy.

A similar pattern is discovered for all factors of the WPSQ.** Including an interaction
term for T'1 and T2 measures generally shows that either only the current score (T2) predicts
the recollection, or that the coefficients of the T2 score are at least triple the magnitude that of
the T1 target coefficients. This is unwanted and indicates a recall bias, since the target scores T'1
should predict the recollection better than the current score. The raw delta between recollection
and targeted score is subsequently consistently negatively related to the current score at T2,
suggesting that a higher T2 score makes the recall bias smaller, or recollection more accurate.
However, for all but one factor, the absolute delta estimation models show that higher T1
and/or T2 scotes are either not associated with the recollection accuracy, ot even negatively
correlated with the recollection accuracy.

For one factor, non-work satisfaction, a deviating pattern is detected. Similar to all
other factors,

Table 3.10 shows that higher current scores increase the recollection scores more than
the targeted scores in model 2(ar, = 0.50, p<<0.001). Moreover, this recollection (raw delta, model
3) seems to shrink with increased satisfaction scores, implying increased accuracy (f;=-0,24,
$<0.001). However, contrasting all other factors, the absolute delta model 4 still indicates that
increased satisfaction scores increase accuracy (yY,=-20, p<0.001). Looking at Figure 3.4, one
reason for this effect on non-work satisfaction could be the distinctly different pattern compared
to the other factors. Nonwork satisfaction does not only have the largest delta, but is also the
only factor that decreased in T2 compared to T1 (and RT1). As such, movement upwards is
more likely to close the absolute recollection gap compared to factors whose T2 scores are closer
to the RT1 (and T1). This interaction is explored by introducing a difference dummy between
T1 and T2: if the previous pattern persists, the decreasing of the bias should only exist for
participants who scored lower in T2 than in T1. If the nonwork satisfaction was higher in T2

than T'1, and a carry-over effect exists, the increased accuracy found in model 4 is only the result

43 The remaining WPSQ factors’ retrospective regressions are shown in Appendix Table 3.18.
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of an upward correction, and not of increased accuracy. Model 5 shows that, after introduction
of this dummy, accuracy no longer increases for higher satisfaction scores. Although this model
is admittedly simplistic, it confirms that the notion that increased non-work satisfaction

improves retrospective accuracy is highly unlikely.

Table 3.10 WPSQ Nonwork Satisfaction retrospective regressions

M ©) ©) ® Q)

Retrospective Retrospective
P P A Nonwork |A| Nonwork |A| Nonwork

Nonwork Nonwork . . . . . .
. . . . Satisfaction Satisfaction Satisfaction
Satisfaction Satisfaction
T1-RT1 T1-RT1 T1- RT1
RT1 RT1
Nonwork Satisfaction T'1 0.162 0.121 0.0659
(0.0349) (0.0901) (0.0799)
Nonwork Satisfaction T2 0.551 0.499" -0.238" -0.203 -0.169
(0.0257) (0.110) (0.0295) (0.0199) (0.0902)
Nonwork Satisfaction
0.00731 0.0111
T1¥T2
(0.0151) (0.0134)
Dummy T1 versus T2
T1>T2 (Decreased) 0.804
(0.647)
T1<T2 (Increased) 0.0655
(0.743)
T2 Decreased * Nonwork
. . -0.0952
Satisfaction T2
(0.0938)
T2 1 d * N k
' ncrefase onwor 0.0597
Satisfaction T2
(0.105)
Household Controls Yes Yes Yes Yes Yes
Individual Controls Yes Yes Yes Yes Yes
Job Controls Yes Yes Yes Yes Yes
Constant 1.555" 1.850" 2.384" 2.358" 2.059*
(0.437) (0.749) (0.538) (0.664) (0.709)
Observations 772 772 772 772 772
R2 0.528 0.528 0.111 0.170 0.185

Standard errors in parentheses. * p < 0.05, ** p < 0.01, " p < 0.001
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Finally, I explore the discrepancy in retrospective scores for both T'1 and T2 measures.
The WPSQ scores for March are for both T1 as well as T2 based on retrospection. In order to
explore the recall for these scores, I estimate the predictive value of the absolute delta of both
current scores on T'1 and T2 on the absolute delta of both retrospective scores of March (MT1
and MT?2, respectively). Table 3.11 shows that, for each respective WPSQ factors, the difference
between the current scores is predictive for the difference between the two retrospective scores
(87 ranging from 0.22 to 0.61, p<0.001). In other words, a larger change in a current state
predicts a larger difference in the recollection of the same period. These findings, again, suggests

the existence of a recall bias.

Table 3.11 WPSQ factors’ recall regressions

) ® B @ ©)
Al Al N Al Al
Productivity Productivity . Stress and Nonwork
’ Peer Relations o . .
MarchT1 — by others Irritability Satisfaction
MarchT1-
MarchT?2 MarchT1 — MarchT1- MarchT1-
MarchT2
MT1 - MarchT2 MarchT2 MarchT2
(MT1 -MT2)
MT2) (MT1 - MT2) (MT1 - MT2) (MT1 - MT2)
|A| Respective Factor _
0.220"* 0.606™* 0.531 0.529" 0.392"
T1-T2
(0.0344) (0.0324) (0.0333) (0.0299) (0.0340)
Household Controls Yes Yes Yes Yes Yes
Individual Controls Yes Yes Yes Yes Yes
Job Controls Yes Yes Yes Yes Yes
Constant 0.503 0.872* 1.086™ 0.108 1.116™
(0.279) (0.323) (0.379) (0.307) (0.415)
Observations 772 727 741 772 772
R2 0.079 0.340 0.279 0.312 0.171

“p <005, p <001, p <0001

Opverall, the results of this exploration into the recall bias suggest that there exists a
recall bias in self-reported productivity and other work-related scores during the working-from-
home shift. The current state predicts the recollection score consistently better than the targeted
score. This confirms that productivity retrospection is as likely to be subject to recollection
inaccuracy as health or other autobiographical domains (e.g. Bryant et al., 1989; Coughlin, 1990;
Holmberg et al., 1996; Puente-Diaz & Cavazos-Arroyo, 2022; Weinstock et al., 1991). The fact

that, in this sample, the current state scores are consistently lower than the targeted scores
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initially hinted towards a relation between the current state and accuracy. However, further
inspection suggests that this effect is (at least partially) the result of a carry-over correction: on
average, higher current state scores lead to higher recollection scores, decreasing the
underestimation in recollection. In absolute terms, the recall often increases with higher current
state scores. As such, these results show evidence for a carry-over effect of the current state into
the recollection scores, resulting in a recall bias. The retrospective assessment of productivity in
a largely dynamic environment is strongly influenced by the current state. Therefore, the absolute

objective value of retrospective reports of productivity is relatively low.

3.8 General Conclusion

Accurately monitoring work-related productivity and stress has become increasingly
important as a result of the pandemic-driven surge in work from home (Aksoy et al., 2022;
Barrero et al., 2021; Bloom et al., 2022; Etheridge et al., 2020). This paper sets out to reconstruct
and validate an easy-to-administer, self-reported questionnaire that incorporates all relevant
facets of work productivity and stress. A factor analysis results in a restructured questionnaire,
the Work Productivity and Stress Questionnaire (WPSQ), which identifies five factors:
productivity, productivity by others, peer relations, nonwork satisfaction, and stress and
irritability. I show that the redeveloped WPSQ factors outperform previously constructed
factors on a large sample.

The WPSQ supports employers in accurately assessing the current state of their
employees using a validated and reliable tool. This tool can be used to assess the general
productivity trend, but can also be used to evaluate a change in policy or, as I show in this paper,
a change in the work environment (e.g. Chapter 4). The multidimensional factors of this
questionnaire furthermore extend the assessment of productivity and include how people
perceive their peer relations, their nonwork satisfaction, and think others perceive their
productivity. Additionally, the stress and irritability factor does not only inform about stress
itself, but is also closely related to burnout propensity, and absenteeism. High scores on this
factor clearly indicate that further inspection into these two highly potent domains is warranted.
Finally, I show that single-item scales could function as alternatives for some WPSQ factors, but
only when done with caution and only when brevity demands it.

When the WPSQ is applied to working from home I show exploratory trends over

time in a volatile, pandemic-ridden context. A recollection (or recall) bias is often overlooked in
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the productivity domain, yet inherent to self-reported (autobiographical) recollection of
questionnaire scores over time (Coughlin, 1990; Drews & Greeland, 1990; Puente-Diaz &
Cavazos-Arroyo, 2022; Schacter, 1999). In this paper, I confirm that the retrospective scores are
heavily influenced by a recall bias: the current state colors the recollection of the past. With a
regression approach, I further debunk the initial observation suggesting that increased current
scores increase accuracy. The observation that the recollection bias is more related to the current
state than the state we try to remember is not trivial. Based on these results, I conclude that the
retrospective scores for the start of the pandemic are, although probably related to the real
scores, influenced by the state during measurement. The retrospective evaluation of working
from home during the pandemic, for instance, could be biased as a result. This paper suggests
that the interpretation of retrospective work-related scores should be done with caution.
Retrospective scoring is subject to a recall bias and has the potential to reflect a non-existing
trend (Baars & Franklin, 2003; Wilson & Ross, 2003).

The following limitations should be acknowledged. First, I confirm the strength of the
WPSQ factors allocation with multiple measures in a large sample. However, it is possible that
this sample is not sufficiently heterogeneous to validate the factor allocations to a population
(Boateng et al., 2018). It is recommended that the performance of these factors is investigated
when this questionnaire is deployed, to ensure a strong fit of factors to a different target
audience. Furthermore, I utilize single-scale items as proxies for absenteeism and a shortened
burnout scale. More extended measures or different proxies should confirm the conclusion I
draw from these specific measures.

Second, the recall bias is investigated by comparing the recollection score with the
targeted self-reported score. Although the aim of this investigation is to show the accuracy of
recollection, it must be noted that I technically investigate the difference between two measures
of self-report. Ideally, I would also compare the self-reported scores with realized productivity.
Although the relevance of this questionnaire is emphasized by the fact that there is limited
information available on the realized productivity, future research should focus on investigating
the accuracy gap between realized and self-reported scores in the work domain.

Finally, the results suggest that recollection accuracy is influenced by recall bias, yet 1
cannot infer which mental motivation drives this bias. I discuss multiple factors that have been
found to drive a recall bias, but the collected data does not enable me to conclude which
mechanism underpins these inaccuracies. For instance, the recall bias could be a combination of

inaccurate memory and anchoring, where blurred past is informed by the current state. This
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could be both mental as well as technical anchoring: a person could use their current sentiment
as anchor, but also could use their stated answer on paper as anchor. In the latter, a recall bias
is likely to be less prevalent in an alternative survey style, such as qualitative interviews. The
observation that recall bias exists in this domain is valuable, yet it could also be that this
observation is for instance driven by a situational mechanism related to the pandemic. Although
these results are in line with an array of research in different domains, the generalization of these
results would improve by more future research focus on the driver of this bias in this specific

domain.
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3.9 Appendix

Table 3.12 PCA Eigenvalues of the Work Satisfaction and Productivity Questionnaire
(WPSQ)

Eigenvalue Difference Proportion Cumulative
Compl 9.53 6.31 0.32 0.32
Comp2 3.22 1.05 0.11 0.42
Comp3 2.16 0.64 0.07 0.50
Comp4 1.52 0.30 0.05 0.55
Comp5 1.22 0.24 0.04 0.59
Comp6 0.98 0.01 0.03 0.62
Comp7 0.98 0.07 0.03 0.65
Comp8 0.91 0.09 0.03 0.68
Comp9 0.82 0.10 0.03 0.71
Comp10 0.73 0.03 0.02 0.74
Compl1 0.70 0.05 0.02 0.76
Compl12 0.65 0.03 0.02 0.78
Comp13 0.62 0.03 0.02 0.80
Comp14 0.59 0.02 0.02 0.82
Comp15 0.57 0.02 0.02 0.84
Compl6 0.55 0.03 0.02 0.86
Comp17 0.52 0.08 0.02 0.88
Comp18 0.44 0.01 0.01 0.89
Comp19 0.43 0.05 0.01 0.91
Comp20 0.39 0.03 0.01 0.92
Comp21 0.36 0.05 0.01 0.93
Comp22 0.31 0.02 0.01 0.94
Comp23 0.29 0.02 0.01 0.95
Comp24 0.28 0.04 0.01 0.96
Comp25 0.24 0.01 0.01 0.97
Comp26 0.23 0.01 0.01 0.98
Comp27 0.22 0.02 0.01 0.98
Comp28 0.20 0.03 0.01 0.99
Comp29 0.17 0.02 0.01 0.99
Comp30 0.15 . 0.01 1.00
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Table 3.13 Factor Comparison and Item Allocations between the Work Productivity and
Stress Questionnaire (WPSQ) and the Health Work Questionnaire (HWQ)

Work Satisfaction and Productivity
Questionnaire (WPSQ)

Health Work Questionnaire (HWQ)

D Factor Factor Label 1D Factor Factor Label
Your view of your efficiency this week 01 1 Productivity 12a 1 Productivity
Your view of your quality this week 04 1 Productivity 13a 1 Productivity
Your amount of work this week 07 1 Productivity 14a 1 Productivity
Rate highest level of efficiency 10 1 Productivity 15 1 Productivity
Rate lowest level of efficiency 11 1 Productivity 16 1 Productivity
Frequency of boredom at work 13 1 dropped 21 2 Concentration/Focus
How satisfied with your job? 19 1 Productivity 5 4 Work Satisfaction
How satisfied with work environment? 21 1 Productivity 2 5 Work Satisfaction
How rewarding was work in past week? 22 1 Productivity 3 5 Work Satisfaction
Frequency of low concentrating at work 14 1 dropped 22 2 Concentration/Focus
Coworkers’ view of your efficiency 03 2 Productivity by others 12¢ 1 Productivity
Supervisot’s view of your quality 05 2 Productivity by others 13b 1 Productivity
Coworkers’ view of your quality 06 2 Productivity by others 13¢ 1 Productivity
Supervisot’s view of your amount of 08 5 Productivity by others
work ’ 14b 1 Productivity
Coworkers’ view of your amount of work 09 2 Productivity by others 14c¢ 1 Productivity
Supervisot’s view of your efficiency 02 2 Productivity by others 12b 1 Productivity
Frequency of restlessness at work 12 3 Stress and Irritability 20 2 Concentration/Focus
Frequency of annoyance with coworkers 25 3 Stress and Irritability 17 6 Impatience/irritability
Frequency of impatience with coworkers 26 3 Stress and Irritability 18 6 Impatience/irritability
Frequency of conflicts with coworkers 27 3 Stress and Irritability 19 6 Impatience/irritability
How stressed are you? 28 3 Stress and Irritability 1 - dropped
Frequency of unable to complete tasks 2 30 3 Stress and Irritability 23 - dropped
Frequency of being too exhausted to do -
work ' ¢ 15 3 Stress and Irritability 24 2 Concentration/Focus
How.' sansﬁcd with supervisor 16 4 Peer Relations . .
relationship? 8 3 Supervisor Relations
How cesy to communicate with 17 4 Peer Relations . .
supervisor? 10 3 Supervisor Relations
How satisfied with coworker X
relationship? 2 4 Peer Relations 7 5 Work Satisfaction
Hxperienced control on work 29 dropped 9 - dropped
How rewarding was personal life? 18 5 Nonwork Satisfaction 4 4 Nonwork Satisfaction
How easy to communicate with 20 5 Nonwork Satisfaction
family/ friends? 11 4 Nonwork Satisfaction
How satisfied with relationships? 23 5 Nonwork Satisfaction 6 5 Nonwork Satisfaction
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Table 3.14 Inter-item correlations of all WPSQ factors

Variables -1 2 3 -4 5 6 -7 -8 9 -10
(1) WPSQ 1 1
(2) WPSQ 4 065 1
(3) WPSQ 7 066 058 1
(4) WPSQ 10 062 056 058 1
(5) WPSQ 11 040 033 038 034 1
(6) WPSQ 13 042 037 038 039 029 1
(7) WPSQ 19 052 048 042 048 036 051 1
(8) WPSQ 21 031 030 025 029 020 024 038 1
9) WPSQ 22 052 045 043 049 034 053 079 042 1
(10)WPSQ14 045 039 035 039 035 063 047 029 047 1

3.14.1 Inter-item correlation matrix ‘Productivity’ (factor 1)

3.14.2 Inter-item correlation matrix ‘Productivity by others’ (factor 2)

Variables 1 2 3 -4 5 6
(1) WPSQ 3 1
) WPSQ 5 0.53 1
(3) WPSQ 6 0.66 0.73 1
(4) WPSQ 8 0.49 0.65 0.54 1
(5) WPSQ 9 0.63 0.53 0.66 0.70 1
(6) WPSQ 2 0.65 0.67 0.50 0.61 0.48 1

3.14.3 Inter-item correlation matrix ‘Stress and Irritability’ (factor 3)

Variables 1 2 3 -4 5 6 -7
(1) WPSQ 12 1
() WPSQ 25 0.42 1
(3) WPSQ 26 0.42 0.71 1
(4) WPSQ 27 0.32 0.55 0.57 1
(5) WPSQ 28 0.51 037 0.36 0.27 1
(6) WPSQ 30 0.32 0.29 0.29 0.31 0.32 1
(7) WPSQ 15 0.48 0.38 0.35 0.34 0.45 0.48 1

3.14.4 Inter-item correlation matrix ‘Peer Relations’ (factor 4)
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Variables 1 2 3
(1) WPSQ 16 1

) WPSQ 17 0.68 1

(3) WPSQ 24 0.54 033 1

3.14.5 Inter-item correlation matrix ‘Nonwork Satisfaction’ (factor 5)

Variables 1 2 3
(1) WPSQ 18 1

(2) WPSQ 20 0.39 1

(3) WPSQ 23 0.48 0.63 1
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Table 3.15 Correlations between WPSQ factors scores T1— T2 — Retrospect
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Table 3.16 Convergent and Discriminant Validity Productivity and Stress

Variables M @ €) ) ®) © 0 ®
(1) Productivity (WPSQ) 1

(2) How Productive at work 073 1

(3) How Satisfied with work 070 056 1

(4) Stress (WPSQ) 055 -0.37  -048 1

(5) Burnout Propensity (MBI) 050 -031 046 071 1

(6) Breaktime 011 -013  -003 -008 -0.10 1

(7) Days off work 000  -006 003 -0.11 -0.14 030 1

(8) Sickdays 021 -017 -013 021 028 007 013 1
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Table 3.17 Extended Mantel-Haenszel Stratified Test of Association — Friedman’s Test
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Table 3.18 WPSQ Factors’ retrospective regressions

3.18.1 WPSQ Productivity’s retrospective regression

M @ ©) Q)
Retrospective Retrospective ProductivAity T1- ProductilvAilty T1-
Productivity RT1 Productivity RT1 RT1 RT1
Productivity T1 0.322" 0.0918 0.0986
(0.0310) (0.123) (0.105)
Productivity T2 0.486" 0.253" -0.176™ 0.0506
(0.0259) (0.123) (0.0277) (0.105)
Productivity T1 *
™ 0.0339 -0.0175
(0.0176) (0.0150)
Houschold Yes Yes Yes Yes
Controls
Individual Controls  Yes Yes Yes Yes
Job Controls Yes Yes Yes Yes
Constant 1.084"* 2.654™ 1.196" 45.50"
(0.320) (0.876) (0.387) (5.752)
Observations 772 772 772 772
R? 0.603 0.605 0.065 0.383
Standard errors in parentheses. * p < 0.05, = p < 0.01, " p < 0.001
3.18.2 WPSQ Stress (and Irritability)’s retrospective regression
0 @ ©) Q)
Retrospective Stress ~ Retrospective Stress A |Al

RT1

RT1

Stress T1- RT1

Stress T1- RT1

Stress T1 0.157* 0.267"* 0.611"*
(0.0256) (0.0514) (0.0519)

Stress T2 0.670"* 0.777* -0.255" 0.386"*
(0.0226) (0.0492) (0.0292) (0.0497)

Stress T1 * T2 -0.0275 -0.106™

(0.0112) (0.0113)

Houschold Yes Yes Yes Yes

Controls

Individual Controls Yes Yes Yes Yes

Job Controls Yes Yes Yes Yes

Constant 0.0262 -0.363 1.284" -1.506
(0.340) (0.374) (0.527) (0.378)

Observations 772 772 772 772

R? 0.707 0.710 0.114 0.199

Standard errors in parentheses. * p < 0.05, = p < 0.01, ** p < 0.001
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3.18.3 WPSQ Peer Relations retrospective regression

O]
Retrospective Peer
Relations RT1

)
Retrospective Peer
Relations RT1

©)

A
Peer Relations T1-
RT1

Q)

Al
Peer Relations T1-
RT1

Peer Relations T1 0.209"* 0.164" 0.197
(0.0275) 0.0712) (0.0736)
Peer Relations T2 0.651"* 0.601"* -0.247 0.225™
(0.0251) (0.0770) (0.0304) (0.0796)
Peer Relations T1 * 0.00752 -0.0431
T2
(0.0108) (0.0112)
Household Yes Yes Yes Yes
Controls
Individual Controls Yes Yes Yes Yes
Job Controls Yes Yes Yes Yes
Constant 1.099* 1.398" 2.628"* 0.717
(0.398) (0.587) (0.550) (0.606)
Observations 741 741 741 741
R2 0.666 0.666 0.115 0.072
Standard errors in parentheses. * p < 0.05, ™ » < 0.01, ** p < 0.001
3.18.4 WPSQ Productivity by others retrospective regression
O & ©) Q)
Retrospective Retrospective A 1A
Productivity by  Productivity by  Productivity by  Productivity by
others RT1 others RT1 others T1- RT1 others T1- RT1
Productivity by ok e
others T1 0.124 0.162 1.239
(0.0220) (0.103) (0.129)
Productivity by . - - e
others T2 0.730 0.768 -0.406 1.220
(0.0204) (0.103) (0.0336) (0.129)
Productivity by -
others T1 * T2 -0.00519 -0.182
(0.0136) (0.0170)
Houschold Yes Yes Yes Yes
Controls
Individual Controls Yes Yes Yes Yes
Job Controls Yes Yes Yes Yes
Constant 1.370™ 1.088 2.675™* -7.347
(0.285) (0.792) (0.479) (0.993)
Observations 727 727 727 727
R2 0.733 0.733 0.209 0.216

Standard errors in parentheses. * p < 0.05, ™ » < 0.01, ** p < 0.001
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Figure 3.5 Friedman’s Test Post Hoc Coordinates plots and differences box plot

3.5.1 Coordinates plots and differences box plot Productivity for measurement T'1
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3.5.2 Coordinates plots and differences box plot Stress and Irritability for measurement T'1
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3.5.3 Coordinates plots and differences box plot Nonwork Satisfaction for measurement T'1
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Parallel coordinates plot Boxplots (of the differences)
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3.5.5 Coordinates plots and differences box plot Productivity by others for measurement T'1

Parallel coordinates plot Boxplots (of the differences)
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3.5.6 Coordinates plots and differences box plot Productivity for measurement T2

Parallel coordinates plot Boxplots (of the diff )
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3.5.7 Coordinates plots and differences box plot Stress and Irritability for measurement T2
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Parallel coordinates plot Boxplots (of the diff )
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3.5.8 Coordinates plots and differences box plot Nonwork Satisfaction for measutement T2
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3.5.9 Coordinates plots and differences box plot Peer Relations for measurement T2

Parallel coordinates plot Boxplots (of the differences)
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3.5.10 Coordinates plots and differences box plot Productivity by others for measurement T2

Parallel coordinates plot Boxplots (of the differences)
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Chapter 4

Does working from home work? That depends

on the home.”

4.1 Introduction

The COVID-19 pandemic, in combination with recent technological advancements,
has quickly elevated the status of working from home (WFH) from “occasionally” to “the new
normal”(Barrero et al.,, 2021). Earlier uncertainty about the quantity and quantity of work
produced at home had hampered large-scale corporate acceptance (Swisher, 2013, Belanger,
1999). However, these doubts were simply overruled by the COVID-19 pandemic, which forced
the majority of knowledge-based employees to work online. Negative stigmas previously related
to working from home diminished drastically (Barrero et al., 2021), at least temporarily. In
addition, prior technological complications were quickly overcome following a pandemic-driven
surge in technological innovations, such as the advent of Teams and Zoom calls. This
involuntary litmus test pushed working from home out of its infancy. However, what has gained
limited attention in explaining the success of working from home is the physical climate in which
daily work takes place — the home office.

This paper studies individual differences in working from home productivity, as it
relates to the heterogeneity of the physical home office environment and the satisfaction of
employees. Using a series of survey administered at various points throughout the pandemic, we
find that the self-reported productivity of a large sample of Dutch home workers was lower at
home compared to previously at the work office, before the COVID-19 pandemic. Generally,
both office hardware satisfaction (e.g. screen, Wi-Fi, and desk; on average preferred at the work

office) and office indoor environment satisfaction (e.g. air quality, temperature, and noise; on
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average preferred at the home office) directly affect working from home productivity, burnout
propensity, and willingness to continue to work from home.

We subsequently study individual behavior that could influence the indoor
environment at home. We show that the degree of ventilation (the percentage of time the home
office is ventilated) during working hours affects self-reported productivity, burnout propensity,
and willingness to continue to work from home. This effect is fully mediated by the degree of
self-reported satisfaction with the physical environment. We show that increasing ventilation is
associated with a general increase in satisfaction scores. This is true even for satisfaction with
hardware, which is, intuitively, unrelated to ventilation. Furthermore, the self-reported
satisfaction that is most strongly related to ventilation (e.g. air quality satisfaction) was the only
factor initially lacking a strong relationship with productivity. Thus, solely based on self-report
analysis, ventilation would have been an unlikely factor considered to improve the success of
work from home.

The main contribution of this paper is to show that the physical climate influences
employee productivity and satisfaction when working from home. Specifically, we not only
connect the outcomes of work from home to self-reported climate satisfaction, but also to
indoor environment-influencing behavior. The move from the work office to the home office
needs to be combined with careful design and investment in the quality of the office and its
climate. Failure to do so is not only likely to be associated with decreased productivity, but also
decreased willingness to work from home, and increased burnout propensity. The physical
climate is a determining factor in successful work from home prolongation. Additionally, our
results also suggest it is crucial that the physical environment is objectively measured, as merely
collecting self-reported satisfaction scores might paint an incomplete or even incorrect picture.
As such, this paper reaffirms that the effect of a healthy indoor climate affects productivity,
related to previous research that shows significant health effects of indoor climate (J. G. Allen
et al., 2016; Bluyssen, 2012; MacNaughton et al., 2017; Palacios et al., 2020).

The remainder of our paper is organized as follows. In the next section, we provide an
overview of the current state of the literature and the background of working from home.
Section 3 provides an overview of the metrics we included in our survey design. In section 4 we
describe our sample and also explore the difference in reported scores for the home office
compared to the work office. Section 5 discusses the model used to estimate our findings. The
results of our regression models, as well as our mediation models, are presented in section 6.

Finally, section 7 concludes.
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4.2 Background literature

The rising popularity of work from home in the last decade has been well-reported: a
recent report by buffer.com (Griffis, 2021) amongst 2,300 workers showed that over 97% would
like to continue to work from home, at least partially. Employees are, on average, willing to take
a 5% pay cut for 2-3 days of work from home (Aksoy et al., 2022). Employees working from
home report being as productive as they were at the office before the pandemic (Etheridge et
al., 2020). These positive experiences have led to the prediction that, after the pandemic, 20%
of all office work will be carried out from home. This continuation of work from home is
expected to boost productivity by almost 5%, although largely unobservable by standard
measures, as it stems mainly from a reduction in commuting (Barrero et al., 2021).

Working from home has clear advantages as well as disadvantages for both job
performance and human health and well-being. Multiple studies show positive effects on job
satisfaction and turnover intent (T. D. Allen et al., 2015; Bloom et al., 2015; Gajendran &
Harrison, 2007). Bloom et al. (2014) report that work from home leads to less commuting and
fewer distractions. In addition, exhaustion leading to burnout is negatively related to work from
home (Sardeshmukh et al., 2012). Perceived autonomy seems to be one of the main drivers of
these positive effects: the degree to which employees can choose a location and time to work,
independently of their supervisors, both predict the intensity of working from home, as well as
job performance, mental burnout, and job dedication, even during the pandemic (Bloom et al.,
2014; Gajendran et al., 2015; Sardeshmukh et al., 2012; B. Wang et al., 2021).

More recently, Bloom et al. (2022) found only modest self-reported and realized
productivity increases for work from home during COVID-19, whereas others identified
productivity decreases for those who did not work from home before the pandemic, suggesting
selection bias in previous studies (Morikawa, 2022). Moreover, output assessments amongst ICT
workers suggest productivity actually drops at home (Gibbs et al., 2021). In the past, the positive
relationship between work from home intensity and productivity has repeatedly been found to
be non-linear. According to Golden & Vega (2005), the optimal intensity to work from home is
limited to about 16 hours per week. Work from home more and job satisfaction and
performance could decrease. A survey by State of the Work in 2022 found that, amongst 2,000
respondents, 45% think career growth will be at risk with increased work from home (Griffis,

2022). Unsurprisingly, it is coworkers’ relationships that suffer most from working from home,
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leading to professional isolation, which in turn has the potential to escalate into decreased
performance and turnover intent (Gajendran & Harrison, 2007). Offline or online
communication could mitigate these negative effects, but possibly only partially (Golden et al.,
2008; B. Wang et al., 2021). For instance, Yang et al. (2022) find that firm-wide remote work
inevitably lowers communication quality, as less communication leads to a worsening of
information sharing.

Beyond having implications for coworker relationships, work from home may bring
new interpersonal problems to light. Felstead & Henseke (2017) suggest that homeworkers are
burdened by the “social exchange theory”: they work harder, longer, and work unpaid hours in
order to justify their freedom to work from a preferred location. Workers thus (over)compensate
for the perception that they might work less when not being observed. The resulting work
exhaustion has the ability to offset all positive effects of work from home on productivity, and
may even lead to burnout symptoms (Golden, 2006). In addition, research shows that people
working from home find it hard to detach from work, disrupting their established work-life
balance (B. Wang et al., 2021). Interestingly, the work-family conflict was previously considered
to decrease with work from home, supposedly due to increased autonomy (Gajendran &
Harrison, 2007). The current perception of work from home having a negative impact on work-
life balance could also be a pandemic-specific challenge.

Although overall perspectives on work from home vary, it is also important that
beyond the average effects, substantial heterogeneity has been documented across jobs and
individuals. To our knowledge, this heterogeneity has solely been explained by work and
personal characteristics. For instance, the degree to which a job is suitable for work-from-home
strongly predicts productivity (Etheridge et al., 2020). A job previously executed from behind a
desk (e.g. financial services) is more easily shifted to a home office as compared to a manual,
labor-orientated occupation. A heavy workload and the degree of monitoring by supervisors
also negatively impact the work effectiveness from home (B. Wang et al., 2021). Jobs that have
high levels of interdependence with colleagues, or are outcome-oriented, suffer when work from
home intensity increases (Virick et al., 2010). Overall, limited support and inadequate feedback
by the employer mitigate the positive effects of work from home (Sardeshmukh et al., 2012; B.
Wang et al., 2021).

At the individual level, self-discipline seems to be a key factor for an efficient work
from home (B. Wang et al., 2021). The degree to which an individual is able to ignore distractions

that they do not have at the office is important, especially without the same level of social control
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by co-workers. Additionally, women seem to suffer more from work from home as compared
to men (Etheridge et al., 2020). Women state their job to be less suitable for work from home
in general and the presence of children affects work from home productivity for women more
negatively as compared to men (Adams-Prassl et al., 2020, 2022; Manzo & Minello, 2020).
Finally, the pandemic showed that young workers seem to appreciate work from home more,
and opted for work from home more often as compared to older workers (Brynjolfsson et al.,
2020). These results, however, are not stable per se. Another study shows opposite results, where
both women and older workers reported being more productive when working from home
(Awada et al., 2021).

What has gained limited attention in explaining individual differences in work from
home satisfaction is the physical climate in which the daily work takes place. The COVID-19
pandemic has led to increased attention to the effect of indoor space on pathogen spreading.
Specifically, ventilation has become the spearhead combating the airborne spreading of the
COVID-19 virus at public and private indoor gatherings (J. G. Allen & Ibrahim, 2021; Somsen
et al., 2020). The attention to air quality reinforces an existing trend where workplace quality is
more and more important. In the office, employers aim to facilitate a healthy and comfortable
work environment for employees, with the goal of promoting productivity (Al Horr et al., 2016;
J. G. Allen et al., 2016; MacNaughton et al., 2017). Bad air and light quality, temperature, and
noise have all been shown to negatively affect productivity and increase sick building symptoms,
such as headaches in the office (Cedefio Laurent et al., 2018; L. Fang et al., 2004; Palacios et al.,
2020; Wong, 2004). Hence, ergonomics, temperature, and noise pollution are all considered by
modern employers in order to minimize interference with comfort and wellbeing in the office
(Coovert & Thompson, 2003).

For the move to the home office, a trade-off is to be expected. On the one hand,
suboptimal ergonomics at home are not as easily mitigated (Davis et al., 2020). For instance, not
having a dedicated office negatively influences productivity at home (Awada et al., 2021). On
the other hand, research suggests that controlling the thermostat at home might benefit the work
from home satisfaction (Chang & Kajackaite, 2019; Stroom, Kok, et al., 2021). Looking at indoor
environmental quality more broadly, Tahmasebi et al. (2021) show that people working at home
during the pandemic close their windows more often as compared to before the lockdown.
Combined with CO3 data, they conclude that working from home often leads to worse indoor
air quality. Generally, the professionalism or quality of the environment might suffer, but the

workers’ experienced control over these conditions at home might increase.
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4.3 Work from home survey

We surveyed 1,002 Dutch individuals via the Flycatcher panel. Flycatcher is an
academically-orientated research organization that established a high-quality panel representing
the Dutch population*4. Flycatcher randomly selected participants from their panel for an online
survey, where participation was reimbursed. For the purpose of our research, we included only
office workers (with a minimum age of 18 years old), who worked at least part-time from home
at the time of the survey. People without work, previously without work, or working exclusively
from the office were excluded from our sample.*>

The first data collection took place in November 2020. At that time, the Netherlands
had been in some form of lockdown for over 8 months due to the COVID-19 pandemic, since
March 2020. Figure 4.1 provides a colorized overview of the timing data collection with respect
to the Dutch restriction’s development. Working from home was strongly recommended by the
government, with some exceptions including workers in healthcare and essential shops. During
this time, employers were not allowed to force their employees to come to the office. All other
social activities were severely limited. A selection of questions was answered based on two
moments in time: “current” (i.e. November 2020, working from home) and one year ago

(working from the office).

Figure 4.1 Working from Home and Survey Timeline

Survey Conducted
Relerence Point: Current WIH Situation

2020
March April May June July August September October November December
Lockdown Alleviations Restrictions Partial Lockdown Lockdown
« Stepwise opening of Primary schools « Tightening Restrictions possible per Mask are mandatory Al non-essential
« High schools open partial (25%) municipality Slay Home as much as smps are closed

« No contact occupations allowed

« Schools and daycare closed

« Working from home  unless
‘emergency occupations

« Maximum group size abandoned « Registration for contact occupation « Schools are closed

. Pvie bulldmgs closed

It is relevant to point out that we utilize the COVID-19 restrictions to eliminate the
selection problems hampering previous research. Before the pandemic-related restrictions, the

success and satisfaction of working from home could potentially be explained by self-selection

4 See for example (Bults et al., 2011; Poelman et al., 2021; Smeets et al., 2015)) for well published studies using the Flycatcher panel.
4 The research setup was reviewed and approved by Maastricht University’s Ethical Review Committee Inner City Faculties
(ERCIC_195_09_06_2020).
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following the request to (voluntarily) move to work from home. Inherent intrinsic motivation,
personal characteristics, and ability to adjust to the physical environment could all be omitted
factors in that request. From a company perspective, those previously offering WEFH in the first
place were likely by design willing to enable the shift to the home office, and must have had job
characteristics which fit (at least partially) WFH. Due to the pandemic, this selection bias
susceptibility is fully eliminated in this research.

The survey included multiple previously validated modules. First, in order to measure
productivity and work satisfaction, the survey included the Health and Work Questionnaire (
see Halpern et al., 2001; Shikiar et al., 2001, 2004). This easily-administered questionnaire allows
for the assessment of various aspects of workplace productivity and its relationship to health.
Following careful evaluation and confirmatory cluster analysis in Chapter 3, a revised version
was validated, the Work Productivity and Stress Questionnaire (WPSQ), specifically fitting the
working-from-home situation. This version outperforms the previous version from Shikiar et
al. (2004) in consistency, reliability, and validation. Chapter 3 identifies five factors: productivity,
productivity by others, peer relationships, nonwork satisfaction, and stress and irritability. For
the remainder of the analysis, we use these newly constructed and validated productivity
metrics.*0

Shikiar et al. (2004) recommend validating its module with an alternative estimation of
productivity. In addition to the questionnaire items, the survey therefore also included single-
scale estimations of WEFH productivity and satisfaction, such as self-reported productivity,
satisfaction (with work in general, and with the WFH situation), and happiness. Additionally,
participants stated their willingness to continue with WEFH. All items were measured on a 10-
point Likert scale, ranging from absolutely not (1) to completely (10).

The survey also included a short module estimating burnout propensity, comparable
to Bloom et al (2015). Adopted from the Maslach burnout inventory (Maslach & Jackson, 1981),
6 questions were scored on a 7-point Likert scale, ranging from never (1) to always (7). These
items, aimed at emotional exhaustion, include questions like “I feel empty at the end of a
workday” and “I feel burned out.”. Hence, a higher score on this metric indicates a higher
burnout propensity. In addition to these six items, we added a 7-point Likert scale for sick days
as well as break time during office hours. These additional items allow us to control for the

previously established interaction between burnout and WIEFH, through the channels of increased

46 For an extensive validation report, as well as a discussion on retrospective accuracy and validity, please see chapter 3.
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autonomy (more breaks), or rather escalation into health issues (e.g. more sick days) compared
to the pre-WFH situation.

To assess the conditions in the home office, we included two separate modules. First,
we used the UC Berkeley center for building environment module, which has been developed
and validated in order to assess the perceived indoor environmental quality (Zagreus et al., 2004).
This survey has been extensively used in peer-reviewed research (e.g. Frontczak & Wargocki,
2011; Kim & de Dear, 2013; Palacios et al., 2020). The online assessment tool measures
satisfaction on all relevant indoor environment factors such as indoor temperature, air quality,
lighting, and noise. We also included relevant office hardware factors of the building
environment module. These factors focus on the physical attributes in the office, pertaining to
the desk, chair, screen, hardware, and Wi-Fi satisfaction. Note that, for convenience, we
generally label all latter factors collectively as office hardware, although one of the variables of
this factor is ‘hardware’. The variable hardware specifically contains the pc, keyboard, and mouse
and satisfaction. Throughout the paper, we generally refer to the factor and call it office hardware
or office hardware satisfaction.#” All factors are measured on a 7-point Likert scale, ranging from
very dissatisfied (1) to very satisfied (7).

Next, we used a combination of work and office characteristics in the survey. These
factors help to gain a complete picture of the WIFH conditions and identify individual
differences, potentially crucial factors influencing WFH outcomes. The office characteristics
focused on the room (open versus closed), lighting (natural light versus no natural light), and
ventilation (mechanic versus manual). All three factors are scored on a 3-point scale, with a
neutral midpoint. Additionally, participants are asked to estimate the surface of their office
(length and width in squared meters), and how often they ventilated their office (in percentage
of time spent in the office). The work characteristics included the ability of the respondent to
perform their work from home (1-10 scale), the company size (1-5, 5-15, 15-50, 50+ employees),
length of the workweek in hours, and job category (e.g., governmental, non-governmental, self-
employed, or on-call).

Finally, demographic information included age, gender, income, family size, and daily
household situation. The daily household situation factors could support or hamper productivity
when compared to the office situation. For instance, a dog walking break three times a day might

increase productivity, whereas having to take care of a child might decrease productivity (van

47 When discussing the variable, we explicitly specify that we are referring to the (sub) variable hardware.
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der Lippe & Lippényi, 2020; Wells & Perrine, 2001). The house that participants reside in could
interfere with the perceived WFH office characteristics. Matched on their 4-digit postcode, we
added average urbanicity (‘stedelijkheid’; STED), address-density
(‘fomgevingsadressendichtheid’; OAD), and house value (‘waarde van onroerende zaken’; WOZ)

per participant.

4.4 Data

441  Descriptives — Demographics and Home Office

The survey was completed by 1,002 participants of which 58.1% are male and the mean
age is 43.89 (SD=12,54). All participants had work that was at least partially executed from
home, with 57.9% of the respondents exclusively working from home. 60.9% worked 36 hours
a week or more, 84.8% had a fixed contract (self-employed and on-call workers represented
12.1% and 3.2%, respectively), with almost 70% at relatively large companies, with at least 50
employees. Table 4.1 shows further demographic characteristics. 54.6% of our sample enjoyed
higher education (as compared to just over 40% for the Netherlands more broadly in 2019;
Maslowski, R., 2020) and 53.6% earn more than the modal income in the Netherlands. These
metrics support the notion that cognitively demanding (desk) jobs are more likely to be suitable
to be performed from home (Etheridge et al., 2020). On average, our sample rated their jobs a

7.59 (out of 10; SD=2.39) on suitability to perform their work from home propetly.
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Table 4.1 Summary Statistics of Sample Demographics

Mean (SD)

Mean (SD)

or N (%) or N (%)
Demographics Work Characteristics
Age (years) 43.89 (12.54) Income
Gender (Female %) 420 (41.9%) Modal wage (23-34k) 184 (18.4%)
Hducation Level Minimum wage (less than 23 23%)

Family Characteristics

Household Members
Children Home during
Office Hours

Partner Home during
Office Hours

Pets

Home Office

Characteristics
Home Office Floor Plan

Home Office Lighting

Home Office Ventilation

Home Office Surface (#2)

Low
Middle
High

No Kids
Always
Sometimes
Never

No Partner
Always
Sometimes
Never

Dog
Cat

Open
Average
Closed

Natural
Average

No
Natural

Mechanic

Manual

None

65 (6.5%)
390 (38.9%)

2,61 (1.21)

482 (48.1%)
33 (3.3%)
333 (33.2%)
154 (15.4%)

240 (24.0%)
234 (23.4%)
244 (24.4%)
284 (28.3%)

188 (18.8%0)
268 (26.7%)

377 (37.6%)
139 (13.9%)
486 (48.5%)

828 (82.6%)

140 (14.0%)
34 (3.4%)

135 (13.5%)

825 (82.3%)

42 (4.2%)
25.14 (17.40)

Company size (employees)

Work Sector

Contract hours

Work from Home
Characteristics
Working from home
currently

Work suitable to perform
from home (0-10)

House Characteristics
Real-estate value (WOZ; x
€1.000))

Address-density (OAD; per
1 kilometer radius)
Urbanicity (STED;
Categorical Address-
density)

11,000)

Below modal (11-23k)
1-2x modal (34-56k)

2x modal or more (56k)
Don’t know/ don’t want
to say

1-5

5-15
15-50
50+

Governmental

Non-governmental
Temp/ on-call worker
Self-employed

36+ hours

20-35 hours

12-19 hours

Less than 12 hours

Exclusively from home
Partially from home
Missing

Work suitable to perform
from home (0-10)

Extremely High
Urbanicity

High Urbanicity

Average Urbanicity

Low Urbanicity
Non-Urban

Missing

106 (10.6%)
318 (31.7%)
219 (21.9%)

152 (15.2%)

101 (10.1%)

70 (7.0%)
131 (13.1%)
700 (69.9%)

195 (19.5%)

654 (65.3%)
32 (3.2%)
121 (12.1%)

610 (60.9%)
303 (30.2%)
49 (4.9%)
40 (4.0%)

530 (57.9%)
386 (42.1%)
86

7.59 (2.39)

7.59 (2.39)

274.64
(88.32)

2118.10

(1749.55)

199 (25.8%)

248 (32.2%)
154 (20.0%)
104 (13.5%)
66 (8.6%)
231

Considering the home office, we find that they are relatively spacious (M=25.14 m?,

SD=17,40)*8 and predominantly illuminated by natural light (82,6%). These spaces vary between

open (for instance, a studio; 37.6%) or closed (a dedicated room with a closed door; 48.5%), and

48 Note that we use the estimated length and width of the office (in meters) to calculate the total surface in m2. Extreme values (potentially

mistakes) for either metric ultimately led to unrealistic outliers. As a result, we truncated the office surface from 2 to 100 m? (46 data

points excluded).
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almost all offices can be ventilated (82.3% manually, 13.5% mechanically). On average,
participants exercise the option to ventilate 44% of their time at work in the work-from-home
environment (SD=36.32).

We observe quite some variation in household conditions. On average, households
consist of 2.60 people (SD=1.21), with a maximum family size of 9. Only 17.6% live in a single-
person household (comparable to 18% in the Netherlands more broadly; CBS, 2022). We further
specify the family situation during office hours: 47.8% have at least sometimes a partner around
and 36.5% have children at home (of which roughly half has care responsibility, 16.1% of the

total sample). Additionally, 18.8% of the respondents own a dog and 26.7% own a cat.

Table 4.2 Summary statistics and plots of the main variables of interest

Mean  SD Median  Min  Max N Boxplot  Histogram

Office Indoor Environment Satisfaction

Temperature 5.13 1.28 5.00 1 7 1002 — = _adllh

Air Quality 5.41 1.12 6.00 1 7 1002 eeorm= _-alllh

Lighting 5.37 1.20 6.00 1 7 1002 eeermm a0l

Noise 536 132 6.00 1 7 1002 seerit —afiln
Office Hardware Satisfaction

Desk 4.41 1.55 5.00 1 7 1002 == adllm

Chair 4.50 1.58 5.00 1 7 1002 +— = ol

Screen 4.86 1.53 5.00 1 7 1002 +— = _llh

Hardware 5.19 1.32 5.00 1 7 1002 e— = _adlh

WiFi 5.23 1.32 5.00 1 7 1002 o— = _adlly
Ventilate During Office hours (%0) 43.99 3632 30.00 0 100 1002 LR l}mll.njl
WPSQ Factor Scores

Productivity 6.84 1.28 6.95 1.10  9.90 1002 c—— = i

Productivity Others 7.55 1.24 7.75 1.00 10.00 957 —— il

Stress and Irritability 3.82 1.63 3.64 1.00 9.21 1002 ——— allle

Peer Relations 6.65 1.59 6.67 1.00  10.00 968 ——— el

Non-work Satisfaction 5.99 1.59 6.33 1.00  10.00 1002 -—_ el
Single-item Scales Scores

Satisfaction Work Situation 6.82 1.90 7.00 1 10 1002 o— — —rllhe

Happy with Work Situation 6.76 1.96 7.00 1 10 1002 *— — el

Self-Reported Productivity 7.16 1.72 7.00 1 10 1002 °e*— — __dila
Burnout Propensity Score

Burnout Metric 2.87 1.25 2.67 1.00  7.00 1002 = —e= dline.

4.4.2 Non-Parametric Comparisons between Home Office and the Work Office

We measure productivity both through a factor based on a set of questions (WPSQ
factor), as well as single questions on productivity indicators, as suggested by Shikiar et al. (2004).
Table 4.2 shows the general scoring on the main variables of interest, as well as the distribution
by boxplot and histogram, for the home office situation. Table 4.3 compares the home office
scores with the work office scores by applying nonparametric Wilcoxon signed-rank tests on

paired samples' median differences. The average WPSQ factor productivity score at home is
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6.84 out of 10 (SD=1.28 with a maximum of 9.90). The participants expect that others score
their productivity significantly lower (M=7.55, SD=1.24; p=.01). Stress and irritability are on
average rated at 3.82 (SD=1.63). Non-work satisfaction and peer relations score around 6
(SD=1,59) and 6.65 (SD=1,59), respectively. Compared to the work office, the WPSQ factor
productivity scores higher at work (»p<.001), whereas self-reported productivity does not differ

(p >.00). The overall trend for the other WPSQ factors (excluding Stress) shows a higher score

for the work office.#?

Table 4.3 Satisfaction and Productivity Non-Parametric Comparison Tests: Home

Office versus Work Office

Home Office Work Office
(N=1002) (N=1002) prvalue
Office Indoor Environment Satisfaction (scale: 1-7)
Temperature 5.13 (1.28) 4.59 (1.24) 0.00%*
Air Quality 5.41 (1.12) 4.61 (1.27) 0.00##*
Lighting 5.37 (1.20) 5.07 (1.30) 0.00%*
Noise 5.36 (1.32) 4.63 (1.34) 0.00##*
Office Hardware Satisfaction (scale: 1-7)
Desk 4.41 (1.55) 5.46 (1.12) 0.00%*
Chair 4.50 (1.58) 5.37 (1.14) 0.00%#*
Screen 4.86 (1.53) 5.52(1.09) 0.00%*
Hardware 5.19 (1.32) 5.44 (1.07) 0.00+*
WiFi 5.23 (1.32) 5.52 (1.15) 0.00%*
Home Office Work Office
p-value
(N=1002) (N=1002)
WPSQ Factor Scores (scale: 1-10)
Productivity 6.84 (1.28) 7.11 (0.93) 0.00%#*
Productivity by Others 7.55 (1.24) 7.78 (1.04) 0.01*
Stress and Irritability 3.82 (1.63) 3.95 (1.55) 1.00
Peer Relations 6.65 (1.59) 7.41 (1.23) 0.00%*
Non-work Satisfaction 5.99 (1.59) 7.59 (1.06) 0.00%**
Single-Item Scale Scores (scale: 1-10)
Satisfaction Work Situation 6.82 (1.90) 7.22 (1.62) 0.00%+*
Happy with Work Situation 6.76 (1.96) 7.30 (1.56) 0.00%#*
Self-Reported Productivity 7.16 (1.72) 7.47 (1.35) 0.06
Burnout Propensity (scale: 1-7)
Burnout Metric 2.87 (1.25) 2.64 (1.10) 0.00%*+*

Note. P-values result from Kruskal-Willis rank-sum tests. After Bonferroni correction: *p<0.05, **»<0.01, ***»<0.001. Work office
WPSQ, single-itemscale, and burnout scores are collected during a pretesting phase. Not all participants participated in the pretest,

therefore a fraction of the work office scores could not be matched to their respective home office scores.

49 Note that these differences are, although significant (due to the large sample size), relatively small to the extent that the economical

relevance is limited. As such, we are cautions with generalizing the differences as significant main effects.
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The single-question estimations of productivity and satisfaction show a slightly higher,
yet similar, trend. Self-reported productivity, satisfaction, and happiness at home are all around
7 out of 10 on average (M=7,16, SD=1,72; M=6,82, SD=1.90; M=06,76, SD=1,96, respectively).
Appendix Table 4.6 shows that the WPSQ factor productivity estimator is strongly correlated
with its single-question counterpart (r=.73, p<.0001) suggesting a high convergent validity.
Throughout the remainder of the paper, we solely refer to the WPSQ productivity factor when
we discuss productivity scores.

The average burnout score suggests that the majority of our sample shows limited signs
of burnout during the home office (on a 7-point scale; M=2,87, SD=1,25). This score, however,
does not deviate far from similar reports of a larger Dutch sample, which uses the same
measurement (Peijen et al., 2022). Yet, relative to home, the work office performs better: at
home, burnout propensity is significantly higher compared to the work office (»<.01). The
burnout score is highly correlated with the WPSQ factor “stress and irritability” (Appendix Table
4.6; r=.71, p<.0001). The sample showed no significant difference in either sick days or break
time between the work office and the home office.>

Importantly, participants score 6.25 out of 10 (SD=2,93) on their willingness to
continue with homework in the current situation (see Table 4.2). Although not low in absolute
terms, this score seems relatively low in contrast to the optimistic sentiment stated by many polls
following the COVID-19 WFH obligations. In addition to the 97% of 2,300 state to at least
partially switch to WEFH (Griffis, 2021), under over 3,500 U.S. workers, 68% would choose to
work from home over the office in general, with 61% even prepared to accept a pay cut to
maintain that WFH situation (Korolevich, Sara, 2021). This 68% preference for WFH over the
office signals that our average willingness to continue of 6.25 is an accurate estimation. In sum,
the burnout score and willingness to continue to appear to accurately estimate the population,
which help us generalize our results to the general population.

Nevertheless, the large variance in our sample scoring at indicates that the score is not
uniform, and this variation needs further explaining. Therefore, we will include the willingness
to continue working from home in our final analysis. In addition, the self-reported satisfaction
and happiness with the working situation at home versus working from the work office,
displayed in Table 4.3, also shows that working from the office is still preferred relatively high(er)

compared to working from home.>! However, it must be noted that at those scores are

50 These metrics are not therefore not further included in this paper.
51 Note that the same limitation mentioned in footnote 4 apply to these score differences.
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influenced by the fact that at that time, working from home was mandatory and not born out of

preference.

The office hardware and office indoor environment factors are investigated for both
the home office and work office. Figure 4.2 shows the distribution plots of both office indoor
environment (A-D) and office hardware (E-I) scores. WEFH increased the satisfaction of all office
indoor environment factors: Temperature (A), Air Quality (B), Lighting (C), and Noise (D) all
scored higher as compared to the work environment (mean scores range between 5.37 and 5.13
for the home office, compared to 5.07 and 4.59 for the work office; on a 7-point Likert scale).
For office hardware, we observe the opposite trend: overall office hardware satisfaction at the
work office is higher. The satisfaction for the desk (E), chair (F), screen (G), hardware (H), and
Wi-Fi (I) range between 5.23 and 4.41 at home, whereas the work office hardware satisfaction
levels range between 5.52 and 5.37. Table 4.3 shows that all differences are statistically
significant, using the non-parametric Wilcoxon rank sum test and Bonferroni multiple
comparison corrections. These observations support the notion that at home, optimizing
ergonomics (e.g office hardware factors) remains challenging (Davis et al., 2020) while increased

individual control over office indoor environment is preferred (Chang & Kajackaite, 2019).
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Figure 4.2 Office Hardware and Indoor Environment Satisfaction boxplot for Home

Office and Work Office
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It is important to confirm that participants are considering and rating the home office
as distinctly different from their work office. We cotrelate each variable's score at home and at
the office. As shown in Appendix Table 4.6, scores correlate moderately with different variables
within the same environment (home office or work office), but correlate low with the same
variables in the other environment. In other words, the same environment seems to influence
the scores more than which variable is scored over both environments. For instance, the
correlation between temperature and noise at home is 7=0.41, which is considered a moderately
strong correlation (Schober et al., 2018). Comparatively, the correlation between the temperature
at the work office and the home office is negligible (»=0.06). This observation supports the
divergent validity of the survey responses. Confirming that the satisfaction scores are based on
different experiences at home compared to work confirms the relevance of home office
satisfaction to predicting home productivity and burnout propensity.

In conclusion, our comparison indicates that our sample seems to fare better at the
work office: their productivity, non-work satisfaction, and peer relations are all higher compared
to the home office. Burnout propensity increases during home office. Generally, happiness and

satisfaction with the work situation are higher for the work office. The assessment of the physical
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office shows that the office hardware and office indoor environment display contrasting
satisfaction trends: hardware is preferred at the work office, whereas the indoor environment is
preferred at home. In the next section, we will investigate how these results relate to each other.
Whilst controlling for an array of relevant factors, we examine whether physical office

satisfaction affects productivity-related scores.

4.5 Methods

Whether differences in home-work conditions lead to productivity depends on many
factors. We use multiple linear regression to formally assess the relationship between home
office hardware and home office indoor environment satisfaction on productivity and burnout

propensity using the following models:

y; = a, + a;hardware satisfaction; + a,GC; + ¢; (12)

y; = Bo + Byindoor environment satisfaction ; + §,GC; + €;(1b)

where y; is the predicted value of either productivity or burnout propensity for each
patticipant z Model 1a isolates the effect of home office hardwatre (hardware satisfaction;),
whereas model 1b isolates the effect of the home office environment
(indoor environment satisfaction ;) on our dependent vatiables. Both models include a set
of carefully selected general controls (GC;) that could otherwise confound the estimators.
Specifically, these include demographic characteristics (gender and age), job characteristics
(company size, job suitable for working from home, type of work, income, and working hours),

and household characteristics (household size, children at home, partner at home, and pets)

Model 2 shows the combined model including both the effect of home office hardware

and home office indoor environment on our dependent variable y; .

y; = 8, + 6;hardware satisfaction; + §,indoor environment satisfaction; + §;GC; + §,0C; + ¢;

)
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This model also stepwise adds physical characteristics of the home office controls
(0C;), including lighting (natural versus no natural), means of ventilation (none, manual, ot
ventilation), and the room plan (open versus closed).5? Running model 2 with and without home
office controls, we estimate four models in total for both productivity and burnout propensity.

For all models, we standardized all continuous variables since they are originally
measured on different Likert scales, to simplify the interpretation of the coefficients.>> As a
result, the coefficients are z-scores and must be interpreted such that each coefficient indicates
the change in de dependent variable for each standard deviation increase of the independent
variable. Moreover, Figure 4.2 shows that some office hardware factors display comparable
trends in scoring. By further inspection, correlation Table 4.7 in the Appendix shows that both
desk and chair, as well as screen and the hardware factor, have an internal correlation (7)
exceeding 0.70. Since the correlations between these variables are intuitively not surprising, they
are comfortably specified as a combined variable model. Thus, for any further analysis, the scores

on these two pairs are combined and averaged per participant.

4.6 Results

4.6.1 Explaining Productivity and Burnout in the Home Office

Table 4.4 shows the estimated standardized coefficients and standard errors of the
home office hardware and home office indoor environment variables on the productivity factor.
The results in Table 4.4 show that all office hardware variables at home are positively associated
with productivity, such that increased satisfaction with each office hardware variable is
associated with an increase in productivity when working from home (coefficients ranging from
0.18 to 0.15; SD = .03 to .05). For example, model 1 shows that for each standard deviation
increase of screen & hardware satisfaction, the productivity score increases by 0.18 standard
deviations (SD=.05). Using Wi-Fi satisfaction as an example, a 1.32 increase on a 0-7 satisfaction
scale translates to a 0.23 increase on a 0-10 productivity scale. This effect is relatively strong and
comparable in strength to moving from sometimes having children at home during working

hours to having no children at all (see Appendix Table 4.8). Home office indoor environment

52 In the Appendix, an additional model is shown, for which we match our participants on postcode level to mean house characteristics.
These included average urbanicity, density, and WOZ value. None of these variables are significant for either Productivity nor Burnout,
nor do they influence the coefficients in a noteworthy matter.

53 Coefficients are standardized unless specifically mentioned otherwise
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variables show a similar pattern: without exception, all variables are associated with increased
productivity (coefficients ranging from 0.21 to 0.08; SD = .04). Combining both home office
hardware and indoor environment variables in model 3 decreases the coefficients intensity for
some variables in the productivity model. Incidentally, air quality loses significance. Additionally
adding controls in model 4 hardly affects the model further. All office hardware variables are
relevant predictors of productivity, as well as temperature and noise satisfaction (indoor

environment).

Table 4.4 Regressions of office hardware and indoor environment satisfaction on

productivity
Productivity

@ @ €] ®
Desk & Chair 15 ((04)*** .09 (.04)*x* .09 (.04)*x
Screen & Hardware 18 (.05)**x* 11 (.05)*= 11 (.05)*x*
WiFi 18 (L03)#*% 10 (L04)*%% 10 (04)**%
Temperature 14 (.04)**% .09 (.05)*x 10 (.05)*:*
Air Quality .08 (.04) .03 (.04) .04 (.04)
Lighting A1 (04)**x .07 (.04) .06 (.04)
Noise 21 (04)**% 16 ((04)**% 16 (04)**%
General Controls Yes Yes Yes Yes
Home Office Controls No No No Yes
Observations 1,002 1,002 1,002 956
R? .25 27 .30 .30
Adjusted R? .23 25 .28 .27
Residual Std. Error .88 (df = 972) .87 (df = 971) .85 (df = 968) .85 (df = 915)
F Statistic 11.41%%% (df = 29; 972) 12.16%%x (df = 30; 971) 12.79%%* (df = 33; 968) 10.01%xx (df = 40; 915)

Note. *p<0.1, *p<0.05, ***»<0.01. For the full model including all controls, see Appendix Table 4.8

Table 4.5 shows the coefficients for home office hardware and home office indoor
environment satisfaction on burnout propensity. Again, models 1 and 2, estimate the home
office hardware and home office indoor environment coefficients separately, model 3 combines
both, and model 4 adds physical characteristics of the home office as controls. For the burnout
models, the association is negative, meaning that an increase in satisfaction on either variable’s
satisfaction is associated with a decrease in the individual level of feeling burnout. For instance,
model 1 shows that each standard deviation decrease in WI-FI satisfaction increases the burnout
score by 0.12 standard deviation (SD=.04). Similarly to productivity, combining both satisfaction
predictors in one model (model 3), decreases the significance of some variables. The most robust
predictors of burnout propensity are desk & chair and Wi-Fi satisfaction (home office hardware),

as well as air and noise satisfaction (home office indoor environment).
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Table 4.5 Regressions of office hardware and indoor environment satisfaction on

burnout propensity

Burnout Propensity

@ @ )] @
Desk & Chair —.14 (04)**x* —.10 (.04)*x* —.11 (.05)*x*
Screen & Hardware —.09 (.05)* —.04 (.05) —.03 (.05)
WiFi =12 (04)xxx —.07 (.04)* —.07 (.04)*
Temperature —.07 (.04)* —.04 (.04) —.06 (.04)
Air Quality —.11 (04)** —.08 (.04)* —.09 (.04)**
Lighting —.05 (.04) —.02 (.04) .01 (.04)
Noise —.13 (04)*+** —.10 (04)*** —.09 ((.04)**
General Controls Yes Yes Yes Yes
Home Office Controls No No No Yes
Observations 1,002 1,002 1,002 956
R2 .18 .19 21 21
Adjusted R? .16 17 .18 17
Residual Std. Error 92 (df = 972) 91 (df = 971) 91 (df = 968) .90 (df = 915)
F Statistic 7.60%%* (df = 29; 972) 7.71%%* (df = 30; 971) 7.70%** (df = 33; 968) 6.06*** (df = 40; 915)

Note. *p<0.1, *p<0.05, ***»p<0.01. For the full model including all controls, see Appendix Table 4.9.

Comparing both tables shows that, on average, office hardware and indoor
environment coefficients and significance levels are generally higher in the productivity models.
For example, noise satisfaction is meaningful for both productivity as well as burnout
propensity, yet the coefficient is roughly 50% higher for productivity for all models (0.21 to 0.16
versus -0.13 to -0.09, for productivity and burnout, respectively).

Factors other than hardware and indoor environment (e.g. household characteristics),
used in the regressions of Table 4.4 and Table 4.5 as control variables, are consistently associated
with productivity and burnout propensity. These factors give insight into the baseline propensity
for WEFH productivity and burnout levels, beyond hardware and indoor environment. Both

models 3 of Appendix Table 4.8 and
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Table 4.9 show that the degree to which work can be performed from home does not
add predictive value to our model. Contrasting Etheridge et al. (2020), yet in line with Awada
et al. (2021), we find that women tend to repott higher levels of productivity (§ = 0.15, SD=
.07). Not living alone, i.e. having a larger household, decreases burnout score and increases
productivity (6 = -0.10, SD=.04; § = 0.11, SD= .04, respectively). Interestingly, and only
significant for productivity, having a partner who is not (or only sometimes) home during office
houts increases productivity (§ = 0.14 - 0.15, SD=.08) compared to the baseline of having no
partner at all. In that sense, having a partner is good for productivity, as long as they are not
constantly present during office hours. For children, a more predictable, strong, and linear
pattern emerges: burnout propensity increases and productivity decreases when potential
children spend more time at home during office hours. Interestingly, having a dog increases the
butnout scote significantly (6§ = 0.17, SD=.08).

Finally, previous research indicated that during the pandemic, young workers seem to
appreciate WEFH more, and opted for it more often compared to older workers (Brynjolfsson et
al.,, 2020). These results, however, are not stable per se. Awada et al. (2021) show opposite results,
where both women and older workers reported being more productive during WEFH. At first
glance, our results support the Awada et al. findings to the extent that for each year older,
reported productivity increases with 0.01 standard deviation (SD = .003)>*. This effect on
productivity translates such that moving from 20 years old to 40 years old increases WEFH
productivity score with roughly 0.25 out of 10. In strength, this example’s effect is double as
strong as the gender effect or the individual office conditions effect on productivity. However,
we find a weak yet similar trend for reported productivity at the office, which does not provide
insight on the preference of WEFH over the work office.>> Looking at the willingness to continue
with WFH, we finally find older responders reporting a stronger willingness to continue to work

from home (0.01 standard deviation increase per year of age, SD = .003; see Appendix

54 Note that age is not standardized in these models.
55 This table is not reported in this paper. With productivity at work as dependent variable in a linear regression similar to Appendix
Table 4.8, we find a positive coefficient of .001 (SD=.003, p=.0445) for model 3.
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Table 4.10). Therefore conclusively, our results suggest that older workers not only
report to be more productive at home and at the office than younger workers, but also seem to

have an overall higher willingness to continue to work from home.

4.6.2 Integrative model

Home office conditions, including hardware factors such as Wi-Fi and desk setup, as
well as indoor environmental quality, are significantly associated with productivity and burnout
propensity. While some of these input factors are fixed or dependent on capital expenditures,
indoor environmental conditions depend to a large extent on human behavior. We, therefore,
aim to understand whether there are causal indicators for satisfaction with hardware and indoor
environment. Importantly, we measure the behavior of respondents working from home:
whether the home office is ventilated, both at the extensive and intensive margin.

We implement a mediation analysis in order to understand how the home office
environment influences productivity. First, we test whether ventilation, by means of improving
the objective air-quality, leads to higher self-reported productivity in line with recent
research{Citation}. Then, we assess how physically improving the indoor environment relates
to the indoor satisfaction effect on productivity. Improving the indoor air quality through
ventilation should improve the perceived indoor environment satisfaction, thus at least partially
mediating ventilation’s effect on productivity. We also asses the mediating power of unrelated
satisfaction variables such as hardware. If self-report is accurate, these should be unrelated to
ventilation. However, if these scores also mediate the effect of ventilation, objective indoor
improvements could increase general satisfaction, and specific satisfaction scores could be less
reliable in representing the underlying elements.

This analysis assesses the impact of the physical environment on productivity,
mediated by hardware and indoor environment satisfaction factors. For the analysis, we
construct two latent variables, ‘Office Hardware’ and ‘Office Indoor Environment’, that each
consist of all individual hardware and indoor environment satisfaction variables (see Appendix
Figure 4.5 for the loadings per latent variable). Confirmatory factor analysis shows that the
‘Office Hardware’ and ‘Office Indoor Environment’ items loadings are meaningful per latent

factor.>® Further reliability calculations confirm the factor’s consistency, with both factors

56 The factors are loaded by the marker variable identification approach. By doing so, the estimators of the latent variables on the
dependent variable are fixed on the original 7-point satisfaction. In other words, the estimators indicate the effect per point estimate
increase on a 7-point scale identical to the scales of the underlying variables.
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showing a Cronbach alfa above 0.8 (a=0.80 and a=0.85, for ‘Office Hardware’ and ‘Office
Indoor Environment’, respectively). Following model specification analysis, we declare
covariance between the latent variables ‘Office Hardware’ and ‘Office Indoor Environment’,
and indicator items desk and chair as well as screen and hardware. Since the correlations between
these variables are intuitively not surprising, they are comfortably specified in a saturated model.
This saturated model, containing additional parameters estimating those correlations, indeed fits
the data better than the restricted model with these correlations fixed to zero (chi-squared
difference = 568, DF difference = 3; p<.000).>’ Further model fit tests, confirm that our
saturated model fits the data well (CFI/TLI > .95, RMSEA close to .05, and SRMR < .05).

As expected, the latent variables ‘Office Hardware’ and ‘Office Indoor Environment’
have a strong and distinct direct effect on WEFH productivity, as can be seen in Figure 4.3. For
both factors, a standard deviation increase is associated with around a 0.3 standard deviation
increase in productivity. The percentage of ventilation is significantly associated with both
increased hardware and indoor environment satisfaction. Each standard deviation increase in
ventilation of the office increases satisfaction with .29 and .27 points, respectively. Ventilation
no longer shows a direct association with productivity, which is not captured by its relation to
hardware or indoor environment satisfaction (p=.88). Hence, the effect of ventilation on
productivity is fully mediated by hardware or indoor environment satisfaction. Both indirect
unstandardized parameters via the latent variables are estimated at 0.002, with a total estimated
effect of ventilation on productivity of 0.004. Thus, moving from 0% to 100% ventilation of the
office increases productivity with .4 on the 10-point scale by increasing hardware or indoor
environment satisfaction. Considering that the average productivity score is 6,11 (SD=1,006), the
magnitude of this effect is not trivial. This effect equates to 8.18% of the mean and 47% of the

standard deviation of the productivity variation in our sample.

57 Note that we do not combine the pairs desk & chair and screen & hardware pre-analysis in contrast to the multivariate regression, but
enter them individually whilst declaring covariance in the SEM model. Doing so increases the Cronbach alpha of both models with 0.05
and improves the overall model fit.
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Figure 4.3 Structural Equation Model Graphs on Productivity

Office Hardware

ay = 0.28%** by = 0.30%**

Ventilation Productivity

a; = 0.20%** by =0.26***
Office Indoor

Environment

Note. *p<0.05, #%p<0.01, *+5<0.001

Replacing productivity with burnout propensity or willingness to continue WEFH in the
model shows the same mediation effect. Both models, are well fitted (both show CFI/TLI >
.95, RMSEA close to .05, and SRMR < .05), and for both models, the association runs fully
through the latent variables (see Figure 4.4). The total estimated effect of ventilation on burnout
propensity is -0.004, with comparable mediation through both factors. Moving from 0% to
100% ventilation of the office decreases burnout propensity with .4 on the 7-point scale. For
the willingness to continue with WIEFH, the significance and strength of association are stronger
for hardware compared to the indoor environment (a=0.003, p=0.016; a=0.005, p<.000,
respectively). Hence, moving from 0% to 100% ventilation of the office increases the willingness

to continue WEFH propensity with 1.2 on the 10-point scale.
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Figure 4.4 Structural Equation Model Graphs on Burnout Propensity and
Willingness to Continue WFH
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Office Indoor
Environment

Note. *p<0.05, #%p<0.01, **%5<0.001

47  Conclusion

The success of working from home, and the likelihood of its survival after the
pandemic, is dependent on sustained productivity in the home office environment. This study
investigates the effect that home office hardware and environment satisfaction have on
productivity and burnout propensity. Through a survey design, we gather data on the home
offices, home office satisfaction levels, and productivity from 1,002 participants who have been
working from home. First, we compare working from home with working from the office. The
self-reported productivity is lower at home compared to previously at the office of those that

worked from home during the COVID-19 pandemic. Although WFH reports are predominantly
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positive, a growing body of research has shown the limits and downsides of WFH. Reports that
included actual output assessments suggest less or no productivity improvement (Adtjan et al.,
2021; Aksoy et al., 2022; Barrero et al., 2021; Bloom et al., 2022; Etheridge et al., 2020; Gibbs et
al., 2021; Morikawa, 2022). This is in contrary to earlier findings based on self-report, but
consistent with multiple non-self-reported outcome analysis (Etheridge et al., 2020; Gibbs et al.,
2021; Morikawa, 2022). When looking at the physical office, we find that the indoor
environmental satisfaction appears higher at home, whereas physical hardware satisfaction like
desks and chairs are preferred at the office. From these results, we conclude that optimizing
ergonomics at home remains challenging (Davis et al., 2020) while individually being in control
of the indoor environment at home is preferred (Chang & Kajackaite, 2019). Additionally, we
find a relatively low score for the willingness to continue working from home, in contradiction
to many recent reports, which supports a deeper investigation into factors facilitating successful
WFH (Griffis, 2021; Korolevich, Sara, 2021).

Second, the results show a consistent association between both home office hardware
as well as indoor environment satisfaction and productivity. Higher satisfaction in both these
domains is associated with higher WFH productivity and lower burnout propensity. The vast
majority (with the exception of air quality) of all indoor environment and hardware factors
included in this paper are associated with increased productivity. Given our results of ventilation,
it is particularly striking that precisely air quality is the only self-reported factor seemingly not
influencing WEFH success. For burnout propensity, we find the most robust predictors to be
desk & chair (hardware), as well as noise satisfaction (indoor environment). Additionally, we
find women and larger households to be more productive at home, having children to decrease
productivity and increase burnout propensity, and partners to increase productivity, but only
when they are not always around during office hours. Finally, where the correlation between age
and WIEFH has been inconsistent in the past (Awada et al., 2021; Brynjolfsson et al., 2020), we
find older workers report being more productive, having a low burnout propensity, and stating
to be more willing to continue to work from home compared to younger workers.

To show the influence real behavior could have on WEFH success, we investigate the
effect of ventilation on productivity. By means of mediation analysis, we confirm that the
amount of time a home office is ventilated not only directly increases satisfaction but indirectly
increases the productivity score as well, with a total estimated effect of 0.005 points per
percentage-point increase. Practically, this means that changing from not ventilating at all to

ventilation all the time (moving from 0% to 100%), will indirectly increase productivity with .5
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points on the 10-point productivity scale. The magnitude of this estimate on productivity is
comparable to moving from no children to always having children at home during working
hours (.7-point decrease of productivity). Given the same example, moving from 0% to 100%
ventilating time will decrease the burnout propensity by .4 points on a 7-point scale, and increase
the willingness to continue with WEFH with 1.2 points on a 10-point scale. Hence, we find that
ventilating your home office is a crucial underlying factor explaining overall satisfaction and is
indirectly associated with increased productivity, increased willingness to work from home, and
decreased burnout propensity.

The results of this paper imply that the success and willingness to continue with work
from home are at least partially dependent on home office quality and satisfaction. We show
that both the hardware and indoor environment satisfaction as well as the behavior influencing
the office environment quality will contribute to higher productivity, lower burnout propensity,
and higher willingness to continue working from home. Incidentally, we also provide a strong
case to emphasize actual measurement over self-reported satisfaction measurement. This is not
only shown by the fact that unrelated satisfaction scores are influenced by better ventilation, but
also by the fact that self-reported air quality satisfaction, closest related to ventilation, did not
predict productivity. Since the general working from home evaluation, as well as indoor
satisfaction inventories, are heavily reliant on self-reported scores, this conclusion is not trivial.
Consequently, satisfaction with unrelated aspects of the office, as well as WEFH success, can be
influenced (and thus improved) by seemingly unrelated actions such as increasing office
ventilation. In sum, our results underline the effect of a holistic perspective on working from
home productivity. A healthy and objectively measured physical climate is a key aspect of the
success and widely proposed bright future of working from home (Adrjan et al., 2021; Aksoy et
al,, 2022; Hansen et al., 2022).

Our results have some limitations. First, our results follow an unusual and unique
situation that has not been experienced before. This can have an effect on all data collected
during the COVID-19 pandemic, yet our data is especially sensitive to the sentiment of our
sample. We have attempted to control for an extensive set of factors that might influence WFH
and productivity in general, however the pandemic will undoubtedly have had an immense effect
on daily life. We cannot exclude the possibility that unobserved factors, or even unobserved
general sentiment (mood-as-information theory; O’Donnell et al., 2020), influences the self-

reported scores. Additionally, the experienced ability to visit an office when needed alone could
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also influence the perceived productivity. As such, the context of the pandemic could not only
influence the general sentiment, but also the operational experience of WFH which could be
subject to change when restrictions are lifted.

Second, we report on differences between the current situation and before COVID-
19 (at the work office). To do so, we did not ask our participants at that time, but rather asked
them recollect. Unfortunately, recollection itself is less accurate than asking the current situation
(Ingram et al., 2012). The current situation could even influence the recollected score, as it serves
as a reference point (Joordens & Hockley, 2000). Either in contrast or regress, it influences the
absolute score. As this is already normally the case, we ask our participants to recollect pre-
COVID-19. This means that not only the working from home sentiment can pass over to the
recollection, but the general sentiment as a whole. The mere fact that WEFH is mandatory could
put the productivity previously performed at work in a more generous daylight that it truly was,
as well as life in general. Taken together, although the pandemic also provides us with a unique
naturally occurring experimental setting, our data quality would have improved if we would have
foreseen the pandemic, and pretested our subject before the outbreak.

In the same line, although we use an elaborate and implicit measure for productivity
and burnout, we do not measure objective productivity. Self-reported metrics suffer from
demand effect and accuracy biases which might hamper the accuracy of our result in the general
population (Chapter 3). We have attempted to at least partially alleviate this concern by using an

extensive validated questionnaire, yet caution to generalize to actual behavior is warranted.

113



Chapter 4

4.8  Appendix

Table 4.6 Correlation Table of different measurements of Productivity and Stress

WPSQ Self-Reported WPSQ Stress & Irritability
Productivity Productivity Factor

Self-Reported Productivity 73

(Single-item Scale)

WPSQ Stress & Irritability Factor -55 =37

Burnout Propensity (MBI Scale) -.50 -.31 71

Table 4.7 Correlation Table of home office hardware and indoor environment factors’

Satisfaction

. i Air L .

Desk Chair  Screen Hardware Wi-Fi Temperature Quality Lighting  Noise
Home Home Home Home Home Home Home Home
Home

Panel 1: Home Satisfaction
Chair Home .70
Screen Home 57 .58
Hardware Home .50 52 72
Wi-Fi Home .36 .39 46 55
Temperature Home .36 .33 .36 .39 43
Air Quality Home .35 .38 .39 45 42 .60
Lighting Home .36 32 .35 37 37 .53 .60
Noise Home .35 .36 .37 40 .37 41 48 41
Panel 2: Work Satisfaction
Desk Work .09 21 .18 24 21 14 23 14 21
Chair Work 12 17 .19 25 22 .19 .25 18 .20
Screen Work .07 17 17 25 27 19 27 .19 22
Hardware Work 14 22 .26 37 32 21 29 .19 .26
Wi-Fi Work 17 24 23 .33 .28 .18 24 18 .25
Temperature Work .10 14 11 15 13 .06 14 12 .05
Air Quality Work 13 15 15 17 13 13 17 13 .08
Lighting Work .10 17 .20 .19 15 19 24 17 .16
Noise Work .06 .08 12 12 14 .15 18 13 .04
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Table 4.8 Complete Regression Table of Productivity

Dependent variable: Productivity

0) ) ©) ) ©)

Desk & Chair RENE .09 (04)** .09 (04)** 12 (05)**
Screen & Hardware 18 (05)++* A1 (05)** A1 (05)** 12 (05)**
WiFi 18 (03)+rx 10 (04 10 (04 .07 (.04)
Temperature RENE D .09 (.05)** .10 (05)** .10 (.06)**
Air Quality .08 (.04)* .03 (.04) .04 (.04) .08 (.05)
Lighting AT (04 .07 (04)* .06 (.04) .04 (.05)
Noise 21 (04yrrx 16 (0dyrrx 16 (0dyrrx 13 (04
Age (years) .01 (.003)*#* .01 (.003)*** .01 (.003)*** .01 (.003)*#* .01 (.003)*#*
Income (Baseline: Modal)

Mininum wage (less than 11,000)  -.68 (.24)*** -.56 (24)*+* -.58 (23)*** -.58 (24)*+* -46 (28)**

below modal (11-23k) -.10 (.10) -.03 (.10) -.04 (.10) -.06 (.10) -.05 (.11)

1-2x modal (34-56k) -.12 (.08) -.10 (.08) -.10 (.08) -.09 (.08) -.08 (.09)

2x modal or more (56k) -.14 (.09) -11 (.09) -12 (.09) -12 (.09) -.02 (.10)

don’t know/ don’t want to say .01 (.09) .04 (.09) .01 (.09) -.01 (.09) -.01 (.10)
Female 21 (07)rrx .10 (.07) 15 (07)** 14 (07)** .15 (.08)**
Household Members 10 (04)** 12 (04yrrx AT (04 .09 (04)** .07 (.05)
Children Home during Office Hours (baseline: no children)

Always =70 (19)*+* -.65 (.18)*+* -.63 ([18)*+* -.63 (.18)*+* - 74 (21)kx

Sometimes -.22 (10)** -.23 (10)** -.22 (.09)** =17 (09)* -17 (.10)

Never -.07 (.10) -.07 (.10) -.07 (.10) -.06 (.10) -07 (11)
Partner Home during Office Hours (baseline: no Partner)

Always .06 (.09) .06 (.09) .06 (.09) .06 (.09) .02 (.10)

Sometimes A7 (09)* 11 .(.09) 15 (08)* 13 (.09 13 (.10

Never .20 (.09)** 11 .(.09) 14 (.08)* 15 (09)* .10 (.10
Pet (Baseline: No pets)

Dog .10 (.07) .09 (.06) .07 (.06) .07 (.07) .08 (.08)

Cat -.02 (.06) -.01 (.07) -.02 (.06) -.04 (.06) -.01 (.08)
Company size (Baseline: 0-5)

5-15 .01 (17) -.04 (.16) -.05 (.16) -.09 (.17) -.16 (.20)

15-50 10 (.15) 02 (14 02 (14 -.02 (.15) -12(.18)

50+ -.003 (14 -.03 (.14) -.04 (.14) -.08 (.14) 14 (18)
Work Sector (Baseline: Governmental)

Yes, non-governmental -.03 (.07) .02 (.07) 0005 (.07) -01 (.07) -.01 (.08)

Yes, temp/ on-call worker .03 (17) 14 (17) .09 (.16) .09 (17) .05 (17)

Yes, self-employed -.04 (.15) 01 (14) -.03 (.14) -.10 (.15) -14 (17)
Contract hours (Baseline: Full time (36+)

20-35 houts -.02 (.07) -.03 (.07) -.03 (.07) -.01 (.07) .004 (.08)

12-19 hours .20 (.13) 16 (13) A8 (13) .20 (.13) 19 (14)

less than 12 hours -05 (.13) 18 (12) -12(12) -1 (13) -01 (13)
Work suitable to perform from home .05 (.03) .07 (03)** .04 (.03) .04 (.03) .06 (04)*
Home Office Floor plan (Baseline: Average)

Open .02 (.10) .05 (11)

Closed -.07 (.09) -.02 (.11)
Home Office Lighting (Baseline: Average)

Natural .02 (.09) .01 (11)

No Natural -01 (17) -1 (21)
Home Office Ventilation (Baseline: None)

Mechanic -.07 (.16) -17 (18)

Manual -.08 (.14) -11 (.16)
Home Office surface (m?) -.03 (.03) -.05 (.03)
Real-estate value (x€1,000) -.01 (.04)
Address-density (per kilometer radius) -.06 (.07)
Urbanicity (Baseline: Extremely high)

High -10 (.13)

Moderate -.06 (.16)

Low .0003 (.18)

None-Urban -.04 (21
Obsetvations 1,002 1,002 1,002 956 734
R2 .25 .27 .30 .30 .30
Adjusted R2 .23 .25 .28 27 .26
Residual Std. Error .88 (df = 972) .87 (df =971) .85 (df = 968) .85 (df = 915) .83 (df = 687)
F Statistic 11410005 (df = 29;12.16%* (df = 30;12.79%* (df = 33;10.01%%* (df = 40;6.50*** (df = 406;

972) 971) 968) 915) 687)

Noze. *p<0.1, *5<0.05, #*p<0.01.
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Table 4.9 Complete Regression Table of Burnout Propensity

Dependent variable: Burnout Propensity

0) ) ©) @ ©)

Desk & Chair - 14 (04yrrx -10 (04)** 11 (05)** -.16 (.06)*+*
Screen & Hardware -.09 (.05)* -.04 (.05) -.03 (.05) -.001 (.06)
WiFi =12 (04yrrx -.07 (.04)* -.07 (04)* -.05 (.05)
Temperature -.07 (04)* -.04 (.04) -.06 (.04) -.06 (.06)
Air Quality =11 (04)** -.08 (.04)* -.09 (04)** -.07 (.05)
Lighting -.05 (.04) -.02 (.04) .01 (.04) .02 (.05)
Noise 13 (04y*rx 10 (04y*+x -.09 (04)** -.09 (.05)**
Age (years) -.01 (.003)*** -.01 (.003)*** -.01 (.003)*** -.01 (.003)** -.01 (.003)*
Income (Baseline: Modal)

Mininum wage (less than 11,000) .63 (.26)*** .56 (27)krx .56 (27)*rx .57 (28)kr* 46 (32)*

below modal (11-23k) .26 (14)** 22 (14)* 23 (14)** 27 (14)** 24 (17)*

1-2x modal (34-56k) -.01 (.08) -.02 (.08) -.02 (.08) -.02 (.08) -.05 (.10)

2x modal or more (56k) 13 (10 12 (.10 13 (.09 12 (.10 07 (11)

don’t know/ don’t want to say 21 (11y** .20 (11)* 21 (11)** 23 (11)** 24 (13)**
Female .01 (.07) .09 (.07) .05 (.07) .09 (.07) .03 (.08)
Household Members =10 (04)** - 11 (05)** -10 (04)** -.09 (.05)* -.08 (.05)
Children Home during Office Hours (baseline: no children)

Always A2 (22)% A2 (22)% .39 (22)** .35 (21)* A2 (24)%

Sometimes .06 (.10) .07 (.10) .06 (.10) .02 (.10) -.02 (11)

Never -.24 (.09)** -.23 (.09)** -.23 (.09)** -.25 (.09)** =26 (11)**
Partner Home during Office Hours (baseline: no Partner)

Always .08 (.09) .08 (.09) .08 (.09) .09 (.10) A3 (11)

Sometimes -.07 (.10) -.05 (.09) -.07 (.09) -.03 (.10) =11 (11)

Never -.14 (.09) -.09 (.09) -11 (.09) -.10 (.10) =10 (11)
Pet (Baseline: No pets)

Dog 15 (08)** .16 (.08)** 17 (08)** .19 (.08)** A7 (10)*

Cat -.002 (.07) -.01 (.07) .001 (.07) .01 (.07) -.02 (.08)
Company size (Baseline: 0-5)

5-15 -.03 (.15) 02 (.14 02 (14) .02 (.15) .04 (.19)

15-50 -15(.14) -10 (.13) -10 (13) -.06 (.14) -10 (.18)

50+ 16 (14 A8 (13) A8 (13) .20 (.14) 16 (17)
Work Sector (Baseline: Governmental)

Yes, non-governmental 11.(07) .07 (.07) .08 (.07) .09 (.08) 15 (.08)*

Yes, temp/ on-call worker -.05 (.20 -15(.19) -11(19) -12(22) -.10 (.25)

Yes, self-employed -.09 (.13) 14 (13) -10 (.13) -.05 (.14) -.09 (.16)
Contract hours (Baseline: Full time (36+)

20-35 houts .01 (.07) .02 (.07) .02 (.07) -.02 (.07) .03 (.08)

12-19 hours -15(.14) 14 (13) -14 (14) =16 (.14) -.03 (.15)

less than 12 hours .33 (14)** -.25 (.15) .29 (.15)* -32 (16)* 49 (17)**
Work suitable to perform from home -.01 (.03) -.03 (.03) -.01 (.03) -.01 (.03) .01 (.04
Home Office Floor plan (Baseline: Average)

Open .07 (.10) .04 (11)

Closed .07 (.09) .04 (11)
Home Office Lighting (Baseline: Average)

Natural -16 (.10) -15 (12)

No Natural 10 (.19) -.01 (.20
Home Office Ventilation (Baseline: None)

Mechanic 17 (19) 14 (22

Manual .03 (17) .01 (.19)
Home Office surface (m?) .03 (.03) .04 (.04)
Real-estate value (x€1,000) .01 (.04
Address-density (per kilometer radius) -.03 (.06)
Urbanicity (Baseline: Extremely high)

High -.02 (.13)

Moderate -.02 (.16)

Low -15 (.16)

None-Urban -.14 (20
Obsetvations 1,002 1,002 1,002 956 734
R2 18 19 21 21 21
Adjusted R2 16 17 18 17 16
Residual Std. Error .92 (df =972) 91 (df =971) .91 (df = 968) .90 (df = 915) .91 (df = 687)
F Statistic 7.6006% (df = 29;7.71%F (df = 30;7.70%*% (df = 33;6.06%* (df = 40;3.93** (df = 46

972) 971) 968) 915) 687)

Note. *p<0.1, #5<0.05, *p<0.01,
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Table 4.10 Complete Regression Table of Willingness to continue working from home

Dependent variable: Willingness to continue working from home

0] ) ©) O] ©)

Desk & Chair 14 (04yrrx A1 (04)* 11 (05)** .09 (.06)*
Screen & Hardware .0004 (.05) -.03 (.05) -.02 (.05) .05 (.06)
WiFi 12 (04 .07 (04)** .08 (.04)** .06 (.04)
Temperature 12 (04 .09 (04)** .09 (04)** .07 (.05)
Air Quality .02 (.05) .004 (.05) -.01 (.05) .01 (.06)
Lighting .08 (.04)** .06 (.04)* .08 (.04)* .03 (.05)
Noise .05 (.04) .03 (.04) .01 (.04) -.002 (.05)
Age (years) .01 (.003)*#* .01 (.003)*** .01 (.003)*** .01 (.003)*** .01 (.003)**
Income (Baseline: Modal)

Mininum wage (less than 11,000)  -.17 (.19) -.14 (.20 -13(.19) -.06 (.20) -.01 (.24

below modal (11-23k) .03 (11) .08 (.11) .07 (11) .08 (.11) A1 (12

1-2x modal (34-56k) -.11 (.08) -.10 (.08) -.11 (.08) -.10 (.08) -.09 (.10)

2x modal or more (56k) -16 (09)* -.14 (.09) -.14 (.09) -15 (.10 -.08 (.11)

don’t know/ don’t want to say -.02 (.10) -.005 (.10) -.01 (.10) -.02 (.10) .01 (12
Female .09 (.06) .05 (.06) .07 (.06) .06 (.07) .05 (.08)
Household Members -.004 (.05) .01 (.04 .004 (.04 .01 (.05) -.01 (.05)
Children Home during Office Hours
(baseline: no children)

Always -23(.19) -.24 (.18) -21(.19) -.28 (.20) -.32(.23)

Sometimes -10 (.10 -12 (.09) -.10 (.10) -13 (.10 -07 (.11)

Never .03 (.09) .03 (.09) .03 (.09) .03 (.09) -.02 (11)
Partner Home during Office Hours
(baseline: no Partner)

Always .07 (.09) .09 (.09) .09 (.09) 11 (.10 .07 (11)

Sometimes 12 (.09 11 .(.09) 11 .(.09) 14 (.09) A1 (1)

Never 14 (.09 11 .(.09) 12 (.09 15 (.09) .08 (.11)
Pet (Baseline: No pets)

Dog .09 (.07) .09 (.07) .08 (.07) .07 (.07) .03 (.09)

Cat -.04 (.07) -.04 (.06) -.04 (.06) -.04 (.07) -.02 (.08)
Company size (Baseline: 0-5)

5-15 -.25 (.15) -.28 (.15)* =27 (15)* -.25 (.16) 15 (.18)

15-50 =31 (14)** -.34 (13)** .34 (14)** .29 (14)** -23 (17)

50+ =36 (12)%+ =37 (2% =37 ((13)rrx -.34 (13)** -.25 (.16)
Work Sector (Baseline: Governmental)

Yes, non-governmental .05 (.07) .08 (.07) .08 (.07) .08 (.07) .07 (.09)

Yes, temp/ on-call worker -.03 (.14) .03 (.15) -.01 (.14) -.09 (.16) -12(21)

Yes, self-employed .08 (.13) .09 (.14) 07 (14) 10 (14) .04 (.16)
Contract hours (Baseline: Full time (36+)

20-35 houts .01 (.07) .01 (.07) .01 (.07) .03 (.07) .05 (.08)

12-19 hours -.05 (.14) -.09 (.14) -.08 (.14) -.04 (.15) .02 (.16)

less than 12 hours 01 (.14) -.09 (.14) -.06 (.14) -.05 (.15) -.24 (.18)
Work suitable to perform from home .32 (.03)*** .34 (.03)+rx .33 (03)rx .32 (03)+rx .34 (04)rx*
Home Office Floor plan (Baseline:
Average)

Open -.02 (.09) -.03 (.10)

Closed -12 (.09) -.16 (.10)
Home Office Lighting (Baseline: Average)

Natural .01 (.09) .08 (.11)

No Natural 21(18) 21(21)
Home Office Ventilation (Baseline: None)

Mechanic 22(.18) 18 (.20

Manual .04 (.16) .03 (.18)
Home Office surface (m?) .01 (.03) -.02 (.04)
Real-estate value (x€1,000) -.01 (.03)
Address-density (per kilometer radius) -.02 (.06)
Urbanicity (Baseline: Extremely high)

High 21 (12)*

Moderate .01 (.15)

Low .02 (17)

None-Urban .05 (.19)
Obsetvations 1,002 1,002 1,002 956 734
R2 24 .25 .26 .26 .26
Adjusted R2 22 22 23 .23 21
Residual Std. Error .88 (df = 972) .88 (df = 971) .88 (df = 968) .88 (df = 915) .88 (df = 687)
F Statistic 10.65%%% (df = 29;10.63%* (df = 30;10.13%* (df = 33;8.03%* (df = 40;5.24%* (df = 406;

972) 971) 968) 915) 687)

Note. ¥p<0.1, *5<0.05, **p<0.01.
Figure 4.5 Structural Equation Model Latent Variables Loading and Covariance
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Chapter 5

Turning up the Heat

The impact of indoor temperature on selected
cognitive processes and the wvalidity of self-
report.”

5.1 Introduction

Performance at work is influenced by many factors, such as individual characteristics,
leadership, work pressure, incentive schemes, and corporate structure (Hermalin & Weisbach,
1991; Perry & Porter, 1982; Wageman & Baker, 1997). The physical climate of the workplace is
often ovetlooked as an important factor influencing performance. And when it is mentioned,
the dominant strain of research focuses on comfort, through self-report on physical aspects of
the environment and their effect on human performance. This is remarkable, as office buildings
have been undergoing rigorous innovations throughout recent decades (for instance, Vermeulen
& Hovens, 20006). Developments in the quality of insulation, ventilation, and air-conditioning
are effectively changing the indoor environment to which workers are exposed. These
innovations ate typically motivated by effects on building efficiency and/or worker comfort, but
while there is ample research highlighting the effects of increased energy efficiency on building
resource consumption (Eichholtz et al., 2019; Pérez-Lombard et al., 2008), the link between
changes in indoor environmental conditions and human performance remains a topic of debate
(MacNaughton et al., 2017; Satish et al., 2012; X. Zhang et al., 2017).

Research regarding the impact of indoor environment on worker performance is
hampered by the fact that high-skilled performance measures at work are difficult to obtain
directly, and are hard to compare between disciplines. For example, Zivin and Neidell (2012)
show that pear-pickers’ performance suffers from exposure to bad environmental quality

conditions. However, the output of highly skilled workers who face cognitively demanding tasks
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— such as academics, managers, doctors, or investors — lacks such direct outcome measure. It is
exactly this type of high-skilled workers who spends considerable time in confined offices or
meeting rooms, subject to specific indoor climate conditions. Parsons (2014) notes that
individual factors often dominate performance outcomes, making it even more challenging to
compare productivity between workers. Moreover, any output that is measurable is not easily
traced back to a quantifiable time period of exposure to the physical indoor climate.

To circumvent the challenge to correctly assess human performance, research has
shifted from measuring performance to comfort (Bluyssen, 2013). The implicit expectation is
that when the climate is rated as “comfortable”, productivity increases. Comfort measures are
an attractive proxy for productivity and performance, as they are easily and inexpensively
assessed by self-report. Comfort could be treated as a measure of interest on its own (for
instance, Nakamura et al., 2008), but whether self-assessed comfort levels are indeed an accurate
proxy for performance remains an open question. Psychological research repeatedly suggests
self-reported introspection into one’s own subjective experience and emotions to be unreliable
(Engelbert & Carruthers, 2010).

In this paper, we assess the effect of indoor environmental conditions on human
performance, by investigating decision processes. Tversky and Kahneman (1974), amongst
others, distinguish decision making as “intuitive” and “rational" processes. Automated, intuitive
rules of thumb, or heuristics, are “quick and dirty” and applied without much effort. The rational
processes need more time and cognitive resources, are only scarcely applied, and are also
associated with high decisional quality. A mainstream application of the interplay between these
fast and rational or effortful processes is the default-interventionist approach (Evans, 2007). It
stipulates that the effortful processes can intervene in the fast heuristics, when a wrongful
application (a bias) in a given context is detected. Thus, whenever the effortful processes are
hampered, for instance due to cognitive constraint resulting from environmental factors,
increased bias-susceptibility generally lowers overall decisional quality (Gawronski &
Bodenhausen, 2006; Muraven & Baumeister, 2000). In other words, we expect that bias
detection and correction will (partially) suffer due to cognitive constraint in effortful processes

capacity following temperature stress.
p g p

5.2  Literature
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5.2.1 Temperature and Cognition

Psychological and neurological research has attempted to identify the effects of
temperature on cognitive functions. We elaborate on two relevant findings.

The most profound and general finding is that cognitive capacity is lowered by adverse
temperature conditions. Wright, Hull and Czeisler (2002) find that changes in the temperature
of the body and brain are correlated with changes in performance, such that deviating
temperatures from the internal optimal will worsen performance. Shibasaki, Namba, Oshiro,
Kakigi and Nakata (2017) show that neurological inhibition processes suffer from heat stress.
In decision-making, executive and inhibition processes coordinate which stimuli to act on
(execute) and which not (inhibit). Both these biological processes are found to be weaker under
heat stress. Van Ooijen, Van Marken Lichtenbelt, Van Steenhoven and Westerterp (2004)
suggest that temperature could influence mental performance as a result of fatigue. This view is
similar to the theoretical concept of mental depletion, the cognitive model stipulating limited
mental “control” resources for self-regulation (R. Baumeister et al., 1998). Mental depletion
often results in more instinctive behavior (such as aggression; Van Lange et al., 2017). In general,
when external stimuli overstimulate, concentration and performance become more costly
(MacLeod, 1991).58 Indeed, Cheema and Patrick (2012) show that temperature generally lowers
cognitive performance, but not for people who were already mentally depleted at the start of the
task. Although mental depletion is debated (Carter et al., 2015; Hagger et al., 2016), the general
notion of negative cognitive performance effects after enduring strain on mental capacity seems
to be a common denominator in ongoing self-regulation discussions (R. Baumeister et al., 2007;
Cunningham & Baumeister, 2016; Hockey, 2013; Inzlicht et al., 2021; Lin et al., 2020).

The second key finding of research on temperature and cognition is that not all mental
processes are affected equally. Lowered cognitive capacity appears theoretically very close to
behavioral fatigue. However, it is important to understand that these two concepts are
fundamentally and hierarchically distinct. When discussing behavioral fatigue, we consider a
general lowering of behavioral activity (i.e., a “global” effect). Decrease of cognitive capacity

does not have a general uniform effect, but is depending on the neurological area that suffers

58 The distraction due to discomfort and the active act to ignore this distraction can drain additional resources from available mental
capacity. However, the majority of the research previously described sees a loss of performance independent of awareness, suggesting
that awareness of discomfort alone does not fully explain the decrease in performance. Additionally, the temperature dissatisfaction levels
in our experiment do not reach extreme levels, suggesting against high levels of rumination during the task. Therefore, we argue that the
physiological capacity limitations from compensating the effect heat has on the body and its processes is mote profound and is our main
focus.
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most (i.e., a “local” effect). Lan, Lian, Pan and Ye (2009) found performance to decrease with
adverse temperatures, but the effects differ across tasks.
In sum, it is clear that temperature has a general, or global, effect on cognition and

cognitive performance, and that some local effects can be identified as well.

5.2.2 Temperature and Intuition

The literature review by Hancock and Vasmatzidis (2003) suggests that high capacity
and complex mental processes are more profoundly affected by temperature than automated
processes. Automated tasks rely on a strong and fast relation between stimulus and response,
making them less susceptible to mental constraints (Kahneman, 1973). Automated tasks are part
of system I in Kahneman’s cognitive framework — also known as the intuitive system. They rely
on intuition and on simple rules of thumb that are learned and are often successfully applied to
predictable situations. System II is slow and costly on mental resources, but is generally
associated with high-quality decision making.

Cognitive capacity and cognitive control are highly correlated (Engle & Kane, 2003),
and the latter has also been found to be affected by temperature. Shibasaki, Namba, Oshiro,
Kakigi and Nakata (2017) show that neurological inhibition processes suffer from heat stress.
In decision making, inhibition and executive processes coordinate to achieve an optimal
solution. As such, the effect of heat on performance can be twofold: not only do higher-order
complex tasks suffer more than simple automated tasks (Grether, 1973), but wrongful
application of an automated process or application of a wrong automated process might also be
less likely to be corrected. In other words, even when the direct effect of heat on simple and
automated processes is not evident (as stated by F. Zhang & De Dear, 2017), the outcome can
still suffer in quality due to the lack of high order process intervention. Indeed, Hancock and
Vasmatzidis (1998) found that highly skilled operators suffer less from performance decrease
under heat stress, and they argued that this is most likely a result of performance depending on
automated internalized processes.

The cognitive framework of Tversky and Kahneman leads to relevant predictions when
we apply the findings of temperature on task complexity and intuition. The interaction found
between temperature and automated tasks and task complexity suggests that system I could be
less affected than system II. The default-interventionist approach (Evans, 2007) stated that both
systems work parallel to each other, and system II generally attempts to identify mistakes made

by system I and intervenes if necessary. Recent advances in this field suggest that logical
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conclusions also manifest intuitively (De Neys & Pennycook, 2019). In this view, deliberation
by system II is activated only when both the heuristic and logic intuition are of similar strength
and conflicting. Thus, a correct response on the CRT, for instance, does not need deliberation
when the logic intuition is stronger than the heuristic intuitive. For both views, however, the
wrongful application of heuristics would be more prevalent when the controlling function of
system II would fail as a consequence of the heat stress.>

We therefore expect that the distinct effect that heat has on cognition can be (partially)
captured by the Kahneman framework. Recent research has investigated the effect on cognitive
reflection (Chang & Kajackaite, 2019), but to date, no study has extended this investigation to
the specific behavioral biased outcomes stemming from a predisposition to overly adhere to
intuitive decision strategies. Although the CRT is highly correlated with specific behavioral
biases, we test the effect of heat on bias sensitivity for an array of specific well-known biases
directly. To our knowledge, no attempts have been made to distinguish the effects of heat on

behavior and cognition using this approach.

5.2.3  Temperature and Risk

Evidence suggests that temperature has a direct effect on the willingness to take risk.
Wang (2017) shows that people making trading decisions will pursue high-risk high-yield options
compared to a control condition. Some indirect evidence on aggression also suggests that risky
behavior could follow from loss of control through the same channel. For instance, solely
increasing the temperature makes people subjectively rate other people in the room to be more
hostile (Anderson et al., 2000). Cao & Wei (2005) hypothesize that aggression leads to increased
risk behavior. Denson, DeWall and Finkel (2012) conclude that it is the loss of self-control that
increases aggression. Finally, Frey, Pedroni, Mata, Rieskamp and Hertwig (2017) show self-
control to be predictive of various risk behavior outcomes. Overall, we expect the same channel

that increases system I dependency will also increase risk-taking behavior.

5.2.4  Temperature and Gender

Many individual characteristics mediate the effect heat has cognition, however, the

heterogeneous gender-related differences stand out.®’ Biological research (Kingma & Van

59 We discuss the implications of this renewed model in light of our results in the limitations section.
60 We extensively discuss the potential influence of other individual characteristics in the limitation section.
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Marken Lichtenbelt, 2015), metabolic research (Byrne et al., 2005), and psychological empirical
research (Wyon, 1974) show that hot temperatures have a distinctly different effect on women
as compared to men. The most profound example of this distinction and its neglect in the past
decade is the temperature comfort level. The ‘default’ room temperatute level of 21° C seems
mainly based on male preferences (Kingma & Van Marken Lichtenbelt, 2015) Indeed, anecdotal
evidence suggests that women perform better at slightly higher default room temperatures
(Chang & Kajackaite, 2019).

As such, finding the effects of adverse temperature on cognition would be incomplete
without taking gender-specific preferences into consideration. Without correcting for gender,
female preference or tolerance for higher temperatures might influence the overall findings
regarding the effect of adverse temperatures on performance. Given that women show a
preference for somewhat higher temperatures, women will rate identical absolute temperature
increases (subjectively) as less adverse as compared to men. Performance for women might thus

also be expected to be less affected by heat.

5.2.,5  This study

We hypothesize that heat exposure will decrease cognitive performance such that
biased behavior will be more prominent, as rational correction will require more effort under
heat stress. Heat is a salient factor in the working environment and workers can often elicit
control over temperature themselves, making the relevance of our results apparent and
immediately applicable. Moreover, by testing detectable temperature differences in each
condition, we are able to assess the accuracy and thus relevance of self-reported comfort
measures for in future research.

Additionally, we investigate the effect of heat on risk behavior. Through the same
channel, we expect that a combination of lack of effortful control and bodily discomfort will
increase risk behavior. This would be in line with aggression studies (for instance, American
football players commit more aggressive fouls; Craig et al., 2016). We test both the general self-
reported risk attitude, which has generally been claimed to be a rather stable character trait,
unaffected by heat (Dohmen et al., 2011a), and actual risk behavior, which we expect to increase
following indoor temperature manipulation (see, for example, Wang, 2017).

Our experimental design has several key advantages over cutrent practices in the
literature. First, we actively strive to control a variety of factors influencing the physical

experience of the environment. That is, we pre-expose all participants to the temperature
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manipulation for a defined adjustment period of one hour before starting the tasks. All
participants are wearing similar clothing provided specifically for the experiment. We further
control for the outdoor temperature of the period before testing. Second, we keep all other
indoor climate factors constant. For instance, we manipulate the temperature while keeping air
ventilation levels unchanged. As a result, COz levels, noise, lighting, and air refreshment are
equal between manipulations. Some recent experiments manipulated temperature by opening
and closing windows, without controlling for CO- and fine particles between groups, and are

therefore unable to isolate the effect of just temperature on task performance (X. Wang, 2017).

5.3 Method

5.3.1 Experimental conditions and design

We designed a controlled experiment to measure the effect of heat on decision quality.
We employed a stratified random sampling method to recruit a total of 257 participants with an
average age of 21.57 (SD = 2.41) years old using the Maastricht University Behavioral
Experimental Economics laboratory database. Stratification ensures an equal gender distribution
amongst manipulation groups. The final sample allows for a 10% deviation of gender within
groups. All participants were proficient in reading and writing of the English language.
Participants are randomly distributed to either the control or the experimental condition.®! This
between-subject design used temperature as the main independent variable. Given the clear
gender differences in the temperature effect on performance and satisfaction in the literature,
gender is the secondary independent variable in our analysis.

Participants were exposed to a controlled physical environment with either a hot
temperature (28° C) or a neutral temperature (22° C). The decision for 28° C is derived from
the body of literature focused on temperatures below 29° C / 85° F (for an overview, see
Hancock & Vasmatzidis, 2003). More specifically, previous research repeatedly showed an effect
of hot temperature on petformance on neurobehavioral test at 27-28° C (Lan et al., 2009; Lan
& Lian, 2009).92 In these conditions, a battery of validated tests included cognitive reflection

tasks, a heuristics battery, lottery risk tasks, and self-reported risk preferences. Additionally,

4 Appendix Table 5.4 Panel B summarizes individual characteristics per condition.

62 As we discuss in the limitations section, we acknowledge that higher temperatures could show more profound effects. However, the
goal of this paper is to generalize our results to the professional workforce. We argue that the relevance of excessive temperatures upwards
of our threshold of 27-28° C will be exponentially decreasing with each increase in degree Celcius. Temperature measurements in real-
life settings show repeatedly naturally occurring temperature variations of 28° C within one standard deviation of the mean, but rarely
above 29° C (Kinn et al., 2019; Zivin et al., 2018).

125



Chapter 5

participants state their personal comfort levels and their subjective estimation as to what extent
the environment influences their performance on the battery of tasks. The experiment was
programmed using Qualtrics Software (Qualtrics, Provo, UT) and executed at the Behavioral
Experimental Economics lab facilities at Maastricht University in the Netherlands. The
laboratory is approximately 5 meters wide and 20 meters long. In this room, there are 33 cubicles
(approx. 1.0 meter by 1.5 meters), all including a computer and table, which are closed off by
shutters. All participants are tested in groups varying between 25 and 30 participants per group.
Air quality is controlled using a climate system that holds the air refreshment rate constant.®?
The control condition of 22 ° C is reached running only the climate system. The “hot” condition
of 28 © C is reached using five 3kW industrial heaters, each with a 115m? capacity. During the
experiment, four heaters maintain a constant temperature. Manual adjustments to the
thermostats of the individual heaters ensure a stable temperature. All heaters also ran without
heating during the control condition, such that the noise produced by the heaters is constant
between conditions.o*

All participants were subject to strict clothing prescriptions. These requirements ensure
that all participants have a similar physical experience of the heat. For instance, the possibility
to remove layers of clothing could increase heterogeneity in the experienced heat within and
between conditions. All participants are asked to wear long jeans. To fully ensure homogeneity,
we provide all participants with long-sleeved black polyester thermoshirts. Participants are not
allowed to wear anything underneath these shirts.6>

Participants arrived in the laboratory at 11 AM, one hour before the start of the actual
experiment. This adaption time ensured that all participants experience the indoor climate
similatly, independent of the outdoor temperature or previous activity. During this adaption
time, the temperature was kept at the same levels as during the experiment. After one hour, the
test battery automatically started. All tasks were completed in English. Each task was presented
to each participant only once. We did not impose a time schedule for the different tasks. The

average completion time was roughly 45 minutes. Moreover, the outdoor temperature was

63 See Appendix Table 5.4 Panel A for an overview of the average CO2 and humidity per condition.

64 Although individual preferences and satisfaction regarding illumination and acoustics will differ, the fact that all participants were
exposed to the same conditions leads us to conclude that there is no objective reason why we would find a significant difference between
the reported satisfaction on either of these variables between the control and manipulation group, on average.

65Women are allowed to wear bras underneath. We estimate that the clothing insulation value of all the subjects’ ensemble is around 0.65
clo, on average (based on Ametrican Society of Heating, 2017). However, we note that our main purpose is to minimize variation between
subjects and conditions. Therefore, the relative clo value of the clothing between groups is more relevant for the interpretation of the
results than the absolute value of the ensemble.

126



Turning up the Heat

measured on all testing days and compared between conditions (Appendix Table 5.4 Panel A
provides an overview of the indoor temperature during task and adaption, as well as the outdoor
temperature between conditions.) The tasks were given in the order in which they are presented

in Section 5.3.2. All tasks were presented to each participant only once.

5.3.2  Dependent measures
5.3.2.1  Performance measures

Cognitive Reflection Task. The classic Cognitive Reflection Task (CRT) by Frederick
(2005) measures participants’ propensity to rely on intuition or rational thinking. The test
consists of three questions, of which each question has a salient intuitive answer and a correct
rational answer. Each of these questions are scored with 1 for a correct response or 0 for an
incorrect response. The score for this task is the number of correctly answered questions, such
that the score of the CRT lies between 0 (no cortect answers) and 3 (all answers correct).
Although this test is often used, Bialek & Pennycook (2017) find that multiple exposure does
not reduce its validity.

Cognitive Reflection Task Expansion. To increase the probability of capturing the
distinction between intuitive and rational thinking in our sample, we added an expansion of the
original CRT. This test (from Toplak et al., 2014) consists of three additional items, following
the same structure. It is highly correlated to the original CRT.

Heuristies Battery. The heuristic bias task battery by Toplak, West and Stanovich (2011)
includes various questions about well-known economical biases. We select ten questions from
this battery concerning casual base rate neglect, sample size problems, sensitivity towards
regression to the mean, framing bias, outcome bias, the conjunction fallacy, probability
matching, ratio bias, methodological reasoning, and the covariation problem.% Each of these
questions are scored with 1 for a correct response or O for a biased and thus wrong response.
The resulting score on this battery is thus between 0 and 10 points (M = 6.32, SD = 2.16), in

line with the original authors.

66 For an overview of these tasks, see Toplak et al. (2011)
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5.3.2.2  Risk measures

Risk Elicitation Task. The first measure of risk assessment is aimed at inducing or
eliciting actual risk behavior at the time of the experiment. Similar to the original task of Holt
and Laury (2002) we showed the participants nine choices between two sets of lotteries. The
first lottery is of relatively low risk, where both the high and low payout options diverge only
minimally (€6 versus €4.80, respectively). The second lottery can be considered high risk, as there
is a strong divergence between the high (€11.55) and low (€0.30) payout option. For each
consecutive choice, the probability of the high payout in both lotteries increases with 10%, such
that in the first choice the probability of the high payout for each lottery is 10% and in the ninth
and final choice this probability has become 90%. Note that the expected payout of the high-
risk lottery surpasses the payout of the low-risk lottery from step 5 onwards (since then the
expected payout is €5.93 for the high-risk versus €5.40 for the low-risk lottery). Participants are
scored on a scale from 1-10, where the score reflects the switching point of the participants.
Score 1 indicates a sustained preference for the high-risk lottery, labelling them as “risk-loving”.
A score of 5 implies risk-neutral behavior, as participants follow the switching point in which
both measures are equivalent. A score of 10 is assigned when participants never switch to the
high-risk lottery. We label these participants as “risk averse”. Depending on the risk preference,
all scores are considered rational, as even in step 1 or 9 there is still a 10% probability of a high
win or loss, respectively. This lottery is incentivised, and participants are told that one of the
lottery choices will be played at the end of the questionnaire. The outcome of their chosen lottery
will be added to their total reimbursement. To make this incentive at least 25% of the total
reimbursement, the lottery outcomes are multiplied by a factor from the original (Holt & Laury,
2002). Participants who switched their choice of lottery more than once were excluded from the
sample; 34 observations were thus excluded (16 male, 18 female).67

Risk Attitude Task. In addition to a risk elicitation task, we asked participants how risk-
loving they perceive themselves to be, both in general and on specific domains. Participants
rated themselves on a 10-point scale, with the lowest score being risk-averse, and the highest
score labelled fully prepared to take risk. First, all participants state to what extent they are willing
to take risk or avoid taking risk generally as a person. Second, their willingness to take or avoid

risk are specified for the following domains: driving, financial matters, leisure and sport, their

67 These participants were only excluded for the risk elicitation analysis. We found no indication that these participants were structural
outliers throughout the task battery thus we did not conclude that their inconsistency in the risk elicitation task invalidated their scores
for all other tasks.
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occupation, health, and faith in other people. This approach has been extensively validated and

found to correlate with actual risk behavior (Dohmen et al., 2011; Falk et al., 2010).

5.3.2.3  Indoor climate satisfaction

Self-reported Indoor Climate Satisfaction and Hindrance. Self-reported indoor environmental
satisfaction was assessed by adapting the occupant indoor environment quality survey developed
by Berkeley’s Centre for the Built Environment (Huizenga et al., 2006). For temperature, air
quality, noise, and lighting, all participants are asked to rate their satisfaction level on a scale
from 1 to 7. Additionally, for all these factors, participants are asked to what extent they perceive
it as hindering or supporting their ability to answer the questions in the questionnaire on a similar
7-point scale. Note that at this time, participants completely the performance tasks. To what
extent the climate influenced their performance was therefore not predictive, but reflective. The
scores are recoded such that a score of 7 indicates that the factor fully supports their ability, and
a score of 1 indicates that the factor fully hinders their ability to answer the questionnaire. We
label the totality of these factor-specific measures “satisfaction measures”. In the analysis, we

control for multiple testing.%8

5.3.24  Additional checks

CRT multiple exposure check. After the three performance tasks (e.g., original CRT,
extended CRT, and the Heuristics battery), all participants were asked to indicate whether they
recognize any if these questions and if yes, whether they also remember the correct answer.
These questions are scored by 1 — yes, 2 — no, or 3 — unsure.

Clothing check. All participants were asked to indicate whether they are indeed wearing
the thermoshirts provided by the experimenter.®® On a Likert-scale of 1 (bad) to 7 (good),
participants indicate the fit, length, and the comfort of the shirt. Additionally, we ask to what
extent the shirt influences the performance on the tasks using the same scale.

Temperature. To be able to check for climate adjustment effects, three questions assessed

the current and past climate experienced by the participants as well as their climate preference.

68 Multiple testing correction is applied for all 10 conditions using the Benjamini & Hochberg procedure (Benjamini & Hochberg, 1995),
see Appendix Table 5.6. This procedure aims to control the false discovery rate whilst preserving relatively higher power compared to
more conservative procedures (e.g., Bonferroni correction; (Thissen et al., 2002).

 One of the participants indicated to be allergic to the fabric of the thermoshirts, and was thus asked to wear a similar (long-sleeved)

shirt. All other participants wore the thermoshirts provided by the experimenter.
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Specifically, participants were asked to state in which country they grew up (most time spend
until your 18t birthday), in which country they lived for the majority of the last five years, and

what their preferred thermostat setting is (in degrees Celsius) in winter.

5.3.3  Incentives payoff

The payout was determined by adding the outcome of the preferred lottery of the risk
elicitation task to the standard endowment of €15. The participants were told that for one of the
steps, their chosen lottery will be played, but do not know which step this will be. The Qualtrics
Internal Randomizer was used to draw an outcome (50/50 allocation) for the lottery chosen by
the participant at step 5. The outcome was displayed at the end of the questionnaire. For the
whole sample the average expected payoff of the risk task is 27% of the total payoff (with mean
€5.98). No other performance tasks were incentivised, as these specific tasks are found not to

be affected by incentives (Brafias-Garza et al., 2019).

5.3.4  Statistical approach

To investigate statistical significance of the variables of interest, we ran mean
comparison tests between the two manipulation conditions. Specifically, we conducted
independent samples t-tests using STATA software (StataCorp., 2017). In situations when
normality violations are detected (using Shapiro-Wilk normality tests), we tested for significance
using Mann-Whitney U (Wilcoxon rank-sum) tests. For all results, we state whether parametric
or nonparametric procedures are reported. Additionally, we apply the Benjamini & Hochberg

procedure (Benjamini & Hochberg, 1995) as multiple testing correction when required.

5.4 Results

5.41 Descriptives and Condition Manipulations

The recorded sample consists of 257 students ranging from 17 to 31 years old, of which
53.5% are female (see Appendix Table 5.3).70 The recorded indoor and outdoor climate
conditions are reported in Appendix Table 5.4. The average temperature in the control condition

was 22.4° C and in the hot condition 28.3° C. Levels of indoor COz, outdoor temperature of

70 The sample shows a average self-reported math proficiency of 63 on a scale from 0 to 100
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each test day during the morning, and outdoor temperature of the past three days do not differ

significantly between manipulations.

5.4.2 Satisfaction measures

We first present the climate satisfaction measures in Table 5.1. Looking at the first
column, it is confirmed that temperature (4= 0.77) and air quality (¢= 1.53) are significantly less
satisfactory in the hot condition. Additionally, both are predicted to hinder the performance on
the performance measures. This confirms the notion that the high-temperature manipulation is

considered uncomfortable.

Table 5.1 Main Results of Indoor Variables

Men Women
Control Hot p-value  Control Hot p-value  Control Hot p-value
Panel A: Satisfaction
4.66 3.50 513 3.05 425 3.90
kokok kokok
Temperature sy 45 0 53 29 1.49) (149 16
. o 535 3.54 s 532 338 s 538 3.67 ’
Air Quality a1y a4y 23 39 (115 (1.44) 0
) 533 495 5.50 5.57 519 4.42
.
Light (1.46)  (1.64) 07 (155  (1.03) 56 139 (1.88) 02
. 5.36 5.57 5.42 5.58 5.30 5.55
Noise 143) (142 18 a5 (1.39) o8 136)  (1.46) 18
. 5.71 5.55 5.62 5.08 5.80 5.96
g . 02+ ‘
Clothing 136 (127 14 37 (1.33) 02 A37  (5.96) 81
Panel B: Hinderance
4.68 3.40 527 3.05 417 3.71
kokok kokok
Temperature 54 (149 0 125 25 0 1.60) (162 7
. o 5.07 371 s 5.03 3.65 s 510 3.75 ’
Air Quality 123 45 a2 23 O 122 (1.63) 0
. 5.02 495 512 5.45 494 452
Light (155  (1.58) 77 157 (1.23) 37 (154 (172 20
. 4.94 5.36 5.00 522 4.88 5.48
.
Noise 1.69) (159 04 a77n  (1.65) 52 1.64) (1.3 03
. 3.68 3.74 ’ 3.93 3.75 3.46 3.74
Clothing 129) (125 89 123 (119 17 a3l (1.30) 30
N 129 129 60 60 9 69

Note: all scores are on 1-7 Likert scale, and all scores are recoded such that 1 is bad or low, and 7 is good or high. Significance levels are
based on nonparametric analysis. Standard deviations are given in parentheses. * p < 0.05, ** p < 0.01, *** p < 0.001, after multiple

testing correction.

Looking at the other indoor factors, and taking male and female participants
together, we do not observe lighting satisfaction to be significantly different between
conditions. The same holds for the effects of light on perceived performance. Similarly, we
find no difference for noise satisfaction between conditions. However, it is reported to
improve performance in the hot conditions. Here also, we note that noise was kept constant

between conditions. Interestingly, participants actually predict noise to improve performance
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compared to the control condition. We suggest that in the control condition, when the heaters
only produced noise, participants perceive the noise on its own as potentially hindering
performance. In the hot conditions the noise of the heaters may be driven to the background
by the more salient temperature. Also, in the hot condition there is a justification for the

noise. Finally, clothing satisfaction and hindrance do not differ between conditions.

5.4.3  Gender Differences and Temperature

Following recent studies of gender differences and temperature effects on
performance, we examine the satisfaction measures when controlling for gender. Interestingly,
the general dissatisfaction and increased hindrance of temperature are reflected in our male
sample only. These findings are presented in the middle two columns of Table 5.1. Our results
are in line with Chang and Kajackaite (2019), such that males dislike hot temperatures and report
to suffer more from heat as compared to women. This notion is further supported by the
observation that temperature experience differs between genders when related factors do not.
When we compare air quality satisfaction and its hindrance between the two conditions, we find
that both men and women dislike the hot temperature condition equally compared to the control
condition. We note that additional (marginally) significant inconsistencies are seen for rating
factors that are stable between conditions such as noise and light. Those discrepancies are
correlated with the temperature manipulation (e.g., a potential demand effect; also see limitation
section). 7!

Summarizing, we find that, as expected from the manipulations, temperature
significantly lowers satisfaction and the perceived performance on the task, but only for the male
sample. As such, as the commonly used hypothesis regarding the link between comfort and
productivity predicts, we expect to find a decrease in performance on the performance measures

for men, but not for women.

5.4.4 Performance Measures

Panel A of Table 5.2 shows the non-parametric results for the performance measures.
We find no significant difference between control and hot conditions on any of the three

performance measurements for the full sample. Only for women do we find a marginally

71 'The interaction between temperature manipulation and gender for both temperature satisfaction and temperature hinderance are both
significant at p<001.
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significant difference (T=—1.75, p=0.08; 4=0.30) between the performance on the CRT original
between the control condition (M=1.26, SD=1.09) and the hot condition (M=1.61, SD=1.24).72
Note that performance is increasing rather than decreasing. We conclude from these first results
that the temperature has no direct effect on performance for men and women on our
performance measures. If anything, we find weak support in line with Chang and Kajackaite
(2019), as women seem to improve rather than decrease their performance on one of the three

tasks in the hot temperature condition.”

Table 5.2 Main Results of Performance and Risk Measures

Men Women
Control Hot P Control Hot P Control Hot P
value value value
Panel A. Performance Measures
CRT original 1.67 1.76 49 213 1.95 34 1.26 1.61 08
(scored 0-3) (1.61) (1.56) ’ (1.07) (1.03) ’ (1.09) (1.24) ’
CRT Extended 1.53 1.71 2 1.85 2.03 33 1.26 1.42 37
(scored 0-3) (1.09) (1.07) ’ (1.04) (1.02) o (1.07) (1.03) ’
Heuristics Battery 6.34 6.26 36 7.33 6.83 18 5.48 5.83 3
(scored 0-15) @22 @11 @12) (198 193 (@13
N 129 129 60 60 69 69
Panel B. Risk Bebavionr Elicitation
MiHsmeen LV G s s e sa
extremely risk averse) 174 (199 (185 205 (157 (189
N 111 113 53 51 58 62
Panel C. Self-reported Risk Attitnde
(Cs;(f(r)l:crjl 1R—lls(lJ< ?t;‘tiidsifavcrsc, 10 >77 43 12 6.08 240 .03* 249 >46 .97
= fully prepared to take risk ) (191 .75 (1.80) 77 200 .74
N 129 129 60 60 69 69

Note: For all panels except C, all significance levels are based on parametric analysis. For panel C, significance levels is based on
nonparametric analysis. Standard deviation are given in parentheses. * p < 0.05, ** p < 0.01, *** p < 0.001

5.4.5 Risk measures

Risk preference elicitation task. As expected from a strong body of research (for an
overview, see Byrnes et al.,, 1999), a baseline difference in risk behavior is observed when
comparing the control conditions as can be seen in Table 5.2, panel B. Based on parametric
independent sample t-tests, men (M = 5.70, SD = 1.85) are significantly more risk-taking as
compared to women (M = 6.48, SD =1.57; t = —2.42, p < 0.05; 4=0.45), in line with the

literature.

72 For post-hoc effect size sensitivity analysis, see Appendix Table 5.9

73 The results do show a clear and significant difference in CRT performance between genders. These results are in line with earlier
findings (Brafias-Garza et al., 2019; D. C. Zhang et al., 2016) and are suggested to be a result of gender difference in either math
proficiency (for the self-reported math proficiency per gender, see Appendix Table 5.3; Welsh et al., 2013) or math self-efficacy (Brafias-
Garza et al,, 2019).
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For the risk elicitation measure, participants in general do not differ between
conditions. However, when we look at the gender subsamples, the picture changes. First,
although men do not differ significantly in risk preference between conditions, women are
significantly more risk loving in the hot condition (M = 5.61, SD = 1.89) compared to the control
condition M = 6.48, SD = 1.57; t = 2.75, p < .01 ; 4= 0.50). As such, for women the risk and
heat hypothesis appears to be a valid prediction. 7

When comparing the risk preferences of women in the hot condition with the control
condition of male risk preference, we observe that women do not only become more risk loving
in a hot condition, but that their risk preference becomes equal to that of men in a normal
control situation.

General risk attitude. For the general risk attitude question “Are you generally a person
who is fully prepared to take risks or do you try to avoid taking risks?” (See Table 5.2, panel C),
men report to be less prepared to take risk when asked in a hot condition (Mdn = 6.5) compared
to the control condition (Mdn = 6; z=2.1, p < .05; #=0.38).7> This is surprising, as we explicitly
ask participants to reflect on their general risk attitude. This question has repeatedly shown to
be stable over time and context independent, and as such, is supposed to be a stable predictor
for risk behavior. Women do report a stable attitude independent of conditions.”®

When looking at the domain-specific risk attitudes, only one differs significantly
between conditions: Men predict to be less risky on work-related issues in a hot condition
(Mdn=6) compared to the control (Mdn=0.5; z =2.19 p=0.028; 4=0.42) condition.”” For an
overview of these results, see Appendix Table 5.6. This result remains significant when applying
the Benjamini-Hochberg rank-dependent multiple testing correction (Benjamini & Hochberg,

1995) on the critical p-value threshold with a Q (false discovery rate) of 15%.78

5.5 Discussion

74 The interaction is significant at p<.01.

75 Note that the risk aversion scores are inverse for both measures: In the general attitude measurement, a low score equates risk aversion,
whereas in the risk elicitation measure, a high score shows a late (or no) switch to the risky lottery, synonymous for risk averse behavior
according to the authors of the measure.

76 When verifying the predictive power of the general risk attitude question with the risk behavior as suggested by Falk et al. (2016), we
find that in our sample the general risk attitude is not correlated with risk behavior. Moreover, we find a negative correlation in the control
condition between self-reported risk attitude and risk behavior (see Appendix Table 5.6). These results do not support the validity of the
self-reported risk attitude as a proxy for risk behavior. However, we only find a marginally significant interaction between temperature
manipulation and gender for self-reported general risk attitude with p=.08.

77 The interaction is significant at p<.05.

78 McDonald (2014) claims that a Q between 10% and 20% would entail relevant results, and underline that Q should not be mistaken
for a P-value. For an overview of the critical value for 15% False Discovery Rate (Q) per rank used see Appendix Table 5.7.
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5.5.1 Conclusion

The increasing frequency of heatwaves, and outside temperatures that used to be
exceptional, raises important questions about the impact of temperature on human performance.
Of course, outdoor temperature does not need to be harmful given the mitigating effect of
buildings, acting as a “shield” against temperature changes and pollution. There is evidence of a
positive effect of building quality on human performance and productivity (e.g. Palacios et al.,
2020). But research measuring indoor climate also shows negative performance effects resulting
from exposure to adverse indoor conditions (e.g. Kiinn et al., 2019; Wang, 2017). Given that we
spend roughly 90% of our time indoors, the effect of these adverse conditions warrants research.
Understanding the effects of indoor temperature on human performance is crucial in
determining and optimizing the daily indoor environment in work places and beyond.

The focus of this study is twofold: First, we assess the effect of hot temperatures on
decision quality, and second, we answer the question whether peoples’ stated experiences
regarding these temperatures are related to this decision quality. In this study, we assessed the
effect of adverse temperature by manipulation of the indoor temperature to 28° C over a two-
hour petiod, compared to a control temperature of 22° C.

From the expectation that rational decision-making would suffer under adverse
temperatures, more reliance on intuition would lead to a lower score on the Cognitive Reflection
Task and to more biased responses in the Heuristic Battery. However, no significant difference
on performance between the hot and control conditions were identified in this study. When
looking at risk, a factor often associated with decisional quality and furthermore proposed to be
correlated with the intuition-rational trade-off (Leith & Baumeister, 1996), we observe only an
increase of risk preference in hot conditions for women.

Comparing these results with self-reported measures show some essential
discrepancies. First, in our sample, only men find the hot condition significantly less satisfactory
as compared to the control condition. Women do not seem to make a distinction between
conditions. Furthermore, when asking to what extent temperature has an influence on
performance, men predict that the hot temperature significantly hinders their performance.
Again, women do not make this distinction.

The discrepancy between self-report and actual behavior is of crucial importance for
the literature regarding the effects of indoor climate. Currently, self-reported measures are
commonly used as a proxy for performance or productivity, yet this study shows that men are

consistently overestimating the effect of adverse temperatures on performance. First, the
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discrepancy between the actual performance outcomes and the perceived hindrance from
adverse temperature for men shows that men would have expected to have performed better in
the control condition, which they did not. If policy makers would have assessed this self-
perceived hindrance only, they might have spent significant effort and resources to improve
indoor temperature conditions. In our study, however, we show that this would not result in an
actual increase in performance.

On the domain of risk, we find that men assess their own daily willingness to take risk
in general and in work situations to decrease when they are asked about this in the hot condition.
This is surprising, since this measure is aimed at assessing the general self-reported risk
preference, independent of any manipulation, and would thus be expected to be stable across
conditions. For women, no significant difference between conditions is found. As for actual risk
behavior, we find no difference between conditions for men.

These results have at least two implications for future indoor temperature (and indoor
climate) research. First, we repeatedly find inconsistencies between the self-reported and actual
effects of the indoor climate on performance. Specifically, men are overestimating the negative
effect the temperature has on their performance. This shows that the use of self-reported
measures as a proxy for actual performance is unreliable. Future research should focus on more
direct measures of human performance and productivity than self-reported indoor climate
satisfaction. Second, our research supports the recent findings of Chang and Kajackaite (2019)
that gender plays a moderating part in the effect of temperature on performance. This underlines
the conclusion from Kingma & Van Marken Lichtenbelt (2015) that one universal temperature
standard does not fit the whole population. Gender differences have to be taken into account

in any situation when we include temperature as an influential factor.

5.5.2  Limitations

Three specific limitations are worth discussing. First, a multitude of factors could
mediate our results. We control for many relevant variables, yet we cannot exclude the possibility
that some factors confound our results. According to Zhang, De Dear and Hancock (2019), the
following factors should be considered regarding the effect of the thermal environment on
performance:

Environment-related factors include intensity and duration of the indoor environment. We
carefully control temperature and keep all other relevant factors constant between conditions.

We include an adaption time that extends the total exposure time beyond most comparable

136



Turning up the Heat

studies. However, it is possible that higher temperatures would lead to differences in
performance on the (heuristics) tasks battery (Parsons, 2014). For instance, Zhang, De Dear and
Hancock (2019) found that reasoning declines from temperatures upwards of 28° C. We justify
our decision for the temperature levels based on eatlier research and our goal to generalize our
finding to a realistic working environment of high skilled workers. By doing so, we inevitably
limit the external validity of our results for higher temperatures. Finally, although we measure a
multitude of variables between conditions (see Appendix Table 5.2), unobserved variables could
inadvertently influences the results.

Performance-related factors include all individual factors such as age, gender, skill level,
acclimation level, and emotional state. We control for individual differences between groups
regarding gender, math skill, education level, age, and thermostat preference (see Appendix
Table 5.4). We apply random sampling to counter unobserved variables, such as emotional state,
to distort our results. The sample size is limited as the adaption (or acclimation) time required
takes more resources than in comparable studies. However, we are confident that addressing the
exposure time is a key advantage of our experiment relative to the current literature. Regarding
participant age, the sample mainly consists of students around the age of 22 (M = 21.57, SD =
2.41). We attempted to recruit an age category representing an older population (older than 50),
but recruitment turned out to be difficult. Moreover, the level of English language skills and task
comprehension forced us to exclude a significant part of the successfully recruited “older”
sample. The educational background of the majority of our sample (Business and Economics
students) increased the likelihood of recognition of the type of tasks we assessed, and previous
exposure to these constructs can influence results (we will discuss the results of multiple
exposure to the CRT test below). Usage of the relatively unfamiliar extension of the CRT
(Toplak et al., 2014) and an unfamiliar heuristic battery (Toplak et al., 2011) at least partially
alleviates this concern.

Task-related factors include the complexity and the type of task presented to the
participant. Since all participants are performing the same tasks, no confounding effect of task
type and complexity is to be expected. However, a new view on the underlying mechanism of
the dual process model could explain why we do not find an effect of temperature on cognitive
performance using our heuristics battery. De Neys and Pennycook (2019) suggest that the
deliberate system is activated only when there is a clear conflict between a heuristic reaction and
a logical reaction. It is possible that the nature of our task battery elicits either an intuitive

responses or a logical solution, but without a conflict between these two. The lack of conflict,
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according to De Neys and Pennycook, will not reveal any potential restrictions in the deliberate
system because this system is not involved in the response. We deliberately test an extensive
battery of well-known heuristic problems which should increase the likelihood of conflicts in
which the deliberate system is active. However, we cannot fully excluded the possibility that the
lack of conflict (partially) explains why we find no difference between the two groups. We
encourage further research to assess both neurological measured deliberate system activation as
well as the level to which these tasks present an implicit conflict between logic and intuitive
response.

Second, participants likely change behavior in anticipation of the effect of the
manipulation, which is unavoidable in an experiment with temperature manipulation. All
participants in the manipulation conditions (e.g., the “hot” temperature condition), are instantly
aware of this manipulation when entering the laboratory. To create uniformity between groups
and take away emphasis on the temperature, we asked participants in all conditions to wear a
provided shirt, and in both conditions the industrial heaters were on. Moreover, the indoor
climate quality scale was not limited to temperature, but included other important indoor climate
variables, reducing the emphasis on temperature. However, when the participants were asked to
state what they thought the experiment was about, they indeed stated (in the manipulation
condition) that temperature and task performance was the major aim of the experiment. In the
control condition, less than 10% stated temperature to be a decisive factor (popular guesses
included the influence of “clothing” or “noise” on performance).

Finally, the choice for our test battery is the outcome of a careful trade-off between
practical and theoretical considerations. Research has suggested that the CRT is robust under
multiple exposure (Bialek & Pennycook, 2017; Meyer et al., 2018) and consistent over time
(Stagnaro et al., 2018). Recognition of the original CRT is relatively high (46% recognized at
least one question, and 20% recognized all questions).”” For the extended CRT questions,
however, only 13% recognized one or more questions. The fact that we observe no difference
in performance between the classic and extended CRT supports the notion that these levels of
recognition and recollection of answers do not affect the results of this study.

Welsh et al. (2013) propose that the CRT merely reflects mathematical skills. In our
sample we see that self-reported math skills differ significantly between genders. Women report

a proficiency of 59.07 out of 100, whereas males report 67.48 out of 100 (p < .001). We indeed

7 For an overview of CRT and CRT extension recognition and recollection, see Appendix Table 5.8
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find that in the total sample, men outperform women in the CRT. However, this does not affect
the result in the sense that we analyze the effect of temperature on performance specifically
within gender. We furthermore find no interaction between math proficiency and the effect of
temperature on the CRT. Nevertheless, we cannot exclude that the risk assessment is effected

by the difference in math proficiency.
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5.6 Appendix

Table 5.3 Sample Descriptive Statistics

Male (43%) Female (57%)

Mean Min Max N Mean Min Max N Mean Min Max N p-value

(SD) (SD) (SD)

21.57 21.70 21.46
Age 241 17 31 257 236) 19 31 119 2.45) 17 31 138 0.34
Math Proficiency 62.97 67.48 59.07

Y otk

(1-100 scale) 7.9 1 100 257 16.42) 2 100 119 (18.26) 1 88 138 0.00
Thermostat

2191 20.94 21.58

ference *

Preference 2.65) 12 28 235 @74) 12 28 106 255 12 27 129 0.02

(°C, in winter)

Note. Statistics presented are mean values and standard deviation are presented in parentheses. p-values results from parametric
independent sample t-tests. * indicates p-value < .05, ** a p-value <.01, and *** a p-value <.001

Table 5.4 Descriptive Statistics per Condition

Control Hot p-value
Panel A. Indoor and Outdoor Conditions
Indoor Temperature Average (°C) 22.44 28.65 .000#+*
Indoor Temperatute during Task (°C) 22.07 28.01 .000#**
Indoor CO2 (ppm) 692.12 726.93 722
Indoor humidity (%) 48.87 39.06 .003%*
Outdoor (°C) temperature at start of the experiment 13.88 14.65 .656
Average outdoor (°C) temperature (three days average) 14.44 13.84 785
Panel B. Individual Characteristics
Age 21.43 21.71 .358
Math Proficiency (1-100 scale) 63.49 62.44 .639
Thermostat Preference (°C, in winter) 21.32 21.27 .890

Education Level (0-5 scale) 2.92 3.01 .580

Note. Statistics presented are mean values and standard deviation are presented in parentheses. Panel A describes the indoor and outdoor

climate conditions. ppm stands for particles per million. Panel B describes the individual characteristics per condition. Thermostat
Preference stated is in winter conditions. Education level in on a 0 to 5 scale, where 0 is without high school diploma, and 5 is completed
masters diploma. P-values results from parametric independent sample t-tests. * p < 0.05, ** p < 0.01, *** p < 0.001

Table 5.5 Correlation Table between the Risk Attitude Measure and the Risk

Behavior Measure

Full sample Control Hot
M SD 1 M SD 1 M SD 1
1. Risk Elicitation Task 0
(Holt & Laury, 2002) 6.05 1.91 6.11 1.76 6 2.05
2. General Risk Attitude =12 c -.05 -.20*
(Dohmen ct al,, 2011) 365 U8 o5 o 378 0 gy 2 T sy o

N 224 111 113

Note. The Risk Elicitation task has missing values, the summary statistics excluded all risk attitude cases that are matched to missing
values for the risk task. Correlation coefficient presented is the Spearman’s rho and 95% confidence interval in brackets. * p < 0.05, ** p
< 0.01, ¥ p < 0.001
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Table 5.6 Multiple Testing Correction Panel A and Panel C for 15% False

Discovery Rate level

Men Women

p-value Q=15%  p-value Q=15%  p-value Q =15%
Panel A. Self-reported Indoor V ariables Satisfaction and Hinder
Temperature Satisfaction .00 Sig .00 Sig 16
Air Quality Satisfaction .00 Sig .00 Sig .00 Sig
Light Satisfaction .07 Sig .56 .02 Sig
Noise Satisfaction 18 .58 18
Clothing Satisfaction 14 .02 Sig .81
Temperature Hinder .00 Sig .00 Sig .07 Sig
Air Quality Hinder .00 Sig .00 Sig .00 Sig
Light Hinder 77 .37 .20
Noise Hinder .04 Sig .52 .03 Sig
Clothing Hinder .89 17 .30
Panel B. Self-reported Risk Attitude
Driving .35 .07 .70
Financial Matters 47 .88 .31
Sports and Leisure .58 37 .95
Work .20 .02 Sig .67
Health .18 .23 .49
Others (social) .98 .23 .30

Note. The p-value are the result of nonparametric ranksum tests as shown in table 1. The chosen levels of False Discovery Rates (Q) are
chosen given that Q=15% implies less than 1 FDR per 7 tests. Q=5% is the most conservative FDR rate, with the highest risk of False
Negatives (McDonald, 2014). Applying the FDR formula (False Discovery Rate = Expected (False Positive / (False Positive + True
Positive))) to the risk domain entails that the change of two significant findings amongst 7 domains would be 28.6%. We find two
significant findings (in the male sample) if we correct for a FDR as low as 15%. The significance of the general risk attitude in the male
sample is robust against a FDR of 12%.

Table 5.7 Critical Value for 15% False Discovery Rate (Q) per Rank Used for

Multiple Testing Correction

False Discovery Rate of 15 %

Rank 7 items 10 items
1 0,025 0,015
2 0,050 0,030
3 0,075 0,045
4 0,100 0,060
5 0,125 0,075
6 0,150 0,090
7 0,105
8 0,120
9 0,135
10 0,150

Note. The critical p-value thresholds according to the
Benjamini & Hochberg (1995) are dependent on the
total amount of multiple tests. According to their rank,
each level of significance will be compared to their rank
critical value as stated in this table. The 7 items critical
value are applied to the Self-Reported Risk Attitude
(Table 5.6, panel C), the 10 items critical values are

applied

the

Self-reported

Indoor

Variables

Satisfaction and Hinder (Table 5.6, panel A).
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Table 5.8 Overview of Recognition and Answer Remembering for the CRT
Classic and CRT Extension

Recognize Question ~ Remember the Answer *

) )
Yes Yes No Unsure

Panel A. CRT Original

Lily pads 45,52 26,04 44,03 13,43

Widget problem 26,35 42,54 59,38 14,58

Bat and ball 40,86 45,30 38,46 16,24

Panel B. CRT Extended

Class ranking 2,72 6,38 78,72 14,89

Stock market 5,45 58,33 16,67 25,00

Barrel of water 10,89 7,02 77,19 15,79

N 257

Note. *The percentage in the remembering column is conditional on recognition. For example: For the Lily pads, of the 45.52%
that recognize the questions, 44.03 % do not remember the answer.

Table 5.9 Post-Hoc Sensitivity Analysis

N Effect Size 4
Control Hot Non—Paran?etrlc Mann- Parametric T-Test
Whitney

Panel A. Majority Measures
Full Sample 129 128 0,42 0,41
Men 60 59 0,62 0,61
Women 69 69 0,58 0,56
Panel B. Risk Elicitation Task
Full Sample 111 113 0,45 0,44
Men 53 51 0,66 0,65
Women 58 62 0,62 0,60

Note. Effect size sensitivity is reported per groupsize. The first rows apply to the majority of all presented results in the paper. Only for
the risk elicitation task, the latter rows applies, due to some exclusion cases in that sample. We present for each sample-size sensitivity
estimates for parametric as well as non-parametric tests.
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Bounded Rationality in Social Network
Analysis

How do network characteristics influence the
human assessment of infection risk as network

spread?”

6.1 Introduction

During the COVID-19 pandemic, social distancing and interaction limitations were the
best policy alternative during the absence of pharmaceutical interventions such as vaccinations
(Glass et al., 2006; World Health Organization Writing Group, 2006). Competing intentions of
individuals to socially interact as well as minimizing the chance of virus infection required an
assessment of the risk of COVID-19 contagion (Morse et al., 2006; Stroom, Eichholtz, et al.,
2021; Sun et al., 2020; Ventresca & Aleman, 2013). Yet, the social network assessment needed
to predict those risks demand complex computations (Centola & Macy, 2007; Pastor-Satorras et
al., 2015). Empirical studies exploring the human understanding of network spread
predominately show that human perceptions often fall short of accurate mathematical models
(e.g. Buckee et al., 2021; Buckee et al., 2020; Funk et al., 2015). Attempts to predict and explain
these human shortcomings in turn are complicated due to the lacking understanding of the
underlying mechanism in that assessment.

This paper sets out to narrow this gap and uncover how individuals perceive risk and
spread through networks. Specifically, we assess whether humans' evaluation of the risk of
COVID-19 spread through social networks is based on complex computations or whether it
depends on (more) easily observed characteristics of these networks. We find that the perceived

risk is not solely based on the objective probability of risk: easily assessable physical
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characteristics have stronger predictive values than the objective probability. The implications
of this paper are not restricted to disease contagion. Physical characteristics could also partially
predict the perceived spread in social networks such as reputation and fame in individual

networks, or innovation or information in business networks.

The human assessment of social networks is as important in daily work and private life
as it is complex. Social networks, social structures made up of individuals or organizations nodes,
cover a wide arrange of contexts including social media networks, business networks,
information circulation, knowledge networks, collaboration networks, and disease transmission
(Abraham et al., 2009; Brennecke, 2020; Brennecke & Rank, 2017; Hagen et al., 2018; Pinheiro,
2011; Sun et al., 2020). The spread through a network refers to the movement of that which is
being shared via such network (Easley & Kleinberg, 2010). This can vary from information,
financial gains, or innovation to emotional support, reputation, or disease (Bloom et al., 2013;
Burt, 2017; Christakis & Fowler, 2009; Freeman, 1978; Granovetter, 2018b; Walker et al., 1997).
However, the spread through complex connected networks is not easy to grasp. Epidemiological
models such as the SIS or SIR models mathematically predict the spread within social networks
(Centola & Macy, 2007; Grassly & Fraser, 2008; Newman, 2002)%. Without the same
computation powers of computers, humans are unlikely to objectively estimate the spread in a
similatly objective way in their daily uncertain environments (Gigerenzer & Gaissmaier, 2015).

The mathematical models are inaccurately predicting human social network assessment
as they often abstract the fact that humans are heterogenous in their perception of risks and
uncertainty (Gigerenzer & Gaissmaier, 2015)81. In contrast to mathematical models, which are
constructed based on restricted, carefully selected, and extensive data, humans function in an
uncertain world full of, to them, unknowable and incalculable probabilities and uncertainties
(Gigerenzer & Gaissmaier, 2015; Hafenbridl et al., 2016; Simon, 1956). The inability to match
mathematical models’ outcomes falls under the reasoning of bounded rationality: people are
rationally motivated to optimize the problem, but limited mental capacity hampers or prevents
them (Gigerenzer & Selten, 2002; Simon, 1990). Relatively simple rules of thumb, or heuristics,

help overcome these mental limitations (Tversky & Kahneman, 1974). For risk and uncertainty,

80 For an excellent overview, we would like to refer to Chapter 18 in the Oxford Handbook of the Economics of networks (2016), written
by Lamberson, and the article by Pastor-Satorras (2015).

81 Risk perception relates to network assessment in context of disease spread or contagion. For simplicity reasons, we equate risk with
the likelihood of spread through networks. In the context of disease, the risk of contagion is synonymous with the likelihood of (general

social network) spread.
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these subconsciously applied shortcuts enable the construction of guestimations, or gut-feeling
approximations (Gigerenzer & Selten, 2002; Kahneman & Frederick, 2005). The downside of
these heuristics is that by mitigating uncertainty, limited knowledge, and computational capacity
constraint, they sacrifice accuracy (Gigerenzer et al., 2011; Kahneman et al., 1982). As a results,
human perception of risk often deviates in a predictive way (Siegrist & Arvai, 2020). Since
increasing complexity of a network makes the spread practically incalculable, it’s feasible that
heuristics also subconsciously substitute the mental computations during social network
assessment. Network physical characteristics, such as closeness to the source, size, and shape,
could be used to inform about spread. Thus, in case rational optimization is unfeasible, heuristics
provide a second-best (Gigerenzer et al., 2011). In that sense, bounded rationality might result
in predictably irrational assessment errors, even when they are driven by rational motives (Sent,

2018).

The accumulation of multiple uncertainties of many real-life networks complicates the
isolation and exploration of heuristics in human social network assessment. For example, it is
generally not apparent which conditions need to be met in order to spread that-which-is-being-
shared-through-the-network through the network. What makes a node susceptible for spread?
Although much domain-specific research revolves around this pivotal question, for each new
context, there is no generic set of conditions that constitute spread. For instance, innovation
might not spread from one firm to another by a simple connection or tie (e.g. Amabile, 1988;
Ventresca & Aleman, 2013). It might be that endured collaboration is needed, or rivalry, or a
threshold similarity. Hence, a real-life connection does not necessarily equal a susceptible
connection that has the potential to spread.

Second, the spread is generally heavily dependent on the a priori unknown pass-on
likelihood. Given that a connection is indeed susceptible to spread between two nodes, it is not
guaranteed that that-which-is-being-shared-through-the-network will pass on from one node
through that connection. Thus, the spread likelihood, or pass-on rate, needs to be estimated.
Mathematical models designed to estimate these conditional spreads are trained on past events.
For a human beholder of a network, however, the spread characteristics of each new network
are highly complex and often obscured. Both taken together, heuristics applied to social network
assessment research are influenced by beliefs and assumptions on how humans deal with these

uncertainties first. As a result, applied research on for instance the effect relatively simple
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network structure characteristics might have on perceived spread in real-life social networks,

remains largely underinvestigated.

The COVID-19 pandemic has introduced a novel highly relevant real-life context for
social network assessment and risk perception research. Minimizing the spread of the highly
contagious and potentially life-threatening virus has been at the forefront of most international
policies (World Health Organization, 2020). Nevertheless, these policies demanded assessments
and evaluations of each individual to estimate what was safe behavior (Huremovi¢, 2019). At
some point, infections from social networks were not completely avoidable, and risks need to
be assessed. Prior research focuses on COVID-19 risk perception. The findings often conclude
that a higher COVID-19 risk perception leads to more precautionary behavior (Bruine de Bruin
& Bennett, 2020; Dryhurst et al., 2020; Nelson et al., 2020; Stroom, Eichholtz, et al., 2021; Plohl
& Musil, 2021; Savadori & Lauriola, 2021; Schneider et al., 2021; Sobkow et al., 2020; d’Andrea
et al,, 2022). A large strand of the literature is devoted to the possible determinants of Covid risk
perception such as political inclinations (e.g. Bruine de Bruin et al., 2020; Shao & Hao, 2020),
information and media sources (e.g. He et al., 2021; Karasneh et al., 2021; Liu et al., 2020; Stroom
et al., 2021), and personal attitudes and emotional states (e.g. Dryhurst et al., 2020; Mertens et
al., 2020; Qian & Li, 2020; Zhong et al., 2021). Social network assessment has only been
mentioned to optimize the distance strategy(Block et al., 2020). How characteristics of the

network itself influenced decision-making, has been largely overlooked.

The emphasis on virus contagion qualifies COVID-19 as the fitting setting to
investigate how the general population process spread through social networks. Moreover, the
abundance of information provided mitigates many aforementioned concerns. First, every
person could be considered susceptible. Although not all infected people would get sick or even
show symptoms, to this day, no clear exception of general susceptibility is known. Second, the
risk of infection was mainly communicated through a reproduction-metric (R): the average
amount of secondary infections that follow from one primary infection. Although multiple
factors influence this risk, the R metric gave a universally understandable indication of risk in
social networks. Consequently, taking these uncertainties out of the equation, other factors

influencing human social network assessment can be isolated and identified in a real-life context.
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In this study we explore how people perceive risk or spread in social networks. We
specifically focus on whether the physical characteristics, such as size and shape, of a network
are aiding otherwise complex computations. We question whether individuals perceive some
network structures as riskier than others. Using a best-worst choice experiment, we
let individuals repeatedly rank three varying infected networks, randomly drawn from a set of
fourteen, from most risky to least risky. We find that the perceived risk is not solely based on
the objective probability of risk, since easily assessable factors have stronger predictive values
than the objective probability. Furthermore, we show that we are able to relatively accurately
predict the observed network preferences based on the preference estimates associated with the
network characteristics. Our results consolidate that humans' processing of tisk in networks is
not completely rational and also depends on the simple characteristics of these networks.
Heuristics have strong correlational power with objective risk in isolation, yet remain to resonate
and dominate in complex networks even when other factors are also detrimental to the objective
risk. The often-complex mental calculation of objective risk dispersion in networks seems at

least partially substituted by a heuristics-driven approach.

6.2 Methods

6.2.1 Best-worst choice experiment

We investigated individuals’ perception of the risk to connect to infected networks
using a best-worst choice experiment. In this experiment, participants were presented with eight
sets of three networks and for each set they had to choose the ‘best’ and ‘worst’ network
according to the highest and lowest risk of infection for themselves, respectively. We surveyed
1,002 Dutch individuals via the Flycatcher panel. Flycatcher is an academically oriented Dutch
research organization that established a high-quality panel representing the Dutch populations?.
Flycatcher randomly sampled our participants from their extensive panel for which participation
was reimbursed. This research was reviewed and approved by Maastricht University’s Ethical

Review Committee Inner City Faculties (ERCIC_195_09_06_2020).83

82 For comparison of our sample with (approximations) of the Dutch population characteristics, see Appendix Table 6.8
83 The experiment was done in combination with a short survey on working from home for chapter 4. None of the questions before
touched the issue of risk or infections. We therefore regard the data as independent and analyze them in isolation.
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The experiment consisted of three parts. First, participants were introduced to the
experimental setup and provided with the essential information and parameters that govern the
experiment throughout. Participants were shown an example network and were trained to
identify themselves in the network (green icon), an infected person at the start of the network
(red icon), and the remaining people in the network (blue icons; see Appendix Figure 6.6). Each
person had contact with another person in the network in a specified order from right to left.
We will refer to each individual ‘person’ in the network as a node. Participants were informed
that the network connections were directional in the sense that there was a specified notion of
flow and that all paths were one-way following the directional arrows. For each connection
indicated by an arrow, the likelihood that the infection was passed to the next node was 50%.
The contagion was uncontested, meaning that more links did not decrease the change of
infection of each link (Centola & Macy, 2007). The respondents’ task associated with each set
of three networks was then explained. When connecting to the networks at the indicated point
(a dotted directional arrow), respondents had to rank the network with the highest risk of
infection for themselves at the top and the network with the lowest risk at the bottom. In each
network, there was at least one person infected. We defined risk as the likelihood that the
respondents themselves would get infected. The training section concluded with the following
two questions to assess the level of understanding by each respondent regarding the information
provided: “How likely is it to get infected when you connect directly to an infected noder” and
“How are you supposed to rank the network riskiness?” (see Appendix Figure 6.7).

Second, we presented the actual best-worst exercise for infection probability
assessment. Specifically, we assigned eight randomly selected subsets of three networks drawn
from the total network pool to each participant, where the subsets were also random across
participants. For each of the networks, participants were reminded to rank them on the level of
perceived risk (i.e. infection probability) of the green node: the network for which a participant
perceived the infection probability as highest would rank number one, and the network for
which the infection probability was considered lowest would rank in third place (see Appendix
Figure 6.8). Note that we give participants full information about the individual infection
probability and the network structure. A person who is experienced in combinatorics could
calculate the infection probabilities. The real-life complexity, however, does not deem it likely
that these probabilities are generally calculated. It is also important to realize that the willingness
to take risk should not influence the assessment of risk. In the context of the pandemic, one

might argue that the risk is heterogeneously weighed against the reward of social interaction.
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Therefore, we don’t survey absolute willingness to connect to each network, but ask participants
to rank subset relatively.

The final part of the experiment consisted of gathering additional information for
further analysis. Besides demographic questions, we asked participants to rate their willingness
to take risk in general, related to health, and related to trust in others, on a scale from 0 (not at
all willing to take risks) to 10 (very much willing to take risks). Furthermore, we connected our
participants to COVID-19 exposure based on their postcode. At this postcode level, we
identified the number of infections, hospitalizations, and deaths related to COVID-19 at the

time of the survey.

6.2.2 Network construction

For the experiment, we considered 14 different networks that varied on a multitude of
characteristics. For each network, Table 6.1 shows the identifier, an icon showing the structure
of the network as displayed in the survey, the relevant characteristics (not explicitly given to the
participants), the total number of views or occurrences in the subsets presented to the

respondents and the rank frequencies based on the full sample (see Section 2.4).
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Table 6.1 Characteristics and rank frequencies of the 14 networks (based on the full

sample)
Network Characteristics Viewed Ratio Ranking
Number
. Infection Percentage of Shortest Number . .
Network Figure Probability Infected Direct  Path  of Paths Ol First  Second Third
Links

1 % 8.78%  21.05% 2 5 4 1234 22.93% 28.28% 48.78%
2 Qoo 1211%  14.29% 2 4 2 1310 12.75% 39.31% 47.94%
3 «goes  1211%  25.00% 2 4 2 1425 18.67% 46.95% 34.39%
4 eeeee  625%  25.00% 1 4 1 1443 13.86% 26.47% 59.67%
5 eeee  1250%  33.33% 1 3 1 1348 4147% 32.42% 26.11%
6 FYes  1427%  20.00% 2 5 6 1329 27.77% 44.17% 28.07%
7 ‘% 2357%  9.09% 2 5 10 1189 24.98% 19.76% 55.26%
8 «Goeee  26.17%  20.00% 2 5 16 1221 43.16% 35.63% 21.21%
9 '"{{ 17.19%  50.00% 1 3 3 1100 68.91% 23.36%  7.73%
10 «Qo%O®® 2617%  25.00% 2 2 2 1096 63.14% 23.54% 13.32%
11 «goe  2344%  33.33% 2 3 2 1078 52.97% 36.36% 10.67%
12 n@ 11.38%  23.53% 1 5 4 1038 28.71% 30.83% 40.46%
13 {:g 10.64%  28.57% 2 5 4 961 26.74% 36.52% 36.73%
14 Goeee 1523%  25.00% 2 3 2 956  34.73% 40.69% 24.58%

The networks in Table 6.1varied on 1) the number of direct links to the participant, or
the number of connections to the green node, which is either 1 or 2; 2) the total number of
paths leading from any infected node to the green node, and varying between 1 and 16; 3) the

shortest pathway from any infected node to the green node, ranging from 2 to 5; 4) the actual
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probability of infection of the green node, which ranges between 6.25% and 26.17%; and 5) the
number of infected nodes relative to the total number of nodes, or the percentage of infections
per network, ranging between 9.09% and 50%. For all networks applies that they contain only
one green node but can contain multiple red nodes, an infected red node never connects directly

to a green node, and all blue nodes can connect to or receive from multiple nodes.

6.2.3 Data collection period

The data collection took place in November 2020. At this time, the Netherlands had
been in a (partial) lockdown for over 8 months due to the COVID-19 pandemic, since March
2020. Figure 6.1 shows that the first severe restrictions were swiftly introduced as a reaction to
the first cases of the virus in the Netherlands. After 3 months of hard lockdown, the government
lifted most restrictions in May through July, leading to a relatively optimistic summer. Between
August 6 and 18, the second wave of the virus started with tightening restrictions yet again.
From August through November, four distinct, consecutive, and increasingly more severe
national restrictions were introduced. At the time of the data collection, staying home as much
as possible was the leading recommendation.8* Participants were confronted with a severely
limited social life (a maximum of two social contacts simultaneously, and no access to social

events or venues).

Figure 6.1 Survey timeline

Survey conducted

2020
March April % June July August September [ November December

Lock Alleviations Restrictions Partial Lockdown Lockdown

« No contact occupations allowed + Stepwise opening of primary schools « Tightening restrictions possible per « Face mask mandatory « All non-essential

* Schools and daycare closed + 15 meter distance only applies municipality « Stay home as much as possible shops & gyms closed
« Limit for maximum group size 1o 18+ years « Registration for contact occupation « Maximum group size of 2 per « Schools closed

Maximum group limit abandoned Maximum group size of 6 day

6.2.4  Sample characteristics

Our initial sample drawn from the Flycatcher panel consisted of 1,002 Dutch
participants. For this initial sample, no demographical exclusion criteria were applied. Correct

answers to the two questions raised at the end of the training section to assess whether

84 It is important to note that the policy recommendation to stay home as much as possible in the Netherlands is not the same as a
lockdown. The Netherlands has had a tendency to have policies without strongly enforced regulations but leaving the final decision to
cach individual. The Dutch population was effectively expected to assess the validity of their behavior on their own. This increases the
realistic nature of our experiment presented to the Dutch participants. For instance, chapter 2 show that individuals’ assessments differed
across individuals, and under different Dutch recommendations.
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participants understood the information provided were crucial for properly assessing the risk
between networks. Therefore, we excluded 305 participants who did not provide the correct
answers to both questions. As a result, 697 participants remained in our final sample for further
analysis.

Table 6.2 compares the included and excluded participants statistically. Specifically
older participants (difference of 5.92 years; p<.0001) and level of education (62.4% of the
included participants were highly educated versus 36.7% of the excluded participants; p<.0001)
play an important role in understanding and replicating the basic assumptions of the network
questions. These differences are not surprising, as the nature of the task can be perceived as
technical and hypothetical. Abstract thinking is required so that personal characteristics related
to cognitive performance can predict a failure to meet the basic understanding of the choice
tasks. Importantly, we do not see a difference in risk preferences, again solidifying that the main
driver for exclusion might be related to cognitive performance or being able to perform high-
level abstract thinking. In our final sample, 56.0% of the participants were male, with an average

age of 42.09 years (SD=12.43), and 62.4% completed higher education.
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Table 6.2 Summary statistics for the included and excluded participants

Included Excluded Total p-value
(N=697) (N=305) (N=1002)

Gender 0.039 (1)

Male 390 (56.0%) 192 (63.0%) 582 (58.1%)

Female 307 (44.0%) 113 (37.0%) 420 (41.9%)

Age in years <0.001
Mean (SD) 42,09 (12.43) 48.01 (11.81) 43.89 (12.54) ”

Level of education <0.001
Low 31 (4.4%) 34 (11.1%) 65 (6.5%) m
Medium 231 (33.1%) 159 (52.1%) 390 (38.9%)
High 435 (62.4%) 112 (36.7%) 547 (54.6%)

Willingness to take risk in general 0.718 (2)
Mean (SD) 5.26 (2.21) 5.32 (2.60) 5.28 (2.33)

Willingness to take risk with health 0262 (2)
Mean (SD) 439 (2.08) 4.65 (2.54) 447 (2.23)

Willingness to take risk in social context 0.839 (2)
Mean (SD) 5.61 (2.12) 5.54 (2.35) 5.59 (2.19)

Note: 1) Pearson’s Chi-squared test, 2) Kruskal-Wallis rank sum test

6.3  Data analysis

6.3.1  Modelling approach

To model the rankings of the | = 3 networks in each of the § = 8 choice sets from N
= 0697 respondents, we used a panel mixed logit (PML) model that analyses the rankings as best-
worst choice data. This means that the best or first ranked network profile in each choice set is
coded as 1, the least or third ranked profile as -1 and the middle or second ranked profile as 0.
This modelling approach relies on random utility theory and is also referred to as maximum
difference (MaxDiff) modelling (Matley & Louviere, 2005). It has been used in many applied
economics settings; see, e.g., Mithlbacher et al. (20106) for analysing health(care) choices and Yeh
et al. (2020) for analysing food choices. Note that strictly speaking we do not measure
preferences here but beliefs. Nevertheless, we consider a utility-based approach appropriate as
participants were voluntary and intrinsically motivated to provide true answers to the ranking

questions. Hence choice utility and beliefs are aligned.
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The MaxDiff PML model starts from McFadden’s (1973) random utility formula that

defines the utility that respondent #, » = 1, ..., N attaches to network profile j, /=1, ..., [ in
choice set s, s =1, ..., S, as the sum of a systematic and a stochastic component:
Unjs = ans + Enjs = xnstn + Enjss ¢Y)

where X, s is a £-dimensional vector containing the attribute levels X, ;s of network
profile j in choice set s for respondent # and B, is a A-dimensional vector of preference
patameter values B, representing the individual-specific effects of the attribute levels on the
utility. The stochastic component &, is the idiosyncratic etror term, which is assumed to be

independent and identically Gumbel distributed across 7, j, 5.

In our analysis, we extended the systematic component of the utility to account for
preference heterogeneity by adding interactions between attributes and individual-specific

covariates as follows:

DC
ans = xnstn + Z :Bnkdé‘d (an)xnjsk ’ (2)
d=1

where 84(Cny) tepresents one covatiate value from a total of D, possible values for
respondent 7. Also, we used coded levels between -1 and 1 for both continuous and categorical
attributes so that all attributes are on the same scale and the attribute effects can easily be
compared with each other. For continuous attributes this is realized by subtracting the midpoint
of the interval [Xpmin e Xmaxk | from each value X,jg, and dividing the result by half of the
difference between Xpip x and Xpay - For categorical attributes, we used effects-type coding
which codes the relevant category as 1, the reference category as -1 and all other categories as
ZE10.

In our ranking experiment, an individual #» ranks network jin choice set s first and
network /' third, ot considers network ;as most important and network /' as least important. The
utility difference between U, and U, is then the greatest among all J(J—1) = 3(3—1) = 6 possible

utility differences involving pairs of network profiles a person could choose from the choice set.
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Following Louviere et al. (2015), the choice probability P of individual # ranking profile ; first

and profile /' third in choice set s can be written as:

P

_ exp(ans - an’s) 3
njj's = oJ 3)
S

] .
i=1 Zi’:1_i’¢i eXp(Vnis - Vni’s)

We estimated MaxDiff PML model (3) using Hierarchical Bayesian estimation in the
JMP 16 pro MaxDiff Platform (based on 10,000 iterations, with the last 5000 used for
estimation). We assumed normally distributed preference parameters without correlation
between attributes. These random parameters accommodate unobserved heterogeneity in the
respondent preferences. The mean utility function is thereby the sum of the mean attribute

effects (Train, 2009).

6.3.2  Cluster analysis approach

We first estimated a MaxDiff PML model for the entire sample and then investigated
the heterogeneity in the individual utility estimates by comparing the subject standard deviations
to the mean attribute effects. These subject standard deviations were of the same size or even
larger than the mean estimates, indicating the need to identify respondent segments. We,
therefore, clustered the individual utility estimates from the PML model using Ward’s
hierarchical cluster analysis and estimated a full interaction effects PML model with the cluster
as a covariate using utility formula (2). Clusters were identified based on demographic
information, including gender, age, and risk preference. This final PML analysis allows revealing

differing and even opposing preferences between clusters.

6.4 Results

6.4.1  Rank frequencies of the networks

Table 6.1 shows the rank frequencies for each network overall choice tasks evaluated
by the 697 participants. Considering all subsets that included a specific network, it shows how
often that network has been ranked first, second, or third on riskiness. From these simple
rankings, we observe that network 9 is most often perceived as most risky from its subset and

least often as least risky network. Network 4 is relatively most often scored as least risky, but
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this does not automatically imply that it is also the least often considered as most risky. In fact,
network 2 is least often ranked first (12.75% versus 13.86%). We can use these rankings to
compare the overall trends with the infection probability, i.e. the actual percentage risk of
infection when connecting to a network. Although network 4 is correctly perceived as the least
risky compared to all networks, network 9 is by far not the riskiest network to connect with.
Specifically, 4 out of the 14 networks have a higher infection probability than network 9. These
results suggest that, in contrast to the rational point of view, other characteristics beyond the

objective probability influence the rankings made by participants.8>

6.4.2 Main Panel Mixed Logit model estimates

Given the need for further clarification on the rankings made, we estimated a MaxDiff
PML model to obtain the random utility estimates associated with the five network
characteristics included in Table 2. Figure 6.2 shows the main risk-utility estimates for each
characteristic that has been rescaled to lie between -1 (minimum) and 1 (maximum). A significant
positive estimate for a characteristic implies an increase in the perceived level of riskiness of the
network when moving from 0 (midpoint) to 1 for that characteristic. A significant negative
estimate suggests that such increase in the characteristic will decrease the perceived riskiness of
a network. In general, large estimates (in magnitude) signal high-risk characteristics, whereas
small estimates indicate low-risk characteristics (see Appendix Table 6.9, Panel A for the

estimates).

The main risk-utility estimates reveal that the percentage of infected nodes in a network
is the most important determinant of risk assessment. By increasing this percentage, the
perceived risk-utility gets larger (coefficient of 1.52, 95% CI [1.39; 1.66]). The objective
probability of infection has a surprisingly weaker effect, increasing perceived risk by only 0.89
(95% CI [0.76; 1.03]). The length of the shortest path additionally has a strong effect in the sense
that the closer the participant is to an infected node, the higher the perceived risk (risk-utility
coefficient of -0.67, 95% CI [-0.83; -0.49]). Each additional path from an infected node to the
participant (number of paths) increases the perceived risk by 0.24 (95% CI [0.06; 0.41]). Finally,
regarding the number of direct links, having two direct links to the participant increases the risk-

utility by 0.10 (95% CI [0.06; 0.14]), whereas one direct link decreases it with the same value

85 In section 3.4, we further convert these ratings into a single metric which allows us to compare the ranking between networks.

156



Bounded Rationality in Social Network Analysis

(due to the effects-type coding). To summarize, networks with an infected node close to the
participant, a relatively large number of infected nodes, a high probability of infection, and two
direct links, are perceived as riskier compared to alternatives. It is noteworthy that the attributes
more with higher risk signaling estimates (e.g. shortest path and percentage of infections) are

also two attributes of which the information is often available in real life settings.

Figure 6.2 Main model estimates
Shortest Path —o—

Percentage of Infected F—o—]

Probability of Infection —o—]

Number of Paths —o—

One Direct Link lof

Two Direct Links lof

-1.5 -1.0 -0.5 (o] 0.5 1.0 1.5
Risk-utility Estimate

Note: the lines indicate the 95% confidence interval

6.4.3 Cluster Panel Mixed Logit model estimates

The individual-level utility estimates generated by the PML model allowed us to
identify clusters of respondents with similar risk preferences. Ward’s hierarchal cluster analysis
identified three distinct clusters in our sample (largest cubic clustering criterion of 73.5%;
Appendix Figure 6.9 shows the 2-dimensional constellation or scatter plot displaying the cluster
memberships of the individual respondents). Table 6.3 compares the demographic information
and risk attitude of the clusters. The main differences can be found in gender and education.
Cluster 1 (N = 293) contains more females and relatively more participants with lower levels of
education. Cluster 2 (N = 219) is dominated by male participants and high levels of education.
Cluster 3 (N = 185) falls in the middle category with respect to gender and education. The
characteristics, age and willingness to take risk, are not significantly different between clusters,

although we see some (insignificant) trend for more risk taking in Clusters 2 and 3.

157



Chapter 6

We must note that we describe the clusters informatively, without clear pre-constructed
motives. The clustering approach aims primarily at improving the PML model fit. Nevertheless,
the clusters are distinct enough in their characteristics to explore potential heterogeneity in the

population regarding risk assessment in social networks.

Table 6.3 Summary Statistics

Cluster 1 Cluster 2 Cluster 3 Total (N=697) povalue
(N=293) (N=219) (N=185)

Gender 0.005 (1)
Male 143 (48.8%) 135 (61.6%) 112 (60.5%) 390 (56.0%)
Female 150 (51.2%) 84 (38.4%) 73 (39.5%) 307 (44.0%)

Age in years 0.370 (2)
Median 41.00 40.00 42.00 41.00
Mean (SD) 41.91 (12.14) 41.47 (12.74) 43.12 (12.53) 42.09 (12.43)

Level of education 0.025 (1)
Low /Medium 124 (42.3%) 67 (30.6%) 71 (38.4%) 262 (37.6%)
High 169 (57.7%) 152 (69.4%) 114 (61.6%) 435 (62.4%)

Willingness to take risk in general 0.221 (2)
Median 5.00 6.00 4.00 5.00
Mean (SD) 5.09 (2.17) 5.41 (2.14) 5.37 (2.34) 5.26 (2.21)

Willingness to take risk with health 0.235 (2)
Median 4.00 4.00 4.00 4.00
Mean (SD) 4.24 (2.08) 4.55 (2.10) 4.45 (2.06) 4.39 (2.08)

Willingness to take risk in social context 0.694 (2)
Median 6.00 6.00 6.00 6.00
Mean (SD) 5.52 (2.16) 5.68 (2.11) 5.69 (2.08) 5.61 (2.12)

Note: 1) Pearson’s Chi-squared test, 2) Kruskal-Wallis rank sum test

Figure 6.3 show the marginal risk-utility estimates of the characteristics for the three
clusters (see appendix Table 6.9, Panel B for the estimates). Similarly to Figure 6.2, a positive
(negative) risk-utility estimate of a (coded) characteristic indicates an increased (decreased)
perceived level of risk when increasing the characteristic from 0 (midpoint) to 1. Compared with
the main model estimates of Figure 6.2, the cluster estimates reveal significant differences in
most of the attributes. The differences per cluster are specifically profound for the length of the
shortest path, the probability of infection, and percentage of infected nodes. The estimates of
the number of direct links do not differ significantly per the clusters, thus the plotted estimates
in Figure 6.3 per cluster are equal to each other, and to the main effect estimates of Figure 6.2

(risk-utility coefficient of 0.10, 95% CI [0.06; 0.14]).
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In general, the cluster 1 risk assessments are mostly driven by the percentage of
infected. For this cluster, the percentage of infected has the highest risk-utility estimate out of
all clusters (coefficient of 1.68, 95% CI [1.53;1.83]). The second driver, objective probability of
infection, falls behind by approximately half of that impact with a risk-utility estimate of 0.78
(95% CI [0.62;0.93]). The length of the shortest path and the number of paths to an infected
node are not significant drivers of risk-utility for this cluster.

Cluster 2 (higher educated and more male) is the only cluster that remains sensitive for
variation in all characteristics. This cluster is particularly sensitive to changes in the shortest path,
showing a marginal utility drop of -1.58 (95% CI [-1.85;-1.31]) when increasing the infection
distance from an artificial 3.5 nodes (midpoint) to the maximum of 5 nodes. Also, as opposed
to the other clusters, cluster 2 participants attach significant importance to the number of paths
(risk-utility coefficient of 0.59, 95% CI [0.33;0.84]). For both the percentage of infected and
probability of infection, cluster 2 is similar to cluster 1 (risk-utility coefficients of 1.48, 95% CI
[1.28;1.69], and 0.56, 95% CI [0.38;0.75], respectively).

The risk-utility for cluster 3 participants is driven by three characteristics: the shortest
path, the percentage of infections, and probability of infection. Out of the three clusters, this
cluster attaches the most importance to the objective infection probability (risk-utility
coefficients of 1.32, 95% CI [1.11;1.53]). Only the percentage of infected nodes has a
(marginally) higher coefficient, at 1.39 (95% CI [1.17;1.61]). Finally, the shortest path to an
infected node is significant with a the risk-utility of -0.61 (95% CI [-0.90;-0.32]). Similar to cluster
1, the number of paths no longer significantly predicts the risk evaluation for cluster 3.

These cluster differences reveal interesting findings. First, for all clusters, the
percentage of infected nodes has a more profound effect than the probability of infection itself.
For cluster 1 and 2 this effect is two to three times the effect of the objective probability. The
notion that our sample consists of at least one cluster of merely rational agents who solely focus
on the objective probability clearly does not hold. Second, there might exist a relation between
education and adaption strategies. Ordering the clusters on proportion of higher educated
participants shows a linear relation with the number of characteristics that significantly influence
the risk-utility. The higher educated cluster 2 seems to base their risk preference on all
characteristics, and is most sensitive to a relatively robust shortcut characteristic: closest to an
infected node. Cluster 3 takes four characteristics into consideration, and lower-educated cluster
1 only takes three out of five characteristics into consideration. Finally, education alone does not

to predict accurate risk assessment. Cluster 2 is the least sensitive to the objective probability of
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infection. This relationship is however not linear, as cluster 3 is moderate in level of education
and most sensitive to the objective probability of infection.

Figure 6.3 Cluster model estimates

o o Cluster 1,
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Note: the lines indicate the 95% confidence interval

6.4.4  PML utility-based network ranking

After identifying the driving factors for risk assessment of networks, we investigated
how accurately we can predict the perceived risk of a network based on the risk-utility estimates
of the specific characteristics of the network. Using equation (1) on the main model estimates
as well as cluster model estimates, we computed the total risk-utility for each network and sample
(the full sample and clusters), representing an overall utility-based risk score per network and
sample. We ranked the utility-based risk scores per sample such that a model-based ranking of
the existing networks emerged. Table 6.4 shows all 14 networks ranked per group on the overall
utility-based risk scores. Networks displayed at rank 1 are predicted to be most risky based on
their characteristics and how each respective (sub)sample derives 'risk utility' from them.
Consequently, networks displayed at rank 14 are predicted to be deemed least risky based on
that sub(group) utilities. In the last row, the networks are ranked based on the objective
probability of infection. The actual risk scores per network and sample as well as the

corresponding network IDs appear in Table 6.10 in the Appendix.
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Table 6.4 PML utility-based ranking of the 14 networks, from most to least risky

Rank 1 2 3 4 5 6 7 8 9 10 11 12 13 14
;:il] ple sy qgeee <z <t e <. <z <uE s R <

D 9 10 11 8 5 14 3 13 7 2 1
Cluster 1 ] a e sz el LuE <lee s s cesee @
1D 9 11 10 8 5 14 13 3 6 1 4 2
Cluster 2 sesls aazeeee s R <3 «assee P O Lo s i, aseee

1D 9 10 11 5 14 8 3 4 13 2 7 6

Cluster 3 gyeeee esls < < <22 coee =i < Lo s < CGHE e

1D 10 9 11 8 14 5 7 3 13 6 2 12 4 1
;3(‘3;2;‘1; anst,  aree,  etim, an el s, s EC <uf GEHL e
1D 10 8 7 11 9 14 6 5 3 2 12 13 1 4

Note: For the row ‘Objective Probability’, * indicates that the two adjacent networks have an identical risk probability and thus share their respective rank position.

The rankings in Table 6.4 differ across the full sample and the clusters. The most
important focus is the difference between the full sample and cluster 1 rankings. We mentioned
previously that the estimates of the full sample were affected by the inclusion of the cluster 2
and 3 choices. The network rankings of cluster 1 are noticeably different from those of the full
sample. For example, the network ranked 8th in the full sample falls back to rank 13 in cluster
1 (network ID 2). Similarly, the networks in ranks 10 and 14 are reversed (network IDs 4 and
7). Table 6.4 shows the correlations between the full sample, clusters, and objective probability
rank.

The rankings in Table 6.4 differ across the full sample and the clusters. Each PML
prediction ranking is different from the other. For example, the network ranked 12th (Network
ID 4) in the full sample is expected to be less risky for clusters 1 and 3, but 4 ranks riskier for
cluster 2. Table 6.5 shows the correlations between the full sample, clusters, and objective
probability ranks of Table 6.4. We observe that the predicted PML ranking of the full sample
correlates with the objective risk ranking (rho = .74, p<.01). When the sample is divided into
clusters, an order is revealed in which cluster 2 is moderately correlated with the objective rank
(tho = 56, p=.04), cluster 1 more so (tho = .63, p=.02), and cluster 3 strongly (tho = .73,
p<.001). These correlations suggest that the consistent application of characteristics preference
and weighing derived from cluster 3 participants leads to the most accurately approximation of
objective risk for our networks, whereas the consistent application of characteristics preference
and weighing derived from cluster 3 participants leads to the least accurately approximation of

objective risk for our networks.
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Table 6.5 Correlation matrix of PML utility-based and objective probability ranking

Objective Full Sample ~ Cluster 1 Cluster 2 Cluster 3
Probability

Objective Probability 1

Full Sample 0.74%¢ 1

Cluster 1 0.63% 0.96%+* 1

Cluster 2 0.56% 0.90%% 0,825 1

Cluster 3 0.86%* 0.96%* 0.88%++ 0.87%%x 1

*p < 0.05, % p < 0.01, %+ p < 0.001

We can test the validity or predictive power of our estimates by examining how well
the model-based rankings correlate with the observed rankings for each sample. In order to
compare these two rankings, we first convert the observed rank frequencies into a single metric.
As shown in Table 6.1, we identified the frequencies that a network has been ranked first, second
or third in all subsets presented to the participants. Ranking the 14 networks by only one of
these three frequencies proves challenging, as a low score on rank 1 does not automatically
indicate a high score on rank 3 and vice versa. Therefore, for each network j and sample / the
first, second, and third subset rank frequencies RIF are converted into a single metric, which we

call the observed subset mean rank SMR, by using them as weights for the ranks:

— First Second Third
SMRj; = RF;""" + 2 * RF; + 3% RF; 4

By weighing the ranks with their frequencies, this metric is an improvement over a
simple first or last frequency ranking. However, this does not completely alleviate the possible
influence of unbalanced frequencies over the ranks. To provide more insight, we define the
unanimity of the rank frequencies RF, which serves as a measure for the spread in the rank

frequencies:

i 1 1 i 1
((RF}Ii“lrst _ §)2 + (RFﬁecond _ §)2 + (RF}_Tl"erd _ §)2)
2

Unanimity(RFﬂ) = (5)

A high unanimity suggests preference homogeneity in the frequency scoring, whereas
a low unanimity suggests preference heterogeneity. A perfectly unanimous preference, meaning
all participants rank a network in the same position, results in a network ranking unanimity score

(eq. 5) of 0.33. A perfectly divided preference, meaning 33% of the respondents rank a network
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first, 33% rank it second, and 33% rank it third, results in an unanimity level of practically zero.
Low unanimity can also be interpreted as the absence of a strong or dominant preference in the
sample.

Defining single ranking and unanimity metrics for each network enables us to explore
the network preference trends. For example, Figure 6.4 visually ranks the networks using the
subset mean rank (SMR) from most risky to least risky for the full sample. Figure 6.4A shows
clearly that the progress through the ranks from perceived riskiest to least risky does not
perfectly coincide with a decline of objective infection probability. If the preferred ranking
would be based solely and accurately on objective risk probability, the objective probability
would decline with each decrease in rank. However, Figure 6.4A shows that the perceived
riskiest network is not in the top five of objectively riskiest networks. Moreover, multiple
networks perceived as less risky are objectively more probable to lead to infection. Figure 6.4B
shows the trend of unanimity with regard to the preference-based SMR ranking. The extremes
(most risky and least risky) are ranked with higher unanimity compared to the middle rankings.
This implies that our full sample generally agrees more on the perceived top and bottom risky
networks, whilst being more divided in the middle section. It stands out that the perceived
number one riskiest network, although clearly not objectively the riskiest, enjoys the highest

unanimity amongst all participants.

Figure 6.4 Objective risk probability and unanimity for the full sample SMR ranking
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Table 6.6 shows the overall rankings of the 14 networks based on the observed subset

mean ranks together with the subset unanimity of the rank frequencies. The corresponding
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values of the observed subset mean ranks (per network and sample) appear in Table 6.9 in the
Appendix. Also in this table, the last row shows the ranking of the networks based on the
objective probability of infection. Similar to our model-based risk-utility rankings, we find
noticeable differences between clusters. For instance, network ID 7 is ranked 12 by cluster 1,
14t by cluster 2, and 8t by cluster 3.

Like in Figure 6.4A, the degree of unanimity for each sample shows a distinct
hyperbolic function in Table 6.6: both the top and bottom rankings display the highest level of
unanimity. The middle sections of all samples display relatively low level of unanimity. This is
explained by the fact that the most extreme rankings are achieved by the most extreme scores.
Thus, agreement by the sample is needed to rank a network in the extreme spots of a ranking.

Networks that end up in the middle section do so because of the lack of unanimity.

Table 6.6 Observed overall rankings and subset unanimity of the rank frequencies of the

14 networks, from most to least risky

Rank 1 2 3 4 5 6 7 8 9 10 11 12 13 14
Full Sample

Network eeels g @ gt ee ame.  amm uf o am SHED R e e

Unanimity 0.10 0.07 0.05 0.01 0.01 0.01 0.01 0.00 0.00 0.02 0.02 0.04 0.03 0.06
Cluster 1

Network iz I RS s Luf e ams i a cones

Unanimity (.12 0.03 0.03 0.01 0.01 0.01 0.00 0.00 0.00 0.01 0.02 0.05 0.04 0.06

Cluster 2

P~ P veoe o assse eses vsses poels . ooe,
L @ an g, an oamm LuE G an

Network
Unanimity ~ 0.10 0.09 0.06 0.02 0.02 0.01 0.02 0.01 0.01 0.02 0.03 0.03 0.03 0.06

Cluster 3

aggeees seele s e s eve @ ch w33 QLdd s . coves
0.01

Network . =

Unanimity ~ 0.16 0.07 0.06 0.03 0.01 0.00 0.01 0.01

Objective
Probability
e @ e
2 2o coels @ sssse coee e+ o] ceves
Network <5 < e e anm @ <uE
* * * *
1D 10 8 7 11 9 14 6 5 3 2 12 13 1 4

Note: Tor the row "Objective Probability’, ¥ indicates that the two adjacent networks have the same risk probability and thus share their respective
rank position.

We compare the observed overall rankings with the model-driven predicted rankings
in Figure 6.5. Each value indicates the rank of a network in the model-driven predicted ranking

(on the x-axis) and the rank that specific network has in the observed overall ranking (on the y-
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axis). For instance, Figure 6.5A shows the correlation between the two rankings for the full
sample: the network that is predicted to rank 10t by our model, ranks 7% on the observed overall
ranking. If our model were to perfectly predict the observed ranking, all values would fall on the
dotted line (45° line). The straight line indicates the best fit between all values. The full model
in figure 5A shows that the correlation between our predicted ranking and the observed ranking
is relatively high (tho = .90, p<.001). Specifically, the first 6 out of the 14 rankings perfectly

coincide with the model predicted ranking, based on the available characteristics.

Figure 6.5 Spearman’s rank correlation between predicted and realized ranks
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Note: The line indicates the linear fit between both ranks. The dotted line indicates perfect correlation.

The model’s predictive power varies after splitting the sample into our identified
clusters. Only for cluster 2 does the correlation decrease to .86 (p<.001), for clusters 1 and 3 the
correlation between the predicted ranking and the observed ranking increases slightly (.93 and
.92 respectively, p<.001). Figure 6.5B-D reveals that most deviation from perfect correlation
resides in the low-rank section. The highest rankings, or highest (predicted) perceived risk, are

most accurately predicted. Supported by our unanimity distribution, this leads to the conclusion
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that the model is most effective to predict unanimous preferences. When the participants vary
in preference, our model loses predictive power.

When we compare the PML predictive ranking with the observed ranking, we notice
first that the identified preference and weighing in the PML model is generally predictive of the
observed behavior. A closer inspection of the correlations of both rankings with the objective
risk probability in Table 6.7, suggests that if participants in cluster 3 would have systematically
followed the PML model, they would have approximated the objective risk marginally better
(yet, not perfectively). On the other hand, participants in cluster 2 are marginally better at
approximating objective risk than the PML model based on their data predicted. Nevertheless,

for the full sample, the PML model accurately predicts the observed ranking accuracy.

Table 6.7 Correlations of objective probability ranking with PML predicted ranking and
Observed ranking

Objective
Probability

PML Prediction ~ Observation

Full Sample 0.74%* 0.67*+*
Cluster 1 0.63* 0.59*
Cluster 2 0.56* 0.57*
Cluster 3 0.86+** 0.85%*

*p < 0.05, % p < 0.01, ** p < 0.001

6.5 Discussion

This study explored how humans perceive risk spread in networks. Specifically, we
asked participants to rate their connection to social networks with disease-infected contacts on
the risk of infection. As to be expected, we show that the perceived risk preference does not
perfectly coincide with the objective probability of risk to the decision-maker. Factors such as
how close the closest infected contact is to the decider or the relation of infected to healthy
network members, have comparable or stronger predictive values than the objective probability.
The heterogeneity in the factor preference and weighing is shown when we identify three distinct
subgroups using cluster analysis. The subgroup comparison suggests that demographic
differences in education and gender may interact with the order and strength of perceived risk
of these preferences, although our subgroups are not well enough identified to generalize these

subgroup results based on this study. Furthermore, we show that we are able to relatively
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accurately predict the observed network preferences based on the preference estimates
associated with the network characteristics.

Our results firmly consolidate that humans' processing of spread in social networks is
not completely based on complex computations and depends on (more) easily observed
characteristics of these networks. In line with bounded rationality, this does not imply that
humans are unaware that the focus of risk assessment should be determining the objective risk
or that this is physically impossible. We suggest that the often-complex mental calculation of
objective risk dispersion in networks is substituted by a heuristics-driven approach. Simple
observables such as the shortest distance to an infected node or the ratio of infected nodes
relative to all nodes that are easily assessable become the basis of which individuals apply rules-
of-thumb. This view is supported by the fact that the most important attributes are also relatively
easily identified and accessible in real-life situations. Like all heuristic-based approaches, applying
rules-of-thumb simplifies (and at times even ignores) complex aspects which can gravely
influence the objective risk. For example, more a higher ratio of infections increase perceived
risk, even in cases where objective risk is constant (e.g. compare networks with IDs 2 and 3. A
higher ratio of infections is indeed perfectly correlated with increased risk in an unchanged
network. However, even when we are able to keep the objective risk stable by varying other
factors, a higher ratio of infections still increase the perceived risk. This example is depictive of
our findings: heuristics have strong correlational power with objective risk in isolation, yet
remain to resonate and dominate in complex networks even when other factors are also
detrimental to the objective risk.

We conclude that the implications of our results are twofold. First, most practically,
objective probabilities of social network spread are not easily computed. The relevance of this
is directly applicable to the context in which our experiment is conducted. Throughout the
COVID-19 crisis, the risk of infection was primarily communicated via a reproduction-metric
(R). Our results suggest that only providing this metric without further training or guidance will
result in a grossly inaccurate estimation of network dispersion. Policymakers trust blindly in the
ability of individuals to apply this probability metric objectively, underestimating which other
factors individuals actually rely on when connecting to social networks in order to make sense
of this abstract probability. And this is not trivial: many countries like the Netherlands have
largely left it to the citizens to decide with which social networks to connect (merely

accompanied by recommendations). Providing examples of how such an R metric disperses
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infection chances amongst (complex) networks would have given the population a better handle
to update their rules-of-thumb and apply them in real-life situations.

Second, our results are not limited to the contagion of infection. We have previously
mentioned that the COVID-19 provided a clear and familiar context that enables us to translate
a relatively abstract assessment into a relatable situation. This, however, does not mean that our
results only apply to the risk of a pandemic-related infection in social networks. More broadly,
our results identify general dispersion characteristics in social networks. Hence, the experienced
closeness is relevant for personal and business contexts. Beyond the uncertainty of susceptibility
and likelihood, the network structure of innovation, information, or any other social network
will likewise influence the perceived willingness to connect to that network. For instance, pivotal
research on the effect of (social) network structures on social capital hugely benefits from
understanding the perceived spread in networks (Burt, 2017; Granovetter, 2018b, 2018a).
Previously, the influence of network characteristics on perceived spread was obscured by other
uncertainties related to network spread. Overall, identifying and understanding the underpinning
of experienced social network strength and closeness in any (research) field opens the door to
more tailored, effective, and generalizable policy, and economically relevant research design.

There are multiple limitations that warrant careful interpretation of our results. First,
we have carefully constructed the networks by balancing a wide variety of network characteristics
within a comparable range of size and risk probability. Effectively, multiple network variations
within this range exist that were not included in our experiment. The conclusion of our paper
itself, however, dictates that different variations or combinations of certain aspects could
influence the order or strength of the estimates. For instance, our networks are relatively small:
a maximum of 18 total nodes, 4 infected nodes, and 2 direct links limit our findings to compact
networks. We cannot exclude the possibility that, for large networks, other heuristics apply or
dominate. However, it is reasonable to assume that increasing the network, if anything, increases
the dependency on heuristics instead of increasing accurate objective risk assessment. Ideally,
the experiment would include more combinations of network characteristics, such as a (full)
factorial set of combinations, grouped together in choice sets of size three. Due to practical
limitations, we have focused on the most profound factors with a limited set of contrasting
networks. Nevertheless, we undetline throughout the paper that we interpret the main takeaway
as being the clear indication that objective probability alone does not explain the risk preference
in networks. The relative strength and order of the other influential factors are described,

interpreted, and discussed, but not solidified as the definitive fixed effects in the population.
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More research is needed to compare, estimate, and confirm the effect of different characteristics
of networks on risk and network dispersion.

Second, infections are considered binary in the sense that a node is completely infected
or not. In real life, asymptomatic people were still capable of spreading the virus undetected,
and heavily coughing or sneezing infected people had been argued to spread the infection faster
(El Hassan et al., 2022). We did not include asymptomatic dispersion of the virus: when a node
got infected, it could infect the next one. Excluding asymptomatic dispersion variation therefore
explicitly implies that there is no variation in the probability of infection. In our experiment,
heavily infected and asymptomatic nodes spread the infection with the same 50% probability.

Third, individual differences have repeatedly proven to have a grave impact on risk
assessment and risk aversion (e.g. Dohmen et al., 2011). We have partially attempted to control
for individual differences by splitting our analysis into individual characteristics-based clusters.
However, we cannot exclude that the true effect of individual characteristics on network risk
assessment is more profound than we are able to identify within our cluster sample. Likewise,
the context in which our risk assessment took place might have an effect on our results. We
have framed the risk in networks as infection of COVID-19 within a social network. It is possible
that the objective metrics we described (50% transmission rate) were either over- or
underestimated based on individual experiences or beliefs about the spreading of the virus. We
attempted to alleviate these concerns partially by excluding participants that reported a chance
of infection different from ours. We further reran our analysis with controls that approximated
the exposure using the deaths, hospitalizations, and positive tests due to COVID-19 at the
postcode level. Although we found no significant effect of any of these proxies, we acknowledge
that the possibility of differences at the individual level could have had a profound effect,
remains.

Finally, our generalization assumes that the preference of heuristics is applied
independent of context. The context of COVID-19, or disease more generally, could however
constitute different preferred heuristics than innovation networks. Although we do not deem it
likely that social network assessment in a different context depends less on heuristics, we cannot
exclude the possibility that they weigh the importance of some characteristics differently. The
specific ranking of important characteristics should be further confirmed in future research for

different contexts.
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0.6 Appendix

Table 6.8 Summary statistics of the total sample compared to the Dutch

population

Dutch population (2020)

Our sample (N=697)

Gender (Centraal Bureau voor de Statistiek, 2020)

Male 49.7% 56.0%

Female 50.3% 44.0%
Age (van der Torre & Steenbekkers, 2020)

Mean in years 41.608¢ 42.09
Level of Education (van der Torre & Steenbekkers, 2020)

Low 20% 4.4%

Medium 39% 33.1%

High 41% 62.4%
Risk (Martin-Fernandez et al., 2018)

General 4,139 5.26 (2.21)

(0-10)

86 Measurement in 2014 included 26,5% of the age category 65+, an age group excluded from our sample.

87 Most recent estimation in the Dutch population stems from 2018, amongst over 2,800 participants.
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Table 6.9 MaxDiff PML model estimates: mean and standard deviations and

significance of the attribute effects

Term Category Range ::;?;"au SD gqujcct ?:t{?rvz‘]":dib]c p-value
Panel A: Main estimates
Shortest path 2,5) -0.665 0.088 0.354 [-0.83; -0.49] 0.006
Infected percentage 805%(;1 > 1.518 0.068 0.213 [1.39; 1.66] <0.000
Probability infection 8020662;)’ 0.886 0.072 0.138 [0.76; 1.03) <0.000
Number of direct links 1 -0.103 0.020 0.181 [-0.14; -0.06]
<0.000
2 0.103 0.020 0.181 [-0.14; -0.06]
Number of paths (1,16) 0.242 0.087 0.198 [0.06; 0.41] 0.882
Panel B: Cluster interaction estimates
Shortest path
Cluster 1 0.196 0.094 0.304 [-0.03; 0.42]
Cluster 2 -1.578 0.109 1.121 [-1.85; -1.31] <0.000
Cluster 3 -0.613 0.101 0.276 [-0.90; -0.32)
Infected percentage
Cluster 1 1.682 0.077 0.329 [1.53; 1.83]
Cluster 2 1.483 0.075 0.227 [1.28; 1.69] <0.000
Cluster 3 1.390 0.060 0.265 [1.17; 1.61]
Probability infection
Cluster 1 0.775 0.072 0.130 [0.62; 0.93]
Cluster 2 0.563 0.075 0.226 [0.38; 0.75] <0.000
Cluster 3 1.321 0.069 0.221 [1.11; 1.53]
Number of direct links
1* Cluster 1 -0.103 0.020 0.181 [-0.14; -0.06)
2 * Cluster 2 -0.103 0.020 0.181 [-0.14; -0.06)
3 * Cluster 3 -0.103 0.020 0.181 [-0.14; -0.06)
>0.05
1* Cluster 1 -0.103 0.020 0.181 [-0.14; -0.06)
2 * Cluster 2 -0.103 0.020 0.181 [-0.14; -0.06)
3 * Cluster 3 -0.103 0.020 0.181 [-0.14; -0.06)
Number of paths
Cluster 1 -0.075 0.114 0.234 [-0.29; 0.14]
Cluster 2 0.585 0.112 0.251 [0.33; 0.84] <0.000
Cluster 3 0.215 0.111 0.223 [-0.08; 0.51]
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Table 6.10 Ranking metrics per network per (sub)sample

Rankings Ranking Metrics
Observed Utility Network ObiCCt.i\i'C Mean Subset ) ) Marginal
Overall Model D Prob.ablhty Subset Rar»lk» First Second Third Risk Utlity
Rank Rank (Risk) Rank Unanimity '
Panel 1: Total sample
1 1 9 17.19% 1.39 0.10 68.91% 23.36% 7.73% 1.55
2 2 10 26.17% 1.50 0.07 63.14% 23.54% 13.32% 1.11
3 3 11 23.44% 1.58 0.05 52.97% 36.36% 10.67% 1.04
4 4 8 26.17% 1.78 0.01 43.16% 35.63% 21.21% -0.14
5 5 5 12.50% 1.85 0.01 41.47% 32.42% 26.11% -0.17
6 6 14 15.23% 1.90 0.01 34.73% 40.69% 24.58% -0.31
7 10 6 14.27% 2.00 0.01 27.77% 44.17% 28.07% -1.52
8 8 13 10.64% 2.10 0.00 26.74% 36.52% 36.73% -1.28
9 11 12 11.38% 212 0.00 28.71% 30.83% 40.46% -1.79
10 7 3 12.11% 2.16 0.02 18.67% 46.95% 34.39% -1.03
11 14 1 8.78% 2.26 0.02 22.93% 28.28% 48.78% -2.00
12 9 7 23.57% 2.30 0.04 24.98% 19.76% 55.26% -1.38
13 13 2 12.11% 2.35 0.03 12.75% 39.31% 47.94% -1.83
14 12 4 6.25% 2.46 0.06 13.86% 26.47% 59.67% -1.79
Panel 2: Cluster 1
1 1 9 17.19% 1.34 0.12 73.22% 19.65% 7.13% 1.64
2 2 11 23.44% 1.66 0.03 47.03% 39.62% 13.35% 0.98
3 3 10 26.17% 1.68 0.03 50.11% 32.12% 17.77% 0.37
4 4 8 26.17% 1.84 0.01 40.20% 36.08% 23.73% 0.21
5 5 5 12.50% 1.86 0.01 42.19% 29.18% 28.62% -0.07
6 9 6 14.27% 1.92 0.01 31.57% 44.42% 24.01% -0.61
7 6 13 10.64% 1.97 0.00 33.96% 34.91% 31.13% -0.17
8 10 12 11.38% 1.98 0.00 34.48% 32.76% 32.76% -0.73
9 7 14 15.23% 2.02 0.00 28.92% 39.95% 31.13% -0.35
10 12 1 8.78% 215 0.01 28.21% 28.80% 43.00% -0.93
11 8 3 12.11% 217 0.02 18.48% 46.11% 35.41% -0.46
12 11 7 23.57% 2.32 0.05 25.34% 17.08% 57.58% -0.82
13 14 2 12.11% 2.36 0.04 12.22% 39.26% 48.52% -1.34
14 13 4 6.25% 2.47 0.06 13.11% 26.72% 60.16% -1.11
Panel 3: Cluster 2
1 1 9 17.19% 1.39 0.10 68.97% 23.28% 7.76% .53
2 2 10 26.17% 1.47 0.09 68.04% 17.30% 14.66% 1.41
3 3 11 23.44% 1.52 0.06 57.78% 32.63% 9.58% 0.80
4 4 5 12.50% 1.75 0.02 46.31% 32.26% 21.43% -0.10
5 5 14 15.23% 1.78 0.02 39.16% 44.01% 16.83% -0.26
6 6 8 26.17% 1.79 0.01 40.99% 38.90% 20.10% -1.02
7 7 3 12.11% 2.08 0.02 22.10% 47.77% 30.13% -1.49
8 12 6 14.27% 2.09 0.01 23.71% 43.66% 32.63% -2.47
9 9 13 10.64% 2.22 0.01 21.36% 35.25% 43.39% -2.21
10 13 12 11.38% 2.29 0.02 22.19% 26.49% 51.32% -2.74
11 10 2 12.11% 2.31 0.03 14.69% 39.86% 45.45% -2.27
12 14 1 8.78% 2.32 0.03 20.33% 27.27% 52.39% -2.86
13 8 4 6.25% 2.37 0.03 15.75% 31.74% 52.51% -2.11
14 11 7 23.57% 2.45 0.06 17.30% 20.54% 62.16% -2.42
Panel 4: Cluster 3
1 1 10 26.17% 1.26 0.16 78.47% 17.01% 4.51% 73
2 2 9 17.19% 1.47 0.07 61.94% 29.41% 8.65% 1.62
3 3 11 23.44% 1.50 0.06 57.35% 35.29% 7.35% 1.52
4 4 8 26.17% 1.68 0.03 50.30% 31.10% 18.60% 0.16
5 5 14 15.23% 1.85 0.01 38.91% 37.66% 23.43% -0.13
6 6 5 12.50% 1.93 0.00 34.84% 37.23% 27.93% -0.13
7 10 6 14.27% 2.02 0.01 27.01% 44.39% 28.61% -1.42
8 7 7 23.57% 2.09 0.01 33.89% 23.49% 42.62% -0.92
9 12 12 11.38% 215 0.01 26.10% 32.35% 41.54% -1.76
10 9 13 10.64% 218 0.01 20.66% 40.91% 38.43% -1.32
11 8 3 12.11% 2.23 0.03 15.08% 47.24% 37.69% -0.95
12 14 1 8.78% 2.36 0.03 17.80% 28.80% 53.40% -2.07
13 11 2 12.11% 2.39 0.04 11.14% 38.71% 50.15% -1.68
14 13 4 6.25% 2.53 0.08 13.04% 20.77% 66.18% -1.94
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Figure 6.6 Questionnaire part 1

1. Experiment Introduction - Training Session

Page 1: All questions will pertain to networks. These
networks will be presented as follows:

You are the green icon.
Dit bent u

Page 2: You will be p d with a schemati
your social network. For example:

view of

Dit bent u Uw sociale netwerk

o [ Q o
& O A& A&
Page 3: In every network, at least one person is

infected. These people are red:
Oit bent u

Uw sociale netwerk

Positief getest

Page 4: You will see the order in which each person had
contact with others. Contact is indicated by a black

arrow. The order of contact is from right to left.
Oit bent u Uw sociale netwerk

|

]

-

FPositief petest

Ditbent u Uw soclale netwerk

1

- -

Positief getest
Uw sociale netwerk

Positief getest

- = —

!’atge 5. You will be shown three random networks. Please rank them: At the top, the network that you believe has the highest risk of
infection for yourself %een). At the bottom, you place the network you believe has the lowest of all three networks. You can drag
&

and drop accordingly.

are interested in your personal estimation.

The chance that an infection will pass to the next person in the network, is 50% each time.

Remember the people you (green) will connect to are indicated with a dotted line and a question mark. You will connect to all people

if multiple dotted lines are indicated.

Summary:

* Rank each set of three network by setting the network that you believe has the highest risk of infection for yourself (green) at the top,
and the network you believe has the lowest of all three networks at the bottom

* The chance that an infection will pass to the next person in the network, is 50% each time

* You (green) will connect to all people if multiple dotted lines are indicated.

For example:

In the network on the right, the risk to get infected for you (green) is 50%
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Figure 6.7 Questionnaire part 2

2. Level-of-understanding Assesment Questions

Question 1 (multiple choice): Question 2 (multiple choice):
If you connect directly to an infected person, the chance How are you asked to rank the three networks presented
that you will get infected is: to you:
. 25% = The most risky networks at the top
o 75% » The least risky networks at the top
. 50% » The network with the most infected people at the top
o 100%
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Figure 6.8 Questionnaire part 3

3. Example of Actual Exercise

You are now shown three random networks. Please rank them: At the top, the network that you believe
has the highest risk of infection for yourself (green). At the bottom, you place the network you believe
has the lowest of all three networks. You can drag and drop accordingly. We are interested in your

personal estimation.

Remember the people you (green) will connect to are indicated with a dotted line and a question mark.
You will connect to all people if multiple dotted lines are indicated.

Drag and Drop
Lo _0 _0o_0o
T T -
&:., Most Risk of Infection
.00, 0 _®
a"EaT"aTa
e_0_o_0o
s SRR T -
2 a-2-2-2 P
" e_0_®_®
Yl a3’
e_0_o
B2t el W
&,__? - Least Risk of Infection
., e_o_o Vs
;a";~ -
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Figure 6.9 Constellation plot of cluster analysis

500

-500

-500 0 500
X

Note. Constellation plot of the 3 clusters of respondents showing the structure of the hierarchical clustering tree. Clusters 1, 2, and 3
represent respondents as red, green, and blue endpoints. The circle at the origin is the root of the tree, where the axes lay out the distance

framework. Each cluster join is a new point and the lines represent membership in a cluster. The length of a line between cluster joins
approximates the distance between the clusters that were joined.
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Chapter 7

Summary of findings

In this dissertation, I set out to explore human behavior and thought processes with
regard to (forced) changes in location decisions. I uncover the choice processes and choice
consequences, as well as their evaluations. Moreover, I investigate the matter in which we
evaluate our location choices. Throughout this dissertation, I use the pandemic as background,
but my results are not limited to this context. It merely utilizes the necessity and novelty of the
decision before us. Using that context, I find insights into how people deal with completely
novel yet forceful policies, work from home, and how they (re)connect with risky social
networks.

Chapter 2 examines how people decide to a decision to go out when the policy
recommendation is to “avoid crowded places”. Specifically, I look at the effect of context on
the decision to visit a hypothetical recreational hotspot. I hypothesize that the absence of
relevant up-to-date information about crowdedness will force individuals to make a decision
based on unrelated information making it susceptible to biased reasoning. Using an experimental
design, I show that people use expectations of others to influence their own decision: people go
out when they expect to avoid crowded spots and when they expect others to go. The results
suggest that in the former situation people act strategically, and in the latter social norms lead to
escalation. “Use your common sense” is often the accompanying advice, but I show that more
and better information concerning the context is essential to enable us to make optimal decisions
for ourselves, and for society.

Chapter 3 has two distinct contributions to productivity research. First, I revise and
validate a new Work Productivity and Stress Questionnaire (WPSQ) based on an older and less
stable questionnaire. I show that the WPSQ factors outperform the older questionnaire on a
large sample based on internal consistency and reliability on two measurement periods. I also
show that single-item scale alternatives highly correlate with the subfactor productivity and stress

(and irritability). Substituting the WPSQ factors with these single-scale alternatives should be
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done with caution and only when brevity demands it. Second, when I apply the WPSQ to
working from home, I investigate trends over time in a volatile pandemic-ridden context. I argue
that retrospective reports on work productivity and stress are strongly influenced by the current
state. Specifically, the current state during the measurement structurally predicts the
retrospective scores more than the targeted scores they aim to recollect. As a result, relying on
retrospective scoring is subject to a recall bias and the current reference point should be taken
into account.

Chapter 4 discusses to what extent satisfaction with home office hardware and the
indoor environment influence productivity and burnout propensity during working from home
(WEFH). First, I find that self-reported productivity is higher at work compared to working from
home. Second, participants prefer the indoor environment (e.g. temperature, air quality, lighting)
at home over the environment in the work office, but prefer the work office hardware (e.g.
screen, chair, Wi-Fi). Third, higher satisfaction with home environment factors significantly
predicts increased productivity and decreased burnout propensity. Fourth, I connect real
behavior with satisfaction scores and productivity. Increasing the amount of time spent in a
ventilated room during working hours increases productivity and the willingness to continue
WFH, whilst decreasing burnout propensity. This effect is fully mediated by satisfaction with
the home office factors. Finally, I provide a strong case to emphasize actual measurement over
self-reported satisfaction measurement. Ventilation influences related as well as unrelated
factors’ satisfaction scores. Consequently, satisfaction with unrelated aspects of the office, and
thus WEFH success, can be influenced (and improved) by seemingly unrelated actions such as
increasing office ventilation. Taken together, this chapter shows that the physical climate in the
home office influences the success of WFH.

Chapter 5 assesses the effect of indoor climate factors on human
performance, focusing on the impact of indoor temperature on decision processes. Specifically,
I expect heat to negatively influence higher cognitive rational processes, forcing people to rely
more on intuitive shortcuts. In a laboratory setting, participants (N=257) were exposed to a
controlled physical environment with either a hot temperature (28°C) or a neutral temperature
(22°C), in which a battery of validated tests was conducted. I find that heat exposure did not
lead to a difference in decision quality. I did find evidence for a strong gender difference in self-
report, such that only men expect that high temperature leads to a significant decline in
performance, which does in fact not materialize. These results cast doubt on the validity of self-

report as a proxy for performance under different indoor climate conditions.

178



Summary of Findings

Chapter 6 uncovers how individuals perceive risk and spread through networks. I
question whether individuals perceive some network structures as riskier than others. Since
network spread can be relatively complex, I investigate whether humans' evaluation of the risk
of COVID-19 spread through social networks is based on complex computations or whether it
depends on (more) easily observed characteristics of these networks. I find that the perceived
risk is not solely based on the objective probability of risk: easily assessable physical
characteristics have stronger predictive values than the objective probability. This is in line with
the theory of bounded rationality, where people are rationally motivated to optimize the
problem, but limited mental capacity hampers or prevents them. The implications of this paper
are not restricted to disease contagion. Physical characteristics could also partially predict the
perceived spread in social networks such as reputation and fame in individual networks, or
innovation or information in business networks.

Together, this dissertation contributes to a deeper understanding of how people make
decisions in rapidly introduced, novel environments. I use experimental and data-driven
evidence to unravel decisional processes, evaluations, and preferences during forced (re)location,
often under uncertainty. I find evidence of both strategic and gut-feeling decision-making. In
some contexts, these strategies flourish, and in others they underperform. Likewise, self-
reported satisfaction or impact evaluations are often biased. The hidden common denominator
throughout this dissertation is the novelty of the context. This novelty forces people to make a
new assessment, with limited relevance of past experiences. The expectations or past experiences
paint the evaluations and reflections, resulting in inaccuracy. Self-reported introspection and
retrospection are at risk of being deceptive informants of internal decision processes and

consequences in these novel decision problems.
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Societal Impact

8.1  Impact on Social Policy

The recent period of pandemic-related crisis has seen the introduction of many novel
policies. These policies aim to facilitate the needs of society, which often means finding a
compromise between the often-conflicting public and personal preferences. Although the policy
strategies to cater to these needs are carefully constructed, how these policies are received,
interpreted, and executed by each individual is often unclear a priori. Two chapters from this
dissertation evaluate abrupt policy implementations and help understand how people react to
them.

Chapter 2 explains that the recommendation to avoid crowded areas is admirable, but
leaves people to make their own prediction on what a crowded area is. The proxy people might
use to estimate the crowdedness sometimes leads to a worse situation that is not in line with the
needs of society or the individual. This is especially problematic because this dissertation shows
that people generally have the intention to adhere to the recommendation. A future
recommendation should be complemented with up-to-date information on the crowdedness
level. Incidentally, a month after the publication of this chapter, Google released a new feature
on Google Maps providing exactly this information: people are now able to see, live, how busy

it is in popular areas (Moore, 2021).88

88 After repeated contact with the Google Maps product manager, we were unable to publish a mutual press release on the societal impact
of this feature due to privacy concerns voiced by users. Fortunately, I expect at least as many people to read this impact chapter.
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'

Figure 8.1 Google Maps view of Lisbon indicating five 'Busy Areas
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However, providing up-to-date information does not automatically lead to accurate
decision-making. For instance, the risk of infection was primarily communicated via an up-to-
date reproduction metric (R; World Health Organization, 2020). From the results in chapter 6,
I imply that only providing this metric without further training or guidance on how to use that
information can result in an inaccurate estimation of network dispersion. Policymakers
previously trusted blindly in the ability of individuals to apply this probability metric accurately.
I unveil that individuals actually rely on other factors when they try to make sense of an abstract
probability. Additionally, identifying and understanding the underpinning of experienced social
network strength and closeness in any (research) field opens the door to more tailored, effective,
and generalizable policy, and economically relevant research design.

Both chapters show that policies that largely leave the responsibility to the citizens to
decide when to go out and whom to connect to, lack the understanding of the individual’s
decision process that follows. In other words, the intention of the Dutch government is justified,

but the tools for optimal decision-making need to be improved. When future situations require
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similar recommendations to be put in place, up-to-date relevant information, as well as guidance,
should be instated. This will enable individuals to act according to their preferences which, as

this dissertation shows, is often also in accordance with societal interest.

8.2  Impact on Productivity, Health, and Well-being at home

Working from home is here to stay. Over 97% would like to continue to work from
home, at least partially (Griffis, 2021). Employees are, on average, willing to take a 5% pay cut
for 2-3 days of work from home (Aksoy et al., 2022) and in the future, 20% of all office work is
predicted to be carried out from home (Etheridge et al., 2020). To ensure that this transition
benefits workers, this dissertation set out to understand the effect of the physical home office
on productivity, health, and well-being. A happy employee is a productive employee, and vice
versa (e.g. Mamiseishvili & Rosser, 2011; McNeese-Smith, 1996; Miller & Monge, 1986). Chapter
4 concludes that, largely unbeknownst to homeworkers, the ventilation of the office improves
satisfaction with the room, productivity, and willingness to continue working from home, as well
as decreases the burnout propensity. Beyond the fact that ventilation is important, chapter 4 also
underlines that it is likely that factors that are not directly in the focus of workers could also
have a significant effect on satisfaction, health, and well-being. In contrast, chapter 5 shows that
adverse conditions that are perceived to have a large influence on performance (in this case,
heat) are overestimated.

Taken together, a tailored approach is needed to improve individual comfort, the
quality of the home office, and its climate. Although this might not seem to be the most
surprising conclusion, this thesis underlines that those improvements should not be solely
focused on self-reports. Workers tend to consistently over- and underestimated to what extent
factors actually influence their satisfaction and productivity. This statement contradicts a recent
movement towards tailoring the indoor climate to (self-reported) comfort (Bluyssen, 2012,
2013). This dissertation questions the validity of convenient self-reported comfort as input for
indoor climate interventions and emphasizes the need to contrast the self-report with objective
measurements. In the end, a truly optimal physical climate is a key to the success and widely

proposed bright future of working (from home).
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8.3 Impact on Methodology

Multiple chapters of this dissertation examine the accuracy of self-reported data.
Chapter 3 contributes to the research of productivity by attempting to validate (and as a result,
reconstruct) an often-used questionnaire. This is, although arguably not sexy, an important
endeavor. That the academic community is not eager to undergo this process is illustrated by
the fact that the original development paper is, until now, cited 143 times, of which the majority
of the papers passively administer the tool. Yet, the conclusion of that paper ends with a warning
to not use the scale as a primary measure before additional validation has been conducted (
“Additional validation research on the HWQ is recommended before use as a primary measure in studies of
worker productivity.”’; Shikiar et al., 2004, p. 226). Some of the citations compared the paper’s
factors to alternative tools, but none validate the survey. This dissertation produces a validated,
new tool to measure productivity, stress, and other work-related factors.

Although unorthodox, the second methodological impact of this dissertation is to
highlight the limitations of self-reports. The choice for self-reported measures is often dictated
by a lack of objective alternatives, difficulties in collecting data, or general time constraints
(Bloom & Van Reenen, 2007; Del Gatto et al., 2011; Fire et al., 1998; Gidwani & Dangayach,
2017; Singh et al., 2000; Skirbekk, 2004; Syverson, 2011).8° For example, many of the working-
from-home evaluations are based on self-reports (e.g. Aksoy et al., 2022; Barrero et al., 2021;
Griffis, 2022). The future predictions based on these reports have a significant impact on
companies' strategies to maintain their office real-estate (Gupta et al., 2022). But it appears that,
especially in the economic domain, after selecting self-reported measures due to whatever
constraints, the limitations are simply accepted and often passively mentioned as a footnote. To
what extent these limitations drive the conclusions drawn from that data, instead of the actual
effect, is hardly ever estimated.

Multiple chapters in this dissertation highlight how ignoring the limitations when
effortlessly administrating a self-report tool translates into inaccurate conclusions. First,
retrospectively reporting on relatively objective metrics such as productivity is subject to recall

bias (Chapter 3).°° Second, indoor environment factors influence satisfaction on unrelated

89 The use of self-reported tools in this dissertation was often equally dictated by the lack of alternatives.
90 “Relatively objective” refers to the extent that it should technically be objectively experienced or observable. This is in contrast to self-
reporting an emotional state, which on its own could influence perception or judgment.
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factors that appears to escape from conscious awareness. Consequent interventions aimed at
improving these factors might show unsuccessful (Chapter 4). Third, how adverse indoor
environment factors such as heat influence performance is overestimated (Chapter 5). These
examples all point towards the value of combining self-report with objective data collection or
measuring. This reasoning appears circular: self-reports are used when objective data is
obscured, but objective data is needed to validate self-report accuracy. This dissertation suggests
that future use of self-reports will benefit from a compromise. Acknowledging the limitations
before collecting self-reported data should enable us to plan and collect additional, relevant,
related data to check how robust and accurate the self-reports are. By checking how objective-
related (or seemingly unrelated) measures correlated or predict self-reports, we will continue to

develop our understanding of when self-reports are accurate, and when they are not.
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