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Behavioral/Systems/Cognitive

Processing of Natural Sounds in Human Auditory Cortex:
Tonotopy, Spectral Tuning, and Relation to Voice Sensitivity

Michelle Moerel,1,2 Federico De Martino,1,2 and Elia Formisano1,2

1Department of Cognitive Neuroscience, Faculty of Psychology and Neuroscience, Maastricht University, 6200 MD, Maastricht, The Netherlands, and
2Maastricht Brain Imaging Center, 6229 ER Maastricht, The Netherlands

Auditory cortical processing of complex meaningful sounds entails the transformation of sensory (tonotopic) representations of incom-
ing acoustic waveforms into higher-level sound representations (e.g., their category). However, the precise neural mechanisms enabling
such transformations remain largely unknown. In the present study, we use functional magnetic resonance imaging (fMRI) and natural
sounds stimulation to examine these two levels of sound representation (and their relation) in the human auditory cortex. In a first
experiment, we derive cortical maps of frequency preference (tonotopy) and selectivity (tuning width) by mathematical modeling of fMRI
responses to natural sounds. The tuning width maps highlight a region of narrow tuning that follows the main axis of Heschl’s gyrus and
is flanked by regions of broader tuning. The narrowly tuned portion on Heschl’s gyrus contains two mirror-symmetric frequency
gradients, presumably defining two distinct primary auditory areas. In addition, our analysis indicates that spectral preference and
selectivity (and their topographical organization) extend well beyond the primary regions and also cover higher-order and category-
selective auditory regions. In particular, regions with preferential responses to human voice and speech occupy the low-frequency
portions of the tonotopic map. We confirm this observation in a second experiment, where we find that speech/voice selective regions
exhibit a response bias toward the low frequencies characteristic of human voice and speech, even when responding to simple tones. We
propose that this frequency bias reflects the selective amplification of relevant and category-characteristic spectral bands, a useful
processing step for transforming a sensory (tonotopic) sound image into higher level neural representations.

Introduction
Natural sounds consist of various and complex temporal patterns of
acoustic energy extending over a wide range of frequency bands.
How does our brain deal with this variety and complexity? At the
sensory periphery (cochlea) and in the subcortical auditory relays,
the sound frequency bands are selectively processed in spatially seg-
regated channels (King and Nelken, 2009). This frequency-selective
processing is preserved in the cortical areas at the early stages of the
auditory processing hierarchy. In these areas, neurons with similar
frequency preference cluster together and form multiple cochleo-
topic or tonotopic maps (Merzenich and Brugge, 1973). These tono-
topic maps are thought to encode sensory sound representations at
different temporal and spectral resolutions, which may be used for
efficient processing of auditory scenes (Elhilali and Shamma, 2008).

Beyond frequency selectivity, electrophysiology in animals
and humans indicates that neural processing of natural sounds

involves nonlinear computational mechanisms (Bitterman et al.,
2008; Pasley et al., 2012), such as tuning to the statistical regular-
ities of conspecific vocalizations (Theunissen et al., 2000) and
context dependence of receptive fields (David et al., 2009). Fur-
thermore, converging evidence from research in human (Belin et
al., 2000; Zatorre et al., 2002) and non-human (Petkov et al.,
2008) primates suggest that the auditory cortex includes func-
tionally specialized regions, where neuronal populations respond
stronger to conspecific vocalizations than to various control
sounds. These regional activations are thought to express higher-
level sound representations for which the relation to the acoustic
make-up is partially lost (Belin et al., 2000; Perrodin et al., 2011).
To date, it is unknown how such higher-level representations
relate to low-level sensory representations.

The aim of this study is twofold. A first aim is to examine the
topographic organization of spectral responses in human auditory
cortex using functional magnetic resonance imaging (fMRI) and
natural sounds stimulation. Compared with synthetic sounds
(tones), ecologically valid sounds engage the auditory cortex in
meaningful processing, thereby enabling optimal analysis of spectral
tuning in both primary and non-primary auditory areas. We show
that maps of frequency preference (tonotopy) and selectivity (tuning
width) can be derived from mathematical modeling of fMRI re-
sponses to natural sounds and that this allows delineating cortical
fields within and outside the primary auditory cortex.

Using natural sounds in the context of tonotopic mapping
also enables a direct comparison between higher (e.g., category
selectivity) and lower level (e.g., frequency tuning) response
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properties. Recent findings indicate that basic response proper-
ties of category-selective regions in the visual cortex [e.g., face
(Hasson et al., 2003)- or place (Rajimehr et al., 2011)-selective
regions) are closely related to characteristic physical properties of
their preferred stimuli. Thus, a second aim is to test whether a
similar mechanism is in place in the auditory cortex. We show
that speech/voice selective regions exhibit a response bias toward
the low frequencies typical of human vocal sounds, even when
responding to tones. We propose that this frequency bias reflects
the selective amplification of informative spectral energy, a useful
processing step for transforming a sensory (tonotopic) sound
image into a higher-level neural representation.

Materials and Methods
Subjects. Five subjects (median age � 26 years, 3 males) participated in
this study, which included two separate experiments (“natural sounds”
and “localizer,” see below). The subjects had no history of hearing disor-
der or neurological disease, and gave informed consent before com-
mencement of the measurements. The Ethical Committee of the Faculty
of Psychology and Neuroscience at Maastricht University granted ap-
proval for the study.

Stimuli. In the natural sounds experiment, we used the recordings of var-
ious natural sounds as stimuli (Fig. 1A). This set of sixty sounds included
human vocal sounds (both speech and non-speech, e.g., baby cry, laughter,
coughing), animal cries (e.g., monkey, lion, horse), musical instruments

(e.g., piano, flute, drums), scenes from nature (e.g., rain, wind, thunder), and
tool sounds (e.g., keys, scissors, vacuum cleaner). Sounds were sampled at 16
kHz and their duration was cut at 1000 ms.

In the localizer experiment, we used sounds grouped into eight conditions
(3 tones and 5 semantic category conditions). For the tones conditions,
amplitude modulated tones were created in Matlab (8 Hz, modulation depth
of 1) with a carrier frequency of 0.45, 0.5, and 0.55 kHz for the low-frequency
condition; 1.35, 1.5, and 1.65 kHz for the middle frequency condition and
2.25, 2.5, and 2.75 kHz for the high-frequency conditions. For the semantic
category conditions, we collected sixty sounds (12 sounds per condition;
speech, voice, animals, tools, and nature sounds). Sounds were sampled at 16
kHz and their duration was cut at 800 ms.

In both the natural sounds and localizer experiment, sound onset and
offset were ramped with a 10 ms linear slope, and their energy (root mean
square) levels were equalized. Inside the scanner— before starting the
measurement—sounds were played to the subject while headphones and
earplugs were in place. Intensity of the sounds was further adjusted to
equalize their perceived loudness. As our goal was to present sounds as
naturally as possible, no further manipulation of the stimuli was per-
formed. In the natural sounds experiment, sounds were presented using
an audio stimulation device with headphones developed by Resonance
Technology Inc. (www.mrivideo.com). For the localizer, we presented
the sounds using the S14 model fMRI-compatible earphones of Sensi-
metrics Corporation (www.sens.com).

Magnetic resonance imaging. Images were acquired on a 3T head only
MR scanner (Siemens Allegra) at the Maastricht Brain Imaging Center.

Figure 1. Sound examples and computation of topographic maps. A, Spectrotemporal representation of five exemplary sounds (i.e., speech, bird, dog, water, and flute) as output of the
computational model mimicking early auditory processing. B, Modeling of the measured brain responses Y to the sounds’ spectral components W allows estimating—through regularized
regression—the frequency response profiles R of all cortical locations (N � number of sounds; F � number of frequencies; V � number of locations). C, CFj of a location is obtained as the maximum
of Rj. Tuning width (Wj) is obtained as the relative width (CFj/[f2 � f1]) of a Gaussian function fitted to estimated spectral profiles, while fixing the mean of the Gaussian to CFj.
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Anatomical T1-weighted volumes covering the whole brain were ob-
tained with an ADNI MPRAGE sequence (TR � 2250 ms; TE � 2.6 ms;
matrix size � 256 � 256 � 192, voxel dimensions � 1 � 1 � 1 mm 3).
Functional T2*-weighted images were collected using a clustered volume
EPI technique.

The natural sounds experiment was designed according to a fast event-
related scheme. The acquisition parameters were: TR � 2600 ms; time of
acquisition [TA] � 1200 ms; TE � 30 ms; number of slices � 13; matrix
size � 128 � 128; voxel size � 2 � 2 � 2 mm 3, silent gap � 1400 ms.
Sounds were randomly spaced at a jittered interstimulus interval of 2, 3,
or 4 TRs and presented—with additional random jitter—in the silent gap
between acquisitions. Zero trials (trials where no sound was presented,
10% of the trials), and catch trials (trials in which the sound which was
just heard was presented, 6% of the trials) were included. Subjects were
instructed to perform a one-back task, and were required to respond with
a button press when a sound was repeated. Per run, each of the sixty
sounds was presented three times. Catch trials were excluded from the
analysis. The full measurement session consisted of three runs (�25 min
each).

The localizer experiment was designed according to a blocked scheme.
The acquisition parameters were: TR � 3000 ms; time of acquisition
[TA] � 1500 ms; TE � 30 ms; number of slices � 18; matrix size � 128 �
128; voxel size � 2 � 2 � 2 mm 3, silent gap � 1500 ms). Sounds of the
same condition were presented in blocks of six (one sound per TR, pre-
sented in the silent gap). Blocks of acoustic stimulation lasted 18 s and
were separated by 12 s of silence. Per run, two blocks of each of the eight
conditions were presented. The full measurement session consisted of six
runs (� 9 min each).

Functional and anatomical images were analyzed with BrainVoyager
QX. Preprocessing consisted of slice scan-time correction (using sinc
interpolation), temporal high-pass filtering to remove drifts of 3/11 or
less cycles per time course (localizer and natural sounds experiment,
respectively), and three-dimensional motion correction. Functional
slices were coregistered to the anatomical data, and both datasets were
normalized to Talairach space (Talairach and Tournoux, 1988). For the
localizer only, temporal smoothing of 2 data points and moderate spatial
smoothing with a 3 mm kernel were applied. Anatomical volumes were
also used to derive gray matter segmentations indicating the border be-
tween white and gray matter. Using this border, inflated hemispheres of
the individual subjects were obtained. Next, cortex-based alignment
(CBA) was used to improve alignment of the major sulci and gyri be-
tween subjects (Goebel et al., 2006). This alignment information was
used for calculating and displaying group maps.

Topographic maps from responses to natural sounds. We calculated
characteristic frequency (CF) and tuning width (W) maps from the
natural sounds experiment using customized Matlab code (www.
mathworks.com). We followed methodological procedures similar to
the ones previously described for the analyses of visual responses to
natural scenes (Kay et al., 2008b; Naselaris et al., 2009, 2011), and
adapted them to the analysis of natural sounds.

As a first step, we analyzed the sounds used as stimuli in our natural
sounds experiment with a biologically plausible computational model of
auditory processing from the cochlea to the midbrain (Chi et al., 2005).
Within the model, sounds are passed through a bank of filters with center
frequency equally spaced on a logarithmic axis (128 filters, constant Q),
to represent the cochlear filter output. Consequent operations mimic the
computations performed by the auditory nerve and cochlear nucleus
(Chi et al., 2005), resulting in the mathematical representation of sounds
S in terms of an N � F matrix W of coefficients, where N � number of
sounds, and F � the number resulting frequency bins (N � 60 and F �
128). F was resampled to 40 bins with the center frequencies spanning 5.2
octaves (bins uniformly distributed on a logarithmic frequency axis; cen-
ter frequency ranges from 186 to 6817 Hz). The choice for forty fre-
quency bins is a trade-off between frequency resolution and a
manageable number of free parameters to be estimated for each of the
voxels (see below).

To calculate the voxels’ frequency profile and topographic maps, we
used an fMRI “encoding” procedure (Kay et al., 2008b; Naselaris et al.,
2009, 2011). The following computations were repeated in each subject

using three different splits of the data (run 1/2, run 2/3, and run 1/3).
Resulting maps and profiles were obtained as the average across splits.

First, a matrix Y [(N � V ), N � number of sounds; V � number of
voxels] of the fMRI responses to the sounds was calculated using a voxel-
by-voxel General Linear Model (GLM) analysis (Friston et al., 1995). For
each voxel j, the response vector Yj [(N � 1)] was estimated in two steps.
First, with deconvolution, the hemodynamic response function (HRF)
common to all stimuli (i.e., all stimuli were treated as a single condition)
was estimated. Then, keeping the HRF shape fixed, we computed the
response of each voxel to the individual sounds (as a � weight) using one
predictor per sound (Kay et al., 2008a). Voxels that showed a significant
response to the sounds were chosen for further analysis ( p � 0.05, un-
corrected in order not to be too stringent at this stage of the process).

Second, a matrix R [F � V] of the frequency response profiles of the
voxels was calculated using the fMRI response matrix Y [N � V] and the
frequency representation of the sounds W [N � F] (Fig. 1 B). For each
voxel j, its frequency profile Rj [(F � 1)] was obtained as the relevance
vector machine (RVM) solution to the linear problem:

Yj � W � Rj

where each element i of the vector Rj describes the contribution of the
frequency bin i to the overall response of voxel j. We computed maps of
tonotopy by considering the CF of a voxel as the maximum of the coef-
ficients in Rj. To compute tuning width we fitted a Gaussian function to
the estimated response profile Rj while fixing the mean of the Gaussian at
the voxels’ characteristic frequency (CFj). The tuning width of each sig-
nificant voxel was calculated as W:

W � CF/� f2 � f1�

where ( f1 � f2) corresponds to the width in Hz at FWHM of the Gaussian
fit (Fig. 1C). Higher W-values correspond to more narrowly tuned vox-
els, lower W-values correspond to more broadly tuned voxels.

Note that, per data split and voxel, we solved a linear system with 60
observations (brain responses to sounds) and 40 variables (frequency
bins). This linear system can be solved by minimum least square fitting
(e.g., General Linear Model), which would allow simple statistical assess-
ment of the weights with parametric statistics. However, we used a reg-
ularized regression approach (RVM) to robustly deal with the
collinearity of the design matrix (W ). Because we use linear RVM and the
number of variables is smaller than the number of observations, overfit-
ting is not a concern.

To assess the statistical significance of the maps of tonotopy, we used
permutation statistics as RVM regression does not allow for the use of
simple parametric testing. In particular, for each voxel we estimated the
empirical null-distribution of CFj by randomly permuting (200 permu-
tations per data split) the voxels’ responses to all sounds and repeating
the fitting procedure. That is, per permutation, N in matrix Y was shuf-
fled. Per voxel, we determined the significance of CFj by counting the
number of occurrences in which the permuted fits resulted in a higher
value than the non-permuted estimates. Voxels for which this count
resulted in �5% of the total number of permutations were considered
significant.

Note that for the computation of tuning width maps, not only the high
coefficients in Rj are of interest (as was the case for assigning significance
to the estimation of CFj). Instead, the full profile is of importance and
thus we statistically assessed the estimates of voxels’ tuning width as
follows. For each voxel, we assigned significance by comparing the
goodness-of-fit of the fitted Gaussian function to Rj against a null-
distribution obtained by repeating the Gaussian fitting procedure for
each of the 200 permutations. Voxels with a higher goodness-of-fit than
the best 5% of the permutations were considered significant.

These analyses resulted in a map of tonotopy and tuning width for
each of the three data splits, which were averaged to create one map of
tonotopy and tuning width per subject. Group maps were computed by
first transforming the individual maps to CBA-space. Voxels that had
significant feature estimation in at least 3 of the 5 subjects were included
in the final group maps, which were obtained by averaging the individual
subject maps in the CBA-space.
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Tonotopic cortical maps were obtained by
logarithmic mapping of best-frequency values
to a red-yellow-green-blue color scale, and
tuning width maps were obtained by a linear
mapping of tuning width values to a yellow-
green-blue-purple color scale (Figs. 2, 3). Al-
though our stimuli included frequencies up to
8 kHz, only few voxels were assigned with such
high CF. We may fail to observe selectivity to
such high frequencies because natural sounds
are mostly dominated by lower frequencies. Al-
ternatively, frequencies �4 kHz may evoke
only weak fMRI responses. Further research is
needed to specifically examine the fMRI re-
sponses to these high frequencies.

A correlation analysis between maps of tun-
ing width and the voxels’ overall response
strength showed that these maps were unre-
lated to each other. However, as expected based
on previous studies in animals (Cheung et al.,
2001; Imaizumi et al., 2004), tonotopy and
tuning width showed a significant positive cor-
relation in each subject. Corrected maps of
tuning width were computed as the residuals
from fitting CF dependence of W with a
smoothing spline. Corrected maps of tuning
width displayed the same large-scale pattern as
uncorrected maps. Consequently, uncorrected
maps were used in the remainder of the
analysis.

Computation of unbiased topographic
maps. To ensure that estimated CF and W
values were not confounded by the frequency
content of sound categories, we recomputed
maps of tonotopy and tuning width on a sub-
set of sounds with controlled frequency con-
tent across categories. Specifically, the
voxels’ response profile R was calculated us-
ing the reduced matrices W� [N	 � F], and Y�
[(N	 � V )], obtained from the full matrices W
[N � F] and Y [(N � V )] by removing seven
sounds (two low speech sounds, two low na-
ture sounds, 2 high tool sounds, and one high
animal sound; N	 � 53). All other steps re-
mained identical to those described above. Ex-
clusion of seven sounds from the analysis
eliminated significant differences in center of
gravity (CoG) across sound categories (as-
sessed with independent samples t tests).

Topographic maps from responses to tones and
comparison. For comparison and validation,
we also computed tonotopy (“best frequency
maps”) as elicited by the amplitude-modulated
tones (Formisano et al., 2003). A single-subject
GLM analysis using a standard hemodynamic
response model (Friston et al., 1995) was used
to compute the responses to the three center frequencies (0.5; 1.5; 2.5
kHz) in all six runs separately. Voxels that showed a significant response
to the sounds were selected (Q[FDR] �0.05; FDR is false discovery rate),
and response to the three tones was z-normalized across these voxels. For
each voxel, its best frequency was determined in sixfold cross-validation
(one run was left out in each fold). If the estimated best frequency had a
majority across folds (3 or more occurrences), the voxel was color-coded
accordingly. Color-coding of best-frequency values was done using a
red-yellow-green-blue color scale.

We quantified the consistency between tonotopic maps extracted from
natural sounds and tones with two analyses. First, for each subject we tested
whether the global maps where significantly correlated to each other. We
correlated the natural sound tonotopic map to the tones tonotopic map, and

compared this value to the null-distribution obtained by correlating the
natural sounds map to the permuted tones maps (N � 1000). Significance
was assigned at single-subject level, by counting the number of occurrences
that the correlation to a permuted map was higher than the correlation to the
unpermuted data. To evaluate this across-experiment correlation, we com-
puted the correlation between maps resulting from the three different splits
of the data in the natural sounds experiment (natural sounds-natural sounds
correlation; run 1/2, run2/3, and run1/3) and between two maps resulting
from half of the data in the tones experiment (tones-tones correlation; run
1/3/5, and run 2/4/6).

Second, we evaluated relative variations of consistency throughout the
superior temporal cortex by computing difference maps comparing
group tonotopy as extracted by tones and by natural sounds. To account
for differences in estimated frequencies in the tones and natural sounds

Figure 2. Group topographic maps. A, B, Individual maps of tonotopy [from the localizer (A) and natural sounds (B) experi-
ment]. C, Tuning width maps (natural sounds experiment), derived as CF (Hz)/[width of main peak (Hz)]. Consequently, high
values (in blue/purple) correspond to narrow tuning, and low values (in yellow/orange) correspond to broad tuning. The group
topographic maps represent the mean across individuals and are shown for voxels included in � 3 individual maps. White dotted
lines indicate the location of HG.
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(ns) maps (three frequency bins vs range of 5.2 octaves), we first normal-
ized each map to values between 0 and 1. Then, we computed for each
voxel j the normalized difference diffj as:

diffj �
�tonesj � nsj�
tonesj � nsj

Note that a maximum difference in frequency between the two maps
results in diffj � 1. We compared median normalized difference across
three anatomically defined regions: Heschl’s gyrus (HG), planum tem-
porale (PT), and superior temporal gyrus (STG) and sulcus (STS).
Within each of these regions, we determined whether the observed dif-
ference was significantly lower than chance by comparing the median
normalized difference to an empirically obtained null-distribution (null-
distribution created by permuting the tones tonotopy map within each
region, and computing median normalized difference to the natural
sounds tonotopy map [N � 1000]).

Analysis of tonotopic gradients and field sign mapping. We determined
the direction of the tonotopic gradient and the borders of the primary

core regions by analyzing the obtained tonotopic group maps with a field
sign mapping procedure (Formisano et al., 2003), modified to use the
additional information from tuning width maps. First, we calculated
frequency gradient maps by computing locally the direction of increasing
frequency at each vertex of a flattened cortical mesh. Second, we used the
tuning width maps to define a “reference” axis for the core region. Spe-
cifically, we defined the reference axis as the main orientation of the
narrowly tuned region surrounding HG (see below). Next, we color-
coded the gradient direction obtained at each vertex using a binary code:
blue if the direction of the vertex was included within a 
90° interval
centered around the reference axis; green if the direction of the vertex
corresponded to a mirror representation of the same interval.

To avoid potential biases in estimating the tonotopic gradient di-
rection with a manual selection of the reference axis, this latter was
defined analytically from the tuning width maps. In each hemisphere
separately, we projected the tuning width map on the flattened corti-
cal mesh including HG and surrounding gyri/sulci [first transverse
sulcus (FTS), Heschl’s sulcus (HS), parts of lateral sulcus and STG]

Figure 3. Individual topographic maps. Individual maps of tonotopy (localizer and natural sounds experiment) and tuning width (natural sounds experiment) are shown. Note that the tonotopic
maps are highly reproducible across experiments. White lines indicate the location of HG in individual subjects. Black circles outline the peaks of voice-sensitive regions, defined at individual subject
level based on responses in the natural sounds experiment (left column) and localizer experiment (middle column; see also Fig. 6).
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and constructed three-dimensional (3D) dataset (x-coordinate,
y-coordinate, tuning width map value). We estimated our reference
axis from the first eigenvector resulting from the singular value decom-
position of this 3D dataset. Furthermore, using an identical analysis, we
calculated the principal “anatomical” axis of HG considering the ana-
tomical gyral curvature as map value in the 3D dataset. In the results, the
relative angles between the “reference” tuning width axis and the ana-
tomical axis of HG are reported.

Definition of speech/voice-sensitive regions. Individual regions sensitive
for speech and voice sounds were defined using either localizer data or
the data of the natural sounds experiment, by contrasting responses to
speech and voice sounds with responses to all other natural sounds (an-
imal cries, tool sounds, and nature sounds). When the natural sounds
experiment was used to define speech/voice regions, further analyses
were performed on the 300 most speech/voice selective voxels (average
threshold (t) � 2.8; p � 0.05 in each subject). Alternatively, when the
localizer was used to define speech/voice selective regions, a threshold at
individual subject level of Q[FDR] � 0.001 was used.

Five regions of speech/voice sensitivity were defined at individual sub-
ject level. For each subject, we defined a cluster on middle STG/STS (at
the lateral extremity of HS) bilaterally. Another bilateral cluster could be
observed on posterior STG/STS. Finally, we identified a speech/voice
cluster on the anterior STG/STS of the right hemisphere (at the lateral
adjacency of HG/FTS). Although we also observed speech/voice selectiv-
ity on anterior STG/STS in the left hemisphere of some subjects, this
region was not present in the majority of subjects and was therefore not
included in the analysis. To visualize the location of speech/voice-
sensitive regions, individual regions were transformed to CBA-space and
used to compute probabilistic maps.

Frequency bias and spectral tuning in speech/voice-sensitive regions. Af-
ter defining speech/voice regions on the natural sounds experiment, we
evaluated the frequency bias based on responses of the localizer. For each
subject, responses to the eight sound conditions in the localizer (three
tone and five natural sound conditions) were computed using a GLM
analysis with a standard hemodynamic response model (Friston et al.,
1995). Voxels that showed a significant response to the tones were se-
lected (Q[FDR] �0.05), and the response to each condition was normal-
ized across these voxels. Note that this normalization ensures that the
average response to any condition across the auditory responsive cortex
is equal to zero, excluding the possibility that deviations from zero are
caused by an overall cortical response bias. Next, for each subject the
average response to each condition in each speech/voice region was com-
puted (i.e., middle and posterior STG/STS bilaterally, and anterior right
STG/STS). For each region, the low-frequency bias was quantified as the
paired t-statistic comparing the response to low tones versus the average
of middle and high tones across subjects.

We performed our main analysis exploring the frequency bias in higher-
level regions, in cortical areas defined by the contrast “speech/voice vs other
sounds.” This choice was based on the observations that (1) in natural set-
tings processing of speech necessarily involved processing of voice, and (2)
overlapping regions in the superior temporal cortex are involved in both
speech and voice processing (Formisano et al., 2008; Petkov et al., 2009).
However, to explore the consistency of the low-frequency bias for
speech-sensitive and voice-sensitive regions separately, we repeated this
analysis while defining regions of interest on the natural sounds experi-
ment as (1) speech-sensitive, by contrasting responses to speech sounds
vs other sounds (i.e., animal, tool, nature sounds), and (2) voice-
sensitive, by contrasting responses to voice sounds vs other sounds (i.e.,
animal, tool, nature sounds). Here, the speech- and voice-sensitive re-
gion were analyzed as a whole (i.e., no division into separate clusters), by
quantifying the low-frequency bias as the paired t-statistic comparing the
response to low tones versus the average of middle and high tones across
subjects.

Next we defined speech/voice regions using the localizer and evaluated
the full spectral profile based on the natural sounds experiment. Here, the
spectral profile was either computed on all sounds or on the set of sound
with equal CoG across categories. To quantify the low-frequency bias, we
divided the full spectral profile into eight bins equally spaced on a loga-
rithmic frequency scale. Within each speech/voice region, we quantified

the low-frequency bias by computing a paired t-statistic comparing
across subjects the averaged responses to the three lowest frequency bins
(maximum center frequency � 567 Hz) to the averaged responses of the
remaining five frequency bins.

Results
General description of tonotopy and tuning width maps
As expected— both in the natural sounds and in the localizer
experiment—sounds evoked significant activation in a large ex-
panse of the superior temporal cortex. The activated region in-
cluded early auditory areas along HG and surrounding regions
on the planum polare (PP), PT, STG, and parts of the STS
(Q[FDR] �0.05).

Figure 2 shows group maps of tonotopy and tuning width as
extracted from the natural sounds experiment (Fig. 2B,C) and
from the localizer experiment (tonotopy only, Fig. 2A; see Fig. 3
for individual subject results and Fig. 4 for a detailed comparison
of tonotopic maps from natural sounds and tones). In the cortical
regions surrounding HG (dotted white line), there was a clear
spatial gradient of frequency preference. Regions preferring low
frequencies (Fig. 2 A, B, red-yellow color) occupied the central
part of HG and extended laterally and anteriorly. These low
frequencies regions were surrounded medially and posteriorly
by regions preferring high frequencies (Fig. 2 A, B, green-blue
color). The medial high-frequency cluster covered part of HG
and the FTS, and the posterior high-frequency cluster ex-
tended from HS throughout the PT. Anterior to the Heschl’s
region, on PP/anterior STG, an additional low-frequency clus-
ter was observed. Posterior to the Heschl’s region, we observed
clusters of low-frequency preference (middle and posterior
STG/STS) adjacent to regions preferring higher frequencies
(on PT and middle STG; Figs. 2 A, B, 5B).

Both at group level (Fig. 2C) and in single-subject maps (Fig.
3, right column), tuning width maps presented a narrowly tuned
region in the vicinity of HG (Fig. 2C, blue-purple color). Sur-
rounding this narrow region, areas with broader tuning were
present (Fig. 2C, yellow-green). These broadly tuned areas were
located medially and laterally to HG in both hemispheres, and at
the medial border of HG and HS in the right hemisphere. On PT
and along STG/STS, distinct clusters of both narrow and broad
tuning could be discerned. In particular, two clusters with narrow
tuning occupied the middle portion of STG/STS in symmetrical
positions of left and right hemisphere.

Comparison of tonotopic maps obtained with natural sounds
and tones
We compared the large-scale tonotopic pattern obtained from
responses to natural sounds to that obtained with tones, both at
the group (Fig. 2A,B) and at the single-subject level (Fig. 3, col-
umns 1 and 2). For each subject, the spatial correlation between
the two tonotopic maps was significantly higher than chance
(mean[SD] correlation between maps � 0.18[0.05]; mean[SD]
correlation permuted maps � 1.29 � 10�4[8.06 � 10�4]; p �
0.001 in each subject), suggest a relative similarity between maps.
However, within-experiment correlation was noticeably higher
than across-experiment correlation (natural sounds-natural
sounds correlation mean[SD] � 0.74[0.02]; tones-tones correla-
tion mean[SD] � 0.87[0.01]), reflecting the presence of differ-
ences between the tonotopic maps based on the two experiments.

Because the spatial correlation only provides a global measure
of similarity, we computed difference maps that illustrate spatial
(vowel-wise) variations in consistency throughout the superior
temporal cortex (Fig. 4). Values in this map range mostly between
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0 and 0.25 (86% and 92% of voxels in left and right hemisphere,
respectively, had a value �0.25; Fig. 4A) confirming a relative
consistency. In both left and right hemisphere, highest consis-
tency (red line in Fig. 4A; red color in Fig. 4B) was observed in
regions on HG (median normalized difference was 0.06 and 0.03
for left and right hemisphere, respectively; p � 0.001). In the left
hemisphere, consistency between tonotopic maps obtained with
natural sounds and tones was high on PT (green line in Fig. 4A;
median normalized difference � 0.09, p � 0.05) and decreased at
the map extremities (i.e., STG/STS; blue line in Fig. 4A; median
normalized difference at chance level). Specifically, while regions
of both low- and high-frequency preference were observed on
STG/STS as estimated with natural sounds, this region was
mainly tuned to low frequencies as estimated with tones. In the
right hemisphere, this pattern reversed. Here, STG/STS displayed
higher similarity across experiments than PT (median normal-
ized difference was 0.07 [p � 0.05] and 0.09 [p � 0.10],
respectively).

Analysis of tonotopic gradients and field sign mapping
Figure 5 shows the results of a detailed analysis of the tonotopic
gradients as obtained in the natural sounds experiment. Based on
previous results in the monkey (Rauschecker et al., 1995; Raus-
checker and Tian, 2004; Kajikawa et al., 2005; Kusmierek and Raus-
checker, 2009), we outlined the narrowly tuned region on HG as the
primary auditory core (Fig. 5A–C, black outline). The quantitative

comparison of the principal axis of this re-
gion with the principal axis of HG (see Ma-
terials and Methods) indicated their almost
parallel extension with a relative angle of
13.6° and 8.4° in left and right hemisphere,
respectively.

This primary core region included clus-
ters with both low- and high-frequency
preference (Fig. 5B). Our field sign mapping
analysis (Fig. 5C) revealed—consistently in
the left and right hemisphere—a “blue” re-
gion in the posterior medial part of HG
(hA1) where the direction of the local “low-
to-high” frequency gradient follows the di-
rection of the reference axis (black arrow in
the insert). Anterior to this blue region, a
“green” region (hR) presented a reversed lo-
cal gradient direction, confirming the exis-
tence of two bordering mirror-symmetric
tonotopic maps (Formisano et al., 2003). In
planum polare—anterior to this main tono-
topic gradient—we observed another rever-
sal of frequency preference. This frequency
gradient, indicated in blue in Figure 5C, was
also located in an area of narrow tuning and
possibly corresponds to the human ho-
molog of area RT in the macaque (Kosaki et
al., 1997; Hackett et al., 1998).

The field sign mapping analysis out-
side this core region suggested a complex
arrangement of non-primary auditory ar-
eas. Toward the medial and posterior ex-
tremity of the narrowly tuned core region,
extending into more broadly tuned parts
of cortex, a green region was present bilat-
erally. This indicates the presence of an-
other frequency reversal at the medial

extremity of HG and HS (shown in green in Fig. 5C and indicated
by a triangle). At the posterior-lateral border of the narrow re-
gion, the frequency gradients tended to parallel those of the ad-
jacent core areas and continued into broadly tuned regions of HS
and further into PT and STG/STS. Especially in the right hemi-
sphere, the direction of these gradients created a striped-like pat-
tern in the field sign maps throughout the temporal cortex.

Frequency preference in speech/voice-sensitive regions
As the topographic maps extended into regions previously char-
acterized as “speech/voice sensitive” (Belin et al., 2000; Petkov et
al., 2008), we examined in detail the relation between frequency
preference and category sensitivity. We analyzed the data from
our two experiments in two directions. First, we defined the
speech/voice-sensitive regions on the natural sounds experiment
and analyzed the responses measured in the localizer. Second, we
defined speech/voice-sensitive regions on the localizer and ana-
lyzed the responses measured in the natural sounds experiment.

Regions that responded preferably to voice and speech sounds
in the localizer and the natural sounds experiment showed a high
degree of consistency with each other and with previous reports
(Belin et al., 2000; Petkov et al., 2008). In both cases, we identified
a bilateral speech/voice-sensitive cluster on middle STG/STS and
posterior STG/STS, and an additional speech/voice-sensitive
cluster on the anterior STG/STS in the right hemisphere (see Fig.
6B,C and Table 1 for average Talairach coordinates).

Figure 4. Consistency between tones and natural sounds tonotopy maps. A, In each hemisphere, normalized difference across
tonotopic maps ranged mostly between 0 and 0.25. Consistency was largest on HG (red line), followed by PT (green line) and
STG/STS (blue line). Note that in the left STG/STS, relatively large differences across experiments were observed. B, These maps
display the difference between normalized group tonotopy maps as extracted by tones and natural sounds across the superior
temporal plane. Minimum and maximum differences between maps result in values of 0 (in red) and 1 (in blue), respectively. The
location of HG is indicated by a white dotted line.
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Speech/voice regions, as defined by the contrast speech/voice
vs other in the natural sounds experiment, presented a typical
response profile in the localizer experiment (Fig. 7). As expected,
responses were stronger to speech and voice sounds than to
other sound categories. Most interestingly, all regions occu-
pied low-frequency areas (�1 kHz) in the tonotopic maps
obtained with the localizer (Fig. 6 D) and responded more
strongly to low-frequency tones than to middle and high-
frequency tones in the localizer experiment (Fig. 7, black
dots). This pattern was present in each subject and in each
region (for individual subject results, see column 1 in Fig. 3).
Statistical comparison of the responses to low tones versus the
averaged response to middle and high tones indicated a signif-
icant low-frequency bias in all speech/voice-sensitive clusters, ex-
cept for the posterior cluster in the left hemisphere (Table 1).
When defining speech-specific and voice-specific regions using
separate contrasts in the natural sounds experiment (i.e., “speech
vs other” and “voices vs other,” respectively), results were similar
to those observed for speech/voice regions defined together (Fig.
7, blue and green dots). In both speech-sensitive and voice-
sensitive regions, responses to low frequencies were significantly
stronger than responses to middle and high frequencies (low-
frequency bias in speech vs other: t � 5.59, p � 0.01; low-
frequency bias in voice vs other: t � 6.09, p � 0.01).

Speech/voice regions, as defined by the localizer experiment,
occupied tonotopic locations with preference for the lower range

of the frequency scale (red-yellow colors, CF � 1 kHz; see Fig. 6E,
and column 2 in Fig. 3 for single-subject results). This preference
was preserved when considering tonotopic maps obtained with a
subset of sounds with frequency content matched across sound
categories (see Materials and Methods; Fig. 6F). The analysis of
regionally averaged spectral profiles confirmed these results. For
each speech/voice region, the main peak of the spectral profile
was tuned to low frequencies (�0.5 kHz). The bias was signifi-
cant both when spectral profiles where estimated using all sounds
(t1 in Table 1) and when a subset of sounds with frequency con-
tent matched across sound categories was used (t2 in Table 1). We
observed a significant low-frequency bias in all regions except
posterior STG/STS in the left and anterior STG/STS in the right
hemisphere (Table 1).

Discussion
In this study, we used a methodological approach that combines
mathematical modeling of natural sounds with functional MRI
to derive the spectral tuning curves of neuronal populations
throughout the human auditory cortex. By extracting tonotopy
and tuning width maps, we could depict the functional topogra-
phy of the human auditory cortex. Moreover, we revealed an
intrinsic relation between basic properties and categorical sensi-
tivity in non-primary auditory cortex. That is, regions most re-
sponsive for speech and voice sounds have a bias toward low

Figure 5. Tonotopic field sign maps. A, For left and right hemisphere (top and bottom row, respectively), the anatomy is shown as an inflated mesh. The narrowly tuned regions (i.e., high values
in the maps of tuning width) in left and right hemisphere are outlined in black, showing that the main axis of these narrow regions is oriented along the main axis of HG. B, Group tonotopic maps
as extracted from natural sounds (also displayed in Fig. 2 B). The black outline shows the narrowly tuned region. C, Field sign maps based on the tonotopic maps shown in B. Blue and green colors
indicate low-to-high and high-to-low tonotopic gradients with respect to the reference axis (i.e., the main axis of the narrowly tuned region, outlined in black), respectively. The reversal of the field
sign defines the border between tonotopic maps (e.g., border between hA1 and hR). The reference axis is displayed by the black arrow in the circular blue-green color legend, and the main
anatomical axis of HG is shown in white. The triangle indicates an additional frequency reversal at the medial convergence of HG and HS.
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frequencies also when responding to non-preferred stimuli such
as tones.

Parcellation of the auditory cortex based on
topographic maps
In agreement with previous fMRI studies (Formisano et al., 2003;
Talavage et al., 2004; Da Costa et al., 2011; Striem-Amit et al.,

2011; Langers and van Dijk, 2012), we observed several frequency
selective clusters throughout the superior temporal cortex. To
date, it remains unclear how the location and orientation of the
auditory core relates to these tonotopic gradients. Several imag-
ing studies suggested that the primary tonotopic gradient is ori-
ented in posteromedial to anterolateral direction along HG
(Formisano et al., 2003; Seifritz et al., 2006; Riecke et al., 2007).

Figure 6. Overlay between tonotopy and speech/voice regions. A, The black square outlines the cortical region shown in the remainder of this figure. The region includes HG, STG, STS, and PT. B,
C, Speech/voice regions as defined by the natural sounds experiment and by the localizer, respectively. In both the natural sounds experiment and the localizer, we defined a middle (blue) and
posterior (green) speech/voice cluster bilaterally. In the right hemisphere, we additionally identified an anterior cluster (red). For Talairach coordinates of speech/voice regions, see Table 1. D–F,
Tonotopy group maps as extracted from the localizer (D) and the natural sounds (E, F ) experiment (based on all sounds, and based on sounds with matched spectral content across categories,
respectively). In D–F, peaks of speech/voice-sensitive regions are outlined in black on the tonotopy maps. See Figure 3 for all individual overlays and Table 1 and Figure 7 for the statistical assessment
of the low-frequency bias in speech/voice regions.

Table 1. Talairach coordinates (x, y, z) of speech/voice regions and low frequency bias

Comparison 1 Comparison 2

x y z t x y z t1 t2

LH
Mid �56 �19 5 3.2* �56 �17 4 18.5** 10.2**
Post �54 �33 7 1.7 �56 �34 6 2.9* 2.5

RH
Ant 51 �1 �4 3.9* 51 0 �5 2.6 2.0
Mid 55 �9 2 4.3* 56 �8 1 6.2** 7.1**
Post 52 �31 3 3.7* 53 �31 3 14.4** 22.5**

In Comparison 1, speech/voice regions are defined by the natural sounds experiment and quantification of the low frequency bias is performed on the localizer. In Comparison 2, speech/voice regions are defined by the localizer,
and quantification of the low frequency bias is performed on the natural sounds experiment. Here, t1 indicates results based on all sounds, and t2 indicates results based on a subset of sounds with frequency content matched across
sound categories. Locations of the speech/voice regions are reported as averaged Talairach coordinates �x, y, z�. Reported t-values result from paired t test contrasting the response to low frequencies versus the response to higher
frequencies. *p � 0.05; ** p � 0.01.
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Conversely, recent studies argued that the main gradient runs in
anterior–posterior direction (Humphries et al., 2010; Da Costa et
al., 2011; Striem-Amit et al., 2011), possibly with a curvature
between the two principal frequency gradients (Langers and van
Dijk, 2012).

Here, we interpret maps of tonotopy and tuning width to-
gether. The maps of tuning width showed a region of narrow
tuning flanked by regions of broader tuning along HG. This is
consistent with the known organization of the monkey auditory
cortex, where narrowly tuned primary areas are surrounded by a
belt of more broadly tuned non-primary areas (Rauschecker et
al., 1995; Hackett et al., 1998; Rauschecker and Tian, 2004; Ka-
jikawa et al., 2005; Kusmierek and Rauschecker, 2009). Accord-
ingly, we considered the narrowly tuned part of cortex in the HG
region as the human PAC, oriented parallel to the main axis of
HG. This region contains two mirror-symmetric frequency gra-
dients (Fig. 5C), which we interpret as representing two distinct
cortical fields. These cortical fields may reflect the homologues of
monkey primary fields AI and R (Kosaki et al., 1997; Hackett et
al., 1998), and possibly correspond to the cytoarchitectonically
defined areas KAm and KAlt (Galaburda and Sanides, 1980) or
region Te1 (Morosan et al., 2001). The additional frequency re-
versal observed in planum polare—anterior to the main tono-
topic gradient—may correspond to the cytoarchitectonically
defined area PaAr (Galaburda and Sanides, 1980) and the human
homolog of monkey RT (Kosaki et al., 1997; Hackett et al., 1998;
Fig. 5C).

A precise delineation of functional areas outside the core regions
remains difficult. Results from our field sign mapping suggested an
additional gradient at the posterior-medial convergence of HG and
HS (Fig. 5C, green region indicated with a triangle). This may corre-
spond to cytoarchitectonically defined area PaAc/d (Galaburda and
Sanides, 1980) and the human homolog of monkey CM/CL (Ka-
jikawa et al., 2005). Several additional gradients were present that
paralleled the primary tonotopic gradient along HG in posterome-
dial to anterolateral direction. Understanding the precise topology

of the non-primary auditory areas defined by these gradients may
require additional knowledge regarding the response properties
(e.g., tuning to temporal/spectral modulations, latency) of these
cortical regions. However, we suggest that the cortical region at
the posterior-lateral adjacency of HG, separated from the core by
its broader tuning width, might reflect the human homolog of the
monkey belt areas ML (adjacent to hA1) and AL (situated adja-
cent to hR; Rauschecker and Tian, 2004). The location of this
region is consistent with that of a cytoarchitecturally defined sub-
division of the human auditory cortex (i.e., area PaAi, Galaburda
and Sanides, 1980; or Te2, Morosan et al., 2005).

Speech/voice-sensitive regions are embedded within
topographic maps
Beyond the Heschl’s region, we observed clusters of frequency
preference on PT and along STG and STS. Tonotopic maps in
areas this far away from the primary auditory cortex have not
been detected in animals and have remained largely elusive in
previous human neuroimaging studies (note, however, a recent
study by Striem-Amit et al., 2011). Stimulus choice may be highly
relevant for extraction of tonotopic maps. A comparison between
our tonotopic maps based on the natural sounds and tones ex-
periment showed that especially outside the primary areas differ-
ences in estimated spectral tuning occurred. Previous studies
often used artificial sounds, ranging from pure tones (Schönwi-
esner et al., 2002; Formisano et al., 2003; Langers et al., 2007;
Woods et al., 2009; Da Costa et al., 2011), to frequency sweeps
(Talavage et al., 2004; Striem-Amit et al., 2011), and alternating
multitone sequences (Humphries et al., 2010). As natural sounds
inherently engage auditory cortical neurons in meaningful and
behaviorally relevant processing, they may be optimal for study-
ing the functional architecture of higher order auditory areas.

Based on their anatomical location, we interpret the frequency
selective clusters on PT and along STG as reflecting areas Te3, or
PaAe/Tpt (Galaburda and Sanides, 1980; Morosan et al., 2005).
Our tuning width maps show both narrow and broad tuning in
these regions. The variations in tuning width on PT and along
STG suggest that the multiple tonotopic maps in these regions
encode sounds at different spectral resolutions. More specifically,
the narrowly tuned regions on PT, and STG/STS may be involved
in fine frequency discrimination required for processing spec-
trally complex sounds such as speech and music. So far, in ani-
mals, narrowly tuned regions have not been observed this far
from the core. This discrepancy with our findings may reflect
differences between species but may also be explained by meth-
odological factors. fMRI typically has a much larger spatial cov-
erage than microelectrode recordings, which could have caused
inclusion of these regions in the current study where microelec-
trode studies failed to sample them. Alternatively, fMRI has a
much poorer spatial resolution, and each voxel measures re-
sponses of a large group of individual neurons. A voxel contain-
ing neurons with diverse CF would be assigned with a broader
width than a voxel containing neurons with more similar CF,
which could have caused the appearance of narrowly tuned re-
gions on the STG. Furthermore, our “tuning width” reflects the
width of the main spectral peak only. As additional spectral peaks
in the voxels’ profiles are disregarded in the current study, the
tuning width of a region is unrelated to its spectral complexity
and thus also voxels with complex profiles can be labeled as nar-
rowly tuned.

Overlaying cortical clusters with preference for speech and
voice sounds on maps of tonotopy revealed an intrinsic relation
between these two sound representations. That is, speech/voice-

Figure 7. Low-frequency bias in speech and voice regions. The normalized response (�
values) of speech/voice regions (black), speech-sensitive regions (blue), and voice-sensitive
regions (green; 300 most selective voxels as defined by the natural sounds experiment for each
subject) to the tones and natural sounds in the localizer. Whiskers indicate the SE across sub-
jects. Note that in all regions, responses are stronger to low (0.5 kHz) than to middle and high
tones (1.5 and 2.5 kHz, respectively). For quantification of this effect in speech/voice regions,
see Table 1.
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sensitive regions displayed a bias toward low frequencies. This
suggests that category-sensitive regions in the auditory cortex
should not be interpreted as secluded modules of processing, but
rather as part of large-scale topographic maps of sound features.
Interestingly, this observed relation between topographic maps
and category representations resembles the build-up of the visual
system (Hasson et al., 2003; Rajimehr et al., 2011). For instance,
in parallel with the embedding of speech/voice regions in the
low-frequency part of a tonotopic map found in our study, face-
selective areas in the occipitotemporal cortex occupy the foveal
part of a single, unified eccentricity map (Hasson et al., 2003).
Together, these results point to a general organizational principle
of the sensory cortex, where the topography of higher order areas
is influenced by their low-level properties.

We propose that our fMRI observations may reflect a neuronal
filtering mechanism operating at the early stages of the transforma-
tion from tonotopic images of speech/voice sounds into their repre-
sentations at a more abstract level. Speech and voice sounds contain
most energy in relatively low-frequency ranges (�1 kHz; Crandall
and MacKenzie, 1922) and this may be a distinctive feature with
respect to other sound categories. Tuning of neuronal populations
to the characteristic spectral components of a sound category
(speech/voice) may thus act as a “matched-filter” mechanism, which
selectively amplifies category-characteristic spectral features and en-
hances the representational distance with respect to sounds from
other categories. Our matched filtering model agrees with the obser-
vation that closely matching the time-varying spectral characteristics
between speech/voices and other sound categories reduces differ-
ences of related activations in STG/STS regions (Staeren et al., 2009).
Furthermore, our findings bring support to recent psycholinguistic
research that suggests a close link between general acoustic mecha-
nisms and speech and voice perception. For instance, the frequency
bias in the speech/voice-sensitive regions predicts the psychophysi-
cal influences of the long-term average spectrum of non-speech
stimuli on subsequent processing and perception of speech/voice
(Sjerps et al., 2011; Laing et al., 2012).

This observed low-frequency bias is most likely related to the
input stage of speech/voice processing, and thus only partially
explains the category-selective responses consistently observed in
human and non-human auditory regions (Belin et al., 2000; Pet-
kov et al., 2008). Understanding the entire computational chain
underlying the nature of these responses remains an intriguing
experimental challenge for future research.
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