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Behavioral/Cognitive

Task-Dependent Decoding of Speaker and Vowel Identity
from Auditory Cortical Response Patterns

Milene Bonte, Lars Hausfeld, Wolfgang Scharke, Giancarlo Valente, and Elia Formisano
Department of Cognitive Neuroscience and Maastricht Brain Imaging Center, Faculty of Psychology and Neuroscience, Maastricht University, 6200 MD
Maastricht, The Netherlands

Selective attention to relevant sound properties is essential for everyday listening situations. It enables the formation of different
perceptual representations of the same acoustic input and is at the basis of flexible and goal-dependent behavior. Here, we investigated
the role of the human auditory cortex in forming behavior-dependent representations of sounds. We used single-trial fMRI and analyzed
cortical responses collected while subjects listened to the same speech sounds (vowels /a/, /i/, and /u/) spoken by different speakers (boy,
girl, male) and performed a delayed-match-to-sample task on either speech sound or speaker identity. Univariate analyses showed a
task-specific activation increase in the right superior temporal gyrus/sulcus (STG/STS) during speaker categorization and in the right
posterior temporal cortex during vowel categorization. Beyond regional differences in activation levels, multivariate classification of
single trial responses demonstrated that the success with which single speakers and vowels can be decoded from auditory cortical
activation patterns depends on task demands and subject’s behavioral performance. Speaker/vowel classification relied on distinct but
overlapping regions across the (right) mid-anterior STG/STS (speakers) and bilateral mid-posterior STG/STS (vowels), as well as the
superior temporal plane including Heschl’s gyrus/sulcus. The task dependency of speaker/vowel classification demonstrates that the
informative fMRI response patterns reflect the top-down enhancement of behaviorally relevant sound representations. Furthermore, our
findings suggest that successful selection, processing, and retention of task-relevant sound properties relies on the joint encoding of
information across early and higher-order regions of the auditory cortex.
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Introduction
In natural listening situations, we are surprisingly efficient in
selecting, grouping and processing relevant acoustic elements of a
sound while ignoring other elements of the same sound and the
possible interference of background noise. This processing en-
ables deriving distinct perceptual representations from the same
acoustic input and is at the basis of adaptive and goal-oriented
behavior. Whether and how the auditory cortex contributes to
the formation of these representations remains largely unknown.
In ferrets, neurons in the primary auditory cortex (PAC) have
been shown to selectively tune their receptive field properties to
behaviorally relevant auditory features (Fritz et al., 2003; Atiani et
al., 2009), which suggests that goal-dependent sound representa-
tions may emerge already in PAC. In humans, fMRI responses in
posterior auditory cortical regions were shown to become right
lateralized during a pitch categorization task and left lateralized
during a duration categorization task using the same frequency-

modulated tones (Brechmann and Scheich, 2005), which sug-
gests that modulatory and task-dependent effects are strongest in
nonprimary subregions within the auditory cortex.

Selective grouping and processing of specific acoustic ele-
ments is also pertinent to the extraction of different types of
information from complex and socially relevant signals such as
speech. For example, extracting phonemic categories requires a
grouping of auditory features along the relevant dimension (e.g.,
formants of a vowel) independently of variations in other dimen-
sions (e.g., fundamental frequency [F0] of a speaker’s voice).
Similarly, recognizing a voice requires extracting speaker specific
acoustic characteristics (e.g., F0, timbre), independently of phone-
mic content. Task-dependent perceptual representations of multidi-
mensional speech stimuli may emerge in specialized higher-order
modules; for example, in the posterior superior temporal cortex for
speech content (von Kriegstein et al., 2010; Mesgarani and Chang,
2012) and in the right anterior superior temporal sulcus for speaker
identity (Belin and Zatorre, 2003; von Kriegstein et al., 2003). Behav-
ioral requirements may additionally modulate spatially distributed
auditory/perceptual mechanisms involving early auditory cortical
areas (Formisano et al., 2008; Kilian-Hütten et al., 2011a). For
example, the specific task requirement may trigger the temporal
binding of multiple (and spatially distant) neuronal populations,
each encoding for relevant acoustic or perceptual features,
thereby forming distributed representations of speech or speaker
categories (Bonte et al., 2009).
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The present fMRI study investigates the role of early and
higher-order auditory cortex in forming goal-dependent rep-
resentations of speech. Previous fMRI studies have investigated
task-dependent speech processing by analyzing regional changes
in averaged activity across different experimental conditions.
Here, we apply multivariate pattern recognition techniques to
single-trial fMRI responses and examine how task demands in-
fluence the spatial pattern of neural responses to individual
sounds. We asked our subjects to perform delayed-match-to-
sample tasks on either speaker or vowel identity and decode the
neural representation of individual vowels or speakers in these
two task contexts. Furthermore, we study the specific contribu-
tion to speaker identification of higher-order voice-selective ar-
eas by performing region-of-interest (ROI)-based analyses using
independently acquired voice localizer data (Belin et al., 2000).

Materials and Methods
Participants
Ten healthy native Dutch adults (mean (SD) age 24.1 � 2.4 years, 6
females, 9 right-handed) gave their written informed consent and par-
ticipated in the study. Handedness was assessed by a handedness question-
naire adapted from Annett (1979). None of the participants had a history of
neurological abnormalities and all had normal hearing as assessed with a
pure tone audiogram (detection thresholds of frequencies from 250 to 8000
Hz at 0–20 decibels). Participants received a monetary reward for participa-
tion. Approval for the study was granted by the Ethical Committee of the
Faculty of Psychology and Neuroscience at Maastricht University.

Stimuli
Stimuli were speech sounds consisting of three natural Dutch vowels (/a/,
/i/, and /u/) spoken by three native Dutch speakers (sp1: 9-year-old boy,
sp2: 9-year-old girl, and sp3: adult male). To introduce acoustic variabil-
ity typical of natural speech perception, for each vowel and for each
speaker, we included two different tokens. For example, condition “a-
sp1” included two different utterances of the vowel /a/ spoken by speaker
1 (Fig. 1B). We used children voices in addition to an adult voice because
a shorter version of the experiment was used in a subsequent develop-
mental fMRI study. Furthermore, this allowed investigating the recogni-
tion of children’s voices that, unlike adult voices, are not readily
distinguished based on F0 and the identification of which additionally

relies on formant frequencies (Bennet and
Weinberg, 1979; Perry et al., 2001). Stimuli
were digitized at a sampling rate of 44.1 kHz,
D/A converted with 16 bit resolution, band-
pass filtered (80�10.5 kHz), down-sampled to
22.05 kHz, and edited with PRAAT software
(Boersma and Weenink, 2002). Stimulus
length was equalized to 350 ms (original range
258 –364 ms) using PSOLA (100 – 400 Hz as
extrema for the F0 contour). We carefully
checked our stimuli for possible alterations in
F0 after length equalization and did not find
any detectable changes. Sound intensity level
was numerically equalized across stimuli by
matching peak amplitudes. To avoid acoustic
transients (clicks) that would be created by a
sharp cutoff, stimuli were faded with 100 ms
exponential onset and offset ramps.

Experimental design and procedure
We investigated task-dependent processing of
speaker and vowel identity by comparing the
processing of the 9 speech conditions (a-sp1,
a-sp2, a-sp3, i-sp1, i-sp2, i-sp3, u-sp1, u-sp2,
u-sp3) during the performance of delayed-
match-to-sample tasks on either speaker or
vowel identity (Fig. 1C). Both tasks consisted of
the following: (1) the presentation of one of the
speech stimuli (350 ms), followed by (2) a de-

cision picture presented at the center of the screen 5.1 s after speech
stimulus offset, followed by (3) a match/mismatch response of the par-
ticipant indicated by pressing a response button with the right index or
middle finger respectively. During the speaker task, decision pictures
consisted of cartoons of a boy (see Fig. 1C for a black-and-white version),
a girl, or a man. During the vowel task, decision pictures consisted of the
letter combinations “aa,” “ie,” and “oe,” corresponding to the pronun-
ciation of the three Dutch vowels. Decision pictures remained on screen
until the button press or for a maximum time of 5 s. The sequence of
speech stimuli was pseudorandomized to avoid immediate repetitions of
the same speech condition (e.g., a-sp1). Half of the trials included matching
and the other half mismatching pictures presented in a pseudorandomized
order balanced per task across experimental runs and for each of the nine
speech conditions.

All subjects participated in 2 fMRI sessions with a between-session
break of 1 to maximally 10 d. At the start of the first session, participants
were familiarized with the three voices and performed practice trials to
make sure both speaker and vowel tasks were understood and the three
speakers and vowels were recognized correctly. The practice trials were
repeated at the start of the second session. Both fMRI sessions consisted
of 3 experimental runs, each run consisting of 4 alternations of the
speaker and vowel tasks (runs 1, 3, and 5: speaker task - vowel task - vowel
task - speaker task; runs 2, 4, and 6: vowel task - speaker task - speaker task
- vowel task). We used 12 different sequences of speech stimuli, each of
them occurring once in the speaker and once in the vowel task, across
different fMRI sessions or (in two cases) in the first and third run of a
session. In total, each run included 21 trials per task and 2 or 3 presenta-
tions of each of the 9 speech conditions. Across both fMRI sessions, each
of the 9 speech conditions was presented 14 times per task.

fMRI measurement
Brain imaging was performed with a Siemens Allegra 3 tesla scanner
(head setup) at the Maastricht Brain Imaging Center. During both fMRI
sessions, 3 12 min functional runs were collected (3 mm � 3 mm � 3
mm) using a standard echoplanar imaging (EPI) sequence (TR � 2500
ms, TA � 2000 ms, FOV � 192 mm � 192 mm, matrix size � 64 � 64,
TE � 32 ms). Each volume consisted of 33 slices (distance factor 10%)
covering the whole brain except the most superior part of the posterior
parietal cortex in some participants. Speech stimuli were presented bin-
aurally at a comfortable listening level via MR-compatible headphones in
the 500 ms silent gap between two volume acquisitions (Fig. 1C). Accord-

Figure 1. Stimuli and design. A, Spectrograms of one exemplar of each of the 9 speech conditions. Stimuli consisted of three
vowels (/a/, /i/, /u/) pronounced by three speakers (sp1:boy, sp2:girl, sp3:male). B, F1/F2 formant values for all stimuli (2 utter-
ances per vowel for each speaker) and mean � SD fundamental frequency (F0) values for each of the three speakers. C, Schematic
overview of an experimental trial and the fMRI stimulation protocol including a black-and-white version of the ‘boy’ decision
picture. Decision pictures consisted of cartoons of a boy, a girl or a man (speaker task), or the letter combinations ‘aa’, ‘ie’ and ‘oe’,
corresponding to the pronunciation of the 3 Dutch vowels (vowel task).
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ing to a slow event-related design, the average intertrial interval between
two speech stimuli was 15 s (range 12.5–17.5 s). Decision pictures were
presented 5.1 s after the offset of the speech stimuli to allow a clear
estimation of the auditory activation before the onset of visual and
response-related activity. During both experimental sessions, a high-
resolution structural scan (1 mm � 1 mm � 1 mm) was collected using
a T1-weighted 3D ADNI sequence (TR � 2050 ms, TE � 2.6 ms, 192
sagittal slices).

In the second session, an additional 12.5 min voice localizer run was
collected using the same EPI sequence and slice positioning of the main
experiment, but with a TR of 3.0 s, leaving 1 s of silence for sound
presentation. The voice localizer run consisted of 24 stimulation blocks
(18 s/six volumes per block, one sound per volume) alternated with 12 s
rest (four volumes). During the stimulation blocks, participants listened
to vocal sounds (including seven nonspeech sounds and five meaningless
speech sounds), other natural categories of sound (musical instruments,
environmental and animal sounds both adapted from Belin et al., 2000)),
or amplitude-modulated (8 Hz) tones ranging from 0.3–3 kHz.

fMRI preprocessing
Functional and anatomical data were first analyzed using BrainVoyager
QX 2.6 (Brain Innovation). Preprocessing of functional data included
slice scan-time correction (using sinc interpolation), high-pass temporal
filtering to remove nonlinear drifts of five or less cycles per time course,
3D motion correction, coregistration to individual structural images,
and normalization of anatomical and functional data to Talairach space
(Goebel et al., 2006). All participants minimized head movements to
maximally 2 mm in any direction. For univariate analysis, functional data
were spatially smoothed with a Gaussian kernel of 4 mm � 4 mm � 4
mm FWHM. Multivariate analysis was performed on unsmoothed func-
tional data. Based on the high-resolution anatomical scans, individual
cortical surfaces were reconstructed from gray–white matter segmenta-
tions. An anatomically aligned group average cortical surface represen-
tation was obtained by aligning the individual cortical surfaces using a
moving target group average approach based on curvature information
(cortex-based alignment; Goebel et al., 2006).

Univariate fMRI analysis
To map fMRI signal time courses from volume space to surface space,
values located between the gray/white matter boundary and up to 4 mm
into gray matter toward the pial surface were sampled with trilinear
interpolation and averaged, resulting in a single value for each vertex of a
cortex mesh. Random effects general linear model (GLM) analysis was
performed on time course data sampled on individual cortical surface
meshes aligned to the cortical group surface mesh using cortex-based
alignment. The GLM model included one predictor per condition (con-
volved with a double gamma hemodynamic response function) and
confound predictors including each participant’s motion correction pa-
rameters. Functional contrast maps (t-statistics) were calculated to assess
sound-evoked fMRI responses during the speaker and vowel tasks (all
sounds speaker task�baseline; all sounds vowel task�baseline). Direct task
contrasts were analyzed for speaker task specific activity [(speaker task �
vowel task) and (speaker task � vowel task � baseline)] and vowel task
specific activity [(vowel task � speaker task) and (speaker task � vowel
task � baseline)]. Univariate stimulus effects were analyzed for each of the
three speakers independently of which vowel they pronounced [e.g.,
a-sp1 � i-sp1 � u-sp1 � (a-sp2 � i-sp2 � u-sp2 � a-sp3 � i-sp3 �
u-sp3)/2] and for each of the three vowels independently of who pro-
nounced the vowel [e.g., a-sp1 � a-sp2 � a-sp3 � (i-sp1 � i-sp2 � i-sp3 �
u-sp1 � u-sp2 � u-sp3)/2]. Stimulus effects were analyzed in both the
speaker and in the vowel task blocks. All functional contrast maps were
corrected for multiple comparisons by applying a cluster-size threshold
with an initial voxel-level threshold of p � 0.01 (overall activity) or p �
0.05 (task and stimulus contrasts) and submitting the maps to a whole-
brain correction criterion based on the estimate of the map’s spatial
smoothness (Forman et al., 1995; Goebel et al., 2006).

Multivariate fMRI analysis
Multivoxel patterns of sound-evoked fMRI responses were analyzed by
applying a machine learning algorithm (support vector machine, SVM;

Vapnik, 1995) in three functional ROIs based on each single subject’s
voice-localizer data (Fig. 2). The first ROI included all auditory respon-
sive voxels in the superior temporal cortex (STC ROI), the second ROI
included all voice selective STC voxels (Voice ROI), and the third ROI
was created by subtracting, in each individual subject, the voxels of the
Voice ROI from those of the STC ROI. The STC ROI was defined from
the independent localizer data by calculating for each subject a functional
contrast map (voices � other � tones � silent baseline), applying a false
discovery rate correction for multiple comparisons (at p � 0.05), and
taking the intersection of this functional contrast map with an anatomi-
cal STC mask. The same anatomical STC mask was applied across sub-
jects and, in all subjects, included the superior temporal plane, superior
temporal gyrus (STG), and superior temporal sulcus (STS), as well as all
superior temporal activity to voices, other natural categories, and tones.
The Voice ROI was defined on each individual subject’s cortical surface
mesh and included regions showing significantly stronger activity to
voices compared with both other sound categories and tones [voices �
(other � tones)/2]. To prevent large between-subjects differences in the
size of the voice ROIs, the exact statistical threshold was set on an indi-
vidual basis (Frost et al., 2012; Bonte et al., 2013). The mean (SD) nor-
malized (Talairach space) area of the Voice ROI corresponded to 496
(280) mm 2 in the left hemisphere and 719 (303) mm 2 in the right hemi-
sphere. The average individual statistical threshold was set at p � 0.015,
ranging from p � 0.05 in the participant with the smallest Voice ROI
(left: 352 mm 2, right: 468 mm 2) to p � 0.000001 for the participant with
the largest Voice ROI (left: 1087 mm 2, right: 1145 mm 2). As can be seen
from the regions of high intersubject consistency (Fig. 2B, probabilistic
group map), in each participant, the Voice ROI included bilateral clus-
ters on the posterior STG/STS and on the middle STG/STS (at the lateral

Figure 2. Regions of interest used for multivariate analysis. Probabilistic maps illustrating
the spatial overlap of the individually determined Superior Temporal Cortex (STC; A), Voice
selective (B), and STC - Voice selective (C) ROIs. The ROIs were determined and applied on an
individual subject basis and served as masks in the individual 3D volume space. For illustrative
purposes only, the ROIs are visualized as probabilistic maps ranging from 40 –100% (n � 4 to
n � 10) subject overlap and projected on inflated and cortex-based aligned group-averaged
representations of the temporal cortex. LH� left hemisphere, RH� right hemisphere.
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extremity of Heschl’s sulcus (HS). Furthermore, in 7 of 10 participants, it
also included bilateral clusters on the anterior STG/STS (at the lateral
adjacency of Heschl’s gyrus [HG]/First Transverse Sulcus), whereas in
three participants, this anterior activity was only present in the right
hemisphere (for similar results, see Moerel et al., 2012; Bonte et al., 2013).

Classification procedure. Preprocessed functional time series were first
divided into “trials” (one trial per sound presentation). For both the
speaker and vowel task, testing and validation sets were created using a
14-fold cross-validation procedure in which one trial of 14 was left out
for every speech sound condition. As input to the classifiers (features), we
used � estimates of the fitted double-gamma hemodynamic response,
which were computed for single trials and voxels. For trial estimations,
we considered one TR before sound onset and the first two TRs after
sound onset. The � values were normalized across trials for each voxel
using interquartile range normalization (the median, first, and third
quartiles were estimated using training trials) as follows:

xi
IQR � 1.35 *

xi � Q2

Q3 � Q1

where xi is the � value of the ith trial and Q2, Q1, and Q3 are the median,
first, and third quartile, respectively. For each fold, normalization pa-
rameters were estimated on training trials across all nine speech sound
conditions such that relative response differences between the stimuli
were preserved. The interquartile range procedure is less sensitive to
outliers than z-scores and, due to the scaling factor, provides comparable
results when data are normally distributed. The voxels that were used to
discriminate different speakers or vowels were specified by the three
functional ROIs (Fig. 2). For classification, we used the SVM algorithm
(soft margin parameter C � 1) as implemented in the spider toolbox
(http://people.kyb.tuebingen.mpg.de/spider/). The three-class problem
(classification of three speakers/vowels) was transformed into binary classifi-
cations using a one-versus-one scheme (i.e., sp1 vs sp2, sp1 vs sp3, and
sp2 vs sp3 for speakers and /a/ vs /i/, /a/ vs /u/, and /i/ vs /u/ for vowels).
In this approach, multiclass classification is based on classifying pairs of
conditions and the prediction for a test trial is determined by the condi-
tion that the binary classifiers predict most often. When one trial was
equally often assigned to two classes, the class with the highest score of the
classifier was chosen as the predicted one. Speaker classification was
performed by grouping the trials of the three speakers regardless of vow-
els (e.g., sp1 � a-sp1 � i-sp1 � u-sp1). Vowel classification was per-
formed by grouping the trials of the three vowels regardless of speakers

(e.g., /a/ � a-sp1 � a-sp2 � a-sp3). For each of
the three binary classifications per task, model
weights were used to indicate the importance
of single voxels (see “Mapping of informative
regions” section below). Classification perfor-
mance was reported in terms of overall accu-
racy; that is, the number of correct predictions
across speakers/vowels divided by the total
number of speaker/vowel test trials. In the
ROIs showing significant three-way classifica-
tion, we additionally performed binary speak-
er/vowel classifications to determine the
contribution of the individual speaker/vowel
pairs.

Statistical testing. To test whether classifica-
tion values were significantly above chance, we
performed the same multivoxel pattern analy-
sis with randomly shuffled condition labels per
subject (number of permutations � 99). On a
group level, we performed a random-effects
analysis using an exact permutation test (num-
ber of permutations � 1022; Good, 2000) and
comparing the single-subject accuracy of
speaker/vowel classification with the average
permutation accuracy of the respective subject.
Single-subject and group significance levels
were estimated by counting the number of per-
mutations in which the accuracy was larger

than the actual classification accuracy and then dividing by the number
of permutations (one count was added to both numerator and denomi-
nator for a more robust estimate of the significance value). To investigate
the task dependence of speaker/vowel classification we performed
repeated-measures ANOVAs on the ranked single-subject accuracies and
assessed interaction effects between task and speaker/vowel classification
accuracy.

Mapping of informative regions. Discriminative maps of locations that
contributed most to the classification of the speakers/vowels were deter-
mined within the STC ROI. For each binary comparison, weights were
linearized by ranking the absolute values. In a next step, we averaged the
maps of binary comparisons to create a rank map for the multiclass
classification. Single-subject maps were created by averaging the maps
across cross-validations. These maps were projected onto the cortical
surfaces of the individual subjects and subsequently projected on the
group-averaged and cortex-based aligned cortex mesh. Interindividual
consistency maps were created by indicating for each vertex the number
of subjects for which this vertex was within the fourth quartile of the SVM
ranking (i.e., among the highest ranked 25%).

Self-organizing maps. For visualization of informative activation pat-
terns, we used self-organizing maps (SOMs; Kohonen, 2001; Formisano
et al., 2008). For the speaker and vowel task, we selected the 15 most
informative voxels for single trial classification of speakers and vowels,
respectively. We concatenated the normalized vectors for all subjects
and trained a rectangular SOM with 4 � 5 units with hexagonal con-
nections using the MATLAB-based SOM toolbox (http://www.cis.hut.fi/
somtoolbox/). We visualized the SOMs by showing the first two principal
components of the high-dimensional model of SOM units. For both the
speaker and the vowel task, the SOMs were trained using the average
response patterns of the nine stimulus conditions (a-sp1, i-sp1, …,
u-sp3). After training, the “best-matching units” (BMUs) for single trials
were computed using Euclidean distance and then we labeled each SOM
unit with the stimulus condition label for which this unit was most often
the best matching one. The selectivity for each unit was determined by
dividing the number of trials of the winning class by the total number of
trials for which this unit was the BMU.

Regression analysis. We used a GLM with a logit link function
(McCulloch and Searle, 2001) to test whether behavioral accuracy of
speaker/vowel identification could be predicted from speaker/vowel clas-
sification accuracy within the STC and Voice ROIs. In this regression
analysis, the log-odds ratio of the behavioral performances (modeled

Figure 3. Speech sound processing during the Speaker and Vowel tasks. Functional contrast maps (t-statistics) illustrating the
overall pattern of sound-evoked cortical responses during performance of the speaker task (speaker task � baseline) and vowel
task (vowel task � baseline). Maps are visualized on inflated representations of the left (LH) and right (RH) hemispheres (light
gray: gyri and dark gray: sulci), resulting from the realignment of the cortices of the 10 subjects. The maps are corrected for multiple
comparisons by applying a cluster-size correction at p � 0.01.
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with a binomial distribution) was fitted using a design matrix consisting
of a constant (intercept) and a predictor based on the fMRI classification
accuracy. To assess whether a predictor (� coefficient) was significantly
different from 0, z-scores were computed for each predictor by dividing
the corresponding � coefficient by its SE. The overall fit of the regression
model was assessed using a � 2 test of residual deviances (with low � 2 and
pfit � 0.05 indicating a good model fit).

Results
Behavioral results
All participants correctly identified each of the three speakers and
vowels during a practice session outside of the scanner. During
the fMRI experiment, all participants performed well above
chance level (50%) during the delayed match-to-sample speaker
and vowel identity tasks, although they had more difficulty iden-
tifying the children compared with the adult speaker. That is,
during the speaker task, the percentage correct answers was, as
mean (SD): boy 88.8 (7.6)%, girl 83.3 (9.3)%, and man 98.3
(3.0)%. These differences led to a significant main effect of
speaker (F(2,18) � 13.0; p � 0.000) and pairwise differences be-
tween identification accuracies for the boy and the man (t(9) �
3.9; p � 0.004), the girl and the man (t(9) � 4.4; p � 0.002), but

not for the boy and the girl (t(9)� �1.8, n.s.). During the vowel
task, percentage correct answers corresponded to: vowel /a/ 99.8
(0.8)%, vowel /i/ 99.8 (0.8)%, and vowel /u/ 98.8 (2.0)%, without
significant differences between vowels.

Figure 4. Univariate Speaker and Vowel task effects. Functional contrast maps (t-statistics) illustrating task modulations of the sound-evoked cortical responses for the speaker (blue
colors) and vowel (red colors) tasks. Maps are visualized on inflated and aligned group-averaged representations of the left (LH) and right (RH) hemispheres. The maps show uncorrected activation
clusters (�9mm2). Two right hemispheric clusters survived multiple comparisons correction (cluster-size threshold at p � 0.05): a mid STG/STS cluster that showed larger activity during the
speaker task and a posterior STS/MTG cluster that showed larger activity during the vowel task. The time course of task-related activity in both clusters is illustrated by plotting BOLD percentage signal
change with respect to volume acquisitions (TR resolution). The markers indicate the onset of the speech sound and of the response pictures, with examples from the vowel (left) and speaker (right)
tasks. Note that the baseline and response periods in these event-related average plots are chosen for illustrative purposes only; fMRI activity was modeled using a GLM predictor at speech sound
onset (convolved with a double gamma hemodynamic response function).

Table 1. Brain regions showing univariate task effects (random effects GLM)

Task modulation Brain region Side

Talairach (center of
gravity) Normal-

ized
area (mm 2)x y z

Vowel � speaker Posterior STS/MTG Left �40 �59 21 64
Posterior STS/MTG Right 40 �58 24 276*
Anterior MTG Right 50 �16 �14 77
Superior frontal gyrus Right 20 25 49 63

Speaker � vowel Posterior STG Left �59 �28 8 88
Middle STG/STS Right 47 �22 1 261*
Lateral HS/STG Left �51 �15 6 50
Lateral HS/STG Right 54 �16 9 55
Anterior STG Right 57 �4 0 70
Anterior PP Left �39 �4 �10 79

Each region is presented along with its Talairach coordinates and normalized (Talairach) area size. Only regions with
a minimal area of 50 mm 2 are shown. Two regions (*) survived cluster-size multiple comparisons correction (p �
0.05). PP, Planum polare.
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Univariate responses during the speaker and vowel task
During both the speaker and the vowel task, sounds evoked
significant blood-oxygen-level-dependent (BOLD) responses
in a wide expanse of the superior temporal cortex, including
early auditory areas (HG/HS), the planum temporale, and ex-
tending along the STG, STS, and middle temporal gyrus
(MTG; Fig. 3). Outside of the temporal lobe, the medial prefron-
tal cortex was activated during both tasks, whereas the bilateral
posterior STS/MTG and the right superior frontal gyrus were
significantly activated only during the vowel task. Because the
GLM focused on modeling of sound-evoked BOLD responses
before both the presentation of the decision picture and the sub-
sequent motor response, our maps did not show significant acti-
vation in visual or motor areas.

Results further suggested task-specific activations for the
speaker (Fig. 4, blue, Table 1) and the vowel (Fig. 4, red, Table 1)
task. Although most of these activations was symmetrical across
hemispheres, only two right hemispheric clusters survived
cluster-size multiple comparisons correction. A cluster in the

right middle STG/STS showed enhanced activity during the
speaker compared with the vowel task, whereas a cluster in the
right posterior STS/MTG was more active during the vowel com-
pared with the speaker task (Fig. 4, highlighted clusters and
BOLD time courses). Exclusion of the fMRI responses to sounds
that were followed (after 3–5 TR) by an incorrect response did
not change these task effects.

Analysis of stimulus effects did not show systematic univariate
stimulus differences. Speaker and vowel stimuli did not show any
significant activation differences along the task-relevant dimen-
sion (boy, girl, or man during the speaker task; /a/, /i/, or /u/
during the vowel task). Along the task-irrelevant dimension, two
stimulus contrasts did reach significance. During the speaker
task, the vowel /u/ elicited significantly stronger activity com-
pared with both other vowels in a region on the left middle to
anterior STG. During the vowel task, the adult voice elicited sig-
nificantly stronger activity compared with both children’s voices
in bilateral clusters on the temporal plane. No significant stimu-
lus effects were found for the other two speakers or vowels.

Figure 5. Task-dependent classification of Speakers and Vowels. A, Group averaged (Mean (SE)) classification accuracies for speakers and vowels in the superior temporal cortex (STC ROI), during
the speaker and vowel task. LH� left hemisphere, RH� right hemisphere. Statistical significance was determined with respect to empirical (permutation-based) chance level (dotted lines, range:
0.331– 0.336, mean: 0.333, i.e., corresponding to theoretical chance level). B, Discriminative maps are illustrated for speaker classification during the speaker task and for vowel classification during
the vowel task. These binary maps show for how many subjects a voxel was among the 25% most discriminative voxels and are visualized on inflated and aligned group-averaged representations
of the temporal cortex. C, Self-organizing map (SOM) displays illustrating brain-based representation of speakers during the speaker task and of vowels during the vowel task. The maps are based
on the 15 most discriminative speaker/vowel STC voxels across the 10 participants. The colors (speakers) and symbols (vowels) show which stimulus condition was assigned to a unit. The size of the
unit indicates how often the stimulus condition was assigned to that unit (unit selectivity, see Materials and Methods).
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Task-dependent decoding of speaker
and vowel identity
Beyond regional differences in overall ac-
tivation levels, we investigated the task-
dependent representations of individual
speaker and vowel stimuli with a machine
learning classification algorithm (SVM).
In a first analysis, classification was per-
formed within individually determined
regions of auditory-responsive superior
temporal cortex (STC ROI; Fig. 2A). The
algorithm’s success in speaker/vowel dis-
crimination was modulated by task de-
mands. That is, in the STC region (Fig. 5A,
middle), speaker stimuli were successfully
discriminated based on fMRI responses
obtained during the speaker but not dur-
ing the vowel task, whereas vowel stimuli
were successfully discriminated based on
fMRI responses obtained during the
vowel but not during the speaker task.
This task-dependent decoding success
was confirmed by a significant stimulus-by-task interaction for
ranked single-subject accuracies (F(1,9) � 5.67; p � 0.041).

To assess the spatial layout and consistency across subjects of
discriminative voxels underlying this task-dependent speaker
and vowel classification, we constructed binary discriminative
maps (Fig. 5B). These maps illustrate for how many subjects a
voxel was among the 25% most discriminative voxels. Speaker-
discriminative voxels (blue colors) clustered on the temporal plane,
along HG/HS, and especially in the right hemisphere, along
the middle to anterior STG/STS. Vowel-discriminative voxels (red
colors) were distributed more bilaterally than those of speakers and
were clustered on the temporal plane, along HG/HS, and on the
middle to posterior STG/STS.

We visualized the spatial proximity and grouping of discrim-
inative voxels contributing most to speaker and vowel classifica-
tion using SOMs (Fig. 5C). As expected from the significant
classification accuracies in these conditions, the SOM-based 2D
displays showed vowel-invariant speaker grouping during the
speaker task and speaker-invariant vowel grouping during the
vowel task. Visual inspection of the spatial proximity of the indi-
vidual speakers and vowels further indicates that speaker repre-
sentations are ordered according to the average F0 of the
speaker’s voices [i.e., from left to right: male (135 Hz), girl (277
Hz), and boy (299 Hz)], whereas vowels are ordered according to
their combined F1 and F2 values (i.e., from left to right: /u/, /i/,
and /a/, following the diagonal of their representation in F1/F2
space; Fig. 1B).

Hemispheric lateralization
Possible differences in lateralization were assessed by inspecting
classification accuracies separately for the left and right STC (Fig.
5A, left and right, respectively). Results showed accurate speaker
discrimination during the speaker task in both the left and right
STC and also during the vowel task in the right STC. Instead,
accurate vowel discrimination only occurred during the vowel
task and only in the left STC. The decoding accuracies in the
separate left and right hemisphere STC ROIs did not show signif-
icant interaction effects.

Contribution of voice-selective regions
In a further analysis, classification was performed within individ-
ually determined regions of voice selectivity (Voice ROI; Fig. 2B)

and within the STC ROI after subtracting the Voice ROI (Fig.
2C). When restricting speaker/vowel classification to voxels in
the bilateral Voice ROI (Fig. 6A), speakers could be discriminated
above chance during the speaker task and vowels could be dis-
criminated above chance during the vowel task, but there was no
significant stimulus-by-task interaction (F(1,9) � 1.5, n.s.). The
same pattern of results was obtained when classifying speakers/
vowels within the larger STC ROI after subtracting the Voice ROI
(Fig. 6B), this time accompanied by a significant stimulus-by-
task interaction (F(1,9) � 13.0; p � 0.006). Possible differences in
lateralization were assessed by inspecting classification accuracies
separately for the left and right hemisphere Voice and STC Voice
ROIs (Fig. 6, left and right, respectively). Within each of the four
hemisphere-specific ROIs, classification accuracies showed
above chance classification of speakers during the speaker task.
Only voxels in the left STC-Voice ROI also discriminated vowels
during the vowel task, leading to a significant stimulus-by-task

Figure 6. Contribution of Voice selective regions. A, Group averaged (Mean (SE)) classification accuracies for speakers and
vowels during the speaker and vowel task in the individually determined Voice selective regions. Statistical significance was
determined with respect to empirical (permutation-based) chance level (dotted lines, range: 0.330 – 0.334, mean � 0.333). B,
Classification accuracies within the superior temporal cortex (STC ROI) after subtracting the Voice selective regions (Voice ROI).

Figure 7. Relation between Behavioral and Classification accuracy. Regression plot
illustrating the relation between participant’s behavioral accuracy of speaker identifica-
tion and corresponding speaker classification accuracy in the left superior temporal cortex
(left STC ROI). The vertical dotted line reflects the group averaged empirical chance level
for classification accuracy.
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interaction (F(1,9) � 4.9; p � 0.054). Together, these results con-
firm an important role of the temporal voice areas (Belin et al.,
2000) in the neural representation of speaker identity. However,
they also show that parts of the STC that do not belong to these
category-selective regions are informative of speaker (and vowel)
identity.

Relation with behavioral performance
We used regression analysis to investigate whether individual
differences in the accuracy of speaker classification predicts indi-
vidual differences in behavior (accuracy of speaker identifica-
tion). We concentrated on the speaker task because behavioral
performance was close-to-ceiling on the vowel task. Regression
analysis showed that classification performance in the left STC
could significantly predict participants’ behavioral accuracy
(model fit: � 2(8) � 14.80, pfit � 0.063; predictor: z � 3.71, p �
0.0002; Fig. 7). In none of the other ROIs did the relation between
classification and behavioral accuracy reach significance.

Pairwise classification of speakers/vowels
To assess the contribution of individual speaker/vowel pairs, we
additionally performed binary speaker/vowel classifications in
those ROIs showing significant three-way classification. Binary
speaker classifications during the speaker task demonstrated a
clear distinction between the children’s versus adult voices, with
significant classifications in each of the nine ROIs (Table 2). Clas-
sification of the two children’s voices only reached significance
(p � 0.05) in the left STC Voice ROI, with a similar trend in the
left STC ROI (p � 0.07). Only in the right STC did three-way
speaker classification also reach significance during the vowel
task (Fig. 5A). Binary speaker classifications in this case showed a
significant distinction of the boy– girl [accuracy � 0.57 (0.03),
p � 0.03] and the boy–man [accuracy � 0.57 (0.03), p � 0.02]
voices, but not of the girl–man [accuracy � 0.50 (0.02), n.s.]
voices. Finally, following their distance in the SOM display (Fig.
5C), vowels /a/ and /u/ were well discriminated during the vowel
task, with significantly above chance classification in four of five
ROIs (Table 2). The other two vowel pairs showed lower and
comparable classification accuracies that only reached signifi-
cance for the /i/–/u/ pair in the left STC and left STC Voice ROIs.

Discussion
We investigated single-trial fMRI responses measured while par-
ticipants categorized the same natural speech sounds according
to speaker or vowel identity. The task dependency of the speaker
and vowel decoding accuracy demonstrates that the fMRI re-
sponse patterns in auditory cortex (and, possibly, the underlying
neural representations) reflect the top-down enhancement of be-
haviorally relevant sound representations. Furthermore, our
findings highlight the role of early, together with higher-order,

auditory regions in the formation and maintenance of these
representations.

To investigate the task-dependent categorization of sounds,
we used delayed match-to-sample tasks that require the active
extraction and maintenance of either speaker or vowel informa-
tion—and suppression of the task-irrelevant dimension—for
several seconds until the presentation of a decision picture. Uni-
variate analysis of sound-evoked responses showed extensive and
largely overlapping activation bilaterally in superior temporal
cortex in both task contexts, reflecting sensory/perceptual analy-
sis (Belin et al., 2000; Binder et al., 2000; Scott et al., 2000) and/or
short-term retention (Linke et al., 2011) of the speech sounds.
Both tasks also activated medial prefrontal regions, probably re-
flecting cognitive aspects of the tasks related to maintenance of
speaker/vowel identity in short-term memory and/or activation
of task-relevant stimulus-response mappings (Duncan and
Owen, 2000; Euston et al., 2012). Our analysis did not show other
regions often implicated in speech perception, such as the left
inferior frontal cortex (Hickok and Poeppel, 2007; Rauschecker
and Scott, 2009). This may relate to specific stimulus and/or task
demands. In particular, left inferior frontal activity is often ob-
served during effortful lexical-semantic analysis of, for example,
vocoded or spectrally rotated speech (Davis and Johnsrude, 2003;
Eisner et al., 2010; Obleser and Kotz, 2010) and may contribute to
decoding of ambiguous consonant-vowel stimuli (Lee et al., 2012).

In addition to this network of largely overlapping brain acti-
vations, task-specific effects were observed in two regions. First,
the right middle STG/STS, as well as smaller subthreshold bilat-
eral STG/STS and temporal plane clusters, showed stronger acti-
vation during the speaker task. This speaker task modulation
confirms and extends previous reports of the involvement of
these superior temporal regions in the passive and/or active pro-
cessing of human voices (Belin et al., 2000; von Kriegstein et al.,
2003; Andics et al., 2010; Moerel et al., 2012; Bonte et al., 2013;
Latinus et al., 2013). Second, the right posterior STS/MTG
showed stronger activation during the vowel task. Although this
region is not typically involved in speech sound processing, it
overlaps with an extended region in the inferior parietal lobe that
has been related to the processing of learned audio-visual rela-
tions (Naumer et al., 2009; Kilian-Hütten et al., 2011b). It can be
speculated that the observed activation of the posterior STS/
MTG during the vowel task relates to the nature of our delayed
match-to-sample task, which required matching of vowel sounds
to their well known visual counterparts (letters).

Beyond regional differences in task-specific activation levels,
our multivariate decoding results demonstrate that distinct but
overlapping response patterns across early and higher-order au-
ditory cortex entail abstract, goal-dependent representations of

Table 2. Group averaged binary classification accuracy along the task-relevant dimension

Left hemisphere Bilateral Right hemisphere

STC Voice STC � Voice STC Voice STC � Voice STC Voice STC � Voice

Speaker task
Boy– girl 0.53 (0.02) 0.51 (0.01) 0.54* (0.02) 0.52 (0.01) 0.50 (0.02) 0.51 (0.01) 0.50 (0.02) 0.48 (0.01) 0.49 (0.02)
Boy–male 0.58*** (0.03) 0.56* (0.03) 0.55 (0.03) 0.61*** (0.02) 0.57* (0.03) 0.57* (0.03) 0.60** (0.03) 0.59*** (0.02) 0.58*** (0.02)
Girl–male 0.62*** (0.02) 0.58*** (0.02) 0.59** (0.03) 0.64*** (0.04) 0.63*** (0.03) 0.59* (0.03) 0.62** (0.04) 0.61*** (0.03) 0.57* (0.03)

Vowel task
/a/–/i/ 0.52 (0.02) 0.50 (0.02) 0.53 (0.03) 0.53 (0.02) 0.50 (0.02)
/a/–/u/ 0.56* (0.03) 0.52 (0.03) 0.59*** (0.02) 0.57* (0.03) 0.57* (0.02)
/i/–/u/ 0.56** (0.02) 0.54** (0.01) 0.52 (0.02) 0.50 (0.02) 0.53 (0.02)

Mean (SE) classification accuracy for binary speaker/vowel comparisons in the speaker/vowel task. Accuracy is shown for each of the ROIs showing significant three-way classification (Figs. 5A, 6). STC: sound responsive superior temporal
cortex, Voice: voice localizer. *p � 0.05, **p � 0.01, ***p � 0.005.
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individual speech stimuli; that is, the task dependency of speaker/
vowel decoding accuracies shows enhanced distinction of re-
sponse patterns for individual speakers/vowels along the task-
relevant dimension. Speaker discrimination most consistently
relied on voxels clustering in early auditory regions (HG/HS) and
the temporal plane, as well as in regions along the middle to
anterior (right) STG/STS, that overlap with the superior tempo-
ral voice areas (Belin et al., 2000; Moerel et al., 2012; Bonte et al.,
2013; Latinus et al., 2013; Fig. 2B) and with right STG/STS re-
gions recruited during voice recognition tasks (von Kriegstein et
al., 2003; Lattner et al., 2005; Andics et al., 2010). Vowels could be
significantly decoded from voxels clustering in early auditory re-
gions (HG/HS), the temporal plane, and in bilateral regions along
the middle to posterior STG/STS that have been related to the
processing of isolated phonemes (Jäncke et al., 2002; van Atte-
veldt et al., 2004; Obleser and Eisner, 2009; Kilian-Hütten et al.,
2011a) and to the processing of speech spoken by different speak-
ers (von Kriegstein et al., 2010; Mesgarani and Chang, 2012).

Not only did the speaker/vowel classifications show a strong
task dependency, speaker decoding accuracy in the left STC also
significantly predicted participant’s identification accuracy, em-
phasizing the behavioral relevance of the observed auditory cor-
tical response patterns. In a previous study (Andics et al., 2010),
voice identification performances correlated significantly with
activation changes in clusters of the left and right STG/STS. The
left focus in the present study may be due to two factors. First, our
multivariate analysis allowed relating behavioral performances to
direct measures of identity information in fMRI response pat-
terns. This may reflect more closely the neural encoding of
speaker identity compared with activation level differences. Sec-
ond, the behavioral variability in our study was mainly driven by
the children’s voices, which, unlike adult voices, are not readily
distinguished based on F0 (Murry and Singh, 1980; Baumann
and Belin, 2010). Their identification may require the use of more
subtle differences in, for example, formant frequencies (Bennett
and Weinberg, 1979; Perry et al., 2001), that may be processed in
the left STC. Consistent with this suggestion, the left STC was the
only region to show significantly above chance distinction of the
two children’s voices during the speaker task, although they were
also distinguished in the right STC during the vowel task. Instead,
the (F0-based) classification of the children versus adult voices
was possible across all ROIs. Whether the extraction of formant
frequencies indeed contributes to the distinction of children’s
voices in the left (and/or right) STC would need to be confirmed
in further studies using, for example, multiple exemplars of chil-
dren voices.

Although our findings confirm the involvement of voice/
speech-selective superior temporal regions, they show that audi-
tory cortical maps of speaker and vowel identity are not limited to
these higher-order regions. Instead, these categorical speech
maps extend “backwards” to regions that are assumed to restrict
themselves to sensory processing of individual acoustic-phonetic
speech features (Hickok and Poeppel, 2007; Rauschecker and
Scott, 2009). The role of early, in addition to higher-order, audi-
tory cortex in the task-dependent encoding of sound is consistent
with evidence from animal electrophysiology (Fritz et al., 2003;
Atiani et al., 2009). Furthermore, recent human fMRI-decoding
studies suggest that similarly distributed superior temporal cor-
tical patterns encode the abstract categorical representation of
natural sounds (Formisano et al., 2008; Staeren et al., 2009), the
subjective perceptual interpretation of ambiguous speech sylla-
bles (Kilian-Hütten et al., 2011a), and sound category learning
(Ley et al., 2012). Within such a distributed system, task-

dependent grouping of relevant speech features may emerge via a
transient phase alignment of neuronal responses in multiple,
nonadjacent cortical patches, each encoding for one or more of
these speech features. Indeed, using EEG, we previously observed
a task-dependent temporal alignment of oscillatory responses to
individual speakers/vowels starting 	200 ms after stimulus onset
and following an initial analysis of acoustic-phonetic stimulus
differences (Bonte et al., 2009). Furthermore, single-trial decod-
ing of the same EEG data demonstrated task-independent classi-
fication of both speaker and vowel identity in early time windows,
followed by sustained and task-dependent classification of speak-
ers during the speaker task and of vowels during the vowel task
(Hausfeld et al., 2012). Similarly, during the present speaker/
vowel tasks, initial auditory cortical responses most likely en-
coded sensory representations of the speech stimuli. Because the
BOLD signal integrates neural processing over longer time scales,
these short-lived and earlier stimulus-driven representations are
more difficult to detect than the stronger and longer-lasting task-
dependent modulations. In fact, although the fMRI-decoding
accuracies mainly reached significance along the task-relevant
dimension, those along the task-irrelevant dimension did show
above-chance (nonsignificant) trends. It is likely that with a
higher spatial resolution (Formisano et al., 2008) and/or func-
tional contrast to noise ratio (e.g., using higher magnetic fields),
these weaker signals along the task-irrelevant dimension may also
become significantly decodable. Furthermore, in our multivari-
ate analysis, we chose to employ an ROI-based approach for
feature reduction because we aimed at investigating the contri-
bution of auditory cortical regions in general and voice selective
regions in particular to the task-dependent representation of
vowels/speakers. It is important to note, however, that the choice
of feature reduction method (e.g., ROI-based, recursive feature
elimination, searchlight) can influence the type of conclusions
one can draw. Therefore, a thorough methodological compari-
son of these methods with both simulated and real data would
benefit our interpretation of results from the distinct multivariate
analysis schemes used in the literature.

The present study measured top-down modulation of fMRI
responses in healthy adults to three vowels and three speakers
that were presented in isolation to obtain distinct neural activa-
tion patterns. Extension of these results to attention-dependent
processing of words or concatenation of words in streams of
longer speech segments and in varying acoustic conditions (e.g.,
noisy environments) provides a compelling challenge and will con-
tribute to a general brain-based decoder of sounds in the context of
real-life situations. Furthermore, extension to different age groups
and subject populations may reveal relevant aspects of learning and
plasticity in auditory cortical representations during normal and
anomalous development.
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