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Abstract
We examine Van Wynsberghe and Robbins (JAMA 25:719-735, 2019) critique of the need for Artificial Moral Agents 
(AMAs) and its rebuttal by Formosa and Ryan (JAMA 10.1007/s00146-020-01089-6, 2020) set against a neo-Aristotelian 
ethical background. Neither Van Wynsberghe and Robbins (JAMA 25:719-735, 2019) essay nor Formosa and Ryan’s (JAMA 
10.1007/s00146-020-01089-6, 2020) is explicitly framed within the teachings of a specific ethical school. The former 
appeals to the lack of “both empirical and intuitive support” (Van Wynsberghe and Robbins 2019, p. 721) for AMAs, and 
the latter opts for “argumentative breadth over depth”, meaning to provide “the essential groundwork for making an all 
things considered judgment regarding the moral case for building AMAs” (Formosa and Ryan 2019, pp. 1–2). Although 
this strategy may benefit their acceptability, it may also detract from their ethical rootedness, coherence, and persuasive-
ness, characteristics often associated with consolidated ethical traditions. Neo-Aristotelian ethics, backed by a distinctive 
philosophical anthropology and worldview, is summoned to fill this gap as a standard to test these two opposing claims. It 
provides a substantive account of moral agency through the theory of voluntary action; it explains how voluntary action is 
tied to intelligent and autonomous human life; and it distinguishes machine operations from voluntary actions through the 
categories of poiesis and praxis respectively. This standpoint reveals that while Van Wynsberghe and Robbins may be right 
in rejecting the need for AMAs, there are deeper, more fundamental reasons. In addition, despite disagreeing with Formosa 
and Ryan’s defense of AMAs, their call for a more nuanced and context-dependent approach, similar to neo-Aristotelian 
practical wisdom, becomes expedient.

Keywords  AMA · Neo-Aristotelian ethics · Voluntary actions · Virtue ethics · Practical wisdom · Poiesis (production) and 
praxis (action)

1  Introduction

Building on previous work (Bryson 2008; Johnson and 
Miller 2008; Sharkey 2017; Tonkens 2009), Van Wyns-
berghe and Robbins (2019) analyze six interdependent 
reasons for developing artificial moral agents (AMAs) and 
found them wanting. They propose we focus instead on cre-
ating safe and reliable machines, redirecting investments and 
media attention to this end, since nothing substantial is to be 
gained even if AMAs were (eventually) to come into being. 

Thus they shifted “the burden of proof back to machine ethi-
cists” (Van Wynsberghe and Robbins 2019, p. 721), enjoin-
ing them “to provide better reasons” (Van Wynsberghe and 
Robbins 2019, p. 732).

A year later, Formosa and Ryan (2020) undertake a spir-
ited defense of the need for AMAs. They make use of Van 
Wynsberghe and Robbins’ (2019) essay to organize and 
expand objections to the development of AMAs, to con-
clude that reasons and motivations for them indeed exist. 
Formosa and Ryan (2020) strongly recommend avoiding 
“blanket arguments” (p. 1) in favor of “nuanced arguments” 
(p. 7) to the kinds, contexts, and purposes for which AMAs 
may or ought to be employed.

This article begins by revisiting the case for AMAs 
(Sect. 2), rejected by Van Wynsberghe and Robbins (2019) 
and restated by Formosa and Ryan (2020). Reasons are 
mainly of a pragmatic nature. AMAs are no longer mere 
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possibilities, but already with us (“inevitability” argument). 
It behoves us to acknowledge this and ensure that AMAs 
work to our (human) benefit. From a neo-Aristotelian ethical 
perspective, however, the existence of AMAs does not imply 
the moral obligatoriness of their use or even further develop-
ment. Similarly, for instance, the existence of landmines and 
nuclear arsenals does not impose any obligation on govern-
ments to deploy them or to invent more efficient weapons. 
There may even be an ethical case not only to decommission 
landmines and nuclear arms but also to refrain from mak-
ing more. AMAs are not facts of nature from which moral 
“oughts” should be derived.

To the extent Formosa and Ryan’s (2020) claims in favor 
of AMAs are dependent on Moor’s (2009) typology of moral 
bots, they suffer from “question-begging”, presupposing 
the existence of artifacts whose moral necessity they were 
supposed to establish. The characteristics of interactivity, 
autonomy, and adaptability (Floridi and Sanders 2004) are 
not sufficient to clear up the meaning of “moral”, since these 
can be understood in different degrees and dimensions.

Next, we review objections to the creation and/or further 
development of AMAs (Sect. 3), collected and organized by 
Formosa and Ryan (2020). They are a list of loosely con-
nected reasons without any common theoretical background, 
intervening at multiple, disparate levels. Failing to advance 
a substantive, structured account of what a moral agent is, 
the authors cannot adduce criticisms beyond the periph-
eral or marginal. This disavowal of any “grand” ethical 
theory is what pushes them to a calibrated approach toward 
AMAs, but it comes at a huge cost in explanatory power and 
convincingness.

At this point, neo-Aristotelian ethics is introduced to test 
rival assertions in favor and against AMAs (Sect. 4). The 
prefix “neo” indicates the resolve of this version of Aris-
totelian ethics to rectify certain biases regarding women, 
children, and slaves (Hursthouse 1999), or interpretations 
of vulnerability and dependence (MacIntyre 1999). Neo-
Aristotelian ethics is tightly integrated with a distinctive phi-
losophy of nature, psychology, and anthropology, shedding 
light on the differences between “natural” and “artificial”, 
and “living” and “non-living”, besides offering insights 
into moral agency and ethical knowledge. Neo-Aristotelian 
ethics uncovers the weakness of purely pragmatic reasons 
in support of AMAs (Van Wynsberghe and Robbins 2019) 
and remedies the “ad-hockery” against them (Formosa and 
Ryan 2020), presenting an account of moral agency through 
the notion of “voluntary action” (The Nicomachean Ethics, 
henceforth NE 1111a). It affords deep and coherent grounds 
for rejecting the need for AMAs. It also advocates a meas-
ured approach in designing, deploying, and using AI bots in 
accordance with “practical wisdom” (NE 1144a). Through 
the categories of poiesis (production) and praxis (action), it 
distinguishes machine operations from voluntary actions and 

their respective evaluations. These characteristics contribute 
to neo-Aristotelian ethics’ greater explanatory and persua-
sive power on moral issues concerning AI.

In the concluding Sect. (5), we shall sketch out limitations 
and challenges as well as avenues for further research.

2 � Revisiting the case for AMAs (“Making 
moral machines: why we need artificial 
moral agents”)

2.1 � AMAs: definitions, characteristics, and levels

Formosa and Ryan (2020) begin their defense of AMAs with 
a definition based on Van Wynsberghe and Robbins 2019 
and Floridi and Sanders (2004). They underscore essential 
characteristics such as interactivity, autonomy, and adapt-
ability, relating them to the different levels of moral bots 
(Moor 2009; Asaro 2006).

Van Wynsberghe and Robbins 2019 (p. 721) definition 
is descriptive, with a positive element, “robots capable of 
engaging in autonomous moral reasoning, that is, moral rea-
soning about a situation”, a negative element “without the 
direct real-time input from a human user”, and a limiting 
condition, “[t]his moral reasoning is aimed at going beyond 
safety and security decisions about a context”. Despite its 
intuitive appeal, it is circular (“autonomous moral reason-
ing is moral reasoning about a situation”) and offers little in 
clarifying what autonomy (“without direct real-time input 
from a human user”) or moral (“beyond safety and security 
decisions”) means. Floridi and Sander’s (2004, pp. 357–358) 
criteria (interactivity, autonomy, and adaptability) are more 
conceptual, and Formosa and Robbins follows them closely: 
“a bot that can take in environmental inputs (interactivity), 
make ethical judgments on its own (autonomy), and act on 
those ethical judgments in response to complex and novel 
situations (adaptability) without real-time human input” 
(Formosa and Robbins 2020, p. 2). The crucial feature is 
autonomy. Many things could be interactive and adaptable, 
but to qualify as an AMA, one would have to be autono-
mously interactive and adaptable, making its own ethical 
decisions.

What is AMA autonomy? Citing Etzioni and Etzioni 
(2016, p. 149), Formosa and Robbins (2020, p. 2) respond 
“the ability of a computer to follow a complex algorithm in 
response to environmental inputs, independently of real-time 
human input”.

Although AMA autonomy entails the absence of direct, 
real-time human inputs, nevertheless, it still requires an 
algorithm, instructions ultimately designed by humans. 
AMA autonomy is limited to determining the means to 
a goal predefined by the algorithm; it does not extend to 
choosing the goal. If AMAs cannot but follow an algorithm 



49AI & SOCIETY (2023) 38:47–65	

1 3

and can only choose the means but not the end, then their 
autonomy, self-directedness, or power to decide is signifi-
cantly limited. It may even fall short of the autonomy we 
expect from moral agents, artificial or otherwise.

Earlier we alluded to the question-begging behind the 
four levels of moral bots (Moor 2009, pp. 12–14). We also 
detect equivocations in the way “ethical” is applied. A level 
1 bot (a “dumb kettle”) which “has very little or no interac-
tivity, autonomy, or adaptability” is nevertheless called an 
“ethical impact agent” because it “can have ethically signifi-
cant consequences” (Formosa and Robbins 2020). “Ethical” 
here signifies the bot can physically harm or benefit humans, 
like any machine. “Agent” is quite a misnomer, since the 
bot “does not act in any meaningful sense” (Formosa and 
Robbins 2020).

A level 2 bot (an ATM) is called an “implicit ethical 
agent” because it “has been programmed to behave ethi-
cally … without an explicit representation of ethical princi-
ples” (Anderson and Anderson 2007, p. 15), equipped with 
“operational morality” (Allen and Wallach 2011). Inasmuch 
as a level 2 bot is safe to use by humans, it is no different 
from a level 1 bot. In addition, a level 2 bot (an ATM) is 
“hard coded to dispense the correct amount of money rather 
than to act honestly”, “designed to respond automatically in 
a safe way that is also implicitly ethical (as it acts in ways 
consistent with honesty), without directly representing ethi-
cal considerations (it does not act from considerations of 
honesty)” (Formosa and Robbins 2020, p. 2). “Ethical” indi-
cates reliability, besides safety. Calling a computer “ethical” 
because it is reliable, doing what it was programmed to do, 
is odd. We wouldn’t call a kettle “ethical” because it heated 
water. Even more difficult is the explanation of “implicitly 
ethical” as “acting in ways consistent with honesty” but not 
“from considerations of honesty”. In the case of humans, 
we can distinguish between acting in external compliance 
with a moral principle (a millionaire politician giving alms) 
and acting from that moral principle (from the goodness of 
heart or as a photo opportunity). But how is this possible 
in the case of a bot that cannot act outside of its algorithm? 
Rather than “ethical” (or “honest”, in the case of ATMs), it 
would be more accurate to say level 2 bots are reliable, and 
save ourselves the trouble of differentiating between act-
ing in ways consistent with an algorithm and acting from an 
algorithm. Calling ATMs, examples of level 2 bots “ethical” 
or “honest” is an error of attribution, as when children call 
their favorite cuddly toys or dolls “good”.

Nevertheless, Formosa and Robbins’ (2020) focus on 
defending the need for AMAs is on level 3 bots: “explicit 
ethical agents” that “represent ethics explicitly and then 
operate effectively on the basis of this knowledge” (Ander-
son and Anderson 2007, p. 15); agents “that can be thought 
of as acting from ethics, nor merely according to ethics” 
(Moor 2009, p. 12), endowed with “functional morality” 

(Allen and Wallach 2011). “Ethical” denotes a capacity to 
“explicitly represent” ethics as “operational knowledge”. 
This knowledge is specified as “rules, norms or virtues” 
(Formosa and Robbins 2020) or “general principles or rules 
of ethical conduct that are adjusted or interpreted to fit vari-
ous kinds of situations” (Moor 2009, p. 20). Level 3 bots are 
“ethical” because they are “able to judge or calculate what 
is morally good to do in that context and act on the basis of 
that moral judgment” (Formosa and Robbins 2020, p. 2).

How do level 3 AMAs “explicitly represent” ethical 
knowledge as “rules, norms or virtues”? How different is 
this from following an algorithm, no matter how complex 
and adaptable? Because if certain ethical rules and norms 
can be expressed as algorithms (“virtues” as “good moral 
habits” pose greater challenges), then level 3 bots are simply 
following algorithms rather than “behaving ethically”.

Formosa and Robbins (2020) may respond that level 3 
bots are “ethical” because of their ability to judge or calcu-
late what is morally good in a context and act on that judge-
ment, or their capacity to interpret rules and adjust to various 
novel situations. But still, level 3 bots wouldn’t be doing 
anything other or more than following an algorithm. That the 
algorithm expresses ethical rather than mechanical rules is 
purely accidental in considering the level 3 bots’ behavior.

Formosa and Robbins (2020) exemplify level 3 AMAs 
through chess-playing bots which have “internal representa-
tions of the current board, know which moves are legal, and 
can calculate a good next move” (Moor 2006, p. 20). But a 
chess board and the moves of chess pieces are limited and 
much easier to represent than the ethical options in the real 
world. In addition, ethical choices should not be restricted 
to what is permitted by rules. And although in utilitarian 
ethics (Bauer 2020), the moral good depends on the best 
cost–benefit ratio, that isn’t the case in virtue ethics (Howard 
and Muntean 2016, 2017), where one may be called upon 
to renounce all material gain, even life, for the sake of truth 
and justice (Socrates).

Moral reasoning is not the same as chess playing. Both 
are rule-guided and allow considerable leeway in choices, 
decision making, and actions. But in chess, the goal (win-
ning the game) is external to the agent and limited or partial 
to a domain (chess), while in ethics, at least, in virtue ethics, 
the goal (the moral good) is internal or inseparable from 
the agent and covers the agent as a whole (a morally good 
agent, not just an agent good at playing chess). This distinc-
tion between domain-limited and general or “all-purpose” 
activities is also recognized by Formosa and Robbins (2020), 
who find it germane to differences not only between level 3 
and level 4 bots, but also between artificial narrow or spe-
cific intelligence (ANI) and artificial general intelligence 
(AGI) (Bostrom 2014). However, while Formosa and Rob-
bins (2020) think autonomy in a limited or partial domain 
is sufficient for moral agency, we have reason to believe it is 
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not. Calling level 3 bots “ethical” simply because they show 
autonomy and expertise in a single or limited domain like 
chess is mistaken because moral agency requires general 
decision-making and judgment in all domains of action.

Level 4 bots, “full ethical agents” endowed with “con-
sciousness, intentionality, and free will” (Moor 2006, p. 
20; Gordon 2020) are far into the horizon, if at all. Should 
there be any, it would be difficult to disagree about their 
moral status and agency. Yet there are liminal areas between 
level 3 and level 4 bots. For instance, there could be level 
3 bots without consciousness (Formosa and Ryan 2020) or 
which are “mind-less” (Floridi and Sanders 2004, p. 351), 
and “zombie-like” (Véliz 2021). Alternatively, moral agency 
among bots may be imagined as a “continuum”, from limited 
or single-domain level 3 or 3a AMAs to fully general level 3 
or 3b AMAs, functionally equivalent to level 4 bots. In con-
sidering how “ethical” applies to them, we should not lose 
sight of their still hypothetical nature (Chomanski 2020), 
nor of the controversy surrounding the purported “contin-
uum” of robotic moral agency. Mitchell (2021), for example, 
denies that the jump from ANI to AGI is just a matter of 
degrees, rather than of an altogether different dimension; 
Floridi and Chiriatti (2020) are more radical and describe 
the emergence of AGI from GPT-3 (a 3G, autoregressive 
language model that uses deep learning to produce texts) as 
“uninformed science fiction”.

If there were level 4 or 3b bots, we would not hesitate to 
recognize their ethical status and moral agency; but there 
are none. Level 1 bots are not “ethical”, but simply safe and 
secure; neither are level 2 bots, which are just plain reliable. 
As for level 3 bots, the best bet for AMAs, they cannot be 
ethical because no matter how adaptable, they cannot depart 
from their algorithm. They do not exercise choice in their 
goal. Further, current level 3 bots are limited to single or 
partial domains such as chess, while moral agency covers 
the general or full range of activities. And lastly, because at 
least in virtue ethics, the moral good cannot be external to 
the agent nor is it the result of mere calculation of material 
benefits compared to costs.

2.2 � Reasons in favor of AMAs

We now turn to the reasons Formosa and Ryan (2020) cite in 
advocating for AMAs. They are the same ones Van Wyns-
berghe and Robbins (2019) had developed against AMAs 
to which they added their own responses. Another curious 
feature is how Formosa and Ryan (2020) seem to have for-
gotten the essential characteristics of AMAs (interactivity, 
autonomy, and adaptability) and concentrate instead on 
pragmatic considerations. Their defense could be organ-
ized along two lines: one that derives from the inevitability 
of AMAs, and another, from imagined practical benefits. 
For Formosa and Ryan (2020), the moral case of the need 

for AMAs comes from the fact that we already have them 
and that humans stand to benefit more if we conscientiously 
developed them further.

We call this defense strategy “pragmatic” because it 
depends on the premise that practice has gone ahead of the-
ory, what “is” has overtaken considerations of what “ought 
to be”. AMAs are a fait accompli, a “done deal”, and the 
only thing left is to exercise our moral duty to take advantage 
and make the most of what is at hand. But is this true? Have 
AMAs actually already left the stables, such that all we can 
do is ethical “damage control”?

We think not. There are reasonable doubts we have, in 
fact, developed AMAs due to confusions regarding the 
autonomy required of moral agents and equivocations in the 
use of the term “ethical”. Pragmatic ethical reasoning, doing 
something first before even considering its ethical impact, 
is highly questionable. It may even be outright unethical. 
Like all artifacts, AMAs depend on human decisions. We 
can choose to create them or not. And after having created 
them, for ethical reasons, we can still determine not to use 
them or even to destroy them, just as we sometimes do with 
nuclear weapons.

2.2.1 � Reasons based on “inevitability”

Let us examine the moral reasons in favor of AMAs in detail.
The first three may be grouped under the “inevitability” 

heading. The very first, inevitability “proper”, states AMAs 
“will become a technological necessity” (Wallach 2007), 
“in a weak sense, inevitable” (Allen and Wallach 2011), and 
cannot be avoided in “morally salient contexts” (Anderson 
and Anderson 2010; Moor 2006; Scheutz 2016; Wallach 
2010) such as healthcare, childcare, and the military, where 
they will face moral dilemmas and even life and death deci-
sions. Van Wynsberghe and Robbins (2019) require that 
“morally salient contexts”, the level of autonomy for both 
action and inaction, and “harm” (physical or non-physical, 
such as privacy invasions, and for whom) need to be clari-
fied. Otherwise, we could reach the untenable conclusion 
that “any technology that one interacts with and for which 
there is a potential for harm (physical or otherwise) must 
be developed as an AMA” (Van Wynsberghe and Robbins 
2019, p. 724). Also, we must distinguish between “being in 
a morally charged situation” and “being delegated a moral 
role” (Van Wynsberghe and Robbins 2019, p. 724): a thera-
peutic dog may be placed in the first but not required to 
make ethical care decisions. Similarly, the AI Corti, which 
makes correlations between breathing patterns of callers and 
heart attack risks, supports human operators with informa-
tion without itself making decisions. So although AI may be 
increasingly employed in morally sensitive situations with 
potential harm to humans, it is not inevitable that it be del-
egated a moral role as an AMA.
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Formosa and Ryan (2020) on the whole accept Van Wyns-
berghe and Robbins’ (2019) observations. While agreeing 
that not all machines that could harm humans should become 
AMAs, they disagree that none should. It depends on the 
context. For instance, in the case of autonomous vehicles 
(AVs), there may not be enough time for humans to decide 
in emergency braking situations; similarly, with autonomous 
weapons systems (AWS) which could prove lethal (Roff 
and Danks 2018). For Formosa and Ryan (2020), there are 
particular contexts wherein the use of AMAs is inevitable 
because it is impossible to keep humans in the loop.

A couple of points are worth raising. Let us set aside 
the fact that AMAs were already “imminent” since the 
mid-2000s (Allen et al. 2006), yet none have materialized 
fifteen years later. The inevitability of AMAs for Formosa 
and Ryan (2020) is contingent upon a human decision to 
release AVs and AWS “in the wild”. But there is nothing 
inevitable in humans taking this determination. AI systems 
can be designed such that humans have total or partial moral 
control, or even to relinquish control entirely, but the initial 
decision on which architecture to employ belongs to humans 
alone (González-Fabre et al. 2020). We could promulgate 
laws that prohibit or severely restrict their use; we could 
even make always putting humans in the loop obligatory. As 
we grow in knowledge and experience with AVs and AWS, 
the push in this direction increases, at the same time that 
market pressure wanes. Uber and Lyft have sold their stakes 
in AVs, and while deep-pocketed Waymo, a Google/Alpha-
bet subsidiary remains, a 30 year horizon is now projected 
for the transformation (Metz 2021). UN reports that Kargu-
2, a Turkish rotary attack drone, was deployed to autono-
mously find and attack humans in the civil war in Libya in 
2020 caused a huge public uproar (Cramer 2021). Even the 
context-dependent “inevitability” of AMAs is conditioned 
by human decisions, and to that extent, not inevitable.

A review of the past two decades shows that there are 
no AGI capable of making sophisticated moral judgments 
as humans, that a few early-stage prototypes deal only with 
certain issues in basic cases and well-defined and well-
controlled test environments, and that from a technological 
perspective there is still a long way (if at all) before develop-
ing AMAs that can replace humans in difficult and unpre-
dictable moral dilemmas (Cervantes et al. 2020). Likewise, 
from an ethical-philosophical perspective, after surveying 
five other approaches, the best option seems to be to try 
to learn what is ethically acceptable from experts who are 
invariably human (Anderson and Anderson 2021). AMAs, 
therefore, are far from inevitable.

2.2.2 � Reasons based on “practical benefits”

The second reason concerns the prevention of harm (Van 
Wynsberghe and Robbins 2019, p. 725; Scheutz 2016; 

Anderson and Anderson 2010). Van Wynsberghe and Rob-
bins (2019, pp. 725–726) reply that safer design, not arti-
ficial moral reasoning, is the answer. They alert against 
reducing the moral good to safety and the consequences of 
conflating the two: “safety” disguised as “moral” becomes 
a “linguistic ‘trojan horse’ –a word that smuggles in a rich 
interconnected web of human concepts that are not part of 
a computer system or how it operates” (Sharkey 2012, p. 
793). By accepting AMAs we deceive ourselves into think-
ing that machines have feelings and can care about us (Van 
Wynsberghe and Robbins 2019, p. 726).

Formosa and Ryan (2020) think Van Wynsberghe and 
Robbins (2019, pp. 725–726) present a false dilemma 
between safety and moral agency. Moral agency, and not 
safety alone, is necessary for bots in three situations: “(1) 
where inaction will allow harm (failure to rescue cases), (2) 
when the safety of two or more parties must be weighed up 
(in trolley or robotic triage nurse cases), or (3) when safety 
is in conflict with other important values such as autonomy 
(autonomous refusals to take medicine cases) and off-load-
ing moral judgments to humans is impossible, too inefficient, 
too slow, or for some reason unnecessary or inappropriate.” 
(Formosa and Ryan 2020).

Let us unpack these conditions. In the first, safety rules 
and features can be implemented, such as not putting one-
self between the bot and river; and another rescue bot could 
be designed and deployed, annulling the need for AMAs. 
As for the second and third conditions, they will only arise 
if humans allow; but we are under no obligation to keep 
humans out of the loop in AVs, AWS, or robotic triage 
nurses. We could promulgate laws prohibiting this, like 
when we prohibit minors from buying guns. Formosa and 
Ryan (2020) attach a false inevitability to AVs, AWS, and 
robotic triage nurses as AMAs. Certainly, humans are fal-
lible, slow, and inefficient in their moral reasoning, but they 
are able to take responsibility for their decisions, and human 
judges are knowledgeable about mitigating factors should 
things go awry. Why should it be inevitable, what is there to 
be gained in delegating moral decision-making to machines, 
no matter how quick or efficient, if they are unable to take 
responsibility?

There are no guarantees AMAs would make better moral 
decisions in harm prevention. Hence, it is not imperative that 
there be AMAs to prevent harm. Authors agree that ethics is 
not exclusively a matter of harm-prevention because other 
values, such as patient autonomy (condition 3) or issues 
about whose harm or benefit (condition 2) come into play. 
Yet it is strange that even while advocating AMAs, Formosa 
and Ryan (2020) do not attach any ethical value to AMA 
harm, considering human harms alone.

Third among the inevitability arguments is that of com-
plexity (Van Wynsberghe and Robbins 2019, pp. 726–727). 
Programming complexity can be such that no engineer can 
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predict actions, necessitating “ethical subroutines” (Allen 
et al. 2006, p. 14) that transform bots into AMAs. Van 
Wynsberghe and Robbins (2019, pp. 726–727) state this 
would occur only if humans choose to build such machines 
and choose to deploy them in morally fraught situations; but 
neither decision is inescapable. Although Google chose to 
build AlphaGo, with complex programming and unpredict-
able moves, it is confined to a board game and has no need 
for moral reasoning capacities. Also, other complex, unpre-
dictable bots could be subject to engineering “envelopment” 
(Robbins 2020, p. 394), like confining a dishwashing bot to a 
box, to restrict their inputs, functions, outputs, and bounda-
ries, for safety and to avoid the need for moral decisions.

Formosa and Ryan (2020) claim that although envelop-
ment could solve some safety issues, it would still bring its 
own ethical problems. But so do AMAs.

The second group of reasons favorable to AMAs revolve 
around purported practical benefits. AMAs are supposed 
to increase public trust, prevent immoral use, make bet-
ter moral decisions, and provide a better understanding of 
morality (Van Wynsberghe and Robbins 2019, pp. 727–731). 
We call these arguments pragmatic because they focus on 
expected results or outcomes without referring to internal, 
moral improvements of human agents themselves.

Several authors (Weigel 2006; Anderson and Anderson 
2007) defend that AMAs augment public trust. Van Wyns-
berghe and Robbins (2019) distinguish between acceptance 
of bot activities (geotagging and tracking) and their accepta-
bility or trustworthiness: you may have one, but not the other 
due to lack of transparency and privacy. Rather than trust, 
perhaps bots elicit reliance as inanimate objects (Baier 1986; 
Simon 2010). Moreover, who or what does the public trust 
in a bot: the algorithm, the designer, or the development 
process (Hardwig 1991)? It does not make sense to trust an 
algorithm which is a black box; so it has to be opened and 
explained. The object of public trust will not be the bots, but 
the experts who designed them.

Formosa and Ryan (2020) bring in another source which 
differentiates two trust dimensions: one toward machines, 
artefacts, and strangers based on predictability and reliabil-
ity; and an interpersonal trust depending on one’s under-
standing of the other’s behavior (Roff and Danks 2018, p. 
6). They tweak the theory to apply the second dimension to 
AMAs and conclude that AMAs could increase or decrease 
trust, depending on how they are deployed, developed, and 
used. AMAs can tilt the balance of trust either way, making 
this an ambivalent and weak argument.

Next is the claim that AMAs would prevent their misuse 
(immoral, inappropriate) by humans (Van Wynsberghe and 
Robbins 2019, pp. 728–729). But is it acceptable to create 
AMAs to constrain human autonomy (Miller et al. 2017)?

Formosa and Ryan (2020) acknowledge the difficulties of 
deciding beforehand what counts as moral or immoral use 

and how these can be embedded in bots: which values and 
who decides. Yet they insist “these issues are complexities 
to be dealt with rather than reasons not to develop AMAs per 
se” (Formosa and Ryan 2020, p. 11). Neither there are com-
pelling reasons to create AMAs, then. Strangely, while com-
plexity is a reason for introducing AMAs, the complexity 
which AMAs introduce is not a valid reason against them.

Relatedly, there is a moral need for AMAs because being 
“impartial, unemotional, consistent, and rational every time” 
(Van Wynsberghe and Robbins 2019, p. 729), they would be 
better at moral decision making than humans (Gips 1994, p. 
250; Dietrich 2001), particularly military bots (Arkin et al. 
2012). But for Van Wynsberghe and Robbins (2019, p. 730) 
this presupposes several conditions: first, objective, stance-
independent (Shafer-Landau 1994) moral truths that can be 
known in advance and encoded in a programming language, 
unlike the unpredictable situations where they will be used; 
second, human emotions and desires are obstacles to proper 
moral reasoning; and third, good moral reasoning does not 
form part of a good human life and can be outsourced to bots 
that could do it better.

Formosa and Ryan (2020, p. 11) reply to the first that no 
assumption of moral realism is necessary (skirting issues 
of which principles to program and how), simply reiter-
ating “we need AMAs because machines will be placed 
in situations where a moral decision must be made” and 
softening their position to “an AMA might perform bet-
ter than a human” (our italics). No new reasons are put 
forward, just a repetition of the inevitability argument. 
As for the second premise, Formosa and Ryan (2020) 
respond that emotions and desires may be useful heuristics 
for human moral reasoning, but not for moral reasoning 
per se as it could be exercised by machines. They even 
cite studies suggesting functional equivalents of emotions 
like guilt can be coded into AMAs (Arkin et al. 2012), 
availing of the benefits without having to experience guilt. 
Yet this brings up even more problems. It is controversial 
that AMAs can exist and engage in moral reasoning, or 
that emotions can have functional equivalents that pro-
duce benefits without harms. For instance, it is difficult to 
understand, much less defend how guilt, like other feel-
ings and sensations, can be effective in moral reasoning 
without agents experiencing it themselves (Véliz 2021). 
Regarding the third objection, Formosa and Ryan (2020, 
p. 11) opt for tangential remarks about the perversity of 
refusing to develop better moral decision makers “just so 
that we can continue to make inferior moral choices our-
selves”. Moreover, Formosa and Ryan (2020) contend that 
AMAs need not result in human moral-deskilling, because 
we still engage morally with other humans and can hone 
these capacities through literature or virtual environ-
ments (Staines et al. 2019). But this only if all instances 
of using moral reasoning skills (with humans, possibly 
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outsourced to hypothetical AMAs, through literature and 
virtual worlds) were equivalent for purposes of human 
moral development, something which seems to contradict 
ordinary experience. There is nothing strange when two 
humans fall romantically in love with each other; yet we 
find it creepy if a human were to fall in love with a bot. We 
find no evidence that AMAs, were they developed, would 
be better at moral reasoning than humans.

Last is the claim that AMAs will permit humans a bet-
ter understanding of morality (Gips 1994; Moor 2006; 
Wiegel 2006; Van Wynsberghe and Robbins 2019, p. 
731). Yet there are several intermediate steps between the 
premise (better understanding) and the conclusion (better 
action), none of which is guaranteed. Besides ethical theo-
ries, other factors such as situations (Doris 1998; Merritt 
2000), emotions (Haidt 2001; Haidt and Joseph 2008), and 
evolution affect moral reasoning. And pace Gips (1994), 
better moral reasoning does not necessarily translate into 
better moral behavior, as in the case of the akratic person 
who knows the good but does not follow through on it 
(NE 1145b–1147a). Some even think the whole project of 
building ethics into machines, making “moral machines” 
rests on a flawed understanding of ethics (Sparrow 2021).

Formosa and Robbins (2020, p. 12) admit that a bet-
ter understanding of ethical theories does not suffice and 
knowledge of human psychology is essential, but they 
deny that “we cannot also learn something about morality 
through trying to develop AMAs or learn something about 
human psychology through building computer models” 
(e.g., Addyman and French 2012)”. They cite Anderson 
and Anderson (2007, 2009) who purportedly discovered a 
new principle of medical ethics through their MedEthEx 
bot.

Of course, we could always learn something new about 
ethics, sometimes serendipitously, so there’s no reason to 
exclude the development of AMAs from this. But it would 
be difficult to argue in favor of making AMAs solely on 
these grounds. Maybe we can acquire the alleged epistemic 
benefits through other means.

The pragmatic reasons in favor of developing AMAs 
adduced by Formosa and Ryan (2020) are therefore non-
compelling. They follow the same general outline that 
AMAs are in fact already here (inevitability), as if this were 
unquestionable, then proceed to argue on the basis of imag-
ined, practical benefits they provide, largely ignoring com-
plicated, still unresolved issues. They do not argue that all 
bots should be AMAs, only some, and in certain situations 
where hopefully they will make better moral decisions. They 
advocate a highly nuanced and context-dependent approach. 
However, they fail to sufficiently take into account the con-
tingency of AMAs upon human decisions, and the effective-
ness of laws and customs in preventing situations where bots 
have to make moral decisions from occurring Table 1.

3 � Reviewing the critique of AMAs 
(“Critiquing the reasons for making 
AMAs”)

This section deals with the reasons against the development 
of AMAs gathered by Formosa and Ryan (2020) based on 
Van Wynsberghe and Robbin (2019), to which they added 
five more. It is comprehensive, although it lacks a back-
ground theory and ends up appealing mostly to “common 
sense”.

We shall analyze these reasons in the following order. 
First, “We cannot build them”, which we consider the 
strongest claim, as it strikes at the factual or technological 
possibility of AMAs. Second, the “existential concerns”, 
as these refer to the survival of the human species about 
which we all (should) deeply care. Third, a group of moral 
reasons: even if we could build AMAs, we must not. Lastly, 
the “inconveniences” which the absence of AMAs bring. 
Although Formosa and Ryan (2020) present some context-
specific solutions to instances of these problems, overall 
many remain.

3.1 � Technological (im)possibility

To Van Wynsberghe and Robbins’s (2019, p. 722) objection 
that we cannot build AMAs because we “struggle to define 
ethics in computational form”, Formosa and Ryan (2020) 
respond that we have been able to develop an expert Go 
player; computational ethics should not be more compli-
cated. Formosa and Ryan (2020) take another stab by linking 
the impossibility argument to AGIs (artificial general intel-
ligences), of which AMAs would be a subset. Some think 
AGIs are not only possible but probable (Müller and Bos-
trom 2014ostrom 2014), others are doubtful (Boden 2016), 
and still others deny it completely (Torrance 2008), because 
only organic, living beings (Bedau and Cleland 2010) can 
have consciousness. Perhaps Formosa and Ryan (2020) have 
inadvertently strengthened the impossibility objection fur-
ther. The example of a utilitarian AV does not help their 
cause, as it is doubtful whether such a level 3a AMA should 
be built, despite maybe being probable.

3.2 � Existential concerns

Beyond AGI is ASI (artificial superintelligence), which 
may threaten our survival (existential concerns) as a spe-
cies (Chalmers 2010; Bostrom 2014; Jebari and Lundborg 
2020). Formosa and Ryan (2020) refuse to face this objec-
tion squarely because they interpret Van Wynsberghe and 
Robbin’s (2019) worry to be moral, in the sense of “evil”, 
rather than existential or “life-threatening”, as if the two 
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were unconnected. AVs as level 3a AMAs could pose a 
threat to some individuals but not to the whole human race. 
And precisely because we may probably develop AGI in 
the future, how better to ensure it is ethical or friendly than 
by first making AMAs (Brundage 2014; Chalmers 2010, 
p. 31)? Once more, Formosa and Ryan (2020) lapse into 
question-begging, positing as inevitable what is merely 
probable. Further, neither ASI nor AGI can evolve endog-
enously or be produced spontaneously from ANI, as this 
requires the introduction of productive desires that direct 
behavior across fields, and such desires cannot be learned 
but only be derived from external programmers (Jebari and 
Lundborg 2020).

3.3 � Moral reasons

The next group of objections is of a moral, not factual or 
technological nature. Kantian and virtue ethics forbid creat-
ing AMAs, while a favorable utilitarian case may be built 
(Tonkens 2009, 2012; Bauer 2020; White 2021), although 
not unanimously, if they were sentient (Bryson 2018), as 
with level 4 AMAs. Formosa and Ryan (2020) go down a 
rabbit hole in considering deceptive level 3 AMAs which 
only pretend to have emotions and suffer.

AMAs should not be built, according to Kantian and vir-
tue ethics, because they will “remain as slaves” (Tonkens 
2012), at the “instrumental service of humans” (Van Wyns-
berghe and Robbins 2019, p. 722), which is unacceptable 
(Formosa and Ryan 2020). Formosa and Ryan (2020, p. 4) 
recognize that we make robots “because they are useful”; 
as inanimate objects, they possess extrinsic or instrumen-
tal value (Brey 2008). We don’t need to turn all bots into 
AMAs; only some, for which slave status shouldn’t be an 
issue, such as robotic vacuum cleaners. Yet why would we 
want robotic vacuum cleaners as AMAs? No answers are 
given. Instead, Formosa and Ryan (2020) suggest that we 
should refrain from anthropomorphizing social bots (Broad-
bent 2017; Turkle 2011), or program them to resist mistreat-
ment (Asaro 2006, p. 12). This should work with level 3 bots 
[less, if they have humanoid appearance (Darling 2017)], 
although not with (hypothetical) level 4 ones, because with 
consciousness, intentionality, and free will come moral 
rights (Himma 2009). Even then, astonishingly, having level 
4 AMAs as slaves “is not a reason by itself not to build them, 
just as the fact that we cannot treat baby humans as slaves 
is not a reason by itself not to have children” (Formosa and 
Ryan 2020, p. 5). One is left thinking whether Formosa and 
Ryan (2020) think it would be alright to have children as 
slaves.

Another source of worry is “moral deskilling”, which 
takes place when we outsource moral work to them (Val-
lor 2015). However, for Formosa and Ryan (2020), concern 
over the atrophy of moral skills is valid only if it becomes 

widespread in certain areas, such as carebots for vulnerable 
populations (Vallor 2015). But then, why should we limit 
the use of beneficial AMAs to a few people or domains, and 
how ought we to decide for whom and where?

3.4 � Reasons of “inconvenience”

Next, we shall examine reasons of “inconvenience”.
Indeed, the lack of universal agreement on ethics should 

not prevent us from making AMAs because “there is no 
universal agreement about everything in morality” (Formosa 
and Ryan 2020, p. 5). Broad consensus in the rules of war or 
bioethical principles should suffice in designing algorithms. 
Formosa and Ryan (2020) return to the paradigmatic case of 
AVs. There are strong utilitarian grounds for them because 
of their life-saving potential (Lin 2015). Wouldn’t it be bet-
ter to turn them to AMAs, regardless of the debate on the 
ethical settings (Gogoll and Müller 2017), because they will 
face situations where they have to make moral choices any-
way? Ethical controversies “are all issues around how to 
build AMAss and not whether to build them” (Formosa and 
Ryan 2020, p. 5). Nonetheless, the problem of which ethical 
theory to embed in algorithms stands.

As for Van Wynsberghe and Robbin’s (2019, p. 722) con-
tention that AMAs aren’t necessary because safe machines 
are enough, Formosa and Ryan (2020) rehearse their point 
on the false dichotomy between safety and moral reasoning. 
Even safe AVs could find themselves in a trolley dilemma, 
weighing whose safety matters more (Gogoll and Müller 
2017, p. 683), and robotic triage nurses will still have to 
decide who gets medical attention first (Asaro 2006, p. 14). 
So for Formosa and Ryan (2020), safe bots do not obviate 
AMAs. But that will be true only if humans decide to place 
bots in such situations, by voluntarily cutting themselves 
out of the loop.

Domain-specific concerns refer to carebots, which could 
produce unhealthy emotional attachments in children and 
elderly (Peterson 2012; Scheutz 2016, 2017), and military 
bots or AWS (Sharkey 2012) that could kill humans. For-
mosa and Ryan (2020) acknowledge these problems, consid-
ering the possibility of outrightly banning lethal AWS. They 
turn their attention to less controversial contexts (companion 
bots used by non-vulnerable populations) or domains (social 
bots as workplace assistants) (Bankins and Formosa 2019) 
to press their case.

The last reason against AMAs arises from responsibil-
ity concerns (Formosa and Ryan 2020). This shouldn’t 
be a problem with level 4 bots but they’re hypotheticals. 
Several solutions are offered for probable level 3 AMAs, 
but none pin blame on the bots, attributing it to humans 
instead. Some think level 3 AMAs have no moral responsi-
bility or agency as artefacts, tools, or instruments (Voiklis 
et al. 2016); that belongs to owners or developers (Miller 
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et al. 2017; Sharkey 2017; Bryson 2018). Although humans 
react emotionally towards misperforming bots, they do not 
punish them (Wallach and Allen 2010). At best, we could 
pretend they were responsible so they could “rectify” (Shar-
key 2017), engaging in pantomime. Instead of what AMAs 
really are, we may want to focus on the moral significance of 
their appearance, perception, and performance for humans 
(Coeckelbergh 2009). But is this concession, the lowering of 
the threshold for moral agency, legitimate, or is it an exercise 
of self-deception?

The different ways of apportioning blame to humans for 
the bots’ misdeeds result from regulation or convention. 
Level 3 AMAs could count as legal persons, just like cor-
porations (Floridi and Sanders 2004; Gunkel 2017; Laukyte 
2017), pushing the blame on legal representatives. Since 
bots supposedly make decisions “on their own”, developers 
and owners cannot be held fully responsible for them, creat-
ing “responsibility gaps” (Gunkel 2017, p. 5). [This claim 
is contestable because although bots can be unpredictable, 
they could do nothing outside their algorithms.] Neverthe-
less, Formosa and Ryan (2020) propose shifting full legal 
responsibility to manufacturers or owners, in the case of 
AVs, while Hevelke and Nida-Rümelin (2015) suggest a 
mandatory tax or insurance policy on AV users. This, in 
turn, introduces another problem, a “retribution gap” (Dana-
her 2016, p. 299), because it imposes a collective punish-
ment for individual misdeeds (Nyholm 2018), not to men-
tion agency problems such as freeloading and moral hazards 
(Eisenhardt 1989). Another option is to adopt “responsibility 
networks” (Nyholm 2018) where responsibility is diffused 
among actors, none of whom has direct, real-time control 
(like a pet owner for the dog’s actions). How acceptable 
these proposals are is a different matter.

Despite not fully resolving complex responsibility issues 
(Tigard 2020), Formosa and Ryan (2020, p.8) believe they 
do not pose an “insurmountable impediment”. Yet AMAs 
cannot be held responsible nor can they be strictly con-
sidered moral agents (Gruen 2017); only humans are held 
accountable.

What could have been the strongest arguments against 
AMAs, their impossibility and the existential threat they 
pose, seem not to have been taken seriously enough. There 
are design and definitional problems unresolved in develop-
ing artificial agents that are conscious (level 4 bots, AGI, 
ASI) and in expressing ethics computationally. Further, there 
is an equally problematic demand for consistency between 
the ethics and the engineering, which moral framework 
can be successfully implemented in machines, for genuine 
AMAs (Tonkens 2009, 2012). Formosa and Ryan (2020) try 
to refute the objection by referring to purported exceptions 
(an expert Go player or a utilitarian AV); but moral reason-
ing is not the same as playing Go, and humans can choose 
not to make or not to use utilitarian AVs. There is little 

relief that ASI may threaten only some individuals, but not 
the whole human race; and the logic of building AMAs to 
facilitate or ensure “friendly” AGI and ASI is faulty. We may 
decide to stop now to avoid problems we can’t solve later.

Likewise, the “moral” arguments don’t seem to have 
received the consideration they deserve. Formosa and 
Ryan (2020) have artfully identified exceptions (utilitarian 
grounds for AVs, robotic vacuum cleaners as slaves, moral 
re-skilling through video games), but these do not go to the 
heart of the matter. A feature of moral reasoning is that we 
have no ethical obligation to do everything we are techno-
logically capable of doing (hypothetically AMA, AGI, and 
ASI). Ethics and laws are often meant to prevent us from 
engaging in certain actions that may be useful or profitable, 
but wrong.

“Inconveniences” may not be sufficient reasons to stop 
us from making AMAs, depending on the stakes. Yet many 
of the “solutions” Formosa and Ryan (2020) present are 
inadequate (comparing machine ethics to bioethics, where 
a “broad consensus” on basic principles exists) (Mittelstadt 
2019), contrived (companion bots for the non-vulnerable, 
social bots as workplace assistants), or lead to even more 
serious problems (AVs and robotic triage nurses making 
moral decisions without designers having decided yet on 
which ethics and how, responsibility and retribution gaps).

None of this detracts from the main strength of Formosa 
and Ryan’s (2020) reasoning, their nuanced, context-sensi-
tive, and incremental approach to AMAs, allowing them to 
carve out niche “exceptions” Table 2.

4 � How neo‑Aristotelian ethics lends clarity, 
depth, and coherence to AMA issues

We propose neo-Aristotelian ethics primarily as a remedy to 
the lack of a theoretical framework in the conversation for 
and against AMAs, resulting in loose, untethered, and cir-
cumstantial reasons with diminished persuasive power. We 
present the neo-Aristotelian ethical tradition instead of the 
utilitarian (Bauer 2020) or Kantian (White 2021; Hanna and 
Kazim 2021; Tonkens 2009 opposes) because it is backed 
by a fully articulated philosophical anthropology, psychol-
ogy, and worldview, among others; this decision obliges us 
to leave aside discussion points referring specifically to the 
other two ethical schools. In our reading of neo-Aristotelian 
ethics, we defend it is impossible for machines to acquire the 
status of a moral agent because it cannot perform a “volun-
tary act” (NE 1111a), which is what moral agents do. We 
also argue that moral agency, the ability to perform volun-
tary acts, cannot be separated from an individual’s instan-
tiating rational or intelligent life; it depends on a specific 
biological and psychological scaffolding. Third, we show 
how machines can be accommodated as instruments of 
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production (poiesis) whose excellence is gauged in terms 
of technique or art, in contrast to moral agents capable of 
action (praxis) whose excellence consists of virtue (arete), 
particularly practical wisdom.

Here we could only aspire to sketch the outline of our 
position. Nevertheless, we shall try to respond to the issues 
raised so far and show how neo-Aristotelian ethical theory 
could provide better answers and a clearer orientation to the 
questions surrounding AMAs and machine ethics as a whole.

4.1 � AMAs cannot perform voluntary actions

We begin with a substantive account of moral agency based 
on voluntary actions. Aristotle defines voluntary acts as 
“what has origin in the agent himself when he knows the 
particulars that the action consists in” (NE 1111a). “Ori-
gin” refers to the subject’s will (desire, feeling, or appetite, 
whence “voluntary”) as an internal principle accompanied 
by knowledge of purpose and the means (“particulars”) to 
attain it. Agents perform actions deliberately and intention-
ally. By contrast, “what comes about by force or because 
of ignorance seems to be involuntary. What is forced has 
an external origin, the sort of origin in which the agent 
or victim contributes nothing” (NE 1110a). Involuntary 
action proceeds from an external source and occurs out of 
ignorance.

“Voluntary” is appended not only to actions, but also to 
desires, decisions, and some external effects of actions. This 
is because agents may experience desires but not act on them 
(one sibling tells another “I’d love to wring your neck!”), 
make decisions but not carry them out (“I’ll start my diet 
tomorrow.”), or perform actions with necessary, although 
undesired consequences (people hiding in the forest light 
a campfire to cook, but give away their location because of 
the smoke). Voluntary actions are objects of ethical praise (if 
good) or blame (if evil) for which the agent is responsible; 
they implicate the agent as a whole (as opposed to describ-
ing someone partially or in just one aspect, as good in maths, 
bad at chess, a great cook, fluent in languages, and so forth), 
reflecting their moral worth. Voluntary actions are called 
human actions because they are the basis of an individual’s 
moral standing, making them a “good (or evil) person” over-
all. Agents are responsible for voluntary actions because 
these would not take place without their knowledge, desire, 
and intervention; agents are “causes” and voluntary actions 
are their “effects”.

There are different degrees of voluntariness, depending 
on the amount of knowledge and consent (“willingness”) 
involved. Some actions may be “perfectly voluntary”, 
demanding intense concentration of physical and mental 
energies (performing brain surgery); others, “imperfectly 
voluntary” due to a distraction, lack of knowledge or advert-
ence (writing a note while taking an unrelated phone call), 

or due to a defect in consent (hesitancy in seeing the dentist 
because of the pain of the last visit).

Voluntariness could be attached to an action itself 
(directly voluntary) or as the cause of another (indirectly 
voluntary). For instance, in a shipwreck, people throw pos-
sessions overboard to save their lives (NE 1110a). This is not 
directly voluntary, as no one in their right mind throws their 
property to the sea just like that, but indirectly voluntary 
only, to increase chances of survival.

Voluntary acts are subject to ethical judgment (normative 
valence) in accordance with three criteria (Arjoon 2007), in 
descending order of importance: the object of the action, the 
end or intention with which the agent carries it out, and the 
circumstances in which it is performed. The object refers to 
what the agent does as a meaningful whole (rob a car), not 
only the series of physical movements (open the door, start 
the engine, drive away). It principally determines whether an 
action is good or evil. By virtue of the object, certain actions 
are prohibited without exception, constituting absolute moral 
prohibitions: “there are some things we cannot be compelled 
to do, and rather than do them we should suffer the most ter-
rible consequences and accept death” (NE 1110a).

The next criterion, the agent’s intention, inquires whether 
it is properly oriented toward their supreme good and final 
end (flourishing or eudaimonia) (NE 1094a–b). Flourishing 
as the final end of human moral agents is the ultimate moti-
vation of ethics; humans engage in ethics in the belief that it 
is partially constitutive, a necessary, although the insufficient 
condition of flourishing. In this sense, flourishing is axi-
omatic, a necessary, indemonstrable first principle for ethics. 
Without flourishing as the final end, ethics would be irrel-
evant for agents. Depending on the intention, the same action 
may lead or distract from flourishing: almsgiving could be 
done to help the poor (an act of generosity contributes to 
flourishing) or as a publicity stunt (instrumentalizing the 
needy and detracting from the agent’s moral worth).

Circumstances of time, place, manner, quantity, quality, 
personal characteristics, and so forth come in third place as 
determinants of the moral valence of actions. Favorable cir-
cumstances cannot change the moral valence of actions from 
evil to good. For instance, there is no right way to torture, 
even if an “expert torturer” (manner) is able to extract any 
desired information from victims for noble ends. However, 
unfavorable circumstances may render morally censurable 
an otherwise good action. Imagine someone who gave away 
all their possessions (quantity) such that they had nothing 
to eat or to put on, nowhere to sleep, becoming a burden to 
society.

A voluntary act is morally good if the object, the agent’s 
intention, and the circumstances are all aligned toward the 
good (integrity); a defect or flaw in any of the three would 
make the voluntary act evil. There is no morally correct 
behavior independently of the agent’s intention and the 
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circumstances of the action, and moral rectitude presupposes 
agential responsibility or merit (see Anderson and Anderson 
2007, p. 19, for a contrasting view). By definition, voluntary 
acts can always either be good or evil; if it is impossible for 
agents to behave badly, chances are they won’t be perform-
ing voluntary acts because they are no longer free. Freedom 
requires neutrality or ambivalence toward moral good and 
evil.

In Sect. 2, we saw definitions of AMAs dependent on 
essential characteristics such as interactivity, adaptability, 
and especially autonomy. We also realized how such auton-
omy is dependent on algorithms and limited to determining 
the means to an external, humanly predefined goal. With the 
help of neo-Aristotelian ethics we shall now explain why 
such autonomy (and derivatively, interactivity and adapt-
ability) are insufficient and inadequate for moral agency.

Machines cannot realize “voluntary actions” and become 
AMAs because they lack a will (productive desire or appe-
tite) (Jebari and Lundborg 2020) and intellectual knowl-
edge of the end or purpose of their activities coming from 
internal principles. For moral agency, what “goes on ‘on 
the inside’ matters greatly” (Nyholm and Frank 2017, p. 
223). Machines cannot have internal or innate principles as 
humans; everything originates from the outside (Capurro 
2012). Their “power source” for movement is external, so is 
the goal or objective defined by their algorithm. They cannot 
self-direct towards a goal; only determine the most efficient 
means to it, in accordance ultimately with pre-set instruc-
tions. Neither can machines know intellectually or capture 
abstract essences, reflect, and judge truth or ethical values 
as humans; they only follow mechanical rules, digital strings 
of ones and zeros, leading to externally defined successful 
outcomes. Without understanding, there can be no moral 
agency or responsibility (Véliz 2021), because agents are not 
only supposed to act, but also justify their actions (Anderson 
and Anderson 2007, p. 17).

Surely, ethical judgments must be voluntary actions. But 
if machines cannot perform voluntary actions, then they can-
not have autonomy (“make ethical judgments on their own”) 
or ethical adaptability (“act on ethical judgments in response 
to new situations”), and their interactivity (“take in environ-
mental inputs”) is limited to the physical, mechanical, or 
digital, never the moral kind (Formosa and Robbins 2020).

Due to the lack of internal principles in machines, their 
operations come closer to the “involuntary” because they 
are “forced” from the outside (algorithms) and take place 
without knowledge (ignorance).

Because machines do not have desires or preferences, it 
is not possible for them to make choices or decisions freely 
based on them (Zollo et al. 2017). Although they carry out 
operations or movements, these cannot be morally imputed 
to them as responsible agents. Machines are just tools or 
instruments to serve the purpose of their designers, users, 

and owners. While guarding against the erosion of our moral 
agency and responsibility, we could still use AI to comple-
ment our strengths and weaknesses, including in moral 
decision making, for instance, by facilitating the speed and 
ease of information sharing (Boddington 2020), although 
more information does not necessarily translate into better 
behavior (Anderson and Anderson 2007, p. 15). Nonethe-
less, moral praise or blame (intrinsic worth) is attributed to 
the people behind machines, not to machines themselves 
which only exercise limited, instrumental agency. Machines 
are judged useful or not in respect of the particular, partial 
goal or function for which they were designed. It does not 
make sense to judge them as good or evil referring to their 
overall moral worth. In terms of causality, machines can 
only be secondary or instrumental causes as they themselves 
are effects of their human originators, the primary causes.

Likewise, neo-Aristotelian ethical categories help under-
stand the dynamics of human–computer interactions (HCI). 
For instance, it would be ethically advisable to always have 
a human in command of an AWS, and that all interactions 
with the AWS be perfectly voluntary, with full knowledge 
and consent. On the other hand, perhaps the whole point 
in using robot vacuum cleaners is to be able to clean as an 
imperfectly voluntary action, with minimum oversight while 
doing something else.

AVs offer good examples of directly and indirectly vol-
untary actions. If a human were to ignore all precaution and 
decide to take the back seat on an AV on a busy highway, 
and the AV were to crash, the human will still be responsible 
for the crash as an indirectly voluntary action. Indeed no one 
in their right mind would like to crash. But the directly vol-
untary action of taking the back seat was the more than prob-
able cause why the AV crashed; hence, although the crash 
was not directly voluntary, it was voluntary in its cause. We 
could also apply the three-fold criteria for ethical judgment. 
The object could be to test drive an AV (permissible) or to 
carry out a suicidal ideation (absolute prohibition). In the 
first case, the intention could be to visit a friend in a nearby 
city. However, by deciding to ignore the AV user recom-
mendation and taking the back seat (manner), the human 
performed a morally censurable act of imprudence. Sim-
ply taking the driver seat on the AV does not guarantee an 
accident-free ride, of course. But then, it would be more 
difficult to impute the blame on the prudent driver; it could 
be due to the AV designers’ and developers’ errors, and they 
could be held responsible, thereby closing any “gap” (Doug-
las et al. 2021).

4.2 � Voluntary actions are tied to intelligent, human 
life

Previously we considered another explanation of AMAs 
focusing on consciousness, intentionality, and free will 
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(Moor 2006; Gordon 2020), and a description of different 
levels based on these features. At first, this seems identi-
cal to the neo-Aristotelian requirements for moral agents: 
with free will and reason, they perform voluntary actions. 
Before, these characteristics seemed independent of each 
other and could be present in non-organic, non-biological, 
non-psychological substrates. In the neo-Aristotelian ver-
sión, all these characteristics come together and are neces-
sarily tethered to a kind of life, intelligent human life. Let us 
examine this worldview more closely.

Aristotle defines human beings as “rational animals” 
or “political animals” (The Politics, 1253a). Animals, like 
plants, are found in nature (that is, not artificial or human-
made) with an intrinsic principle of self-movement known 
as “soul” (psyche) (De Anima or “On the soul”, henceforth 
DA 412a-b). The soul distinguishes them from the nonliving 
such as rocks, whose movement originates externally.

By “movement” Aristotle means activities such as nutri-
tion, growth, and reproduction (DA 414b-415a). These 
are self-movements because their origin or cause is inter-
nal to the organisms. Protozoa, for instance, do not need 
to be coaxed from the outside to look for food, and once 
found, to absorb and break it down through metabolism 
(Bedau and Cleland 2010), transforming it into their own 
substance (nutrition). The soul allows them to do this (DA 
416a). Nutrition leads to growth, an increase in size, com-
plexity, and functional differentiation. Yet there are limits 
to growth and development. Upon reaching maturity, organ-
isms become ready to reproduce. Whereas plants perform 
these vital functions while rooted (DA 414b), animals need 
to roam in search of food and mates. That is why animals are 
provided with both external (sight, hearing, smell, taste, and 
touch) and internal (memory, imagination) senses (Johnson 
and Verdicchio 2018), to help them navigate the environ-
ment during local motion (DA 403a, 414b).

Humans are unique because their soul allows them not 
only to perform biological functions such as nutrition, 
growth, reproduction, and locomotion but also to engage in 
rational and freely chosen activities also known as voluntary 
actions (NE 1111a). Rational intelligence (DA 413a, 429a) 
signifies the ability to act consciously and deliberately (as 
opposed to instinctively) with a purpose or end. Since any 
purpose is just one among a range of options, it is freely 
chosen as the object of a self-determined (autonomous) 
rational desire. That purpose or end then becomes a reason 
for action, object of intention, goal, or motivation. Because 
of reason and free will, humans alone are able to know and 
direct themselves toward their last end, the good life or flour-
ishing (eudaimonia) (NE 1094a-b). The last or final end is 
that for which humans ultimately do everything. It is also 
the end of ethics.

Humans alone have ethics, because they are the only 
ones who could consciously self-direct (autonomy) toward 

their final end (intentionality) as moral agents through vol-
untary actions.

In the neo-Aristotelian framework, contrary to the 
accounts in Sect. 2, the attributes of moral agency, con-
sciousness, intentionality, and free will are all closely 
related and anchored exclusively to human life (Capurro 
2012). Consciousness, the ability to somehow reflect and 
distinguish oneself from the environment from within, 
begins with living, ensouled beings (plants and animals) 
and is manifested increasingly in the performance of vital 
functions. It reaches its height in humans, endowed with 
reason and free will, allowing them not only to abstract 
themselves from the environment but also to self-direct 
toward the nonexistent, only imagined goal of flourishing 
through voluntary actions. Sentience, the capacity to feel, 
is requisite to be able to value, and unless one is able to 
value, it could not act for moral reasons or exercise moral 
agency (Véliz 2021).

Contrast this with Gibert and Martin (2021), who con-
sider sentience as the strongest argument in favor of the 
moral status (roughly equivalent to moral patiency) of AI, 
despite the fact that current technology does not allow for 
this and the serious problems it generates (mimicry and 
performativity in patiency, “other minds”). They separate 
sentience from intelligence and from life, proposing func-
tional accounts for each (without looking into their causes) 
and declaring them equivalents, supposedly according to the 
Aristotelian principle of equality (NE 1131a-b). Hence, in 
upholding pathocentrism (sentience as an independent and 
determining capacity), they criticize biocentrism in favor of 
ontocentrism (entities that carry information), and anthropo-
centric intelligence in favor of the non-anthropocentric kind. 
They fail to realize the purpose of sentience is precisely to 
sustain animal life, a subset of which is rationally intelligent 
human life, capable of moral agency through voluntary acts 
towards flourishing.

The radical difference between the ensouled living and 
the nonliving shows the folly behind the attribution of moral 
agency through the four levels of bots. Bots are artificial, 
nonliving things. Functionalities are always added from the 
outside, through more lines and layers of code together with 
hardware, to allow bots to “sense”, “imagine” and “remem-
ber”, and “think” and “decide” on the optimal course of 
action, thus earning them the title of “moral agents”. If two 
entities perform practically the same function, then they 
must be equivalents (Bostrom and Yudkowsky 2014). But 
from the neo-Aristotelian ethical perspective, this is false. 
Besides the results or outputs, the manner in which they are 
achieved also matters, as they form a causal unity. Unless 
we take the soul into account, despite being empirically 
unverifiable, we would struggle to make even basic differ-
entiations, as between the living and the nonliving. And this 
confusion carries over to the understanding of moral agency.
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4.3 � Voluntary acts (praxeis) are subject to ethics 
and practical wisdom; AMA operations 
(poieses), to technique or art.

Neo-Aristotelian ethics rejects that bots are moral agents 
because they do not perform voluntary actions; neither can 
they become moral agents because they are not free and 
intelligent living human beings. What are they, then?

In Politics, Aristotle divides nonliving property into 
“instruments of action” (praxis) and “instruments of produc-
tion” (poiesis) (Pltcs 1254a); computers, bots, fall under the 
latter. By “action” (praxis), he refers to activities that begin 
and end in the agent themselves (autotelic), without giving 
rise to separate, external objects, such as thinking, loving, or 
resting. One may, of course, think of writing a book, love to 
go on vacation, or rest by closing their eyes; but neither the 
book, nor the vacation, nor the closing of eyes is necessary 
for these actions. A bed used for resting is an “instrument of 
action”; clearly, resting did not produce the bed. By “pro-
duction” (poiesis), he indicates activities that bring forth 
separate, external objects (heterotelic), such as fabrication or 
manufacturing. “Action” (praxis) corresponds to what peo-
ple “do”, “production” (poiesis), to what they make.

Excellence in action is the realm of ethics, excellence 
in production, of art or technique (Capurro 2012). Excel-
lence in action, also called “virtue” (arete), reflects on the 
moral worth of the agent as a whole, while excellence in 
production is limited to a domain or field. Resulting from 
praxis, the moral good is internal to the agent worthy in 
itself; it does not arise only in relation to others (Gunkel 
2018; Coeckelbergh 2018), towards which indirect duties are 
owed (Gibert and Martin 2021). Judging excellence in action 
considers the triple criteria of the object, the agent’s end or 
intention, and the circumstances; although only the object 
is rule-determined, specifically in the case of absolute moral 
prohibitions (e.g. “You shall not kill”). The intention and the 
circumstances are subject to more flexible interpretations in 
accordance with practical wisdom (NE 1145a): doing the 
right thing the right way. Judging excellence in production 
is entirely rule-based: an object is deemed excellent if it 
conforms to an objective, external, and codified standard. In 
actions, the manner or “how” an outcome is produced mat-
ters for excellence (giving out of generosity or as a publicity 
stunt); in production, it is separate and independent from the 
results (being hand-crafted or machine-made matters less 
for a good chair). The purpose of performing an act of gen-
erosity (action, praxis) is to become a generous person (a 
virtuous habit); the purpose of making a chair (production, 
poiesis) is the chair itself (an external artifact).

What does this mean for computers and bots? Their purpose 
is production, making something external to themselves, in a 
specific domain or field of activity. Their excellence does not 
reflect on themselves as a whole, as intrinsic ethical or moral 

worth, but only on their usefulness in a particular field, as 
instrumental or technical value (robot cleaners, AVs, AWS, 
chatbot, and so forth) (Calo 2015). Their proper functioning 
is entirely rule-based, externally codifiable, or algorithmic, 
although sometimes perhaps too complicated for humans to 
understand. They cannot have practical wisdom because they 
cannot operate outside given rules (Gallagher 2007); further, 
they can only choose optimal means to a predetermined end, 
never the end itself. [Attempts to embed practical wisdom in 
AI systems result at best in quasi-practical wisdom with dis-
putable concessions in essential matters (Tsai 2020)]. The pro-
cess they follow is separate and independent, and matters less 
than the external, objective result or outcome they produce.

As Capurro (2012, p. 485) lucidly noted, “An ‘implanted’ 
morality in the form of a moral code programmed in a 
microprocessor has nothing in common with the capacity 
of practical reflection even in the case there is a feedback 
that mimics (human) theoretical/and or practical reason. 
The evaluation and decisions coming out of such programs 
remain lastly dependent on the programmers themselves.”

We also discover the equivocations in the ethical good 
referring to physical harms or benefits brought upon oth-
ers (level 1 bots), safety and reliability (level 2 bots), and 
the achievement of external goals such as winning chess 
games (level 3 bots). The ethical good points to the good 
of actions (praxeis), the moral perfection of agents through 
the cultivation of the virtues in voluntary actions, leading 
to flourishing.

There is no room for ethical judgments in the function-
ing of bots themselves; only in HCI, insofar as voluntary 
action carried out by humans (Zollo et al. 2017). From a neo-
Aristotelian standpoint, it would be difficult to argue that 
any HCI is “intrinsically evil” or the object of an exception-
less prohibition; the majority would be matter for practical 
wisdom where the human agent’s intention and the circum-
stances in designing, deploying, or using the bots are exam-
ined. In this regard, Formosa and Ryan’s (2020) suggestions 
on ethically nuanced approaches to the kinds, purposes, and 
contexts where bots are employed are most welcome.

In the foregoing, we have seen how neo-Aristotelian eth-
ics has provided us with a substantive reason why bots are 
not moral agents, an explanation how moral agency is tied 
to intelligent life in humans, and how bots can be accom-
modated as instruments of production (poiesis) whose excel-
lence is expressed in art or technique in contrast to moral 
agents, capable of action (praxis) and virtue (arete) Table 3.

5 � Conclusions and further research

We have seen how the arguments in favor of developing 
AMAs are non-compelling: they are neither inevitable nor 
are the purported practical benefits guaranteed; rather, 
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these advantages are often suspect, fraught with problems, 
and may even be attained through other means. To call 
bots “autonomous” is not accurate if they cannot but fol-
low an algorithm in their interaction and adaptation. Nei-
ther are they “moral” because the moral good is internal to 
the agent and cannot be separated from how it is achieved.

The arguments against developing AMAs have not been 
sufficiently taken into account and instead, a nuanced, 
context-dependent approach has been used to carve out 
apparent, ad hoc exceptions.

The neo-Aristotelian ethical framework provides greater 
clarity, depth, and coherence to both sides of the argu-
ment. It offers a substantive reason why bots are not moral 
agents because they cannot perform voluntary actions. It 
also explains how the different attributes of moral agency 
(interactivity, autonomy, adaptation, consciousness, inten-
tionality, free will) pertain as a whole to intelligent human 
life, with its biological and psychological scaffolding. It 
accommodates machine operations through the categories 
of heterotelic production (poiesis) and its excellence, art 
or technique, while reserving autotelic action (praxis) and 
moral excellence or virtue (arete) for human actors.

Although we have situated the discussion on whether 
justifications in machine ethics are adequate for devel-
oping AMAs, following Van Wynsberghe and Robbins 
(2019) and Formosa and Ryan (2020), invariably “which” 
and “how” questions will arise (Umbrello and van de Poel 
2021). Based on neo-Aristotelian premises, further inves-
tigations could be made on both counts.

Given its affinity with the neo-Aristotelian framework, 
virtue ethics would be the first choice. There are several 
ways in which AIs may engage with virtue ethics. A more 
conventional approach is to apply the virtue ethics frame-
work to managerial decision-making in AI related-activi-
ties (Neubert and Montañez 2020, p. 201); although with 
hardly any attempt to embed virtues in AI as decisions fall 
almost entirely on humans. Coeckelbergh (2009, 2021) 
focuses on how AI might impact human lives, contribut-
ing to flourishing, by helping humans develop virtues or 
“capabilities”. Similarly, Gamez et al. (2020) propose AI 
can be “moral” and “virtuous” if their actions or its con-
sequences are beneficial to humans, although without AI 
being held responsible.

Yet no one has worked more on virtue ethics in relation 
to AI than Vallor (2016, 2017; Wallach and Vallor 2020). 
She speaks of “technomoral virtues”, referring to patterns 
of thought, behavior, and valuing as well as affordances on 
which we increasingly rely in our search for the good life 
(Vallor 2016, pp. 1–2). Her goal is the design of “moral 
machines” (Wallach and Vallor 2020), embedding norms, 
laws, and values in computational systems. She concentrates 
on engagement with already available weak or narrow AI 
(ANI), particularly on human–computer interaction (HCI).

Despite significant concessions regarding the possibil-
ity of “virtuous machines”, “machines flourishing”, and 
“machine moral development”, Tonkens (2012, p. 146) 
cautions that building them exclusively to perform specific 
tasks goes against social justice because it violates their 
autonomy (a version of “they remain slaves” argument): “we 
[…] would not be behaving virtuously towards the virtuous 
machines that we created, and thus would be acting contrary 
to the moral framework that we designed those machines to 
follow.” It would also be hypocritical. Constantinescu and 
Crisp (2021) are even more skeptical of virtuous AI as these 
cannot perform virtuous actions for the right reasons nor in 
the right way.

As for the ways to embed ethics in AI, there are at least 
two, and both need to be explored further. One is through 
value alignment: ethical principles are treated or structured 
as preferences, with priority orderings over possible out-
comes (Loreggia et al. 2020, pp. 131–132). Ethical prin-
ciples are modelled as constraints (Loreggia et al. 2020, p. 
135). Modelling can be top-down, introducing ethical prin-
ciples like the Ten Commandments, Asimov’s laws of robot-
ics, and so forth as computational requirements (Wallach 
and Vallor 2020, pp. 388–389). Through value alignment, 
AI ethical decision making is transformed into an optimiza-
tion problem for an externally supplied purpose or objective 
(Russell 2020, p. 329).

The other is “virtue embodiment”, broached as a “more 
appropriate long-term goal for AI safety” (Wallach and Val-
lor 2020, p. 383). Ideally, it would be a hybrid system that 
combines top-down principles or procedures with a bottom-
up capacity to evaluate decisions and actions; it should also 
be able to handle inputs which simulate moral sentiments 
(Wallach and Vallor 2020, p. 391). Inevitably, such a hybrid 

Table 3   Neo-Aristotelian propositions on AMAs

Neo-Aristotelian propositions on AMAs

AMAs are not moral agents because they cannot perform voluntary acts (NE 1111a) which proceed from the will as an internal principle with 
knowledge of the end or purpose and the means to achieve it

AMAs cannot be moral agents because free will and intellectual knowledge are psychological attributes (DA 413a, 429a) of a kind of life, human 
life (Pltcs 1253a)

AMA operations are a kind of poiesis (production) governed by codifiable, rule-based, or algorithmic technique or art; while voluntary, human 
acts are instances of praxis (action) (Pltcs 1254a), governed by ethics and the virtue of practical wisdom (NE 1145a)
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system would still have limitations arising from “wicked 
problems”, novel situations, and addressing the interests of 
multiple stakeholders, among others (Wallach and Vallor 
2020, p. 392).

It may also be necessary to explain the connections 
between moral agency and related topics such as moral 
patiency and moral status (Gibert and Martin 2021; Véliz 
2021; Mosakas 2020), not only in terms of rights (Gordon 
2020; Gordon and Pasvenskiene 2021) but also of virtues.

But if we are right in what we have defended from a neo-
Aristotelian standpoint, then perhaps efforts to transform AI 
into “moral machines”, strictly speaking, are moot, and we 
should concentrate instead on HCI and computer ethics. Or 
maybe we should tone down exigencies for neo-Aristotelian 
moral agency and cease being too anthropocentric. Yet then 
we would be dealing with AI as if it were a moral agent and 
we would have entered into the realm of fictional ethics. And 
that would be an altogether different issue.
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