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Chapter 1

Introduction

Descriptive combinatorics is a fairly new field of mathematics that sits at the inter-
section between descriptive set theory and combinatorics. It answers questions about
definable graphs in topological spaces, and it has many connections to different fields
of mathematics. The aspect that we are interested in is the study of certain prob-
lems defined on graphs and asks when those problems have solutions that respect
topological constraints. On the other hand, the LOCAL model of distributed com-
putation is used to analyze distributed algorithms. The model concentrates solely
on the locality of these algorithms, dismissing any memory and message constraints
that are common in distributed models.

This thesis focuses on the first connections that were made between these two
fields by Bernshteyn in his seminal 2020 paper [2]. This connection has been further
explored in many papers since, see e.g. [10, 9, 4]. These findings seem to paint a
picture of a common theory of locality. We restate the results by Bernshteyn in [2,
3], where they made the connection between the infinite graphs that admit solutions
that respect topological constraints and those finite graphs that have a fast LOCAL
algorithm solving the same problem. These results were further connected to the
field of continuous dynamics, where they showed that one can show the existence of
a continuous solution to a problem in any zero-dimensional Polish Γ-space just by
finding a solution in an explicit family of finite graphs.

These results culminate in the following theorem.

Theorem (Theorem 4.26, Theorem 4.37 and Theorem 4.39). Let S ⊂ Γ be a finite
set and let P be a finite set of S-connected k-patterns. Then there is a family of
finite graphs HS such that the following statements are equivalent:

(I) There is a continuous P-avoiding k-colouring of Free(Γ2).

(II) Every free zero-dimensional Polish Γ-space admits a continuous P-avoiding
k-colouring.

(III) There is a graph in HS that admits a P-avoiding k-colouring.

(IV) All but finitely many graphs in HS admit a P-avoiding k-colouring.

(V) There is a deterministic distributed algorithm in the LOCAL model that, given
an n-vertex S-labeled subgraph G of the Cayley graph G(Γ, S), outputs a P-
avoiding k-colouring of G in O(log∗ n) rounds.
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Additionally, we restate the continuous version of the Lovász Local Lemma by
Bernshteyn in [3]. The Lovász Local Lemma is a very powerful probabilistic method
used to produce existence results in combinatorics and distributed computing.
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Chapter 2

Preliminaries

In this chapter, we introduce the definitions and terminology used throughout this
article. First, we will introduce some basic set theory and combinatorics. We will
also provide some topological terminology and a classical theorem from descriptive
set theory. Later on, we provide two definitions for the LOCAL model of distributed
computation. One is the classical definition that is used in theoretical computer
science, and the other is a more mathematical definition of the model. We will use
the latter in our proofs, but the first is much more intuitive, so we show it as well.

2.A Descriptive combinatorics

Our approach to this subject was from the set-theoretic side, so our notation pri-
marily follows the notation from set theory, see e.g. book by Kunen [13]. For graph
theoretic parts, our notations are standard, see for example the book by Diestel [6].
When it comes to topological spaces, we will state the topology when the space is
first introduced. As a general rule, every countable set, finite, or infinite, will have
discrete topology.

Definition 2.1 (Set notation). The set of natural numbers has discrete topology
and is denoted as ω. If A and B are sets, with AB we denote the set of functions
from A to B. The set of finite sequences of elements of A is denoted as

A<ω =
⋃
i∈ω

Ai.

If A is topological space, each Ai has the product topology and the set A<ω has the
disjoint union topology.

We also consider each natural number n ∈ ω to be the canonical set with n
elements, {0, 1, . . . , n − 1}. We use this to emphasize the cardinality of the set, as
usually, we are not really interested in the exact elements.

Definition 2.2 (Graph notation). A graph G = (V,E) is a pair consisting of ver-
tices V (G), and edges E(G) ⊆ V (G)2. An edge (x, y) ∈ E(G) connects the
adjacent vertices x and y. Two adjacent vertices are also called neighbours. A
rooted graph (G, x) is a graph with a dedicated vertex x, which is called the root.

Most of our graphs are simple, where a vertex is never adjacent to itself. Also,
unless stated otherwise, our graphs do not have directed edges, so we do not distin-
guish between edges (x, y) and (y, x).
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Definition 2.3 (Paths and distances). A path in G is a finite sequence of vertices
(v0, v1, . . . , vn), where each vertex is adjacent to the vertices before and after it.
The length of a path is equal to one less than the number of vertices on it. The
distance distG(x, y) is defined as the length of the shortest path between x and
y. If no such path exists, the distance is defined to be infinite. A graph where all
pairwise distances are finite is called connected. Since (x) is a path with length 0,
we have that distG(x, x) = 0 for all x ∈ V (G).

Definition 2.4 (Graph neighbourhoods). By NG(x) we denote the neighbours
of x, i.e. the set of vertices adjacent to x. Notice that unless x is adjacent to
itself, this set does not contain x. The radius r neighbourhood of x is the set
BG(x, r) = {y ∈ V (G) | distG(x, y) ≤ r}. This set always contains x itself. The
degree deg(x) of a vertex is the number of neighbours it has. The maximum degree
of G is defined as ∆(G) = sup{deg(x) | x ∈ V (G)}. A graph is locally finite
if each vertex has only finitely many neighbours. A set of vertices X ⊆ V (G) is
independent if no two vertices in X are neighbours.

Definition 2.5 (Structured graph). Let G be a graph. Now G = (G, σ) is a
structured graph, where the structure map σ is a function on the finite sequences of
V (G),

σ : V (G)<ω → ω ∪ {⊥}.

The function σ is used to add additional information about the graph. We could
use any countable set as the label set, but for simplicity, we will just use ω ∪ {⊥},
where ⊥ indicates null information.

Note that if σ and τ are two structure maps on G, we can form the function

π : V (G)<ω → (ω ∪ {⊥})2 ,
π(x) = (σ(x), τ(x)).

Now as (ω ∪ {⊥})2 is countable, (G, π) is also a structure map. In essence, with
some implicit encoding, we can add countably many different structures to a graph.
To distinguish the graph G with additional structure map f , we use the notation
(G, f) and Gf interchangeably.

Definition 2.6 (Graph isomorphism). Let G1, G2 be graphs. An isomorphism φ
between G1 and G2 is a bijection φ : V (G1) → V (G2) s.t.

∀x, y ∈ V (G1) ((x, y) ∈ E(G1) ⇐⇒ (φ(x), φ(y)) ∈ E(G2)) .

If G1 and G2 are structured graphs, we also require that

∀x ∈ V (G1)
<ω : σ1(x) = σ2(φ(x)).

Also if (G1, x1) and (G2, x2) are rooted graphs, we require that φ(x1) = x2. If an
isomorphism between G1 and G2 exists, we say that the graphs are isomorphic,
G1

∼= G2. The isomorphism class [G] is the set of all graphs isomorphic to G.

Definition 2.7 (Proper vertex and edge colourings). Let G be a graph. An arbitrary
function f : V (G) → k is called a vertex colouring, or just the colouring of G.
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In a similar fashion, the function f : E(G) → k is an edge colouring. A vertex
colouring is proper if

∀x, y ∈ V (G) ((x, y) ∈ E(G) =⇒ f(x) ̸= f(y)) .

An edge colouring is proper if

∀x, y, z ∈ V (G) ((x, y), (y, z) ∈ E(G) =⇒ f((x, y)) ̸= f((y, z)))

Throughout this thesis, we assume that k is countable.

Definition 2.8 (Finite structured graph sets FSG and FSG.). We define FSG as
the class of all isomorphism classes of finite structured graphs, and FSG. as the set
of all isomorphism classes of finite structured rooted graphs.

Note that both FSG and FSG. are countable. We equip them with discrete
topologies.

Definition 2.9 (Neighbourhood graphs). For any graph G and distance r ∈ ω, we
can define the distance r neighbourhood graph G′ as V (G′) = V (G) and

E(G′) = {(x, y) | distG(x, y) ≤ r}

Next, we introduce some of the topological vocabulary that we use.

Definition 2.10 (Topological vocabulary). Let X be a topological space. The set
Y ⊆ X is Borel if it can be formed from the open sets of X using complementation
and countable union. We say that X is zero-dimensional if it has a countable base
of clopen sets. X is a Polish space if it is a separable completely metrizable space.
If (X, τ) is a Polish space, then the measurable space (X,Σ) is called standard
Borel space if Σ is the set of Borel sets of (X, τ).

The following theorem is a classical theorem from descriptive set theory.

Theorem 2.11 (Kuratowski & Ryll-Nardzewski measurable selection theorem). Let
P ⊆ X × Y be Borel and let the fibre

Px = {y ∈ Y | (x, y) ∈ P}

for every x ∈ X be a countable union of compact sets. Now

∃Y P = {x ∈ X | (x, y) ∈ P for some y ∈ Y }

is Borel, and there exists a Borel uniformization function f ⊆ P such that dom(f) =
∃Y P .

2.B Distributed computing

We will now introduce our model of distributed computation. We will first show
the definition that is used in theoretical computer science since this definition is
simple and it provides us with good intuition about the model. We will then show a
more mathematical definition of the model, which we will use in our proofs. These
definitions are based on the introductory book by Barenboim, and Elkin [1] and the
article by Bernshteyn [2].
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Definition 2.12 (Deterministic LOCAL algorithm). Let G be a graph, and n =
|V (G)|. A deterministic LOCAL algorithm is trying to solve a problem on the graph
G. Depending on the problem definition, the edges or vertices of G might already
have some labels. Each vertex is a computer that is equipped with a unique identifier.
The identifiers cannot be arbitrarily large, but they can be polynomial in n. Each
edge represents a communication link between the respective computers, so G is
both the problem graph and the communication graph.

The computation proceeds in synchronous rounds. Initially, each computer is
aware of its own id and any labels on it given by the problem definition. Each
computer is running the same algorithm. In each round, the vertices execute the
following steps

1. Send unbounded messages to their neighbours.

2. Receive unbounded messages from their neighbours.

3. Do an unbounded amount of computation on the current information.

4. If ready, decide upon an output for this vertex.

The output of the LOCAL algorithm is the graph G where each vertex has an
output label from some countable set, given by the problem definition. This label
can be for example a colour (or a number) for the vertex, a colouring of the adjacent
edges using some encoding, or then some combination of these.

We measure the computation in rounds. We say that the algorithm has halted
in T rounds if at that point each computer has decided upon an output. We say
that the deterministic algorithm A solves some problem on G in T rounds, if given
any distribution of the identifiers on V (G), A halts in T rounds and the resulting
labeling is a solution to the problem.

From this definition, we can get a clear intuition about the LOCAL model. How-
ever, it is very different from the rest of our definitions, which makes any attempts to
connect it to descriptive combinatorics complicated. We now make the following ob-
servation about deterministic LOCAL algorithms, which cannot use any randomness
to their advantage.

Theorem 2.13 (LOCAL visibility argument). Let A be a deterministic LOCAL al-
gorithm running on G. Then there exists a deterministic LOCAL algorithm A′ that
produces the same output in the same amount of rounds, where each vertex always
just sends everything it knows to its neighbours.

Proof. Let x, y ∈ V (G) be some adjacent vertices running the algorithm A. Since
A is deterministic, the message that x sends to y during round t, M(x, y, t), must
be fully determined by the information x has at the beginning of that round. Let
I(x, t) be all that information. Now consider the case where x just sends I(x, t) to
y instead. In this case, the vertex y can just compute M(x, y, t) on its own, since
the message was a function of the information. It can then run the algorithm A
normally, so changing the messages to include everything the vertex knows does not
change anything else about the algorithm.
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This observation takes advantage of the fact that message size, memory, and
computation are all unbounded in the LOCAL model. It also provides us with the
visibility radius approach to LOCAL algorithms. Since at round 0, each vertex knows
only its own starting situation, it can ”see” its radius 0 neighbourhood in the graph
G. In each round, this visibility radius increases by one. This approach yields us a
more technical definition.

Definition 2.14 (Deterministic LOCAL algorithm, version 2). A LOCAL algorithm
A is a function A : FSG. → ω. Let G be a locally finite structured graph. The
output of A on G after T rounds is defined as A(G, T ) : V (G) → ω,

A(G, T )(x) = A([BG(x, T ), x]).

For given [N , x] ∈ FSG., the output of A([N , x]) using this definition is the
output of the respective LOCAL algorithm running on x after it has ”seen” the
neighbourhood N . Notice that the finite structured graph N does not necessarily
have a vertex colouring that the algorithm could use as identifiers. In these cases,
the algorithm is not required to do anything smart, so the function can output
anything.

We can employ LOCAL algorithms to solve a multitude of graph problems, but
the most interesting problems are those that are local in nature. We define the
locally checkable labelings, which have been the main interest in research to the
LOCALmodel. To keep in line with our set-theoretic notation, we call these problems
locally verifiable colourings.

Definition 2.15 (Locally verifiable colourings [14]). A locally verifiable colouring
problem Π is a pair Π = (t, P ), where t ∈ ω is the validation radius, and P : FSG. →
{0, 1} is the validation function. We say that a vertex colouring f : V (G) → ω is
a solution to Π iff the validation function returns 1 everywhere when run on the
colored graph Gf ,

∀x ∈ V (G) P (Gf , t)(x) = 1.

These problems encompass most of the common graph problems. They include
for example proper vertex colourings, proper edge colourings, maximal matchings,
many edge orientation problems, etc.

Definition 2.16 (Deterministic round complexity of Π). Let G ⊆ FSG, and let Π be
a locally verifiable colouring that is defined on each G s.t. [G] ∈ G. For any function
T : ω → ω, we say that DetΠ,G(n) ≤ T (n) iff there exists a deterministic LOCAL
algorithm A that solves Π on each n-vertex graph of G with arbitrary identifiers
from n in T (n) rounds. That is, given any G with [G] ∈ G, and any bijection
Id : V (G) → n, where n = |V (G)|, the colouring produced by A(GId, T ) is a
solution to Π. If this is the case, we say that the deterministic round complexity of
Π on the family G is at most T (n).

Notice that our definition requires the identifiers to not only be polynomial in
|V (G)|, but be an exact match. This will only help our argument, as we use this
definition only in selected proofs.

The round complexities that come up in the LOCAL model are familiar functions,
except for one:

8



Definition 2.17 (Iterated logarithm). The iterated logarithm log∗ is a function on
the positive real numbers. It is defined as

log∗(x) =

{
0 if x ≤ 1

1 + log∗(log2(x)) if x > 1.

In essence, this is the number of times you have to take the base 2 logarithm of
x to get an answer ≤ 1. It is a very slowly growing function.
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Chapter 3

Results from fast LOCAL algorithms

This chapter is solely focused on two quite straightforward theorems. We show that
if a graph meets certain topological and local requirements, we can run fast LOCAL
algorithms on it by tricking the algorithm to think that it is running on a finite
graph that has unique small id:s. If we get the colouring for the id:s to be Borel
or even continuous, this method provides us with a solution to any local colouring
problem on such graphs, given that there is a fast deterministic LOCAL algorithm
that can solve the problem in similar finite graphs.

3.A Borel solutions

The main problem in using LOCAL algorithms in infinite graphs is the requirement
of unique id:s for the vertices. First of all, we cannot guarantee that a LOCAL
algorithm does anything meaningful if it sees vertices with the same id. Second, if
we want the solution to be Borel, any colouring that we could use for id:s must be
also Borel. Therefore in this first section, we show that for certain graphs, we can
construct locally unique Borel colourings that can be then used as id:s to trick a
LOCAL algorithm. All of the results in this section are by Bernshteyn in [2], unless
stated otherwise.

Definition 3.1 (Borel graph). A Borel graph G is a graph where V (G) is a
standard Borel space, and E(G) is a Borel subset of V (G)2. A Borel structured
graph is a Borel graph where additionally σ−1(n) is a Borel subset of V (G)<ω for
each n ∈ ω ∪ {⊥}.

We define our algorithms to work on some family of finite graphs. Thus we need
to make sure that our infinite graphs look like they would belong to that family, at
least when we restrict our scope to some finite section.

Definition 3.2 ((R, n)-local in G). Let G ⊆ FSG., and let R, n ∈ ω. We say that
a structured graph G is (R, n)-locally in G if for each x ∈ V (G), there is some H
and y ∈ V (H) s.t. [H ] ∈ G and [BG(x,R), x] = [BH(y,R), y]. In other words, each
radius R neighbourhood of G is isomorphic to some radius R neighbourhood of an
n-vertex graph in G.

Lemma 3.3. If G is a locally finite Borel graph, then the distance d neighbourhood
graph G′ is Borel for all d ∈ ω.
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Proof. Let G be a Borel graph, and let G′ be the distance d neighbourhood graph
of G. We prove that E(G′) is Borel by induction. Cases d = 0 and d = 1 are clear,
since ∅ and E(G) are Borel.

Now suppose the distance r neighbourhood graph G′ is Borel, and let G′′ be the
distance r + 1 neighbourhood graph.

Let

A = {X ⊆ V (G)2 | X × V (G) is Borel in V (G)3}, and

B = {X ⊆ V (G)2 | V (G)×X is Borel in V (G)3}.

We can see that A and B are σ-algebras and that they contain all open sets of
V (G)2. Thus they contain all Borel sets of V (G)2, so E(G′) ∈ A and E(G) ∈ B.
Now the sets

(E(G′)× V (G))

(V (G)× E(G))

are Borel in V (G)3, and therefore

D = (E(G′)× V (G)) ∩ (V (G)× E(G))

= {(x, y, z) | (x, y) ∈ E(G′), (y, z) ∈ E(G)}

is Borel.
Notice that as G is locally finite, the fibres {(x, z) ∈ V (G)2 | (x, y, z) ∈ D} are

finite. Now by Theorem 2.11, the projection along the second coordinate{
(x, z) ∈ V (G)2 | (x, y, z) ∈ D

}
=
{
(x, z) ∈ V (G)2 | distG(x, z) ≤ r + 1

}
=E(G′′)

is Borel, so therefore the distance r + 1 neighbourhood graph of G is Borel.

Lemma 3.4. Let G be a locally finite Borel structured graph, r, n ∈ ω, and |BG(x, r)| ≤
n for all x ∈ V (G). Now f : V (G) → FSG., f(x) = [BG(x, r), x] is a Borel func-
tion.

Proof. Fix some [N ] ∈ FSG., and let n′ = |V (N )|. We will first construct a relation
DN ⊆ V (G)n

′
where we list the vertices of all r-neighbourhoods isomorphic to N .

We will then use Theorem 2.11 to single out the root of those neighbourhoods, and
thus show that f−1([N ]) is Borel.

Let (yi)i∈|V (N)| be an enumeration of the elements of V (N ), where y0 is the root
of N and the remaining vertices are in an arbitrary order. Then for any fixed n′-
tuple x = (x0, . . . , xn′−1) ∈ V (G)n

′
, let us use the notation φy

x : V (N ) → x for the
map yi 7→ xi. Now let

DN =
{
(x0, x1, . . . , xn′−1) ∈ V (G)n

′
∣∣∣ φy

x : N
∼=−→ (BG(x0, r), x0)

}
.

Note that for each vertex x0 s.t. (BG(x0, r), x0) ∼= N , there is at least one n′-tuple
x = (x0, . . .) where φy

x is an isomorphism.
Next, we will prove that DN is Borel. Remember that for some fixed x, the

function φy
x is an isomorphism to (BG(x0, r), x0) if it is a bijection that preserves

the edge relation and the structure map.
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Claim 3.4.1. The set of n′-tuples x where φy
x is a bijection to the set of V (BG(x0, r)),

that is,

(a) |BG(x0, r)| = n′,

(b) ∀i ∈ n′ : xi ∈ BG(x0, r),

(c) ∀i, j ∈ n′ : i ̸= j =⇒ xi ̸= xj,

is Borel.

Proof of claim. We will start with (b). The set of tuples that satisfy the property
is

CN =
{
(x0, . . . , xn′−1) ∈ V (G)n

′
∣∣∣ ∀i ∈ n′ : xi ∈ BG(x0, r)

}
.

Due to Lemma 3.3, the distance r neighbourhood graph Gr, especially the edge
relation E(Gr), is Borel. Thus for each i s.t. 1 ≤ i < n′, the set

CN ,i =
{
(x0, . . . , xn′−1) ∈ V (G)n

′
∣∣∣ (x0, xi) ∈ E(Gr)

}
is Borel. Now since CN =

⋂
i∈n′ CN ,i is Borel.

At (c) we require that each xi is unique. We will now show that the set

UG =
{
(x0, . . . , xn′−1) ∈ V (G)n

′
∣∣∣ ∀i ∈ n′, j < i (xi ̸= xj)

}
.

is Borel. We can easily see that the set

UG,i,j =
{
(x0, . . . , xn′−1) ∈ V (G)n

′
∣∣∣ xi ̸= xj

}
is Borel for each pair i, j s.t. 0 ≤ j < i < n′. Thus the set

UG = V (G)n
′∖(⋃

i∈n′

⋃
j<i

UG,i,j

)
is now Borel.

Coming back to (a), we will look for the vertices x1 with |BG(x1, r)| = n′. Let

E0 =
{
(x, y) ∈ V (G)2 | distG(x, y) ≤ r

}
.

As given by Lemma 3.3, E0 is Borel. Also as G is locally finite, each fibre Px =
{y ∈ V (G) | (x, y) ∈ E0} is finite. Therefore by Theorem 2.11 there exists some
Borel uniformization function f0 ⊆ E0. Let us define for each 0 < i < n′

Ei = Ei−1 \ fi−1

fi ⊆ Ei, fi is the Borel uniformization of Ei.

Now each dom(fi) contains the vertices x ∈ V (G) that have i + 1 or more other
vertices in their radius r neighbourhood. Since Theorem 2.11 also states that each
dom(fi) is Borel, we get the set

Vi = V (G) \

(
dom(fi) ∪

⋃
j<i

Vj

)

12



is Borel for each i ∈ n′. Now since dom(f0) contained those vertices that have at
least a single neighbour in the radius r neighbourhood graph, the set V0 now contains
those vertices that have exactly 0 neighbours. Using the same logic, each Vi contains
the vertices that have exactly i other vertices in their radius r neighbourhoods. Thus
we let

RN = Vn′ × V (G)n
′−1

= {(x0, . . . , xn′−1) ∈ V (G)n
′
: |BG(x0, r)| = n′}.

Now we have shown that the set of n′-tuples x where φy
x is a bijection to the set

V (BG(x0, r)) is the Borel set CN ∩ UN ∩RN . ■

Claim 3.4.2. The set of n′-tuples x where φy
x preserves the edge relation E(G) and

the root is Borel.

Proof of claim. Since y0 is by definition the root of N , the map always preserves
the root. Thus we just need to show that the set of n′-tuples where φy

x preserves
the edge relation, i.e. the set

EN =
{
(x1, . . . xn′) ∈ V (G)n

′
∣∣∣ ∀i, j ≤ n′ : (xi, xj) ∈ E(G) ⇐⇒ (yi, yj) ∈ E(N )

}
,

is Borel. Note that as E(G) is Borel, for each pair 1 ≤ i < j ≤ n′ the set

EN ,i,j =
{
(x1, . . . , xn′) ∈ V (G)n

′
∣∣∣ (xi, xj) ∈ E(G) ⇐⇒ (yi, yj) ∈ E(N )

}
is Borel. Now the set

EN =
⋂
i≤n′

⋂
j<i

EN ,i,j,

is also Borel. The root is always preserved due to the definition of φy
x.

■

Claim 3.4.3. The set of n′-tuples x where φy
x preserves the structure map σ is Borel.

Proof of claim. With a similar argument, we can show that the set of n′-tuples SN ,
where φy

x preserves the structure map σ is Borel. Let l ∈ ω, and z ∈ V (N )l. Let
p : l → n′ be the function where

z = (yp(0), yp(1), . . . , yp(l−1)).

We are basically just using it to indicate which elements yi comprise z. Since σG is
Borel, we can see that the set

SN ,z =
{
(x0, . . . , xn′−1) ∈ V (G)n

′
∣∣∣ σG(xp(0), . . . , xp(l−1)) = σN (yp(0), . . . xp(l−1))

}
is Borel. This is exactly the set of n′-tuples (x0, . . . , xn′) where the structure given
to (xp(0), . . . , xp(l−1)) in G is the same as given to z in N . Thus the set of n′-tuples
where φy

x preserves the structure map σ is the set

SN =
⋂

z∈V (N)<ω

SN ,z,

which is also Borel. ■

13



At this point, we have shown that the for each of the three requirements for
isomorphism, the set of n′-tuples meeting that requirement is Borel. Thus the set

where φy
x is an isomorphism φy

x : N
∼=−→ (BG(x0, r), x0) is the Borel set

DN = CN ∩ UN ∩RN ∩ EN ∩ SN .

Now since G is locally finite, each fibre

DN ,x1 =
{
(x2, . . . xn′) ∈ V (G)n

′−1
∣∣∣ (x1, . . . xn′) ∈ DN

}
is finite. Thus we can use Theorem 2.11 on the Borel set DN to get the set

∃2...n′
DN = {x1 ∈ V (G) | (x1, . . . , xn′) ∈ DN}

= {x1 ∈ V (G) | (BG(x1, r), x1) ∼= N}
= f−1([N ]),

which is Borel. Therefore the function f is Borel.

The following theorem is the proposition 4.6 by Kechris, Solceki, and Todercevic
in [12].

Theorem 3.5 (Kechris-Solecki-Todorcevic, Proposition 4.6 [12]). Let G be a Borel
graph of maximum degree ∆. Then there exists a Borel proper (∆ + 1)-colouring of
G.

This is our first main theorem. We use our previous two lemmas in conjunction
with Theorem 3.5 to construct a locally unique Borel colouring, which we will then
use to trick a fast LOCAL algorithm to solve the problem.

Theorem 3.6. Let G ⊆ FSG and let Π = (t, P ) be a local colouring problem. Fix
n ∈ ω such that DetΠ,G(n) ≤ T < ∞ and set R = T + t. If G is a Borel structured
graph that is (R, n)-locally in G and such that |BG(x, 2R)| ≤ n for all x ∈ V (G),
then G has a Borel Π-coloring.

Proof. Let A be a LOCAL algorithm witnessing the round complexity DetΠ,G(n).
Construct the distance 2R neighbourhood graph G′, where V (G′) = V (G) and

E(G′) =
{
(x, y) ∈ V (G)2 | distG(x, y) ≤ 2R

}
.

By Lemma 3.3, the graph G′ is Borel with maximum degree ∆ ≤ |BG(x, 2R)|− 1 ≤
n − 1 for all x ∈ V (G′). Thus by the Kechris-Solceki-Todorcevic Theorem 3.5 G′

has a Borel proper n-coloring c : V (G) → n. Define the function f : V (G) → ω as

f(x) = A(Gc, r)(x) = A([BGc(x, r), x]).

This means that f(x) is the output of the algorithm A on the isomorphism class
of the structured rooted graph (BGc(x, r), x), where Gc is the graph G equipped
with the additional structure from c. The algorithm then uses this locally unique
n-colouring c as the identifier function. Since we constructed the function c to be
unique in a large enough neighbourhood, the algorithm cannot see any repetitions.

14



Notice that A : FSG. → ω is trivially Borel. Now since the colouring c is
Borel, the graph Gc remains a Borel structured graph. Thus due to Lemma 3.4,
the function h : V (Gc) → FSG., where h(x) = [BGc(x, r), x], is Borel. Thus the
function f = A◦h is Borel. What remains to show is that f is a proper Π-colouring
of G.

Suppose that f is not a proper Π-colouring. Now there must be some x ∈
V (G), such that the validation function P does not agree on the f -coloured radius
t neighbourhood of x. As G is (R, n)-locally in G, there must be some [H ] ∈ G such

that (BG(x,R), x) ∼= (BH(y,R), y). Let φ be the isomorphism (BG(x,R), x)
∼=−→ φ :

(BH(y,R), y). Now as all of the vertices in (BG(x,R), x) were neighbours in V (G′),
the proper colouring c maps a unique colour to each of them. Thus we can extend
the colouring c ◦ φ−1 : V (BH(y,R)) → n into a bijection Id : V (H) → n. Since
R = t+ T , for each vertex x′ ∈ BG(x, t) we now have

(BGc(x
′, T ), x′) ∼= (BH Id

(φ(x′), T ), φ(x′)).

Now since the T -radius, c-coloured and Id-coloured neighbourhoods in G and H
are isomorphic, the algorithm A has to output the same colour for both of them,
i.e. f(x′) = A(φ(x′)) for each x′ ∈ BG(x, t). Thus the validation function of the
problem P must also act the same for those neighbourhoods,

(BGf
(x, t), x) ∼= (BHA

(y, t), y)

=⇒ P (BGf
(x, t), x) = P (BHA

(y, t), y)

=⇒ P (BHA
(y, t), y) = 0.

This means that A does not produce a proper Π-coloring of H ∈ G in T rounds,
which contradicts the assumption DetΠ,G(n) ≤ T . Therefore f must be a proper
Borel Π-coloring of G.

3.B Continuous solutions

In this second section, we want to find the continuous analogue of Theorem 3.6. This
time all of the functions need to be continuous, so we cannot use the Theorem 3.5
to construct the locally unique colouring. Instead, we work with topological graphs,
where we can construct the continuous locally unique colouring ourselves and also
provide continuous analogues to all the lemmas we used in Section 3.A. In this
section, all of the results are by Bernshteyn from [2].

Definition 3.7 (ε-isomorphism). Let G1 and G2 be finite structured graphs where
V (G1), V (G2) ⊆ X. Let d be some metric on X. We say that G1 and G2 are
ε-isomorphic, if there is an isomorphism φ with d(x, φ(x)) < ε for all x ∈ V (G1).

Definition 3.8 (Topological structured graph). Let G be a structured graph where
V (G) is a zero-dimensional Polish space. Let d be some metric inducing the topology
on V (G). G is a topologically structured graph if for each x ∈ V (G), ε > 0
and R > 0 there is some δ > 0 s.t. if d(x, y) < δ, the rooted neighbourhoods
(BG(x,R), x) and (BG(y,R), y) are ε-isomorphic.
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Lemma 3.9. If G is a locally finite topological graph, then the distance r neigh-
bourhood graph G′ is a topological graph for all r ∈ ω.

Proof. Let G be a topological graph, d some metric inducing the topology on V (G),
and G′ the the distance r neighbourhood graph of G, where V (G′) = V (G), and

E(G′) = {(x, y) | distG(x, y) ≤ r} .

Let R ∈ ω, ε > 0, and x ∈ V (G). Since G is a locally finite topological structured
graph, there is some δ > 0, s.t. for all y ∈ V (G), if d(x, y) < δ, then the rooted
structured graphs (BG(x, r · R), x) and (BG(y, r · R), y) are ε-isomorphic. Now the
rooted structured graphs (BG′(x,R), x) and (BG′(y,R), y) are clearly ε-isomorphic.

Lemma 3.10. Let G be a locally finite topological structured graph. Now the func-
tion

f : V (G)× ω → FSG., f(x,R) = [BG(x,R), x]

is continuous.

Proof. Let [N ] ∈ FSG., and d be some metric inducing the topology on V (G). As
G is topological structured graph, for each (x,R) ∈ f−1 ([N ]), there exists some
δ > 0 s.t. if d(x, y) < δ, then (y,R) ∈ f−1 ([N ]). Now f−1 ([N ]) is a union of open
sets.

Lemma 3.11. If G is a locally finite topological structured graph and f : V (G) → ω
is a continuous function, then the graph G equipped with the additional structure
from f , Gf , is a locally finite topological structured graph.

Proof. Let x ∈ V (G), R ∈ ω, ε0 > 0, and d be some metric inducing the topology
on V (G). Now for each vertex y ∈ BG(x,R), let εy be such that f is constant for
the vertices within that distance of y. Since G is locally finite, there are only finitely
many such y in BG(x,R). Thus we can define

ε = min(ε0, min({εy | y ∈ BG(x,R)})).

Now ε is the distance s.t. for all vertices in BG(x,R), the function f is constant
within their ε-distance ball. As G is a topological structured graph, there exists
some δ > 0 s.t. for all y ∈ V (G) with d(x, y) < δ, BG(x,R) and BG(y,R) are
ε-isomorphic.

Let y ∈ V (G) be s.t. d(x, y) < δ, and let φ witness the isomorphism between
BG(x,R) and BG(y,R). For each z ∈ BG(x,R), we have that d(z, φ(z)) < ε. Now
by the definition of ε, we have that f(z) = f(φ(z)) for all z ∈ BG(x,R). Since
ε ≤ ε0, the graphs BGf

(x,R) and BGf
(y,R) are ε0-isomorphic. Therefore Gf is a

topological structured graph.

Lemma 3.12. If G is a locally finite topological structured graph, then there is a
continuous proper colouring c : V (G) → ω.
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Proof. As V (G) is a zero-dimensional Polish space, it has a countable base (Ui)i∈ω
consisting of clopen sets. For each i ∈ ω, let us define

Vi = {x ∈ V (G) | x ∈ Ui and NG(x) ∩ Ui = ∅} .

Let x ∈ V (G). For each y ∈ NG(x), let Ay be some open neighbourhood of x s.t.
y /∈ Ay. Since G is locally finite,

⋂
{Ay | y ∈ NG(x)} is a open set containing x and

none of its neighbours. Since each x ∈ V (G) has an open neighbourhood that does
not contain any of its neighbours in G, each x must belong to at least one Vi.

Let 1i : V (G) → {0, 1} be the indicator function for the set Ui. Since Ui

is clopen by definition, the indicator function is continuous. Now let Gi denote
the graph (G, 1i). By Lemma 3.11, the graph Gi, which is G with the added
structure 1i, is a locally finite topological structured graph. At this point, notice
that whether x ∈ V (G) belongs to Vi is completely defined by the isomorphism
class of radius 1 neighbourhood of x in Gi. Since Gi is locally finite, each of
these isomorphism classes is in the set FSG.. The Lemma 3.10 states that the
function fi : V (Gi) → FSG. mapping x to the isomorphism class of its radius 1
neighbourhood in Gi is continuous.

Now let us define N ⊂ FSG. as

N =

{
[N ] ∈ FSG.

∣∣∣∣∣N is a radius 1 neighbourhood of the root, where

the root has colour 1 and all other vertices have colour 0

}
.

Note that the vertices might already have one or more colours in G. In this defini-
tion, we are talking about the colours given by 1i, so we just need to take into account
the encoding we used to combine 1i to the structure map of G while constructing
Gi.

Now x belongs to Vi iff fi(x) ∈ N . Since each fi is continuous, each set Vi is
clopen, as

Vi =
⋃

N∈N

f−1
i ([N ])

Finally for each i ∈ ω, we let

Wi = Vi \

(⋃
j<i

Vj

)
.

Now the clopen sets Wi form a partition of V (G). Also each set Wi is independent
in G, since x ∈ Wi =⇒ NG(x)∩Wi = ∅. Thus we can define the continuous proper
coloring c : V (G) → ω,

c(x) = i ⇐⇒ x ∈ Wi.

Lemma 3.13. If G is a locally finite topological graph with finite maximum degree
∆, then there is a continuous proper colouring c : V (G) → (∆ + 1).

Proof. Let p : V (G) → ω be a continuous proper colouring of V (G) from Lemma 3.12.
We will first describe a process which recolours the graph G with ∆+1 colours, and
then we show that this process can be simulated with a continuous function.
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The recolouring process takes ω rounds to complete. In round i, each vertex in
p−1(i) picks the least colour from ∆ + 1 that is not already chosen by one of its
neighbours. Since adjacent elements cannot have the same colour in p, they will not
have to make the decision at the same time. Thus this is a well-defined process that
produces a proper ∆ + 1-colouring of G.

To see that this colouring will also be continuous, we notice that the decision
made by x during round p(x) can depend only on the decision made by its neighbours
with lower colours in p. This means that, given x ∈ V (G), the furthest vertex
that x:s decision can depend on must be within its radius p(x) neighbourhood. In
other words, if we know the radius p(x) neighbourhood of x in the graph (G, p),
then we can determine the colour that x chooses. Thus there is some function
h : FSG. → (∆ + 1) that simulates this process. Since FSG. is a discrete space,
h is trivially continuous. Now as we let f : V (G) × ω → FSG. be the continuous
function provided by Lemma 3.10, the continuous function

c(x) = h(f(x, p(x)).

simulates the process that we defined. Thus it is a continuous proper ∆+1-colouring
of G.

At this point, we are ready to prove the continuous analogue of Theorem 3.6. The
proof is very much the same, except this time all functions have to be continuous.

Theorem 3.14. Let G ⊆ FSG and let Π = (t, P ) be a local colouring problem. Fix
n ∈ ω such that DetΠ,G(n) ≤ T < ∞ and set R = T + t. If G is a topological
structured graph that is (R, n)-locally in G and such that |BG(x, 2R)| ≤ n for all
x ∈ V (G), then G has a continuous Π-coloring.

Proof. Let A be a LOCAL algorithm witnessing the round complexity DetΠ,G(n).
Construct the distance 2R neighbourhood graph G′, where V (G′) = V (G), and

E(G′) =
{
(x, y) ∈ V (G)2 | distG(x, y) ≤ 2R

}
.

By Lemma 3.9, G′ is a topological structured graph with ∆(G′) ≤ |BG(x, 2R)| ≤
n−1 for all x ∈ V (G′). Thus by Lemma 3.13, G′ has a continuous proper n-coloring
c : V (G) → n.

Define the function f : V (G) → ω, f(x) = A([B(G,c)(x,R)]). Notice that as A is
trivially continuous, f is continuous by Lemma 3.10. Now using the same deduction
as we did in Theorem 3.6, we can show that f is a proper Π colouring.
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Chapter 4

Results from descriptive
combinatorics

In this chapter, we focus more on descriptive combinatorics. We will also provide a
useful continuous version of the very powerful Lovász Local Lemma, LLL. It belongs
to the category of probabilistic methods, which are techniques used to prove the
existence of a certain graph by showing a positive probability for choosing it at
random. Later on, we use this continuous version to produce interesting descriptive
results in continuous combinatorics. We amended some proofs with added detail,
but all of the results are by Bernshteyn in [3] unless stated otherwise.

4.A Basic definitions

From now on, we will always use Γ to denote a countably infinite group with discrete
topology.

Definition 4.1 (Group action space). Let Γ be a group with the identity element
1Γ and X a set. The left group action of Γ on X is a function α : Γ × X → X,
where the following axioms hold:

Identity: α(1Γ, x) = x

Compatibility: α(γ, α(δ, x)) = α(γδ, x).

We will use the notation α(γ, x) = γ ·x on most occasions. If the action α : Γ×X →
X exists, we say that Γ acts on X and denote it by Γ ↷ X. A subset Y ⊆ X is
said to be Γ-invariant if it is closed under the group action α. If Γ acts both on X
and Y and f is a function f : X → Y such that ∀γ ∈ Γ, x ∈ X f(γ ·x) = γ · f(x),
we say that f is Γ-equivariant. If X = Γ, the group is said to act on itself by
left multiplication.

The group Γ acts freely on X if

∀γ ∈ Γ,∀x ∈ X γ · x = x =⇒ γ = 1Γ.

Free(X) is the largest Γ-invariant subspace of X where Γ acts freely.
If X is also a topological space, we say that X is a Γ-space if the group action

α : Γ×X → X is continuous.
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Definition 4.2 (Shift). We denote the set of k-colourings of Γ as Γk. The base of
Γk is formed by the sets

{x : Γ → k | ∀γ ∈ D (x(γ) = y(γ)} ,

where D ⊂ Γ is a finite set and y ∈ Γk. This makes the set a compact, zero-
dimensional Polish space. It is also a Γ-space, as we equip it with the action Γ ↷ Γk,

α(γ, f)(δ) = f(δγ) for all f ∈ Γk, γ, δ ∈ Γ.

The Γ-spaces of the form Γk are called a Bernoulli shifts, or just shifts. A closed
Γ-invariant subset of a shift is called a subshift. A subshift X ⊆ Γk is free if Γ acts
freely on it.

Pay attention to how we have defined the group action on the shift Γk. The
standard would be to define γ · f(δ) = f(γ−1δ), but we digress from this since
our definition becomes very useful later on, and the structures they produce are
isomorphic.

4.B Continuous graphs and the continuous LLL

In this section, we focus on proving a continuous version of the LLL. Our version is
more stringent on the problems that can be solved with it, but in return, it yields
continuous solutions. Before expressing those requirements, however, we will first
prove some descriptive results on certain kinds of graphs. These will be later used
to prove the continuous version of the LLL.

Definition 4.3 (Continuous graphs). Let G be a graph, where V (G) is a zero-
dimensional Polish space. We say that G is continuous if for every clopen U ⊆
V (G), the neighbourhood of U , NG(U) =

⋃
x∈U NG(x), is clopen.

The definition of continuous graphs might look restricting, but later on, we will
show that many of the graphs we discuss are actually continuous.

Lemma 4.4. Every locally finite continuous graph G admits a partition {Ii | i ∈ ω}
into countably many clopen independent sets.

Proof. Let {Ui | i ∈ ω} be a countable base of clopen sets for V (G). For each i ∈ ω,
let Vi = Un \ NG(Ui). Now as G is continuous, each Vi is independent and clopen.
Since G is locally finite and V (G) is metrizable, for each x ∈ V (G) there is some
open neighbourhood disjoint from NG(x). Thus

⋃
i∈ω Vi = V (G). Now we get the

partition by setting Ii = Vi \
(⋃

j<i Vj

)
.

Lemma 4.5. Every locally finite continuous graph G has a clopen maximal inde-
pendent set I ⊆ V (G).

Proof. Let {Ii | i ∈ ω} be a partition of V (G) into clopen independent sets. Let us

define I ′i for each i ∈ ω recursively so that I ′0 = I0, and I ′n+1 = In+1 \
(⋃

j<iNG(I
′
j)
)
.

As G is continuous, each I ′i is clopen, and thus the set

I =
⋃
i∈ω

I ′i
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is open. Note that V (G) \ I =
⋃

i∈ω Ii \ I ′i, so therefore I is also closed. Thus I is
clopen.

Lemma 4.6. If G is a continuous graph with finite maximum degree ∆, then
χc(G) ≤ ∆+ 1.

Proof. We will construct a partition of V (G) into ∆ + 1 clopen independent sets.
Let G0 = G, and apply Lemma 4.5 to get I0, a clopen maximal independent set of
G0. Now let Gn+1 = Gn[V (Gn) \ In], and In+1 the clopen maximal independent set
of Gn+1. After ∆ + 1 iterations there are no vertices left, as such a vertex would
need to have a neighbour in each I0, . . . , I∆, which is impossible on a graph with
maximal degree ∆. Now the function f : V (G) → ∆+ 1, f(x) = i ⇐⇒ x ∈ Ii is a
continuous proper colouring of G.

Later on we especially use Lemmas 4.5 and 4.6. But for now, let us define the
problems on which the LLL is defined on.

Definition 4.7 (Constraint Satisfaction Problem). Let X be a set. For finite D ⊆
X, a subset B ⊆ Dk is called an (X,k)-constraint. By dom(B) we denote the set
D. A k-colouring f : X → k violates B iff f ↾dom(B)∈ B. If f does not violate
B, it satisfies it. A constraint satisfaction problem, CSP, on X with range
k is a set of (X,k)-constraints. It is denoted as B : X →? k. A solution to CSP
B : X →? k is a function f : X → k that satisfies each B ∈ B.

The neighbourhood of B, N(B), is the set

N(B) = {B′ ∈ B | B′ ̸= B and dom(B′) ∩ dom(B) ̸= ∅} .

Let us now introduce the classical version of Lovász Local Lemma. The first
version was developed by Lovász and Erdős in 1975 [7]. Nowadays the most used
version is the following symmetric LLL by Lovász, published by Spencer in [16].

Theorem 4.8 (Classical Lovász Local Lemma). Let B be a CSP, p(B) = supB∈B P[B]
and d(B) = supB∈B |N(B)|. If

e · p(B) · (d(B) + 1) < 1,

then there is a solution to B.

This version is not useful for us, however, since we are interested in topologically
well-behaving solutions. Thus we will prove a version of the lemma that produces
continuous solutions. Before that, however, we still need some more definitions and
lemmas.

Definition 4.9 (Definitions on CSP:s). Let B : X →? k be a CSP on X. For each
B ∈ B, let the probability of B be defined as

P[B] =
|B|

k|dom(B)| .

You can see that this is the same as the probability of f violating B, for f ∈ Xk
chosen from a uniform distribution.
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We define the maximum vertex degree vdeg(B) and the order ord(B) of B
as

vdeg(B) = sup
x∈X

| {B ∈ B : x ∈ dom(B)} |,

ord(B) = sup
B∈B

|dom(B)|.

If both vdeg(B) and ord(B) are finite, we call B bounded.

Definition 4.10 (Continuous CSP:s). Let X be a zero-dimensional Polish space
and B : X →? k. For B∗ ⊆ nk, let B∗(x1, . . . , xn) for distinct xi ∈ X be an
(X,k)-constraint given by

B∗(x1, . . . , xn) = {φ ◦ ι | φ ∈ B∗} , where ι(xi) = i− 1.

We say that the CSP B is continuous if for any n ∈ ω, B∗ ⊆ nk, and clopen sets
U2, . . . , Un, the set

{x1 ∈ X | ∃x2 ∈ U2, . . . , xn ∈ Un, s.t. each xi is distinct and B∗(x1, . . . , xn) ∈ B} ,

is clopen.

Definition 4.11 (CSP to Graph). Given a CSP B : X →? k, let us define the graph
GB as V (GB) = X, (x, y) ∈ E(GB) ⇐⇒ {x, y} ⊆ dom(B) for some B ∈ B.

Lemma 4.12. If B : X →? k is a bounded continuous CSP on a zero-dimensional
Polish space X, then the graph GB is continuous.

Proof. Let G = GB and U ⊆ X be a clopen set. Note that x1 ∈ NG(U) iff we
find some constraint B with {x1, y} ⊆ dom(B) for some y ∈ U . That is, for some
2 ≤ i ≤ n ≤ ord(B) and some B∗ ∈ nk, x1 is in the following clopen set

{x1 ∈ X | ∃x2 ∈ X, . . . , xi ∈ U, . . . , xn ∈ X s.t. each xi is distinct and B∗(x1, . . . , xn) ∈ B} .

Now we can just let NG(U) be the finite union over such sets for all 2 ≤ i ≤ n ≤
ord(B) and B∗ ⊆ nk, and thus NG(U) is clopen.

At this point, we have been able to connect the bounded CSPs to the continuous
graphs that we talked about before. The next few lemmas will show that these kind
of well behaving CSPs can be continuously solved piece by piece, as long as each
piece is a clopen independent set.

Definition 4.13. Let X be a set and X ′ ⊆ X. Given a function g : X ′ → k and an
(X,k-constraint) B with domain D, we define B/g as

B/g = {φ : D \X ′ → k | φ ∪ g ↾D∩X′∈ B} .

We can think of the set of those possible ”extensions” of g to the domain D that
violate the constraint B. Note that it is possible that D is a subset of X ′, i.e. g is
already defined in the domain D. In this case B/g is either {∅} or ∅, depending on
if g violates B or not. B/g is defined as expected,

B/g = {B/g | B ∈ B} .
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We call a CSP B good if it is bounded, and for all B ∈ B

P[B] · vdeg(B)|dom(B)| < 1

Lemma 4.14. Let B : X →? k be a bounded continuous CSP on a zero-dimensional
Polish space X. If X ′ ⊆ X is a clopen set and g : X ′ → k is continuous, then the
CSP B/g : X \X ′ →? k is also continuous.

Proof. Given B∗ ⊆ nk, and clopen subsets U2, . . . , Un ⊆ X \ X ′, we will need to
show that the set

{x1 ∈ X \X ′ | ∃x2 ∈ U2, . . . , xn ∈ Un, xi are distinct and B∗(x1, . . . , xn) ∈ B/g}

is clopen. Now for each B∗
e ∈ mk such that B∗ = {φ ↾n | φ ∈ B∗

e}, and each sequence
of colours αn+1, . . . , αm ∈ k, we can create the following clopen set

(X \X ′)∩

{
x1 ∈ X

∣∣∣∣∣ ∃x2 ∈ U2, . . . , xn ∈ Un, xn+1 ∈ g−1(αn+1), . . . , xm ∈ g−1(αm),

all xi are distinct, and B∗
e (x1, . . . , xm) ∈ B

}
.

The wanted set is given by union over these finitely many clopen sets, and thus it
is clopen.

Lemma 4.15. Let B : X →? k be a good continuous CSP on a zero-dimensional
Polish space X, and let I ⊆ X be a clopen independent set in GB. There exists a
continuous colouring g : I → k such that B/g is good.

Proof. Note that as vdeg(B/g) ≤ vdeg(B), we can instead just show that

P[B/g] · vdeg(B)|dom(B/g)| < 1 (4.15.1)

holds for all B/g ∈ B/g. For each x ∈ I, let Bx ⊆ B be the set of constraints that
have x in their domain. We see that |Bx| ≤ vdeg(B) for all x. As I is independent
in the graph GB, the sets Bx are disjoint. This means that the value of g(x) fully
determines the values of P[B/g] for all B ∈ Bx. Thus for each B ∈ Bx and colour
α ∈ k, we define

P[B/g] = P[B |x 7→ α]

=
|{φ ∈ B | φ(x) = α}|

k|dom(B)|−1

For colour α ∈ k, and vertex x ∈ I, and constraint B ∈ Bx we say that α is
good for x and B if,

P[B |x 7→ α] ≤ P[B] · vdeg(B). (4.15.2)

In fact, for each x ∈ I, there is a colour that is good for all B ∈ Bx. Let x ∈ I and
B ∈ Bx. We notice that

P[B] =
∑
α∈k

P[B |x 7→ α] · P[g(x) = α]

=
1

k
·
∑
α∈k

P[B |x 7→ α]
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Claim 4.15.3. The number of colours that are not good for B and x must be less
than k/vdeg(B).

Proof of claim. Suppose to the contrary that there are at least k/vdeg(B) bad
colours for B and x. Now by using Eq. (4.15.2), we get that

P[B] ≥ 1

k
·

∑
α∈k

α is bad for B, x

P[B |x 7→ α]

>
1

k
·

∑
α∈k

α is bad for B, x

P[B] · vdeg(B)

=
1

k
· k

vdeg(B)
· P[B] · vdeg(B)

= P[B].

■

Therefore since there are at most vdeg(B) constraints in Bx and there are k
colours to choose from, there must be a colour α ∈ k that is good for each B ∈ Bx

and x.
We now define g : I → k to take the least colour that is good for x and all

B ∈ Bx.

Claim 4.15.4. The function g is continuous.

Proof of claim. Let B∗ ⊆ nk, and α ∈ k. Notice that just by knowing B∗, we
can determine whether α will be good for the constraint B∗(x1, x2, . . . , xn) and the
vertex x1, regardless of our choice of the non-repeating sequence of xi:s. We say
that such α is good for B∗. Now we can form the following finite sets for all α ∈ k,

B∗
α = {B∗ ⊆ nk | n ≤ ord(B), α is not good for B∗} .

Now the set B∗
α holds all those B∗, where α will be bad for B∗(x1, x . . . , xn) and x1,

regardless of how we choose the elements xi. Since B is continuous, we can use these
sets to create the clopen sets

Fα = I∩

 ⋃
B∗∈B∗

α

{x1 ∈ X | ∃x2, . . . , xn ∈ X, all xi are distinct, and B∗(x1, . . . , xm) ∈ B}

 .

Now the set Fα contains exactly those vertices x ∈ I that have some constraint
B ∈ Bx s.t. α is bad for x and B. Since g always chooses the smallest good colour
for each vertex, we can create the clopen colour sets for each α ∈ k,

g−1(α) = (I \ Fα) \

(⋃
β<α

g−1(β)

)
.

■
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Finally we will show that each B/g ∈ B/g satisfies

P[B/g] · vdeg(B)|dom(B)| < 1.

As we noticed at the start, we can just show that Eq. (4.15.1) holds instead. Now
if dom(B) ∩ I = ∅, then B/g = B and B satisfies Eq. (4.15.1) as B is good. Since
I is independent in the graph GB, the other case is that the intersection has one
element. We let x be that element, and now B ∈ Bx. We see that since g chooses a
good colour for B and x,

P[B/g] · vdeg(B)|dom(B/g)| = P[B |x 7→ g(x)] · vdeg(B)|dom(B)|−1

≤ P[B] · vdeg(B) · vdeg(B)|dom(B)|−1

= P[B] · vdeg(B)|dom(B)|

< 1.

Thus the CSP B/g is good.

Now we are ready to prove our continuous version of the Lovász Local Lemma.

Theorem 4.16 (The continuous version of Lovász Local Lemma). Let B : X →? k
be a good continuous CSP on a zero-dimensional Polish space X. There exists a
continuous solution g : X → k to B.

Proof. As B is a good continuous CSP, it is bounded. Thus the graph GB is contin-
uous and its maximum degree ∆ is finite. Now Lemma 4.6 gives us the continuous
proper ∆ + 1-colouring of GB, f : V (GB) → ∆ + 1. Notably, the colour classes
Ii = f−1(i) form a partition of V (GB) = X, where the sets are clopen and inde-
pendent in the graph. We will now create a sequence of functions gi : Ii → k. For
each i ∈ ∆+1, let gi be the continuous colouring obtained by applying Lemma 4.15
to B \ (g0 ∪ . . . ∪ gi−1) and Ii. Now we argue that g =

⋃
i∈∆+1 gi, g : X → k is a

continuous solution to B. Suppose to the contrary that g violates some B ∈ B. Now
B/g = {∅}, but this means that

P[B/g] =
|B|

kdom(B)

= 1,

which is in contradiction, since B/g is good due to Lemma 4.15.

4.C Continuous pattern-avoiding solutions

In this section, we extend our theory into graphs and sets that are defined using Γ,
which we defined to be any countably infinite discrete group. We will also use Γ to
define the pattern-avoiding colouring problems on these graphs and sets. This work
culminates into an equivalence result, where we show that a problem of this kind is
solvable continuously on all free zero-dimensional Polish Γ-spaces, i.e. spaces where
the action is continuous, if and only if it is solvable continuously on the free part of
the shift Γ2. Later in Section 4.D, we extend this equivalence to other statements
about a certain family of graphs, and also about LOCAL algorithms.
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Definition 4.17 (Schreier graph). Let Γ ↷ X, and S ⊂ Γ be a finite subset. The
Schreier graph of S, G(X,S), has the vertex set X. The edges of G(X,S) are
(x, σ ·x) for each σ ∈ (S∪S−1)\{1Γ}. If X is a free zero-dimensional Polish Γ-space,
then the Schreier graph is continuous. The neighbourhood of a clopen set U ⊆ X is
open, as

NG(X,S)(U) =
((
S ∪ S−1

)
\ {1Γ}

)
· U

= π1

((
((S ∪ S−1) \ {1Γ})×X

)
∩ α−1(U)

)
,

where α is the group action α : Γ×X → X, and π1 is the open projection function
π1 : Γ×X → X.

We also equip the graph with the bidirectional edge labeling λ : X2 ⇀ Γ, where
λ(x, σ · x) = σ iff σ ∈ (S ∪ S−1) \ {1Γ}. This implies that for an edge (x, y),
λ(x, y) = (λ(y, x))−1, meaning that the vertices x and y ”see” the edge coloured
differently. We do not make use of this labeling until Section 4.D.

A keen reader might have already noticed the similarity of Schreier graphs to
the more well-known Cayley graphs. Indeed, Cayley graphs can be considered as
Schreier graphs where we let the group Γ act on itself.

Next, we will define two ways to bound the size of ”gaps” in some subset of Γ.

Definition 4.18 (S-syndeticity and S-separateness). Let Γ ↷ X, and S ⊂ Γ be a
finite subset. We say that A ⊆ X is S-syndetic if S−1 ·A = X, and S-separated if
∀x, y ∈ A, x ̸= y =⇒ x /∈ S · y. Notice that set A is S-syndetic iff it is independent
in the Schreier graph G(X,S).

The syndeticity bounds the ”gaps” of a subset by not allowing too large parts to
be missing, while separateness requires some ”gaps” to exist between each element
of the subset. The next definition will be used in our main lemma, which will
eventually be used to produce both Borel and continuous colourings.

Definition 4.19 (S-similarity). Let Γ ↷ X, and f : X ⇀ k be a partial colouring.
For a finite subset S ⊂ Γ, we say that x and y are S-similar in f , x ≡S

f y if

∀σ ∈ S, {σ · x, σ · y} ⊆ dom(f) =⇒ f(σ · x) = f(σ · y).

The following lemma will be our main tool in this section. We will use it along
with suitable partitions to construct both Borel and continuous solutions piece by
piece.

Lemma 4.20 (Main lemma). For any finite subset F ⊂ Γ, there exists a finite subset
S ⊂ Γ such that if X is a free zero-dimensional Polish Γ-space that is partitioned
into three clopen sets, X = C0∪C∪U , where C is F -syndetic and U is S-separated,
then given any element 1Γ ̸= γ ∈ Γ, every continuous 2-colouring f0 : C0 → 2 can
be extended to a continuous 2-colouring g : C0 ∪ C → 2 s.t.

∀x ∈ X, x ̸≡S
f γ · x. (4.20.1)

Proof. Let F ⊂ Γ be a finite set. Without loss of generality, we can suppose that
F is symmetric and 1Γ ∈ F . Let m ∈ ω be such that 2m > (2m|F |)600. This value
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will become useful only at the very end when we use Theorem 4.16. Let M be any
finite symmetric subset of Γ with 1Γ ∈ M s.t. |M | = m|F |. Now let

N = FM ∪MF,

and
S = N5F.

We will now prove that the lemma holds with S.
Let X be a free, zero-dimensional Polish Γ-space that is partitioned into three

clopen sets X = C0 ∪ C ∪ U , where C is F -syndetic and U is S-separated. Fix any
element 1Γ ̸= γ ∈ Γ, and let

∆ = N4FγFN4 \ {1Γ}.

Now let Z be a clopen maximal independent set in the Schreier graph G(C,N4),
which makes it a maximal N4-separated clopen set. We make the following claims
about Z.

Claim 4.20.2. C ⊆ N4Z

Proof of claim. Suppose x ∈ C, but x /∈ N4Z. Now since N is symmetric and
1Γ ∈ N , we have that x /∈ Z and σ · x /∈ Z for all σ ∈ N4. Now Z ∪ {x} ⊋ Z is a
N4-separated set, which contradicts the maximality of Z. ■

Claim 4.20.3. Z is N4F -syndetic

Proof of claim. Let x ∈ X. Since C is F -syndetic, there is σ ∈ F and y ∈ C such
that σ−1 · y = x. Also since C ⊆ N4Z, there are δ ∈ N4 and z ∈ Z such that
y = δ · z, i.e. x = σ−1δ · z. Since F and N4 are symmetric, δ−1σ ∈ N4Z, and thus
Z is N4F -syndetic. ■

Let us now restate the goal of this proof. We want to extend a continuous 2-
colouring f0 : C0 → 2 to the domain C0 ∪ C, so that the extended function abides
by Eq. (4.20.1). Let g : C0 ∪ (C \ (N ·Z)) → 2 be an arbitrary continuous extension
of f0. We show that g can always be extended to satisfy Eq. (4.20.1).

Claim 4.20.4. Any function f : C0∪C extending g satisfies Eq. (4.20.1), if it satisfies

∀z ∈ Z ∀δ ∈ ∆, z ̸≡N
f δ · z. (4.20.5)

Proof of claim. Since Z is N4F -syndetic, for any x ∈ X, there exists β ∈ N4F
such that β · x ∈ Z. Now apply Eq. (4.20.5) with z = β · x and δ = βγβ−1. Now
β · x ̸≡N

f βγ · x, i.e. there exists some σ ∈ N s.t. {σβ · x, σβγ · x} ⊆ dom(f) and
f(σβ · x) ̸= f(σβγ · x). Since S = N5F , we have that σβ ∈ S, which implies that
x ̸≡S

f γ · x, i.e. Eq. (4.20.1) holds. ■

This means that since our f : C0 ∪ C → 2 will extend g, whether it satisfies
Eq. (4.20.5) and thus Eq. (4.20.1) will be determined by the values f gets in C \
(N · Z). Using this, we will create, with proper encoding, a CSP corresponding to
the extensions of g that satisfy our equations.
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Let h : Z → 2|N | encode our extension to the set C ∩ (Z ·N). For this section, it
is useful to think of 2|N | as a binary number. Let (vi)i∈|N | be some enumeration of
N , and let hi : Z → 2 indicate the function

∀z ∈ Z, hi(z) = the i:th bit of h(z)

for each i ∈ |N |. This encoding may have redundant bits, as it may be that N ·Z ̸⊆
C. This does not however affect our proof in any way. We also make the following
claim about the encoding.

Claim 4.20.6. Each x ∈ C ∩ (N · Z) has a unique encoding σ · z ∈ N · Z

Proof of claim. Suppose σ0 · z0 = σ1 · z1, and suppose that z0 ̸= z1. Immediately
σ−1
1 σ0 · z0 = z1 violates the N

4-separateness of Z. Now since z0 = z1, let us suppose
that σ0 ̸= σ1. Again we immediately get σ−1

1 σ0 · z0 = z1, which now violates the
freeness of X. ■

To decode h, let fh : C0 ∪ C → 2 be the function defined as

fh(x) =

{
g(x), if x ∈ C0 ∪ (C \ (N · Z))
hi(z), if x ∈ C ∩ (N · Z), where x = vi · z, vi ∈ N, z ∈ Z.

Notice that the encoding is constructed in such a way that choosing the colours for
fh on the restriction C ∩ (N × z) uniformly can be done by choosing the colour h(z)
uniformly from 2|N |.

Claim 4.20.7. If h is continuous, then so is fh.

Proof of claim. By the definition of fh,

(fh)−1(b) = g−1(b) ∪ {x ∈ C ∩ (N · Z) | ∃vi ∈ N, z ∈ Z, x = vi · z, hi(z) = b} .

As g is continuous, g−1(b) is open. Thus all that remains is to show that the second
set is open. Let vi ∈ N , and let Fi,b be the set of N -length bit sequences (or numbers
less than 2|N |), where the i:th bit is b. Let c ∈ Fi,b. Now the set

α−1(h−1(c)) = {(γ, x) ∈ Γ×X | ∃z ∈ Z, γ · x = z, h(z) = c}

is open. Therefore the set

({v−1
i } × C) ∩ α−1(h−1(c)) =

{
(v−1

i , x) ∈ {v−1
i } × C

∣∣ ∃z ∈ Z, v−1
i · x = z, h(z) = c

}
=
{
(v−1

i , x) ∈ {v−1
i } × C

∣∣ ∃z ∈ Z, x = vi · z, h(z) = c
}

is open. Notably, this means that the set

π1

(
({v−1

i } × C) ∩ α−1(h−1(c))
)
= {x ∈ C ∩ ({vi} · Z) | ∃z ∈ Z, x = vi · z, h(z) = c}

is open, where π1 is the canonical open projection π1 : Γ ×X → X. Therefore the
union ⋃

i∈|N |

⋃
c∈Fi,b

π1

(
({v−1

i } × C) ∩ α−1(h−1(c))
)

=
⋃
i∈|N |

{x ∈ C ∩ ({vi} · Z) | ∃z ∈ Z, x = vi · z, hi(z) = b}

= {x ∈ C ∩ (N · Z) | ∃vi ∈ N, z ∈ Z, x = vi · z, hi(z) = b}

is open, and thus fh is continuous. ■
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Now that we have our encoding, we will define a CSP B : Z →? 2|N | such that
h : Z → 2|N | is a solution to B iff fh satisfies Eq. (4.20.5), i.e.

∀z ∈ Z ∀δ ∈ ∆, z ̸≡N
fh δ · z.

As at this point we are extending the function g : C0 ∪ (C \ (N · Z)) → 2, the
truth value of the statement z ̸≡N

fh δ · z for fixed z ∈ Z and δ ∈ ∆ depends only on

the values of fh on (N · z)∪ (Nδ · z). This fact yields us a natural way to construct
our CSP: For each pair (z, δ) ∈ Z ×∆, let Bz,δ be the constraint with domain

dom(Bz,δ) = {x ∈ Z | (N · x) ∩ ((N · z) ∪ (Nδ · z)) ̸= ∅}
= Z ∩ ((N2 ∪N2δ) · z),

where h : Z → 2|N | satisfies the constraint iff z ̸≡N
fh δ · z. Notice that the domain is

not simply (N ∪Nδ) · z, since for example fh(vi · z) = fh(viδ · z) could depend on
some h(x), where x ∈ Z, x ̸= z and viδ · z = vj · x for some vj ∈ N .

We let B : Z →? 2|N | be the CSP consisting of all these constraints Bz,δ and
then, we finally show that B satisfies the requirements for the continuous version of
LLL, Theorem 4.16.

• ord(B) ≤ 2: Take any Bz,δ ∈ B. Since Z is N4-separated, the domain Z ∩
((N2 ∪N2δ) · z) has at most 2 elements, so ord(B) ≤ 2.

• vdeg(B) ≤ 211m10|F |22: Take any x ∈ Z. We need to bound the number
of constraints that take values on x, i.e. the pairs (z, δ) ∈ Z × ∆ s.t. x ∈
dom(Bz,δ). Since N = FM ∪ MF and |M | = m|F |, we have that |N | ≤
2m|F |2. Therefore |∆| ≤ |N4FγFN4| ≤ 28m8|F |18. Now fix a δ ∈ ∆. For any
z s.t. x ∈ (N2 ∪N2δ) · z, we must have z ∈ (N2 ∪ δ−1N2) · x. Therefore there
are at most 23m2|F |4 choices for z s.t. x ∈ dom(Bz,δ), for any given δ ∈ ∆.
Thus overall there can be at most 28m8|F |18 · 23m2|F |4 = 211m10|F |22 such
constraints, i.e. vdeg(B) ≤ 211m10|F |22.

• ∀B ∈ B P(B) ≤ 2−m/6: Take any z ∈ Z, δ ∈ ∆. We want to show that
P [Bz,δ] ≤ 2−m/6, i.e. a random extension fh of g violates the constraint with
probability at most 2−m/6. By definition, this happens only if z is N -similar
to δ · z in fh. Let E ⊆ {v ∈ N | v · z ∈ C, vδ · z ∈ C0 ∪ C}. We call E the set
of eligible elements. Note that if v is eligible, v · z will be coloured by our
choice for h(z), but vδ · z might already be coloured in g. Regardless of the
case, as fh(v ·z) is chosen at random, the probability that fh(v ·z) = fh(vδ ·z)
is 1/2.

Remember that N ⊇ FM , as therefore N · z ⊇ FM · z. Now since X is free,
|M · z| = |M |. From the fact that C is F -syndetic, we get that |C ∩ (N · z)| ≥
|C ∩ (FM · z)| ≥ |M |/|F | = m. Also since the third set U in our partition
U = X \ (C0 ∪C) is S-separated and S ⊇ N2, we have that |(N · y)∩U | ≤ 1.
Therefore there are at least |E| ≥ m − 1 ≥ m/2 eligible elements. Let G be
a graph with V (G) = (N · z) ∪ (Nδ · z), and E(G) = {(v · z, vδ · z) | v ∈ E}.
Let x ∈ V (G). Since X is free, x can have at most two edges: (x, v1δ · z)
and (v2 · z, x). Therefore there exists an independent edge set I ⊆ E(G) with
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|I| ≥ |E(G)|/3 = |E|/3. Let E ′ = {v ∈ E | (v · z, vδ · z) ∈ I}. Since the I was
independent, the events fh(v · z) = fh(vδ · z) are mutually independent for all
v ∈ E ′. Therefore the probability that each equality is true when h is chosen
at random 2−|E′| ≤ 2−m/6.

Now since we set m s.t. 2m > (2m|F |)600, we have that

P[B] · vdeg(B)|dom(B)| ≤ 2−m/6 ·
(
211m10|F |22

)2
< 1

for all B ∈ B, and therefore B is good. The CSP B is also continuous, the proof
is provided in appendix Appendix A. Thus by Theorem 4.16, B has a continuous
solution h : Z → 2|N |, and therefore the function fh : C0 ∪C → 2 is continuous and
it satisfies Eq. (4.20.5).

The Lemma 4.20 will be iterated in the proofs of the next few theorems. In
the first theorem, we iterate it over the set Γ, which gives us a Borel function. In
the theorem after that, with some compactness arguments, we can work with only
finitely many iterations, which gives us a continuous solution.

The following is a result of Seward and Tucker-Drob in [15]. This proof is a
simpler version by Bernshteyn in [3].

Theorem 4.21. If Γ ↷ X is a free Borel action of Γ on a standard Borel space X,
then there is a Γ-equivariant Borel map π : X → Y , where Y ⊂ Γ2 is a free subshift.

Proof. We will begin this proof by constructing the set Y . First, let us define the
finite sets Hi, Fi, Si ⊂ Γ for all i ∈ ω. Let H0 be an arbitrary finite subset of Γ.
Now we define the other sets recursively.

• For every Hi, let δi ∈ Γ be any element s.t. Hi ∩ (Hiδi) = ∅. (There are at
most |Hi|2 unsuitable elements.)

• Let Fi = Hi ∪ (Hiδi).

• Let S ′
i be the set given by Lemma 4.20 when applied with Fi.

• Let Si ⊇ S ′
i be symmetric and Si ⊇ F−1

i Fi.

• Let Hi+1 = SiHi.

Next, let (γi)i∈ω be an arbitrary enumeration of Γ \ {1Γ}. For each i ∈ ω, let us
define the shift

Yi = {y : 2 → Γ | ∃σ ∈ Si y(σ) ̸= y(σγi)} .

Since each Si is finite, we can see that each Yi is clopen. Also if y ∈ Yi, we have that
γi · y ̸= y. Therefore Γ acts freely on the set Y ′ =

⋂
i∈ω Yi. Finally, we can define

Y =
⋂

i∈ω (γi · Y ′), and now we have Y that is a closed, free, and Γ-invariant shift,
i.e. a free subshift.

Remember that X is a standard Polish space where Γ is a free Borel action. By
standard descriptive set theory results, we can equip X with a topology that has the
same Borel sets and where X is zero-dimensional Γ-space, see Kechris [11]. Next,
we will make an important claim about the sets Hi, Fi, and Si.

30



Claim 4.21.1. If W ⊆ X is an Hi-syndetic clopen set, then there is a partition
W = C ∪ U into clopen sets s.t. C is Fi-syndetic and U is Si-separated and Hi+1-
syndetic.

Proof of claim. Let us apply Lemma 4.5 on the graph G(W,Si) to get us the clopen
Si-separated set U . Since 1Γ ∈ Si, Si is symmetric, and U is maximal, we get that
Si ·U ⊇ W . Now as W is Hi-syndetic and Hi+1 = SiHi, we get that H

−1
i S−1

i U = X,
i.e. U is Hi+1-syndetic. Now to see that C is Fi-syndetic, we need to show that
(Fi ·x)∩C ̸= ∅ for any x ∈ X. Remember that Fi = Hi∪ (Hiδi), where Hi and Hiδi
are disjoint. Since W is Hi-syndetic, the sets Hi ·x and Hiδ ·x each contain at least
one point in W . Since U is F−1

i Fi-separated, only one of those points can be in U ,
and therefore one must be in C, i.e. (Fi · x) ∩ C ̸= ∅. ■

Next, we will utilize Claim 4.21.1 to construct the sets Ui, Ci ⊆ X for all i ∈ ω.
Let us start with X, which is trivially H0-syndetic and clopen. We use the claim to
partition X into C0 and U0, where C0 is F0-syndetic and U0 is S0-separated and H1-
syndetic. Now we recursively define the rest: Once Ui−1 is defined, partition it into
the clopen Fi-syndetic set Ci and the clopen, Si-separated, and Hi+1-syndetic set
Ui. Now let us apply Lemma 4.20 on each pair Ci, Ui, with γ = γi. This yields us an
increasing sequence of functions f0 ⊆ f1 ⊆ . . . for all i ∈ ω, where fi :

⋃
j≤i Ci → 2

is continuous 2-colouring that satisfies

∀j ≤ i, x ∈ X, x ̸≡Sj

fi
γj · x.

Now let f : X → 2 be an arbitrary Borel extension of
⋃

i∈ω fi. Let πf : X → Γ2 be
the Borel map, where

∀x ∈ X, γ ∈ Γ πf (x)(γ) = f(γ · x).

Since πf (x) ∈ Γ2, we have that

(δ · πf (x))(γ) = πf (x)(γδ) = f(γδ · x) = πf (δ · x)(γ),

so πf is also Γ-invariant.
We claim that πf is the Γ-equivariant Borel map that we are looking for, i.e.

πf (x) ∈ Y for all x ∈ X. Since Y =
⋂

i∈ω γi ·Y ′, we need to show that πf (x) ∈ γi ·Y ′

for all i ∈ ω. Notice that as πf is Γ-equivariant,

∀x ∈ X, i ∈ ω πf (x) ∈ γi · Y ′ ⇐⇒ ∀x ∈ X, i ∈ ω πf (γ
−1
i · x) ∈ Y ′

⇐⇒ ∀x ∈ X πf (x) ∈ Y ′

All that remains is to show that πf (x) ∈ Y ′ =
⋂

i∈ω Yi holds for all x ∈ X, i.e.

∀i ∈ ω, x ∈ X, ∃σ ∈ Si πf (x)(σ) ̸= πf (x)(σγi).

As πf (x)(σ) ̸= πf (x)(σγi) ⇐⇒ f(σ · x) ̸= f(σγi · x), this is the same as

∀i ∈ ω, x ∈ X x ̸≡Si
f γi · x.

Now since f extends each fi that we constructed using Lemma 4.20, the equation
holds for all i ∈ ω and x ∈ X.
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We will present our last way to define problems. This definition is somewhat
similar to the local colouring problem, and in fact, we will simulate certain local
colouring problems later in Section 4.D.

Definition 4.22 (k-pattern). For k ≥ 1, a k-pattern is a partial function p : Γ ⇀ k
with a finite domain. Given an action Γ ↷ X and a k-colouring f : X → k, we say
that p occurs in f if for some x ∈ X,

∀γ ∈ dom(p) p(γ) = f(γ · x).

For a finite subset F ⊂ Γ, let PF (X, f) ⊆ Fk denote the set of all k-patterns that
occur in f .

Definition 4.23 (P-avoiding colouring). Let X be a Γ-space and P a set of k-
patterns. A colouring f : X → k is P-avoiding, if no pattern p ∈ P occurs in
f .

Definition 4.24 (Weak containment). Let X and Y be zero-dimensional Polish
Γ-spaces. We say that X is weakly contained in Y , X ⪯ Y , if for all k ≥ 1, finite
F ⊂ Γ, and continuous k-colouring f : X → k, there exists a continuous k-colouring
g : Y → k s.t. PF (Y, g) = PF (X, f). If X ⪯ Y and Y ⪯ X, we say that X and Y
are weakly equivalent, X ≃ Y .

Theorem 4.25. If X is a nonempty free zero-dimensional Polish Γ-space, then
Free(Γ2) ⪯ X.

Proof. Let us start by fixing k ≥ 1, finite F ⊂ Γ, and a continuous colouring
f : Free(Γ2) → k. We need to show that there is a continuous colouring g : X → k
s.t. each k-pattern p : F → k that occurs in f occurs in g as well, and vice versa.
That is, for all p : F → k,

∃y ∈ Free(Γ2),∀γ ∈ F p(γ) = f(γ · y) ⇐⇒ ∃x ∈ X, ∀γ ∈ F p(γ) = g(γ · x).

We say that a finite set D ⊂ Γ f-determines a point x ∈ Free(Γ2) iff for all
z ∈ Γ2,

z ↾D= x ↾D =⇒ f(z) = f(x).

Remember that the base of Γ2 consists of clopen sets
{
y ∈ Γ2 | y ↾dom(x)= x

}
for all

partial functions x : Γ ⇀ 2 with finite domain. This means that a point x is f -
determined by some set iff it has a basic clopen neighbourhood where f is constant.
Thus it is clear that f is continuous iff each for each x ∈ Γ2 there is a finite set
D ⊂ Γ that f -determines it.

Since 2-patterns are partial functions from Γ to 2 with finite domain, the func-
tions that extend the pattern also form a basic clopen set. With this fact in mind,
we make the following statement:

Claim 4.25.1. For each k-pattern p ∈ PF (Free(
Γ2, f), there is a 2-pattern sp such

that each z ∈ Γ2 that extends sp witnesses the occurrence of p in f ,

∀γ ∈ F f(γ · z) = p(γ).
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Proof of claim. Let p occur in f . Now there is some x ∈ X s.t. f(γ · x) = p(γ) for
all γ ∈ F . Since f is continuous, for each γ ∈ F there must be some finite set Dγ

that f -determines γ · x. Now as we let D =
⋃

γ∈F Dγ, we get that D f -determines

γ · x for each γ ∈ F . Thus for all z ∈ Γ2 and γ ∈ F ,

z ↾D= x ↾D =⇒ f(γ · z) = f(γ · x) = p(γ).

Now if we let sp = x ↾D, we get that for any z ∈ Γ2 that extends sp,

∀γ ∈ F f(γ · z) = p(γ).

■

Let
D =

{
x ∈ dom(sp) | p ∈ PF (Free(

Γ2), f)
}
,

where sp is the 2-pattern given by the previous claim.
From this point on, the proof proceeds similarly to the proof of Theorem 4.21.

Let H0 be an arbitrary symmetric finite subset of Γ with size |H0| > |D|. Now we
define the sets Hi, Fi, Si ⊂ Γ for all i ∈ ω.

• For every Hi, let δi ∈ Γ be any element s.t. Hi ∩ (Hiδi) = ∅. (There are at
most |Hi|2 unsuitable elements.)

• Let Fi = Hi ∪ (Hiδi).

• Let S ′
i be the set given by Lemma 4.20 when applied with Fi.

• Let Si ⊇ S ′
i be symmetric and Si ⊇ F−1

i Fi.

• Let Hi+1 = SiHi.

Now fix an arbitrary enumeration (γi)i∈ω for the elements of Γ \ {1Γ}, and define
the clopen set

Yi = {y : Γ → 2 | ∃σ ∈ Si (y(σ) ̸= y(σγi))}

for each i ∈ ω. Now we define

Y<N =
⋂
j∈ω

⋂
i∈N

(γj · Yi)

for each N ∈ ω. We have previously shown that Y =
⋂

N∈ω Y<N is a nonempty free
subshift, i.e. it is closed Γ-invariant subset of Free(Γ2). Thus each Y<N is a nonempty
subshift, but not necessarily free. Even though our function f : Free(Γ2) → k might
not be defined on the whole set Y<N , with large enough N we can create a continuous
function f ∗ : Y<N → k that approximates f in some meaningful way.

Claim 4.25.2. There exists N ∈ ω and a continuous colouring f ∗ : Y<N → k such
that for each z ∈ Y<N there exists y ∈ Y so that:

1. For all δ ∈ D, z(δ) = y(δ).

2. For all γ ∈ F , f ∗(γ · z) = f(γ · y).
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Proof of claim. First, we will show that there is a finite set L ⊂ Γ that f -determines
each y ∈ Y . Let L ⊂ Γ be a finite subset, and let VL ⊆ Y be the set of points f -
determined by L. Remember that y ∈ Γ2 is L-determined by L iff f takes constant
values in the neighbourhood defined by y ↾D. Therefore VL is the union of such
basic clopen sets {y ∈ Y | y ↾D= p} where f takes constant values, for all p ∈ D2.
Thus VL is relatively open in Y . Now let (Li)i∈ω be an arbitrary enumeration of the
finite subsets of Γ. Since f is continuous, each y ∈ Y is f -determined by some Li,
and thus the set of VLi

:s cover Y . As Y is a closed subset of a compact space, it is
compact and thus there is some finite subcover Y = VL1 ∪ . . .∪ VLr . Therefore each
y ∈ Y is f -determined by the finite set L = L1 ∪ . . . ∪ Lr.

Next we will find and fix such an N ∈ ω that for each z ∈ Y<N ,

∃y ∈ Y ∀δ ∈ (D ∪ L ∪ LF ) z(δ) = y(δ), (4.25.3)

i.e. we will always find some y ∈ Y that agrees with z ∈ Y<N when restricted to
D ∪ L ∪ LF . Let Q ⊆ Γ2 be the set of such z ∈ Γ2 where Eq. (4.25.3) fails, i.e. the
union of basic clopen sets

{z : Γ → 2 | ∀δ ∈ (D ∪ L ∪ LF ) z(δ) = p(δ)}

over those 2-patterns p : (D ∪ L ∪ LF ) → 2 that no y ∈ Y extends. Due to this
construction, Q is clopen. Clearly as the sequence Q ∩ Y<0 ⊇ Q ∩ Y<1 ⊇ . . . is
a decreasing family of closed sets in the compact space Γ2 and

⋂
i∈ω(Q ∩ Y<i) =

Q ∩ Y = ∅, there must be some N ∈ ω s.t. Q ∩ Y<N = ∅, i.e. where Eq. (4.25.3)
holds for all z ∈ Y<N

Finally, we can define the approximating function f ∗ : Y<N → k. Let f ∗(z) = c
iff there is some y ∈ Y such that z ↾L= y ↾L and f(y) = c. In Eq. (4.25.3) we have
shown that such y ∈ Y , and since each y is f -determined by L, the function is well
defined. Now by definition each z ∈ Y<N is f ∗-defined by L, and therefore f ∗ is
continuous.

Next, we will show that Claim 4.25.2 holds for f ∗. Due to Eq. (4.25.3), there
must be such a y ∈ Y that agrees with z when restricted to D ∪ L ∪ LF , and that
f ∗(z) = f(y). Therefore

∃γ ∈ F f ∗(γ · z) ̸= f(γ · y) =⇒ ∃γ ∈ F (γ · z) ↾L ̸= (γ · y) ↾L
=⇒ ∃γ ∈ F, δ ∈ L z(δγ) ̸= y(δγ).

Thus the statement Claim 4.25.2 holds for f ∗. ■

Now let X be a nonempty free zero-dimensional Polish Γ-space. Let N ∈ ω and
f ∗ : Y<N → k be the ones given by Claim 4.25.2. We will finally start to construct
the continuous k-colouring g for which g : X → k PF (X, g) = PF (Free(

Γ2), f). To
achieve this, we will first construct a continuous Γ-equivariant map π : X → Y<N

and let g = f ∗ ◦ π.
LetW ⊆ X be a clopen maximalD−1H2

0D-separated subset, given by Lemma 4.5.
Since Γ acts freely on the nonempty set X, the set W must be infinite. Now
since the set PF (Free(

Γ2), f) ⊆ Fk is finite, we can partition W arbitrarily into
clopen nonempty sets Wp that are indexed by p ∈ PF (Free(

Γ2), f). For a given
p ∈ PF (Free(

Γ2)), let sp be the 2-pattern given by Claim 4.25.1 and define Bp =
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dom(sp) ·Wp. Now let B be the union of sets Bp over all k-patterns p that occur in
f . The set B is partitioned by Bp:s, since W is D−1D-separated.

At this point, we want to create the conditions required to iterate Claim 4.21.1
and Lemma 4.20 in the same way as we did in the proof of Theorem 4.21. This
time, however, instead of starting the iteration from an empty function, we start by
defining a colouring on B whose properties will be useful later on. Let b : B → 2 be
a continuous 2-colouring, defined as

∀p ∈ PF (Free(
Γ2), f), δ ∈ Bp, w ∈ Wp b(δ · w) = sp(δ). (4.25.4)

Now since we start the iteration with b : B → 2, we need to prove the following
fact about X \B:

4.25.5. The set X \B is H0-syndetic.

Let x ∈ X. As W is D−1H2
0D-separated, there can be at most one w ∈ W s.t.

w ∈ D−1H0 · x. Thus |(D ·W ) ∩ (H0 · x)| ≤ D < H0. Since B ⊆ D ·W , we have
that (H0 · x) \B ̸= ∅, i.e. ∃δ ∈ H0 δ · x ∈ X \B.

Now using Claim 4.21.1, let us partition X \B = C0 ∪ U0 into clopen sets, such
that C0 is F0-syndetic and U0 is both S0-separated and H1-syndetic. Now we can
iteratively construct the subsets Ui, Ci, for all i ∈ N , s.t.

• Ui−1 = Ci ∪ Ui

• The set Ci is Fi-syndetic and clopen, and Ui is Si-separated, Hi+1-syndetic,
and clopen.

Notice that here we use the same enumeration of Γ \ {1Γ}, (γi)i∈ω, that we used
while constructing the sets Yi. Let us use Lemma 4.20, where X = B ∪ C0 ∪ U0

is the required partition, b : B → 2 the continuous colouring to be extended, and
γ0 the required non-identity element. This will yield us the continuous colouring
h0 : B ∪ C0 → 2 that satisfies ∀x ∈ X x ̸≡S0

h0
γ0 · x. Now we repeatedly apply the

lemma N − 1 more times to acquire the continuous functions b ⊆ h0 ⊆ . . . ⊆ hN−1,
such that

∀i ∈ N, x ∈ X x ̸≡Si
hN−1

γi · x

Let h : X → 2 be an arbitrary continuous extension to hN−1, and define πh : X →
Y<N to be the Γ-equivariant continuous map given by

∀x ∈ X, γ ∈ Γ πh(x)(γ) = h(γ · x).

To see that πh is Γ-equivariant, refer to the similar definition in the proof of Theo-
rem 4.21. To see that πh(x) ∈ Y<N for each x ∈ X, remember that since h extends
each hi,

∀x ∈ X x ̸≡Si
h γi · x ⇐⇒ ∀x ∈ X, ∃σ ∈ Si h(σ · x) ̸= h(σγi · x)

⇐⇒ ∀x ∈ X, ∃σ ∈ Si πh(x)(σ) ̸= π(x)(σγi).

Thus we let g : X → k be the continuous k-colouring given by f ∗◦πh. It remains
to argue that PF (Free(

Γ2), f) = PF (X, g), i.e. every k-pattern p that occurs in f
occurs in g, and vice versa.

4.25.6. PF (Free(
Γ2), f) ⊆ PF (X, g).
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Let p ∈ PF (Free(
Γ2), f). Let w ∈ Wp be an arbitrary point, and let z = πh(w) ∈

Y<N . Now using the statement Claim 4.25.2 with z promises us a y ∈ Y s.t.

1. For all δ ∈ D, z(δ) = y(δ).

2. For all γ ∈ F , f ∗(γ · z) = f(γ · y).

Since πh is Γ-equivariant, we have that

∀γ ∈ F g(γ · w) = f ∗(πh(γ · w)) = f ∗(γ · πh(w)) = f ∗(γ · z).

Now from point 2., we get that

∀γ ∈ F g(γ · w) = f ∗(γ · z) = f(γ · y).

From the definition of b, we have that z(δ) = sp(δ) for all δ ∈ dom(sp), so therefore
by 1., y extends sp. Remember that since sp was defined in Claim 4.25.1 so that for
any x ∈ Free(Γ2) extending it, we have that

∀γ ∈ F f(γ · x) = p(γ).

Thus
∀γ ∈ F g(γ · w) = f ∗(γ · z) = f(γ · y) = p(γ),

and therefore p occurs in g.

4.25.7. PF (Free(
Γ2), f) ⊇ PF (X, g).

Let p occur in g, and let x ∈ X be the witness for that occurrence, g(γ ·x) = p(γ)
for all γ ∈ F . Let z = πh(x) ∈ Y<N . Now Claim 4.25.2 yields us such a y ∈ Y that
for all γ ∈ F , f ∗(γ · z) = f(γ · y), and therefore

f(γ · y) = f ∗(γ · z) = f ∗(γ · πh(x)) = f ∗(πh(γ · x)) = g(γ · x) = p(γ)

for all γ ∈ F . Therefore p occurs in f as well.

We can now make a central statement about continuously solving problems that
can be expressed with k-patterns.

Theorem 4.26. Let P be a finite set of k-patterns. The following statements are
equivalent:

(I) There is a continuous P-avoiding k-colouring of Free(Γ2).

(II) Every free zero-dimensional Polish Γ-space admits a continuous P-avoiding
k-colouring.

Proof. The direction (II) =⇒ (I) is immediate. The other direction is given by
Theorem 4.25.

This theorem basically says that when continuously solving problems on free
zero-dimensional Polish Γ-spaces, the free part of Γ2 will always be the hardest case.
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4.D Local colourings

Thus far, we have been able to construct continuous solutions to problems presented
as sets of k-patterns. For a subshift Y ⊆ Free(Γ2), the existence of a continuous
solution f : Y → k was equivalent to there being some finite D ⊂ Γ so that knowing
x(δ) for each δ ∈ D, we could determine f(x). In this section, we show that for
a given set of k-patterns P , we have some control over the set D. This eventually
leads us to make the connection to LOCAL algorithms.

Many results in this chapter require graphs to have edges that are bidirectionally
labeled. This means that our edges are still undirected, we just label each edge with
two labels, one for each direction. Our definition for Schreier graphs already includes
this kind of labeling, we just have not made use of it until now.

Definition 4.27 (Local colouring of a subshift). Let X ⊆ Γn be a subshift, F ⊂ Γ
a finite subset, and k ≥ 1. A k-colouring f : X → k is called F -local if for all
x ∈ X, the colour f(x) is determined by x ↾F . Using the terminology from the
proof of Theorem 4.25, we would say that each x ∈ X is f -determined by F . Using
compactness arguments, we can show that f is F -local for some finite F ⊂ Γ iff it
is continuous. It is also equivalent to there being a mapping ρ : Fn → k such that
for all x ∈ X, f(x) = ρ({(σ, y) ∈ F × n | x(σ) = y}).

Definition 4.28 (The subshift XD,n). Let D ⊂ Γ be a finite subset, and n ≥ 1.
Define the shift XD,n ⊆ Γn

XD,n =
{
x ∈ Γn | ∀γ ∈ Γ,∀ σ ∈ D \ {1Γ} (x(γ) ̸= x(σγ))

}
.

The shift can be constructed as the intersection of clopen sets,

XD,n =
⋂
γ∈Γ

⋂
σ∈D

{
x ∈ Γn | x(γ) ̸= x(σγ)

}
,

and is thus closed. We can also see that XD,n is Γ-invariant, and thus it is a subshift.

Definition 4.29 (Graph homomorphism). Let φ : V (G) → V (G′) be a function
mapping vertices of the graph G to the vertices of graph G′. The function is a graph
homomorphism between G and G′ if the endpoints of each edge in G are mapped
to be adjacent in G′,

∀(x, y) ∈ E(G) (φ(x), φ(y)) ∈ E(G′).

If (G, λ) and (G′, λ′) are edge-labeled graphs, we also require the homomorphism to
map the labels accordingly,

∀(x, y) ∈ E(G) λ(x, y) = λ′(φ(x), φ(y)).

The following theorem is another fundamental result from distributed computing
by Cole and Vishkin [5], and Goldberg, Plotking and Shannon [8]. Here the theorem
is translated to use the notation of descriptive combinatorics.

Theorem 4.30. Let γ be a non-identity element of Γ, and let D ⊂ Γ be a finite
set containing γ. Let n ≥ 2 and F ∗ = {1Γ, γ}log

∗ n+2. Now the Schreier graph
G(XD,n, {γ}) admits an F ∗-local proper 6-colouring.
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It will be used in the proof of the next rather technical lemma, which shows that
for some subshifts XD,n, the problem encoded by P can be solved locally.

Lemma 4.31 (Local colourings ofXD,n). Let P be a finite set of k-patterns such that
every free zero-dimensional Polish Γ-space admits a continuous P-avoiding colour-
ing. Now there is a finite set F ⊂ Γ such that given n ≥ 2, a finite subset D with
F ⊆ D ⊂ Γ, and F ∗ = F log∗ n, then the subshift XD,n admits an F ∗-local P-avoiding
k-colouring.

Proof. Let (γi)i∈ω be an enumeration of the non-identity elements of Γ. Let us
define Xi = X{γi},6 ⊂ Γ6 and equip it with the induced topology for each i ∈ ω.
Now Xi is the set of 6-colourings of Γ where x(σ) ̸= x(γiσ) for all σ ∈ Γ. We define
X =

∏
i∈ω Xi, and let Γ be the diagonal action on X,

∀σ ∈ Γ, (x0, x1, . . .) ∈ X σ · (x0, x1, . . .) = (σ · x0, σ · x1, . . .).

We equip the space X with the product topology, which makes it a compact zero-
dimensional Polish Γ-space. Since σ · x ̸= x for all x ∈ X and σ ∈ Γ, it is also
free.

Let P be a finite set of k-patterns such that every free zero-dimensional Polish Γ-
space admits a continuous P-avoiding colouring. By this assumption, let f : X → k
be a P-avoiding k-colouring.

By the definition of X, the base of X is formed by sets of the form

{x = (x0, x1, . . .) ∈ X | ∀σ ∈ R, ∀i ∈ N (xi(σ) = yi(σ))} (4.31.1)

where R ⊂ Γ is a finite set, N ∈ ω, and y0, . . . , yN−1 are 6-patterns with domain
R. Since f is continuous, each x ∈ X has some parameters N and R so that f is
constant in its neighbourhood of the form Eq. (4.31.1). As these neighbourhoods
cover the space X, using a compactness argument we can find some finite N and R
s.t. f is constant on all the sets

{x = (x0, x1, . . .) ∈ X | ∀σ ∈ R, ∀i ∈ N (xi(σ) = yi(σ))} ,

for each sequence of 6-patterns y0 : R → 6, . . . , yN : R → 6. In other words, for any
x ∈ X, if we know the value of xi(σ) for each i ∈ N and σ ∈ R, we can determine
the value f(x). Thus there is some function ρ : N×R6 → k such that

∀(x0, x1, . . .) ∈ X f((x0, x1, . . .)) = ρ(
{
((i, σ),m) ∈ N×R6 | xi(σ) = m

}
).

Now using ρ, let us define the continuous function f ∗ :
∏

i∈N Xi → k s.t.

∀(x0, x1, . . .) ∈
∏
i∈N

Xi f ∗((x0, . . . , xN−1)) = ρ(
{
((i, σ),m) ∈ N×R6 | xi(σ) = m

}
).

(4.31.2)
Notably this means that for any (x0, x1, . . .) ∈ X, f((x0, x1, . . .)) = f ∗(x0, . . . , xN−1).

We now claim that the lemma holds for

F = ({1Γ, γ0, . . . , γN−1} ∪R)4.

Let n ≥ 2, and D ⊇ F be a finite set. Let us also define F ∗
i = {1Γ, γi}log

∗ n+2 for
each i ∈ N . Now we use the result from distributed computing, Theorem 4.30,
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to construct the F ∗
i -local proper 6-colourings fi : XD,n → 6 of the Schreier graphs

G(XD,n, {γi}). For each i ∈ N , let πi : XD,n → Xi be a map, where

πi(x)(γ) = fi(γ · x)

for all x ∈ XD,n and γ ∈ Γ. To clarify, here πi is a function between subshifts,
so x and πi(x) are functions from Γ to n and 6 respectively. To see that indeed
ran(πi) = Xi for each i ∈ N , remember that the functions fi are proper 6-colourings
of the graphs G(XD,n, {γi}). Therefore for any i ∈ N and x ∈ XD,n, we have that

∀σ ∈ Γ fi(σ · x) ̸= fi(γiσ · x)
=⇒ ∀σ ∈ Γ πi(x)(σ) ̸= πi(x)(γiσ)

=⇒ πi(x) ∈ Xi.

From the definitions, we can also see that each πi is Γ-equivariant:

δ · (πi(x))(γ) = πi(x)(γδ) = fi(γδ · x) = πi(δ · x)(γ).

Now we can define the Γ-equivariant map π : XD,n →
∏

i∈N Xi as π(x) =
(π0(x), . . . , πN−1(x)).

Claim 4.31.3. The function f ∗ ◦ π : XD,n → k is a P-avoiding k-colouring of XD,n.

Proof of claim. Suppose otherwise and let p ∈ P occur in f ∗ ◦ π. Now there is
x ∈ XD,n s.t.

∀σ ∈ dom(p) f ∗(π(σ · x)) = p(σ).

Let y = π(x) ∈
∏

i∈N Xi. Since π is Γ-equivariant, we have that

∀σ ∈ dom(p) f ∗(σ · y) = p(σ).

Due to the definition of f ∗ at Eq. (4.31.2), all such z ∈ X that (z0, . . . , zN−1) =
(y0, . . . , yN−1) witness the occurrence of p in f , which is a contradiction. ■

Finally we will show that f ∗ ◦ π is F log∗ n-local. Remember that by Eq. (4.31.2),
in order to determine (f ∗ ◦ π)(x) we only need to know the value of π(x)(δ) for
each δ ∈ R. By the definition of π, this is the same as knowing fi(δ · x) for each
i ∈ N and δ ∈ R. Since each fi is F ∗

i -local, the value of fi(δ · x) is determined
by the values (δ · x)(γ) = x(γδ) for each γ ∈ F ∗

i . Thus if we know the value of x
in F ∗

i R, we can determine the value of fi(δ · x) for each δ ∈ R. Therefore f ∗ ◦ π
is (F ∗

0 ∪ . . . ∪ F ∗
N−1)R-local, and since F ∗ = F log∗ n ⊇ (F ∗

0 ∪ . . . ∪ F ∗
N−1)R, we are

done.

Now we shall introduce the finite graphs HD,n. Afterwards, we will show that
with suitable parameters, we can find P-avoiding colourings for these graphs.

Definition 4.32 (The S-labeled graph HD,n). Let S ⊂ Γ and D ⊇ S ∪ S−1 ∪ {1Γ}
be finite subsets of Γ. Let Inj(A,B) ⊂ AB be the set of injective functions from A
to B. For n ∈ ω, we define the graph HD,n so that V (HD,n) = Inj(D,n) and for all
q, q′ ∈ V (HD,n) and σ ∈ S, there is a bidirectionally labeled edge from q to q′ iff

∀δ, δ′ ∈ D (δ = δ′σ =⇒ q(δ) = q′(δ′)).
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If the above holds for the ordered pair (q, q′) and σ, we say that q and q′ are
σ-compatible and label the edge λ(q, q′) = σ. Notice that again λ(q, q′) = σ ⇐⇒
λ(q′, q) = σ−1. Also if q and q′ are σ-compatible, we have q′(1Γ) = q(σ) and since
they are injective functions, they cannot also be τ -compatible for any τ ̸= σ. Thus
the edge labeling is properly defined.

Next, we would like to construct P-avoiding colourings of graphs HD,n. However,
we cannot use the standard Definition 4.22 of p occurring in a colouring of HD,n.
It requires that q(σδ) = p(σ) for all σ ∈ dom(p), but it may very well be that
dom(p)δ ̸⊆ D for any δ ∈ D. We will instead use homomorphisms to define p
occurring in HD,n.

Definition 4.33 (P-avoiding colouring of S-labeled graphs). Let S ⊂ Γ be a finite
set. We say that a k-pattern p is S-connected, if the Schreier graph G(dom(p), S)
is a connected graph. Remember that since dom(p) is itself a subset of Γ, in
G(dom(p), S) the group is acting on itself via left multiplication. If p is an S-
connected k-pattern and G a graph with bidirectionally S-labeled edges, we say
that p occurs in the k-colouring f : V (G) → k, if there is a graph homomorphism
φ : V (G(dom(p), S)) → V (G) such that f(φ(σ)) = p(σ).

We can see that for the Schreier graph G(X,S), the two definitions for p:s oc-
currence coincide: Since G(dom(p), S) is connected, for any x ∈ X the function
φ(σ) = σ · x is a graph homomorphism. Now f(φ(σ)) = f(σ · x), so clearly φ
witnesses the occurrence of p according to the new definition iff x does according to
the old.

Lemma 4.34. Let D be a finite set with S ∪ S−1 ∪ {1Γ} ⊆ D ⊂ Γ, and let n be an
integer with n ≥ |D|2. Now for every free zero-dimensional Polish Γ-space X, there
exists a continuous graph homomorphism from G(X,S) to HD,n.

Proof. Since the Schreier graph G(X,DD−1) has maximum degree |D|2 − 1 < n,
so therefore by Lemma 4.6 there exists a continuous proper n-colouring f : X → n
that colours the graph. Now we define the continuous function h : X → Inj(D,n)
as

∀δ ∈ D h(x)(δ) = f(δ · x).

To see that h is continuous, we use the construction

∀y ∈ Inj(D,n) h−1(y) =
⋂
σ∈D

σ−1 · f−1(y(σ)).

Now notice that if g(x)(δ) = g(x)(δ′) for δ ̸= δ′, then f(δ · x) = f(δ′δ−1 · (δ · x)).
Since f is a proper colouring of G(X,DD−1), this is a contradiction and therefore
dom(h) = Inj(D,n).

Finally we notice that x and σ·x are σ-compatible for each x ∈ X and σ ∈ S∪S−1,
since

∀δ, δ′ ∈ D (δ = δ′σ =⇒ h(x)(δ) = h(σ · x)(δ′)) .

Thus the map h : V (G(X,S)) → V (HD,n) correctly maps the edge labels, and thus
is a continuous graph homomorphism.
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The following lemma will finally let us connect our previous results to the realm
of finite graphs.

Lemma 4.35. Let P be a finite set of S-connected k-patterns such that every free
zero-dimensional Polish Γ-space admits a continuous P-avoiding k-colouring. Then
there is a finite set F with S ∪ S−1 ∪ {1Γ} ⊆ F ⊂ Γ so that:

Given an integer n ≥ 2 and set F = F log∗ n. Given a finite set F ∗ ⊆ D ⊂ Γ, if
n ≥ 2|D|, then HD,n admits a P-avoiding k-colouring.

Proof. Without loss of generality, let 1Γ ∈ p for each p ∈ P . For each p ∈ P , let dp
be the diameter of the graph G(dom(p), S), i.e. max({distG(x, y) | x, y ∈ dom(p)}.
Since each p is S-connected and has a finite domain, each graph diameter is finite.
Also since P is a finite set, we can define d = max({dp | p ∈ P}).

Now we apply Lemma 4.31 with P to get F0. We claim that this lemma holds
for

F = (F0 ∪ {1Γ})(S ∪ S−1 ∪ {1Γ})d.

Let n ≥ 2, F ∗ = F log∗ n, D be a finite set with F ∗ ⊆ D ⊂ Γ and let F ∗
0 = F log∗ n

0 .
Now by Lemma 4.31 the subshift XD,n admits an F ∗

0 -local P-avoiding k-colouring
f : XD,n → k. Thus there is a map ρ : F ∗

0 n → k such that

∀x ∈ XD,n f(x) = ρ ({(δ,m) ∈ F ∗
0 × n | x(δ) = m}) . (4.35.1)

Let us now construct the P-avoiding k-colouring of HD,n. Since F
∗
0 ⊆ D, we can

define the function g : Inj(D,n) → k as

∀y ∈ Inj(D,n) g(y) = ρ ({(δ,m) ∈ F ∗
0 × n | y(δ) = m}) . (4.35.2)

First, we will show that for each y ∈ Inj(D,n) there exists x ∈ XD,n such that
y(δ) = x(δ) for all δ ∈ D. Remember that the elements of XD,n ⊂ Γn are the proper
n-colourings of the Cayley graph G(Γ, D). Since the maximum degree of G(Γ, D)
is |D ∪ D−1| − 1 < 2|D| ≤ n, each y ∈ Inj(D,n) can be greedily extended into a
proper n-colouring x ∈ XD,n.

Suppose now that some p ∈ P occurs in g, i.e. there is a homomorphism φ :
V (G(dom(p), S) → V (HD,n) such that g(φ(γ)) = p(γ). We have just shown that
for φ(1Γ) ∈ Inj(D,n), there exists some x ∈ XD,n s.t. y(δ) = x(δ) for all δ ∈ D. We
will now show that x witnesses the occurrence of p in f , which is a contradiction.

Let γ ∈ dom(p). Since p is S-connected and the graphG(dom(p), S) has diameter
at most d, we have that γ = σ0 . . . σd−1 ∈ (S∪S−1∪{1Γ})d. Let us start by showing
that f(σ0 · x) = g(φ(σ0)) = p(σ0).

Since the edge (1Γ, σ0) has label σ0 in G(dom(p), S) and φ is a homomorphism,
the functions φ(1Γ) and φ(σ0) must be σ0-compatible. Thus we have that

∀δ, δ′ ∈ D (δ = δ′σ0 =⇒ φ(1Γ)(δ) = φ(σ0)(δ
′)

⇐⇒ ∀δ′ ∈ Dσ−1
0 ∩D φ(1Γ)(δ

′σ0) = φ(σ0)(δ
′).

Now by the definition of D and F ∗
0 , we have that F ∗

0 ⊆ Dσ−1
0 ∩D. Therefore

∀δ ∈ F ∗
0 (σ0 · x(δ) = x(δσ0) = φ(1Γ)(δσ0) = φ(σ0)(δ)).
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By using Eq. (4.35.1) and Eq. (4.35.2), we can see that f(σ0 · x) = g(φ(σ0)) =
p(σ0).

Now let t < d − 1 and suppose that f(σ0σ1 . . . σt · x) = g(φ(σ0σ1 . . . σt)) =
p(σ0σ1 . . . σt). Since F

∗
0 ⊆ D(S∪S−1∪{1Γ})d∩D, we have that F ∗

0 ⊆ Dσ−1
0 . . . σ−1

t+1∩
D. Thus by the same reasoning as above, we can show that

f(σ0σ1 . . . σt+1 · x) = g(φ(σ0σ1 . . . σt+1)) = p(σ0σ1 . . . σt+1).

Now by induction along the path to γ, we can show that f(γ · x) = p(γ) for all
γ ∈ dom(p). Thus x witnesses the occurrence of p in f , which is a contradiction.

Definition 4.36 (The graph family HS). Let S ⊂ Γ be a finite subset. Now let
(Fi)i∈ω be a sequence of arbitrary finite subsets of Γ so that

(S ∪ S−1 ∪ {1Γ}) ⊆ F0 ⊂ F1 ⊂ F2 ⊂ . . . ,

and also
⋃

i∈ω Fi = Γ. Now for each i ∈ ω, let ni ≥ 2 be an integer such that

ni ≥ |Fi|2 log
∗ ni , and set Di = F log∗ ni

i . We now define the family of graphs HS as

HS = {HDi,ni
| i ∈ ω} .

Theorem 4.37. Let S ⊂ Γ be a finite subset, and let P be a finite set of S-connected
k-patterns. The following statements are equivalent:

(II) Every free zero-dimensional Polish Γ-space admits a continuous P-avoiding
k-colouring.

(III) There is a graph in HS that admits a P-avoiding k-colouring.

(IV) All but finitely many graphs in HS admit a P-avoiding k-colouring.

Proof. The implication (IV) =⇒ (III) is immediate. Now assume (II), and let
F ⊂ Γ be the finite subset given by applying Lemma 4.35 on P . Now (IV) holds
since Fi ⊆ F fails for only finitely many i.

Now suppose (III) holds and let HDi,ni
∈ HS admit a P-avoiding k-colouring

f : V (HDi,ni
) → k. Since Inj(Di, ni) is finite, we let it have discrete topology,

which makes f trivially continuous. Let X be a free zero-dimensional Polish Γ-
space, and since ni ≥ |Di|2, we can use Lemma 4.34 to construct the continuous
graph homomorphism h : V (G(X,S)) → V (HDi,ni

). Now we need to prove that the
continuous function f ◦ h is P-avoiding.

Suppose to the contrary that x ∈ X witnesses the occurrence of p in f ◦ h.
Let φ : V (G(dom(p), S)) → V (G(X,S)) be the graph homomorphism given by
φ(σ) = σ · x for all σ ∈ S. Now the function h ◦ φ : V (G(dom(p), S)) → V (HDi,ni

)
is a graph homomorphism. Since for all σ ∈ dom(p),

f((h ◦ φ)(σ)) = f(h(σ · x)) = p(σ),

φ witnesses the occurrence of p in f , which is a contradiction. Therefore (II) holds.

The following is another classical theorem in distributed computing by Goldberg,
Plotkin, and Shannon in [8].
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Theorem 4.38. There is a deterministic LOCAL algorithm that computes a proper
(d+1)-colouring of an n-vertex graph G with a maximum degree d in log∗ n+O(d2)
rounds.

We will use this theorem to finally join our previous work with the LOCAL model.
Before anything else, let us remind ourselves of Theorem 3.14.

Theorem 3.14. Let G ⊆ FSG and let Π = (t, P ) be a local colouring problem. Fix
n ∈ ω such that DetΠ,G(n) ≤ T < ∞ and set R = T + t. If G is a topological
structured graph that is (R, n)-locally in G and such that |BG(x, 2R)| ≤ n for all
x ∈ V (G), then G has a continuous Π-coloring.

Translating this theorem to our new notation requires some work, but it provides
us with one direction in our final theorem.

Theorem 4.39. Let S ⊂ Γ be a finite set and let P be a finite set of S-connected
k-patterns. The following statements are equivalent:

(II) Every free zero-dimensional Polish Γ-space admits a continuous P-avoiding
k-colouring.

(V) There is a deterministic distributed algorithm in the LOCAL model that, given
an n-vertex S-labeled subgraph G of G(Γ, S), outputs a P-avoiding k-colouring
of G in O(log∗ n) rounds.

Proof. (V) =⇒ (II). Let us suppose that (V) holds, and let X be a free zero-
dimensional Polish Γ-space. First, we show that Schreier graphs of free Γ-spaces are
topological structured graphs.

Claim 4.39.1. The Schreier graph G = G(X,S) is a topological structured graph.

Proof of claim. Let d be any metric inducing the topology on X, let ε > 0, and
let R > 0 be an integer. Since the group action α : Γ × X → X is continuous,
we can for each γ ∈ (S ∪ S−1)R determine some δ > 0 s.t. if d(x, y) < δ, then
d(γ · x, γ · y) < ϵ. We take δ to be the least of these, and now since X is free, if for
any x, y ∈ X we have d(x, y) < δ, then the neighbourhoods BG(x,R) and BG(y,R)
are ϵ-isomorphic. ■

Next, we show that the problem of producing P-avoiding colourings can be
expressed as a local colouring problem.

Claim 4.39.2. P can be encoded by a local colouring problem.

Proof of claim. Since P is S-connected and finite, let t be the maximum distance
between σ, σ′ ∈ dom(p) in the graph G(dom(p), S), for any p ∈ P . Now let P :
FSG. → {0, 1} be the function

P ([BG(x, r), x]) =


0, if r ̸= t or there is a graph homomorphism from

dom(p) to any H ∈ [BG(x, r), x].

1, otherwise.

Now a k-colouring is validated by P iff it is a P-avoiding. Let Π = (t, P ) be the
local colouring problem given by P . ■
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Finally we need to create the set G where G is (R, n)-locally for some n ∈ ω and
R = T + t, where DetΠ,G(n) ≤ T .

Claim 4.39.3. There are n,R, T ∈ ω, such that DetΠ,G(n) ≤ T , R = T + t, G is
(R, n)-locally in G, and |BG(x, 2R)| ≤ n for all x ∈ X.

Proof of claim. Since we have a LOCAL algorithm that produces a solution to Π
in O(log∗ n) rounds when run on an n-vertex subgraph of G(X,S), there is some
N ∈ ω s.t. when run on an N -vertex subgraph, the algorithm takes less than T
rounds where

(2|S|)2T+2t ≤ N.

Now let n = N , and set R = T + t. We let G be the set of rooted isomorphism
classes of n-vertex subgraphs of G. Now we have that DetΠ,G(n) ≤ T , and each
[BG(x,R), x] is an n-vertex rooted subgraph of G, so G is (R, n)-locally in G. Also
we defined n so that |BG(x, 2R)| ≤ n for all x ∈ X. ■

Now we can simply apply Theorem 3.14 to produce a continuous P-avoiding
k-colouring of X.

(II) =⇒ (V). Suppose (II) holds, and let F ⊂ Γ be the finite set given by
applying Lemma 4.35 on P . Now let m be an integer with m > |F |3 log∗ m, and let
D = F log∗ m. Now due to Lemma 4.35 there is a P-avoiding function from V (HD,m)
to k. Thus all the LOCAL algorithm needs to do is compute a graph homomorphism
from V (G) to HD,m. This means that for each vertex x ∈ V (G), the algorithm has
to compute an injective function qx : D → m so that if x and y are adjacent in
X, then qx and qy are λ(x, y)-compatible. We could use a similar tactic as in the
proof of Lemma 4.34, where we compute a locally injective (proper) m-colouring of
G and use that to define qx for each x ∈ X. However, there can be elements in D ·x
that are not in V (G) at all. Also even if δ · x is in V (G) it can be far away from x
in G, which causes problems in the LOCAL model. Therefore we will compute the
function qx for each x directly.

We say that the pairs (x, δ), (y, δ′) ∈ V (G) × D are one-step equivalent,
(x, δ) ∼1 (y, δ′), if x and y are adjacent in G and δ = δ′λ(x, y). The relation
∼1 is symmetric and transitive, and since (S ∪ S−1 ∪ {1Γ}) ⊆ F ⊆ D, it is also
reflexive. Now let ∼ be the equivalence relation on V (G)×D generated by ∼1, i.e.
(x, δ) ∼ (y, δ′) iff (x, δ) = (y, δ′) or for some t ∈ ω,

∃(z0, γ0), . . . (zt, γt) ∈ V (G)×D (x, δ) ∼1 (z0, γ0) ∼1 . . . ∼1 (zt, γt) ∼1 (y, δ
′).

(4.39.4)
If (x, δ) ∼ (y, δ′), we say that they are equivalent.

Claim 4.39.5. The function mapping x to qx is a graph homomorphism if and only
if qx(δ) = qy(δ

′), whenever (x, δ) ∼ (y, δ′).

Proof of claim. Suppose that the mapping x 7→ qx is a graph homomorphism, and
that (x, δ) ∼ (y, δ′). If (x, δ) = (y, δ′), we are done. Otherwise, there is some finite
path of the form Eq. (4.39.4). Let (zi, γi) and (zi+1, γi+1) be any two consecutive
pairs on the path. Since zi and zi+1 are neighbours in G, qzi and qzi+1

are λ(zi, zi+1)-
compatible. Now since γi = γi+1λ(zi, zi+1), we have that qzi(γi) = qzi+1

(γi+1). Since
this is true for all consecutive pairs on the path, we can see that qx(δ) = qy(δ

′).
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Now suppose that x and y are neighbours in G, and that (x, δ) ∼ (y, δ′) implies
that qx(δ) = qy(δ

′). Therefore if there are such δ, δ′ ∈ D s.t. δ = δ′λ(x, y), we have
that qx(δ) = qy(δ

′). Thus qx and qy are be λ(x, y)-compatible, which makes the map
x 7→ qx a graph homomorphism. ■

Note that if (x, δ) and (y, δ′) are equivalent, then δx = δ′y. Using this fact, we
make the following claim:

Claim 4.39.6. For given x ∈ V (G) and δ, δ′ ∈ D, there is at most one y ∈ V (G) s.t.
(x, δ) ∼ (y, δ′). Also for given x, y ∈ V (G) and δ ∈ D, there is at most one δ′ ∈ D
s.t. (x, δ) ∼ (y, δ′).

Proof of claim. Since G is a subgraph of G(Γ, S), x and y are also elements of Γ.
Thus we can see that δ′ = δxy−1 and y = (δ′)−1δx. ■

Now let us define [x] as

[x] = {y ∈ V (G) | ∃δ, δ′ ∈ D (x, δ) ∼ (y, δ′)} .

The relation ”y ∈ [x]” is both reflexive and symmetric, but not necessarily transitive.

Claim 4.39.7. For every x ∈ V (G) and y ∈ [x], we have that distG(x, y) < |D|.

Proof of claim. If x = y, we are done. Otherwise, there is some finite path of the
form Eq. (4.39.4). By minimizing the length of the path, we may assume that the
pairs on the path are unique. Now by Claim 4.39.6, the second element of each pair
δ, γ0, . . . , γt, δ

′ must also be unique in the path. Thus there are at most |D| pairs on
the path between (x, δ) and (y, δ′), and therefore distG(x, y) < D. ■

Let G′ be the graph with vertex set V (G′) = V (G), and where x and y are
connected iff there is z ∈ V (G) s.t. z ∈ [x] and y ∈ [z]. By Claim 4.39.6, |[x]| < D2

for all x ∈ V (G), and therefore the maximum degree ∆(G′) is less than |D|4. Now
by the Claim 4.39.7, we can simulate one round of communication in the graph G′

by |D| = O(1) rounds of communication in G. Thus we can use Theorem 4.38 to
compute the properN = |D|4-colouring of the graph G′, φ : V (G) → N , in O(log∗ n)
rounds. For each i ∈ N , let Xi denote the set φ−1(i), which is independent in G′.

Now the LOCAL algorithm shall compute the injective function qx : D → m in
N steps, each taking |D|2 = O(1) rounds. Thus far it has taken O(log∗ n) rounds
to compute the G′-independent sets.

During step number i, each vertex x ∈ Xi computes the values qx(δ) for each
δ ∈ D. By doing so, it also determines each qy(δ

′) for all y ∈ Xj, where (x, δ) ∼ (y, δ′)
and j > i. This way we make sure that the mapping x 7→ qx will be homomorphic,
due to Claim 4.39.5. To be precise, in the i:th step, the algorithm running on x ∈ Xi

repeats the following substeps for each δ ∈ D:

1. If qx(δ) is already fixed, move on to the next δ.

2. Otherwise, compute the set C = {qy(ε) | y ∈ [x], ε ∈ D and qy(ϵ) is defined}
in |D| rounds. The set C contains each colour that is already in use by some
qy for y ∈ [x]. Since |[x]| < |D|2, we have that |C| < |D|3 < m, and therefore
there must be a free colour α ∈ m \ C. This ensures that every function will
remain injective in the next substep.
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3. Let qx(δ) = α, and send this information to each vertex in [x] in |D| rounds.
Each vertex y ∈ [x] now checks if (x, δ) ∼ (y, δ′) for some δ′ ∈ D. If such δ′ is
found, it fixes qy(δ

′) = α. This construction ensures that (x, δ) ∼ (q, δ′) =⇒
qx(δ) = qy(δ

′).

Since each set Xi is independent in G′, all the elements x ∈ Xi can run these steps
in parallel without affecting each other.

The LOCAL algorithm computes a homomorphism from G to HD,m. This takes
O(log∗ n) + O(|D|6) = O(log∗ n) rounds in total. Since the P-avoiding k-colouring
of HD,m produced by Lemma 4.35 does not depend on G in any way, the algorithm
can compute the colouring locally in zero rounds. Thus the algorithm computes the
P-avoiding k-colouring of G in O(log∗ n) rounds.
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Appendix A

Proof of the continuity of B in
main lemma

As a reminder, given B∗ ⊆ n
2|N | and clopen sets U2, . . . Un ⊆ Z, we want to show

that the set

{z ∈ Z | ∃x2 ∈ U2 . . . xn ∈ Un s.t. xi are distinct and B∗(z, x2, . . . , xn) ∈ B}

is clopen. Here we may utilize the fact that ord(B) ≤ 2, as then the set is empty for
any n > 2, and therefore we need to consider at most one clopen set U at a time.

First lets consider the case where B∗ ⊆ 1
(2|N |). We want to show that

{z ∈ Z | ∃z′ ∈ Z, δ ∈ ∆(B∗(z) = Bz′,δ)}

is clopen. Notice that for any pair z′ ∈ Z, δ ∈ ∆, the truth value of z′ ≡N
fh δ · z′

depends only on fh(v·z′) and fh(vδ·z′) for all v ∈ N , whenever {v·z′, vδ·z′} ⊆ C0∪C.
We previously showed that |C ∩ (N · z′)| ≥ m and |(Nδ · z′) ∩ U | ≤ 1, so therefore
there must be some vi ∈ N s.t. {vi · z′, viδ · z′} ⊆ C0 ∪ C and vi · z′ ∈ C ∩ (N · z′).
Therefore the N -equivalence depends on fh(vi · z′) and moreover on hi(z

′). Thus
if there is some constraint B∗(z) ∈ B with domain size 1, it must be Bz,δ for some
δ ∈ ∆. Now our set looks like the following

{z ∈ Z | ∃δ ∈ ∆(B∗(z) = Bz,δ)} .

Before using the definition of our constraints, for a given δ ∈ ∆, let us define the
sets Zi

δ = {z ∈ Z | |dom(Bz,δ)| = i}. Notice that z ∈ Z0
δ iff z ̸≡N

g δ · z, so therefore
we can define

Z0
δ =

{
z ∈ Z | z ̸≡N

g δ · z
}

=
⋃
v∈N

((
v−1 · C0

)
∩
(
v−1δ · C0

)
∩⋃

b∈2

(
(v−1 · g−1(b)) ∩ (δ−1v−1 · g−1(b))

))
.

We also know that if for z ∈ Z1
δ , we must have dom(Bz,δ) = {z}. Notably h(δ · z)

does not have any effect on the statement z ≡N
fh δ·z, i.e. ∀v ∈ N either {v·z, vδ·z} ̸⊆
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dom(fh), or vδ · z ∈ dom(g). Thus

Z1
δ =

⋂
v∈N

(
(v−1 · U) ∪ (δ−1v−1 · U) ∪ (δ−1v−1 · (g−1(0) ∪ g−1(1)))

)
\ Z0

δ .

As the sets Zi
δ for i ∈ 3 form a partition of Z, we have Z2

δ = Z \ (Z0
δ ∪ Z1

δ ).
Let us now use the definition of our constraints. The set we want to show to be

clopen is

{z ∈ Z | ∃δ ∈ ∆(B∗(z) = Bz,δ)}

=
⋃
δ∈∆

({
z ∈ Z1

δ | ∀φ ∈ 1
(2|N |)

(
h(z) = φ(0) ⇐⇒ z ≡N

fh δ · z
)})

=
⋃
δ∈∆

(( ⋂
φ∈B∗

{
z ∈ Z1

δ | h(z) = φ(0) and z ≡N
fh δ · z

})
∩ ⋂

φ∈1
(2|N|)\B∗

{
z ∈ Z1

δ | h(z) = φ(0) and z ̸≡N
fh δ · z

}
 .

(A.0.1)

As we have ensured that the N -similarity depends only on h(z), the sets are well
defined without fixing h any further. Now let us take a look at the set{

z ∈ Z1
δ | h(z) = φ(0) and z ̸≡N

fh δ · z
}

above, for given δ ∈ ∆ and φ ∈ 1
(2|N |). As the set contains only elements from Z1

δ ,
for any element vi ∈ N that witnesses fh(vi · z) ̸= fh(viδ · z), at least fh(vi · z) or
fh(viδ · z) must depend on h(z). Thus if we also fix vi, there are three possible cases

1. vi · z ∈ C ∩ (N · z) and viδ · z ∈ dom(g),

2. vi · z ∈ dom(g) and viδ · z ∈ C ∩ (N · z), so there is vj ∈ N s.t. viδ = vj,

3. vi · z ∈ C ∩ (N · z) and viδ · z ∈ C ∩ (N · z), so there is vj ∈ N s.t. viδ = vj.

We show that each of these is clopen. Let bi notate the inverse of the i:th bit of
φ(0). Now the first set is simply

Z1
δ ∩ (v−1

i · (C ∩ (N · z))) ∩ (δ−1v−1
i · g−1(bi)).

If viδ = vj for some vj ∈ N , the second case is also possible. That set is

Z1
δ ∩ (v−1

i · g−1(bj)) ∩ Z1
δ ∩ (δ−1v−1

i · (C ∩ (N · z))).

If in addition to viδ = vj, we have that bi ̸= bj, then the third case is also possible.
Then that set is

Z1
δ ∩ (v−1

i · (C ∩ (N · z))) ∩ (δ−1v−1
i · (C ∩ (N · z))).

Now for fixed δ ∈ ∆ and φ ∈ 1
(2|N |), we get the set{

z ∈ Z1
δ | h(z) = φ(0) and z ̸≡N

fh δ · z
}
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if we take the union of the first kind of sets over N , the second kind of sets over
{vi ∈ N | ∃vj ∈ N viδ = vj}, and the third kind over {vi ∈ N | ∃vj ∈ N viδ =
vj, and bi ̸= bj}. As all of the three sets were clopen and every set that we iterate
over is finite, their union is also clopen. Thus its complement, the set{

z ∈ Z1
δ | h(z) = φ(0) and z ≡N

fh δ · z
}

is also clopen. Therefore by Eq. (A.0.1), if B∗ ⊆ 1
(2|N |), then

{z ∈ Z | B∗(z) ∈ B}

is clopen.

Now let B∗ ⊆ 2
(2|N |) and U2 ⊆ Z a clopen set. We will show that

{z ∈ Z | ∃x ∈ U2 s.t. z ̸= x,B∗(z, x) ∈ B}

is clopen. Let z, z′ ∈ Z, x ∈ U2, δ ∈ ∆ be s.t. z ̸= x and B∗(z, x) = Bz′,δ. Remember
that h violates Bz′,δ iff z′ ≡N

fh δ · z′, which depends on fh(v · z′) and fh(vδ · z′) for
all v ∈ N , whenever they are defined. Previously we showed that this N -similarity
must depend on h(z′), so z′ ∈ dom(Bz′,δ). Now as dom(Bz′,δ) = {z, x}, we know
that either z = z′ or x = z′. Therefore we need to show that the set⋃

δ∈∆

{z ∈ Z | ∃x ∈ U2 (z ̸= x, B∗(z, x) = Bz,δ or B
∗(z, x) = Bx,δ)}

is clopen. Let us fix δ ∈ ∆, and first take a look at the case z = z′. We want to
show that {

z ∈ Z2
δ | ∃x ∈ U2 (z ̸= x,B∗(z, x) = Bz,δ)

}
is clopen. Remember that Z2

δ consists of such z ∈ Z that |dom(Bz,δ)| = 2. Next, we
would need to find a single x ∈ U2 s.t. the equivalence holds. But as δ is fixed and
|dom(Bz,δ)| = 2, we do not actually need to enforce the uniqueness of x, as long as
we find one.

Let φ ∈ 2
(2|N |) and let h : Z → 2|N | be a function s.t. h(z) = φ(0) and h(x) =

φ(1) for all x ∈ U2. Now suppose φ /∈ B∗. If z ∈ {z ∈ Z2
δ | ∃x ∈ U2 (z ̸= x,B∗(z, x) = Bz,δ)},

it must be that z ̸≡N
fh δ · z, i.e. there must be vi, vjN s.t. one of the following cases

is true

1. vi · z ∈ C, viδ · z ∈ dom(g), and fh(vi · z) ̸= g(viδ · z),

2. vj = viδ, vi · z ∈ dom(g), vj · z ∈ C, and g(vi · z) ̸= fh(vj · z),

3. vj = viδ, vi · z ∈ C, vj · z ∈ C, and fh(vi · z) ̸= fh(vj · z),

4. vj ̸= viδ, vj · x = viδ · z, vi · z ∈ dom(g), vj · x ∈ C, and g(vi · z) ̸= fh(vj · x),

5. vj ̸= viδ, vj · x = viδ · z, vi · z ∈ C, vj · x ∈ C, and fh(vi · z) ̸= fh(vj · x),

Thus we can take the union of sets matching these cases over vi, vj ∈ N . Let
vi, vj ∈ N and b0n, b

1
n the n:th bits of φ(0) and φ(1). The sets matching to the cases

above are
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1. (
v−1
i · C

)
∩
(
δ−1v−1

i · g−1(b0i )
)

2.
if vj = viδ,

(
v−1
i · g−1(b0j)

)
∩
(
v−1
j · C

)
, otherwise ∅

3.
if vj = viδ and b0i ̸= b0j ,

(
v−1
i · C

)
∩
(
v−1
j · C

)
, otherwise ∅

4.
if vj ̸= viδ,

(
δ−1v−1

i · C
)
∩
(
v−1
i · g−1(b1j)

)
, otherwise ∅

5.
if vj ̸= viδ and b0i ̸= b1j ,

(
v−1
i · C

)
∩
(
δ−1v−1

i · C
)
, otherwise ∅

Each of these sets is clopen, and therefore their union over all vi, vj ∈ N is clopen.
That set is {

z ∈ Z2
δ | ∃x ∈ U2

(
z ̸= x, x ∈ dom(Bz,δ), z ̸≡N

fh δ · z
)}

,

where δ, φ and therefore h are fixed. To form the set{
z ∈ Z2

δ | ∃x ∈ U2

(
z ̸= x, x ∈ dom(Bz,δ), z ≡N

fh δ · z
)}

,

we can just find their union{
z ∈ Z2

δ | ∃x ∈ U2 (z ̸= x, x ∈ dom(Bz,δ))
}
.

We can see that this is the set

Z2
δ ∩

 ⋃
vi∈N

⋃
vj∈N\{viδ}

(
(δ−1v−1

i v−1
j · U2) ∩ (v−1

i · (C0 ∪ C))
) ,

which is clopen, and therefore the set{
z ∈ Z2

δ | ∃x ∈ U2

(
z ̸= x, x ∈ dom(Bz,δ), z ≡N

fh δ · z
)}

,

is also clopen.
Thus we have shown that{

z ∈ Z2
δ | ∃x ∈ U2 (z ̸= x,B∗(z, x) = Bz,δ)

}
=
⋂

φ∈B∗

({
z ∈ Z2

δ | ∃x ∈ U2

(
z ̸= x, x ∈ dom(Bz,δ), z ≡N

fh δ · z
)})

∩⋂
φ∈2

(2|N|)\B∗

({
z ∈ Z2

δ | ∃x ∈ U2

(
z ̸= x, x ∈ dom(Bz,δ), z ̸≡N

fh δ · z
)})

is clopen.
Last thing we need to do is show that

{z ∈ Z | ∃x ∈ U2 (z ̸= x,B∗(z, x) = Bx,δ)}
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is clopen, for fixed δ ∈ ∆. This is the same set as

{z ∈ Z | ∃vi, vj ∈ N (viδ · x = vj · z, viδ ̸= vj, x ∈ U2, B
∗(z, x) = Bx,δ)}

=
⋃
vi∈N

⋃
vj∈N\{viδ}

({
z ∈ Z | B∗(z, x) = Bx,δ, where x = δ−1v−1

i vj · z ∈ U2

})
.

Let us fix vi ∈ N and vj ∈ N \ {viδ}, let vx = δ−1v−1
i vj, and for any φ ∈ 2

(2|N |) let
h : Z → 2|N | be s.t. . Now we have that

{z ∈ Z | B∗(z, vx · z) = Bvx·z,δ}

=
⋂

φ∈B∗

({
z ∈ Z | vx · z ≡N

fh δvx · z, where h(z) = φ(0), h(vx · z) = φ(1)
})

∩⋂
φ∈2

(2|N|)\B∗

({
z ∈ Z | vx · z ̸≡N

fh δvx · z, where h(z) = φ(0), h(vx · z) = φ(1)
})

Let us fix φ ∈ 2
(2|N |) and again take a look at one of the sets,{

z ∈ Z | vx · z ̸≡N
fh δvx · z, where h(z) = φ(0), h(vx · z) = φ(1)

}
.

For any z in that set, we must have that vx · z ̸≡N
fh δvx · z, i.e. vk, vl ∈ N s.t. one of

the following cases is true

1. vkvx · z ∈ C, vkδvx · z ∈ dom(g), and fh(vkvx · z) ̸= g(vkδvx · z),

2. vl = vkδ, vkvx · z ∈ dom(g), vlvx · z ∈ C, and g(vkvx · z) ̸= fh(vlvx · z),

3. vl = vkδ, vkvx · z ∈ C, vlvx · z ∈ C, and fh(vkvx · z) ̸= fh(vlvx · z),

4. vl ̸= vkδ, vlvx · x = vkvxδ · z, vkvx · z ∈ dom(g), vlvx · x ∈ C, and g(vkvx · z) ̸=
fh(vlvx · x),

5. vl ̸= vkδ, vlvx · x = vkvxδ · z, vkvx · z ∈ C, vlvx · x ∈ C, and fh(vkvx · z) ̸=
fh(vlvx · x),

From this on the proof is equivalent to what we did in the case z = z. Thus we

may conclude that for any B∗ ⊆ 2
(2)|N | and clopen U2 ⊆ Z, the set

{z ∈ Z | ∃x ∈ U2 (z ̸= x, B∗(z, x) ∈ B)}

is clopen.
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