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The Gaussian approximation potential (GAP) is an accurate machine-learning interatomic potential that
was recently extended to include the description of radiation effects. In this study, we seek to validate a
faster version of GAP, known as tabulated GAP (tabGAP), by modelling primary radiation damage in 50-
50 W-Mo alloys and pure W using classical molecular dynamics. We find that W-Mo exhibits a similar
number of surviving defects as in pure W. We also observe W-Mo to possess both more efficient recom-
bination of defects produced during the initial phase of the cascades, and in some cases, unlike pure W,
recombination of all defects after the cascades cooled down. Furthermore, we observe that the tabGAP
is two orders of magnitude faster than GAP, but produces a comparable number of surviving defects and
cluster sizes. A small difference is noted in the fraction of interstitials that are bound into clusters.

© 2023 The Author(s). Published by Elsevier B.V.

This is an open access article under the CC BY license (http://creativecommons.org/licenses/by/4.0/)

1. Introduction

Nuclear energy is an integral part of modern society; nuclear
fuels are millions of times more energy-dense than chemical ones,
such as oil. Moreover, they release no greenhouse gases. The mate-
rials in nuclear reactors are exposed to intense irradiation, and the
understanding of the consequences of this process on the dura-
bility and reliability of the materials is vital not only for existing
power plants but more so for future fusion and next-generation
fission reactors [1]. This motivates the search for new radiation-
tolerant materials. Tungsten-based high-entropy alloys (HEA) are a
class of materials that show promising resilience to radiation [2],
making them particularly interesting in the field of nuclear energy
applications.

Molecular dynamics [3]| (MD) is a widely used method to study
how materials respond to radiation and gives insight into atomic-
scale phenomena and their underlying mechanisms that are
inaccessible by experimental means [4]. Considering specifically
W-based alloys, Qiu et al. [5] found, by running collision-cascade
simulations, that alloying Ta with W can decrease the size of
dislocation loops, whilst retaining comparable defect production to
W. Moreover, cascade simulations have shown Mo-based complex
concentrated alloys to fare well under radiation [6]. However, the
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effects of collision cascades in W-based alloys are still fairly poorly
understood.

Interatomic potentials that describe the nature of atom inter-
actions within the modelled material are essential for the validity
and accuracy of simulation results. However, analytical potentials
(potentials that have a fixed mathematical form, comprising only
a few parameters) struggle to accurately describe more than a
handful of phenomena, fundamentally restricting the use of their
applications. Recently, a new approach to the development of
interatomic potentials based on machine-learning (ML) algorithms
was proposed [7,8]. Since the training database is generated from
consistent density functional theory (DFT) calculations, some of
the ML potentials excel at describing a multitude of different
phenomena, giving more accurate results than their analytical
counterparts [7-9].

The Gaussian approximation potential (GAP) [7] is a popular
machine-learning potential, which has been proven to give results
that are on par with quantum-mechanical simulation methods,
and is capable of successfully describing a diverse range of phe-
nomena [10,11]. GAP also reaps the benefits of classical potentials,
being capable of simulating systems that are at least thousands
of times larger than in quantum-mechanical methods. Despite
this, GAP is still excruciatingly slow when put up against its
traditional, analytical counterparts, such as the embedded atom
method (EAM) potentials. In an attempt to retain the excellent
array of properties of GAP, whilst making it faster to compute, the
tabulated GAP (tabGAP) formalism was created [12,13].

0022-3115/© 2023 The Author(s). Published by Elsevier B.V. This is an open access article under the CC BY license (http://creativecommons.org/licenses/by/4.0/)
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The key feature of tabGAP is using only low-dimensional de-
scriptor terms, omitting terms like the Smooth Overlap of Atomic
Positions (SOAP) term [14], which is a vector in a space of hun-
dreds or even thousands of dimensions for multi-component ma-
terials. The low-dimensional terms enable tabGAP to circumvent
the exhausting machine-learning prediction of GAP when comput-
ing atomic energies by using tabulation. Tabulation involves pre-
computing the GAP energy predictions and mapping them onto
low-dimensional grids. After tabulation, the resulting data grid can
be used in conventional spline interpolation methods during sim-
ulations, which makes tabGAP faster. Perhaps even more impor-
tantly, the low-dimensional terms of tabGAP make it easier to de-
velop for many-element materials like HEAs because they need less
training data than terms like SOAP [13]. Therefore, tabGAP could
act as a gateway to efficient, and accurate, studies of exotic multi-
component materials.

In the present study, we test the tabGAP developed in Ref. [12],
which was developed for a W-based HEA, namely molybdenum-
niobium-tantalum-vanadium-tungsten (Mo-Nb-Ta-V-W), by mod-
elling radiation effects. To compare the performance of tabGAP to
other types of interatomic potentials in MD simulations, we choose
to model 50-50 W-Mo alloys. We note that the high activation of
Mo under neutron irradiation limits the use of this particular alloy
for fusion applications; however, it could be used in small amounts
e.g., in fusion reactor diagnostics, and in non-fusion applications
where neutron activation is not an issue. Our choice is motivated
by the existence of both a GAP and EAM for W-Mo [15,16]. Ad-
ditionally, the results of this study give general insight into how
50-50 W-based refractory alloys behave. Radiation damage in both
50-50 W-Mo alloys and pure W is modelled by the means of MD
collision-cascade simulations using tabGAP, a SOAP-equipped GAP,
and EAM. The simulation results are analysed for the number of
surviving defects (point defects and their clusters).

2. Methods
2.1. Software and potentials

The simulations were run
code, Large-scale Atomic/Molecular Massively Parallel Simu-
lator (LAMMPS) [17] (https://www.lammps.org/). The QUIP
code [7] (https://github.com/libAtoms/QUIP) was used to en-
able the use of GAP with LAMMPS. The Open Visualization
Tool [18] (OVITO) was used for both visualising simulation results
and defect analysis using the Wigner-Seitz method. Dislocations
were analysed using the Dislocation Extraction Algorithm [19]. The
Python library Matplotlib [20] was used for plotting simulation
data.

Cascades were run using four potentials: the EAM potential
developed for W-Mo in Ref. [16] (hereafter referred to as W-
Mo-EAM), the Ackland-Thetford-Zhong-Nordlund (AT-ZN) EAM po-
tential developed for W in Refs. [21,22], the GAP developed in
Ref. [15], and the tabGAP developed in Ref. [12]. We chose the
AT-ZN potential for pure W, for it is the most widely used poten-
tial for radiation damage simulations in W [23,24]. For example,
it has shown good agreement with experiments and GAP at high
doses [24], which makes a comparison to the other potentials use-
ful.

All four potentials were developed to be applicable for the sim-
ulation of radiation effects, i.e., joined with corresponding repul-
sive potentials, such as the ZBL potential in EAM [25] and DMol
[26] in GAP and tabGAP, to enable a reasonable description of cas-
cade development.

It is worth noting that the present tabGAP is fitted to a HEA
dataset, whereas the GAP is fitted to a W-Mo dataset. In the HEA
set, there are less data for the W-Mo system, which makes a direct

using the classical MD
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Table 1

Simulation parameters. Here, Epga is the initial kinetic en-
ergy of a PKA, rpga is the distance from the PKA to the cen-
tre of the lattice, and nams is the number of atoms in the

lattice.
Epga [keV] mka [A] Natoms
1 15 31,250
2 15 54,000
5 20 159,014
10 30 332,750
20 40 686,000

comparison between GAP and tabGAP difficult. For more details
about the development of the GAP and tabGAP, see Refs. [12,15].

2.2. Selection of the primary knock-on atom

Following the practice in Nordlund and Averback [26], cascades
were initiated by giving one atom, the primary knock-on atom
(PKA), a recoil of a given energy towards the centre of the simu-
lation cell. The PKAs were selected as follows. Firstly, we generate
a random direction in three-dimensional space. Then, we define a
point at a specific distance from the centre of the cell, in the afore-
mentioned direction. Finally, the atom closest to this point is given
the recoil in the aforementioned direction, towards the cell centre,
to initiate the cascade. Higher recoil energies trigger more exten-
sive cascades, hence the distance at which a PKA was selected, as
well as the total number of atoms in the simulation cell, scale up
with the recoil energy. These parameters are given in Table 1.

In LAMMPS, the atoms within a simulation cell are labelled by
identifiers (identification numbers). Since the same atomic struc-
ture for a given material was used for all potentials, for consis-
tency, in the simulations with different potentials, we selected as
a recoil the atom with the same identifier. We assigned it with the
same velocity in the same direction. Although the cells relaxed in
different potentials may slightly deviate from one another, these
differences are sufficiently small for a statistically averaged quanti-
tative comparison of defect formation in different potentials.

It is worth noting that because the PKAs were selected in ran-
dom directions, they may move in channelling directions (which
offer the least resistance to movement), and a few cascades over-
lapped with the periodic boundaries, in spite of the sufficient size
of the simulation cells. These simulations were discarded and the
simulations were re-run with new PKAs. The aim of the PKA se-
lection method is to minimise the direction-related bias in the
results. Regardless, the present results are not completely free of
directional bias, since the channelling directions were excluded
from the analysis. However, the main purpose of the current paper,
which is to compare the results of different interaction models, is
unaffected by this, since the probability of crossing the boundaries
is the same for all interaction models. In fact, the number of failed
simulations (where atoms enter the thermostatted border with at
least 10-eV kinetic energy) was around five out of the 40 1- and
2-keV simulations, but only around two simulations for the rest of
the energies (these energies gave rise to thermal spikes).

2.3. Simulation setup

Collision cascade simulations were run for 50-50 W-Mo alloys,
and pure W, both with the body-centred cubic (BCC) lattice struc-
ture. The atoms in the W-Mo alloys are randomly ordered. Periodic
boundary conditions were used in every simulation.

In W-Mo alloys, the cascades initiated by PKA with energies
from 1 to 20 keV were run using the EAM and tabGAP potentials,
but only 1 to 5-keV cascades were run using GAP, due to its much
higher computational cost (GAP is two orders of magnitude slower
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Table 2

Performances of the potentials. Here, e-tabGAP denotes the
newer version of tabGAP [13]; tgom denotes the time it took to
evaluate the equation of motion of a single atom; tjo,, denotes
the loop-time given by LAMMPS, which is the total wall-clock
time elapsed from the start to the evaluation of the last equa-
tion of motion; s is the performance in units of GAP, i.e., how
many times faster a given potential is than GAP.

Potential teom [1s] toop [N] s[GAP]
AT-ZN EAM 1.7 0.001 49,000
W-Mo-EAM 4.4 0.003 19,000
e-tabGAP 50 0.03 1700
tabGAP 360 0.3 230
GAP 83,000 48 1

than the tabGAP we used and four orders of magnitude slower
than the EAMs; see Table 2).

In pure W, simulations were run using the AT-ZN EAM, the W-
part of the W-Mo-EAM potential and the tabGAP to study sta-
ble defects and their clusters with PKA energies of 1 to 10 keV.
Only 1-keV cascade simulations were run in pure W with the GAP.
For each PKA energy, statistics were collected over 40 simulations
with different initial seeds for random-number generation, except
for GAP 5 keV in W-Mo. In the latter case, only 25 simulations
were run, again due to the prohibitively high computational cost
of these simulations. Even the case of 25 simulations should be
sufficient, as has been studied in Ref. [27].

For consistency, in all applied potentials, we used cells of the
same composition. Therefore, we relaxed the simulation cells with
the corresponding potential before cascade simulations. The relax-
ation was done by imposing a Nosé-Hoover thermostat and baro-
stat to the cells [28,29], and waiting for the pressure and volume
of the cells to become stable. Cascade simulations started out at
a temperature of 300 K, and had a Nosé-Hoover thermostat ap-
plied to a 6-A thick shell at the boundary of the simulation cells,
to cool the cell down to its initial temperature, which mimics the
much larger bulk material surrounding the cascade region. During
the cascade simulations, no pressure control was used. The simula-
tion time was chosen such that the final temperature is sufficiently
close to the initial 300 K and the cascade-induced defect evolution
has stopped. For each W-Mo simulation, it was 100 ps, with the
exception of 5-keV GAP simulations, where the shortest simulation
managed to run for about 71 ps. The shorter run-time was deemed
a non-issue, as will be discussed in more detail in Section 3.1. For
pure W, a shorter simulation time of 60 ps was sufficient.

Due to the nature of the cascade simulations, the initially-
high kinetic energies of atoms (high velocities) decrease over time.
For simulation efficiency, an adaptive time-step [30] was used.
The magnitude of the adaptive time-step changes dynamically in
response to atomic velocities, starting out small and ultimately
reaching a fixed maximum value, which was chosen to be 3 fs.

In the MD simulations, electrons are not explicitly modelled,
however, they do have a substantial role in energy dissipation for
the collision energies involved in the cascades of this study [31].
To emulate the energy loss due to electronic excitations of high-
energy atoms, electronic stopping data were used to determine the
magnitude of the electronic stopping power that the atoms expe-
rience at a given kinetic energy. A cut-off kinetic-energy threshold
of 10 eV was used and the electronic stopping was applied to all
atoms with kinetic energy higher than this. The stopping power for
the W-Mo alloys was generated using the SRIM-2013 code [32,33],
while the stopping power for the pure W was the same as in the
earlier work [23], generated with the ZBL-96 code [25]. In the en-
ergy range of interest for the current study (< 20 keV, well be-
low the maximum in the electronic stopping power), the stopping
power in both codes is based on the Lindhard stopping model [34].

Journal of Nuclear Materials 577 (2023) 154325

Hence, the possible difference in the stopping powers generated by
both methods will have a negligible effect on defect formation.

In addition to the cascade simulations, the mobility of intersti-
tials was determined using tabGAP in both pure W, and 50-50 W-
Mo cells. The simulation cells of perfect BCC lattices of 2000 atoms
with manually added 5-6 split-interstitials in random positions
were modelled for 1 ns of simulated time using a 3-fs timestep. A
single W simulation was run at 600 K, and one W-Mo simulation
at both 600 K and 1200 K. A thermostat and barostat were applied
to these cells, making them NPT ensembles. The purpose of these
simulations was to obtain a qualitative understanding of the differ-
ences in the clustering of interstitials between W-Mo and pure W
during the post-cascade evolution of defects in these materials.

Lastly, we studied the binding energies of first-nearest-
neighbour (1NN) divacancies in pure W and various compositions
of W-Mo at 0 K, in lattices that, when devoid of vacancies, con-
sisted of 432 atoms. The binding energy of a divacancy was defined
to be:

Ebind, divac = Eform, 1 + Eform, 2= Eform, divac (1)

where Egr, ¢ and Egyp, 5 are the formation energies of the two
constituent vacancies (obtained from lattices with only one of
these vacancies), and Egy, gjvac 1S the formation energy of the di-
vacancy. The formation energies for single vacancies are given by:

From 5 = Nase (10 — 05 ) e (1,2), )
Ndist Nundist
where E denotes the total potential energy and N the total number
of particles of the system specified by the subscripts; the subscript
dist (disturbed) denotes the system with the vacancy, and undist
(undisturbed) the defect-free system.
The divacancy formation energy is given by:

f]undl-st , (3)
undist

where the subscript dist now refers to the system with the 1NN
divacancy.

For every composition of the W-Mo alloys, we inserted a 1NN
divacancy into 15 randomly-generated lattices (30 lattices for the
W-Mo-EAM). As the binding energy of a 1NN divacancy depends
on the chemical composition of its surroundings, this analysis does
not provide a definitive answer to the binding energies of a ran-
dom W-Mo alloy. Rather, the analysis is done to ascertain what
effect the addition of Mo to W has on the stability of divacancies.

For comparison, we also computed the divacancy binding en-
ergy in DFT for the 50-50 W-Mo composition. Due to computa-
tional reasons, we used a smaller lattice (128 atoms) and com-
puted the average of 5 different randomly generated lattices. We
used the vasp DFT code [35,36] with projector augmented-wave
potentials [37] (_sV in vasp), the PBE generalized gradient approx-
imation exchange-correlation functional [38], 500 eV cutoff energy
for the plane-wave basis, 0.15 A~! maximum k-point spacing on
Monkhorst-Pack grids [39], and 0.1 eV Methfessel-Paxton smear-
ing [40]. These DFT settings are the same as the ones used for
generating the training data for GAP and tabGAP [12,15].

Eform, divac = Edist - Eundist +2

2.4. Cluster analysis

After a cascade, any given two defects in the simulation cell
were considered to belong to the same cluster if they were
separated by a chosen cut-off distance. The definitions of the
cut-off radii for interstitial and vacancy clusters are the same
as in Ref. [41]; for interstitial clusters, the cut-off radius is
(r3nN +Tann)/2, and for vacancy clusters (ronn + snn )/2, Where
the distance to the kth nearest neighbour is riyy. The cut-off radii
depend on the lattice constant of the cell, which for W-Mo was



M. Koskenniemi, ]. Byggmdstar, K. Nordlund et al.

Fig. 1. An exemplary snapshot of the simulation cell with interstitials produced in
a 10-keV (tabGAP) cascade simulation in W-Mo. Single split-interstitials are aligned
with different (111) directions as expected in a BCC lattice. In the interstitial clus-
ter (downleft from the center of the box), all the interstitials are aligned in one
of the (111) directions (in the snapshot, it is [-1 — 11]). Here the blue atoms are
W, and the red atoms are Mo. The box borders are downscaled from the original
size borders of the simulation cell to enclose the region with the generated inter-
stitials only. The x, y and z axes are aligned with the [100], [010], and [001] crystal-
lographic directions, respectively. (For interpretation of the references to colour in
this figure legend, the reader is referred to the web version of this article.)

set to 3.1738 A, as the lattice constants yielded by all three po-
tentials differed from this by less than 1%. The lattice constant for
equiatomic W-Mo at 300 K as predicted by tabGAP is 3.1800 A,
GAP 3179 A, and W-Mo-EAM 3.160 A. The experimental lattice
constant for the 50-50 W-Mo system is roughly 3.16 A [42]. The
good agreement of the EAM lattice constant with experiment is
because of the explicit fitting of the potential to the experimen-
tal values, whereas the present GAP-based potentials use the PBE
exchange-correlation functional in DFT, which is known to overes-
timate lattice constants [43]. For pure W, the lattice constant at
300 K given by tabGAP is 3.1892 A, W-Mo-EAM 3.1714 A, and AT-
ZN EAM 3.1659 A.

3. Results and discussion
3.1. Defect formation and mobility

The interstitials produced in a 10-keV (tabGAP) cascade simula-
tion in W-Mo are shown in Fig. 1. One can see that single split-
interstitials are oriented along different (111) directions, while in
the SIA cluster (centre of the snapshot), the interstitials are aligned
along [-1 — 11] direction parallel to one another, which is con-
sistent with the shape of the clusters observed earlier in tung-
sten [44].

The mean number of Frenkel pairs as a function of the PKA en-
ergy is presented in Fig. 2 for both materials. It should be noted
that the results of all simulations were included when evaluat-
ing averages and standard errors related to the number of defects,
even those that ended with no defects. Information on how the re-
sults in individual simulations are distributed around the mean is
illustrated in Fig. 3.

As shown in Fig. 2, tabGAP and GAP produce a comparable
number of defects. At 5 keV in W-Mo, however, tabGAP produces
slightly more defects, though, given the standard error, the differ-
ence can be as low as about 1 to 2 defects. The W-Mo-EAM, on the
other hand, produces significantly more defects across the board,
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Fig. 2. Mean number of Frenkel pairs with respect to PKA energy for cascades in
(a) W-Mo and (b) pure W. The vertical bars indicate the standard error. Results
from all simulations, even those that ended with zero defects, were included in the
averages and the errors thereof.

in both W-Mo and W. This is likely due to the threshold displace-
ment energies reported in Ref. [16] being too low for the present
W-Mo-EAM, although results were only reported for pure Mo. We
also observe that the predictions made by the AT-ZN EAM and tab-
GAP for the mean number of surviving defects are similar, although
the numbers predicted by tabGAP are slightly higher.

An interesting property of W-Mo manifests itself in the violin
plots (Fig. 3(a), (c), and (e)), namely exhibiting recombination of
all defects to some extent at lower PKA energies; even in one W-
Mo-EAM 1-keV simulation, the cell completely recovered from the
damage after the cascade had cooled down. In W, defect recombi-
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Fig. 4. Mean defect-formation and temperature plots for W-Mo and W 5-keV sim-
ulations. The top plots show the mean number of Frenkel pairs, and the bottom
plots show the mean temperature, both with respect to time. Standard error, al-
beit very small, is represented by a shaded red area. The x-axis (time) is shared
among the defect and temperature plots. The x-axis has been limited to 60 ps for
clarity. Results from all simulations, even those that ended with zero defects, were
included in the averages and the errors thereof. (For interpretation of the references
to colour in this figure legend, the reader is referred to the web version of this ar-
ticle.)

nation was not observed in any of the tested PKA energies, though
looking at Fig. 2, tabGAP and GAP describe W as producing roughly
the same number of defects as W-Mo (given the standard errors),
whereas W-Mo-EAM predicts a greater mean number of defects in
W than W-Mo.

In Fig. 4, one can discern the temporal evolution of temperature
and defect formation in 5-keV W-Mo and W cascade simulations.
We note that the temperature during the highly non-equilibrium
peak of the cascade is not a conventional equilibrium tempera-
ture, but a measure of the average kinetic energy E,;, of the sys-
tem transformed to temperature T using E;, = %NRBT. The abso-
lute value of the temperature is not meaningful, as it depends on
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the number of atoms N in the simulation cell. However, the time
dependence of T is a good illustration of the duration of the non-
equilibrium phase of a collision cascade.

On the account of Fig. 4, it is apparent that defects stop being
produced shortly after the initial spike in temperature, caused by
the development of the cascade. W-Mo demonstrates a more ef-
ficient recombination of defects produced during the initial phase
of the cascades than W; W-Mo has an initial spike of around 130
defects, whereas W has around 100 defects, yet both materials end
up with roughly the same mean number of defects. Furthermore,
the temperature is removed from the W-Mo cell more efficiently
by the W-Mo-EAM potential compared to GAP and tabGAP, both
of which had similar predictions. This is apparent from the com-
parison of the temperature evolution in the simulation cell after
the active cascade phase under the same boundary conditions in
all three potentials. This discrepancy may be explained not only by
different lattice thermal conductivities but also by cascade size and
shape.

The analysis of the interstitial-mobility simulations revealed
that interstitials at a given temperature in W-Mo are far less mo-
bile than in W, where interstitials had effectively no movement
even at 600 K. At a temperature of 1200 K, the mobility W-Mo
interstitials rivalled the mobility pure-W interstitials had at 600 K.
The interstitials were observed to migrate mainly in a crowdion
(111) direction in both W-Mo and W.

Considering that interstitials in W-Mo at 600 K are practically
immobile on the MD time scale, and that the temperature even at
5 keV drops far below 600 K during the first few picoseconds, the
shorter run-time of GAP 5 keV (shortest was 71 ps) most likely had
no effect on defect formation and clustering. In pure W, the tem-
perature was observed to decrease faster than in W-Mo, having
reached 300 K long before 60 ps had transpired in 5-keV simula-
tions, as indicated in Fig. 4. This indicates that the lattice thermal
conductivity is significantly higher in pure W than in random W-
Mo alloys.

3.2. Defect clustering

The Mo concentrations in interstitial clusters of 5-keV simula-
tions are depicted in Fig. 5, wherein Mo-Mo is shown to be the
predominant type of split-interstitial. Moreover, tabGAP clusters
have a slightly larger fraction of W than GAP.

We note that the present tabGAP was trained for Mo-Nb-
Ta-V-W, which means a smaller fraction of its training data de-
scribes W-Mo interactions than the GAP, which was trained di-
rectly for W-Mo alloys. Nevertheless, all three potentials agree that
Mo atoms are predominant in interstitial clusters in W-Mo.

Statistical distributions of vacancy and interstitial clusters are
shown in Fig. 7. More distributions for the remaining tested ener-
gies are given in the Supplementary material. Given the standard
errors, the comparison between the different potentials is satisfac-
tory. Some of the clusters are seen in some potentials, but not in
others. Overall, the GAP predicts smaller cluster sizes than the W-
Mo-EAM potential and tabGAP.

Fig. 7 shows that in pure W, interstitial clusters are more preva-
lent than in W-Mo, which is reasonable given the increased mo-
bility that interstitials in W have over those in W-Mo. Differences
between W-Mo and W in the clustering of interstitials at PKA en-
ergies lower than 5 keV are less consistent. This is due to the over-
all low probability of the formation of large clusters at these ener-
gies, which makes the data noisier and less statistically reliable.

The interstitial clustering in W is similar in both tabGAP and
AT-ZN EAM, taking into account the margins of error. However, W-
Mo-EAM predicts that the vacancies cluster more in pure W than
in W-Mo, whereas tabGAP predicts the opposite. Moreover, the AT-
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Cluster sizes
Fig. 5. Average fraction of Mo found in interstitial clusters in 5 keV simulations,

with respect to cluster size. W-Mo EAM is the EAM developed for W-Mo. Size-1
clusters are single split-interstitials, comprising two atoms.
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Fig. 6. Mean binding energies of 1NN divacancies with respect to the Mo concen-
tration in W-Mo. A negative value indicates that the divacancy is unstable. Aside
from the mono-elemental values, which were obtained from a single simulation,
each tabGAP/GAP point is the average of 15 different, randomly-generated alloys,
and each W-Mo-EAM point is the mean of 30. The vertical lines denote the sample
standard error of the mean. AT-ZN EAM has only one measurement, as it is purely
a W potential. The DFT values for the monoelemental cases are from Ref. [46],
whereas the 50-% point is computed in this work and is the mean of five con-
figurations.

ZN EAM predicts a higher number of vacancy clusters (size > 1)
than tabGAP.

We note that tabGAP predicts more efficient clustering of va-
cancies in W-Mo compared to W, which is in agreement with
the divacancy binding energy in Fig. 6. However, DFT predicts
that divacancies in W-Mo alloys are roughly as unstable as in
pure W, suggesting that alloying may not affect vacancy clustering.
Fig. 6 shows that none of the potentials (not even GAP) reproduce
the DFT trend for divacancy stability, although, the divacancy bind-
ing energies predicted by GAP and tabGAP are much closer to DFT
than those of the AT-ZN EAM (for pure W) and the W-Mo-EAM.
We note that the small magnitudes (~ 0.1 eV) of the binding en-
ergies (including the negative binding energies) are much smaller
than the kinetic energies in the collision cascades (> 100 eV), and
hence, they are not expected to have a strong effect on the re-
sults of the present study. Moreover, it has been shown that, de-
spite their negative binding energy, divacancies are fairly stable in
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W because of high dissociation energies (~ 1.7 eV) [45]. For that
reason, even in the long-term evolution of defects, this inaccuracy
in the binding energy is not expected to affect remarkedly vacancy
clustering in these materials, since the energy barriers for vacancy
migration are usually over 1.5 eV [45]. However, for higher accu-
racy of the description of cluster dynamics in cascades, we recom-
mend to re-train the tabGAP and specifically include the defects
of interest to ensure that the machine-learning algorithm sees the
corresponding configurations during training.

The clustered fraction of defects is a quantity that allows us to
analyse the clustering efficiency of the formed defects in a given
potential. It is evaluated as follows:

Neot — Ne
N tot ’

where N. is the number of defects, vacancies or interstitials, bound
into clusters with a size greater than 1, and Ny is the total number
of defects of the corresponding type. This quantity is shown for
W-Mo and W in Fig. 8.

The cases with zero defects are excluded from this analysis be-
cause the clustered fraction is not defined in such cases. Doing so
does not affect the analysed quantity.

We see that the clustered fraction in tabGAP follows similar be-
haviour to that obtained with both EAM potentials. However, the
clustered fraction for interstitials in W-Mo by tabGAP is somewhat
lower compared to the W-Mo-EAM potential. In pure W, the inter-
stitial clustered fraction is quite similar for the EAMs and tabGAP,
given the standard errors, whilst GAP resulted in more efficient
clustering of interstitials.

In the case of vacancies, tabGAP predicted similar clustering in
both W and W-Mo as GAP, with the only noticeable difference be-
tween the results being at 5 keV. In general, we note that the tab-
GAP prediction of the interstitial clustering is less consistent with
that of GAP, at least, within the statistical uncertainty available in
the present work. This can be explained by the smaller training
dataset for the W-Mo pair within the 5-element tabGAP potential.

The results of tabGAP imply that interstitials in W have a sub-
stantially higher tendency to form clusters than in W-Mo. Surpris-
ingly, both W-Mo-EAM and GAP predict a rather similar tendency
for clustering, although, in all three potentials, we see that the
interstitials in W cluster more efficiently than in W-Mo. This is
reasonable, given that interstitials are more mobile in W, and can
therefore form clusters more swiftly than in W-Mo. In the case of
vacancies, only tabGAP and GAP reliably predict that vacancies are
less clustered in W, as discussed above.

(4)

3.3. Dislocation loops

The energetically most stable dislocation loops in W are those
with Burgers vectors of 1/2 (111) [47,48]. In all W-Mo cascades,
there were only three cases, of dislocations identified by the DXA
algorithm in oviTo, whereas pure W only had one case in an AT-ZN
EAM simulation. These dislocations were small loops of the inter-
stitial type, formed in the 10- and 20-keV cascades (10 keV in the
case of W). The observed dislocations were all 1/2 (111), as shown
in Fig. 9.

3.4. Performance

It is imperative to discuss the difference in performance be-
tween the potentials since it was the motivation for developing
tabGAP. For example, 100-ps, 5-keV tabGAP simulations using 12
processing cores were completed in less than a day, whereas GAP
required a run-time of three days to attain 70 ps simulated time
using 1000 cores.
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Fig. 7. Histograms of defect cluster size distributions. W-Mo EAM refers to the EAM made for W-Mo. The y-axis is the number of clusters, the x-axis is the cluster size. The
numbers atop the bars express their y-values and have been included for clarity due to the usage of a logarithmically scaled y-axis. The vertical line at each bar gives the
corresponding standard error (standard errors lower on the y-axis appear significantly larger due to the logarithmic y-axis).
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Fig. 8. Clustered fraction of defects. The clustered fraction is computed as shown in Eq. (4). Due to the clustered fraction not being defined for simulations with zero defects,
only the simulations with non-zero defects are included in the standard error. The vertical lines indicate the standard error.

It is worth noting that the tabGAP framework has been further
developed after the present simulations using tabGAP had been
performed. The new version developed in Ref. [13]| has optimised
code and cut-off radii, and includes an EAM-like energy contribu-
tion, which makes it both more accurate and faster than the tab-
GAP used in this study. In light of this, the performance of the
newer tabGAP, called here enhanced tabGAP (e-tabGAP), was tested
in addition to the four potentials used in this study. For more de-
tails and benchmarks of the e-tabGAP, we refer to Ref. [13].

The performance of the potentials was tested by running NPT
simulations in 31,250 -atom cells These simulations were run for
2000, 3-fs time-steps, using 30 central processing unit cores. The
results are provided in Table 2.

From Table 2, it is evident how slow GAP is compared to the
other potentials. The tabGAP used in this work is roughly two or-
ders of magnitude faster than GAP, and two orders slower than the
EAMs. With the newer version, e-tabGAP, the speed-up is three or-
ders of magnitude to GAP, and only one order of magnitude slower
than the EAMs. The primary sources of discrepancy in the EAM

performances are the larger cut-off radii used in the W-Mo-EAM
as opposed to the AT-ZN variant.

To put the difference in the performances of GAP and e-tabGAP
into perspective, let one consider the following example: given the
same computational resources and the same task, a job that would
take e-tabGAP three days, would take GAP closer to 14 years.

4. Summary of observations

For clarity, we here summarise the observations discussed in
the previous sections. The comparison between tabGAP and GAP
can be summarised as follows:

1. TabGAP was found to be two orders of magnitude faster than
GAP, and two orders of magnitude slower than the EAM po-
tentials. The newer version of tabGAP (optimised code and
cut-off radii) is three orders faster than GAP, and one order
slower than the EAMs.
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(a) Pure W (AT-ZN EAM) 10 keV

(c) W-Mo (W-Mo-EAM) 20 keV
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(b) W-Mo (W-Mo-EAM) 10 keV

(d) W-Mo (tabGAP) 20 keV

Fig. 9. Defects at the end of the simulations. The grey particles are vacancies, the coloured particles are interstitials (Mo is red, W is blue), and 1/2 (111) interstitial loops
are shown as green lines. (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.)

2.

The number of surviving Frenkel pairs in tabGAP was found
to be close to GAP, albeit always slightly higher, within the
uncertainties given by the standard error of the mean.

. TabGAP and GAP produced similar defect-clustering, within

the standard error bars, although there is some difference in
the number of specific cluster sizes between the two poten-
tials.

. We also found that, overall, the fraction of interstitial atoms

bound into clusters was smaller in tabGAP than in GAP. The
cause for this discrepancy may lie in the smaller training
data for tabGAP.

The differences between 50-50 W-Mo alloy and pure W in the
primary radiation damage can be summarised as:

1

2.
3.

Interstitials at a given temperature in W-Mo were found to
be substantially less mobile than in W.

All interstitials in W-Mo and W were split-interstitials.
Mo-Mo interstitials were the predominant interstitials in W-
Mo.

. Interstitial clusters in W were larger than in W-Mo. This is

likely a result of the superior mobility of interstitials in W
allowing for more rapid clustering, as opposed to W-Mo.

. Small vacancy clusters in W-Mo were found to be more

abundant than in W, according to tabGAP and GAP, whereas
the W-Mo-EAM the opposite, albeit to a lesser extent. Our
DFT results show that divacancies in W-Mo are almost as

10

unstable as in W, which none of the potentials can repro-
duce. This could imply that smaller vacancy clusters are as
abundant in the 50-50 alloy as in pure W.

6. The 50-50 W-Mo had on average the same number of de-
fects as pure W, which implies that the presence of Mo has
no significant effect on the cascade dynamics.

7. However, we noticed slightly more efficient recombination
of defects in the 50-50 W-Mo alloy, since there were sev-
eral cases where the defects created in cascades fully recom-
bined. This behaviour was not observed in pure W. Addition-
ally, W-Mo was observed to recombine a greater fraction of
defects produced during the early phase of the cascades.

5. Conclusions

The aim of this study was to analyse the benefits and possi-
ble drawbacks of a more efficient version of the machine-learning
potential GAP, the so-called tabGAP. In this study, we report the
differences and similarities between pure W, and W-Mo (50:50)
alloy with respect to the primary radiation damage as predicted
by three potentials: tabGAP, GAP, and EAM. In W-Mo, the main
difference between EAM and (tab)GAP is the number of surviving
defects, which is significantly higher in the EAM potential. How-
ever, in pure W, the well-established AT-ZN EAM potential pro-
duces similar numbers of defects and clustering statistics to tab-
GAP, which are also fairly similar to the available predictions made
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by GAP and much lower than the values predicted by the W-Mo-
EAM potential.

We conclude that, overall, tabGAP produces similar results to
GAP in cascade simulations in a random binary alloy, while be-
ing two orders of magnitude faster. This makes tabGAP a promis-
ing machine-learned potential for accurate modelling of low- and
high-dose radiation damage in multicomponent alloys.
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Appendix A
Al. Time-integration error

Here we compare the time-integration error between the three
potentials. To test this, we ran test simulations, using the veloc-
ity Verlet algorithm, in cells comprising 1024 atoms, that were not
connected to thermostats or barostats, making them NVE ensem-
bles; ensembles where the total energy should stay constant. In
Fig. A.10, one can see the results from simulations for all of the po-
tentials for varying values of time-step, using the aforementioned
cell at a temperature of 500 K; the flatter the line, the better.
Fluctuations of total energy in an NVE ensemble are due to time-
integration error, caused by having a non-zero time-step.

Interestingly, tabGAP shows erratic variation in total energy
(Fig. A.10(a)), whereas EAM and GAP show more consistency in the
pattern of the variation. The erratic variation of tabGAP could be
caused by interpolation error. Even so, the largest fluctuation per
atom (5-fs time-step) is only ~ 0.15 meV, whereas for GAP and
EAM respectively, these are ~ 0.06 meV and ~ 0.08 meV. The aver-
age kinetic energy of an atom in these simulations is % kg 500 K ~
65 meV. Therefore, changes in the energy of an atom caused by

1
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Fig. Al. The y-axis shows total-energy variations per atom in a W-Mo NVE ensem-
ble of 1024 atoms. The y-axis values have been shifted for clarity, but the mag-
nitudes of relative changes therein are unchanged. The energy variations are com-
puted by subtracting each energy value from a fixed value and dividing it by the
number of atoms in the cell.

80 100

tabGAP are completely masked by thermal vibrations and are thus
insignificant.

Supplementary material

Supplementary material associated with this article can be
found, in the online version, at doi:10.1016/j.jnucmat.2023.154325.
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