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A B S T R A C T 

JWST is set to transform many areas of astronomy, one of the most exciting is the expansion of the redshift frontier to z > 

10. In its first year, alone JWST should disco v er hundreds of galaxies, dwarfing the handful currently known. To prepare for 
these powerful observational constraints, we use the First Light And Reionization Epoch simulations ( FLARES ) to predict the 
physical and observational properties of the z > 10 population of galaxies accessible to JWST . This is the first time such 

predictions have been made using a hydrodynamical model validated at low redshift. Our predictions at z = 10 are broadly 

in agreement with current observational constraints on the far-UV luminosity function and UV continuum slope β, though the 
observational uncertainties are large. We note tension with recent constraints z ∼ 13 from Harikane et al. ( 2021 ) – compared 

to these constraints, FLARES predicts objects with the same space density should have an order-of-magnitude lower luminosity, 
though this is mitigated slightly if dust attenuation is negligible in these systems. Our predictions suggest that in JWST ’s first 
cycle alone, around 600 galaxies should be identified at z > 10, with the first small samples available at z > 13. 

K ey words: galaxies: e volution – galaxies: formation – galaxies: general – galaxies: high-redshift – galaxies: photometry. 

1

I  

o  

p  

u  

(
 

s  

i  

p  

o  

S  

M  

B  

s  

f  

t  

L  

�

2  

M  

e
 

o  

H  

b  

o  

l  

i  

s  

c  

u  

a  

W  

h  

r
 

a  

D
ow

nloaded from
 https://academ

ic.oup.com
/m

nras/article/519/2/3118/6832298 by Viikki Science Library user on 12 April 2023
 I N T RO D U C T I O N  

dentifying and characterizing the first generation of galaxies is one
f the core aims of modern extragalactic astronomy. Doing so will
rovide the essential constraints to galaxy formation models, helping
s elucidate the key physics of early galaxy formation and evolution
Dayal & Ferrara 2018 ; Robertson 2021 ). 

Over the last 15 yr, remarkable progress has been made in
tudying the distant Universe, with > 1000 candidate galaxies now
dentified at z = 6–10 (e.g. Bouwens et al. 2021 ). These have come
re-dominantly from the analysis of deep near-infrared (near-IR)
bservations from Wide Field Camera 3 (WFC3) on the Hubble
pace Telescope (e.g. Bouwens et al. 2010 ; Bunker et al. 2010 ;
cLure et al. 2010 ; Wilkins et al. 2011 ; Finkelstein et al. 2015 ;
ouwens et al. 2021 ), with a small but growing sample of bright

ources, more amenable to multiwavelength follow-up, identified
rom ground-based imaging (e.g. Bowler et al. 2015 ). A number of
hese candidates have now been confirmed by spectroscopy, targeting
y α (e.g Stark et al. 2010 ; Curtis-Lake et al. 2012 ; Caruana et al.
 E-mail: S.Wilkins@sussex.ac.uk 

e  

2  

Published by Oxford University Press on behalf of Royal Astronomical Socie
Commons Attribution License ( http://cr eativecommons.or g/licenses/by/4.0/), whi
014 ; Pentericci et al. 2014 ; Schenker et al. 2014 ; Stark et al. 2017 ;
ason et al. 2019 ) or far-IR lines (e.g Knudsen et al. 2016 ; Pentericci

t al. 2016 ; Hashimoto et al. 2019 ). 
While the vast majority of sources are at lower-redshift, a handful

f objects have now been detected at z > 10, often combining
ubble and Spitzer observations. These include the surprisingly
right galaxy GN-z11 (Oesch et al. 2016 ) and more recently a pair
f candidates at z ∼ 13 (Harikane et al. 2021 ). With the successful
aunch of JWST , these sources look set to be only the first of many
dentified at z > 10 (Robertson 2021 ). JWST offers the sensitivity,
urv e y efficienc y, and wav elength co v erage to push well be yond the
urrent redshift frontier. In addition, JWST will provide rest-frame
ltraviolet (UV) spectroscopy, allowing the confirmation of sources
nd the accurate measurement of many key physical properties.
ith the first results from JWST imminent, it is essential that we

ave theoretical predictions in place to allow us to interpret these
e volutionary observ ations. 

Theoretical predictions for the high-redshift Universe are avail-
ble from a variety of modelling approaches. These include semi-
mpirical methods (e.g. Mason, Trenti & Treu 2015 ; Behroozi et al.
020 ) and semi-analytical models (e.g. Clay et al. 2015 ; Poole et al.
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1 Where δ14 is the density contrast measured within the resimulation volume 
size. 
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016 ; Yung et al. 2019 ; Hutter et al. 2021 ). Ho we ver, our most
omplete understanding comes from hydrodynamical simulations 
e.g Khandai et al. 2012 ; Feng et al. 2016 ; Vogelsberger et al. 2020 ;
i et al. 2022 ), particularly those incorporating full radiative transfer

RT; e.g. O’Shea et al. 2015 ; Ocvirk et al. 2016 , 2020 ; Rosdahl et al.
018 ; Kannan et al. 2022 ). 
The main drawback of hydrodynamical simulations – especially 

hose including RT – is that they are computationally expensive, 
imiting their volume, resolution, and/or redshift end point. This 
s a particular problem at very high redshift, where the source 
ensity is so low that simulations comparable to, and ideally much 
arger, observational surv e ys are essential to yield useful statistical
redictions. Indeed, flagship cosmological simulations that have been 
alidated at low-redshift, like EAGLE (Crain et al. 2015 ; Schaye et al.
015 ), SIMBA (Dav ́e et al. 2019 ), ILLUSTRIS (Genel et al. 2014 ;
ogelsberger et al. 2014a , b ; Sijacki et al. 2015 ), and ILLUSTRIS-
NG (Naima(Marinacci et al. 2018 ; Naiman et al. 2018 ; Nelson
t al. 2018 ; Pillepich et al. 2018 ; Springel et al. 2018 ) fail to pass this
hreshold, with only a small number of observationally accessible 
ources at z > 10. 

One solution is to carry out much larger simulations, but limited to
igh-redshift. This is a strategy implemented by, e.g. MASSIVEBLACK 

Khandai et al. 2012 ), BLUETIDES (Feng et al. 2016 ; Wilkins et al.
017 ), and ASTRID (Ni et al. 2022 ). An alternative strategy is to
e-simulate a range of environments drawn from a very large low- 
esolution parent simulation (e.g. Crain et al. 2009 ). This has the
dvantage of more efficiently allowing us to extend the dynamic 
ange (see discussion in Lo v ell et al. 2021 ). These individual re-
imulations are also much smaller than single large boxes, al- 
owing wider and more efficient use of HPC systems. The chief 
isadvantages are the loss of most clustering information and the 
equirement to carefully understand the weightings of the individual 
imulations to obtain the correct statistical properties of the galaxy 
opulation. Machine learning approaches may allow us to o v ercome 
ome of these limitations (e.g. Bernardini et al. 2022 ; Lo v ell
t al. 2022 ) 

Re-simulations of multiple regions is utilized in the First Light 
nd Reionization Epoch simulations ( FLARES ) project. FLARES 

ombines the validated at z = 0 EAGLE physics model with a
e-simulation strategy yielding a much larger ef fecti ve volume 
nd dynamic range. Compared to the (100 Mpc) 3 EAGLE reference 
imulation, FLARES contains 10–100 × as many high-redshift galax- 
es. In this article, we use FLARES to make predictions for the
alaxy population at z > 10, building on earlier work focused at
 = 5–10 (Lo v ell et al. 2021 ; Vijayan et al. 2021 , 2022 ; Roper
t al. 2022 ). 

This article is organized as follows: in Section 2 , we briefly
escribe the FLARES project. In Section 3 , we explore the physical
roperties of galaxies at z > 10, and in Section 4 , explore their
bservational properties, including the UV luminosity function (LF) 
nd forecasts for upcoming surv e ys (Section 4.1 ), the UV continuum
lope β (Section 4.3 ), UV emission lines (Section 4.4 ), and the UV
optical colours (Section 4.5 ). Finally, in Section 5 , we present our

onclusions. 

 T H E  FIRST  L I G H T  A N D  REIONIZATION  

P O C H  SIMULATIONS  

n this study, we make use of the FLARES (Lo v ell et al. 2021 ;
ijayan et al. 2021 ). FLARES is a suite of 40 spherical re-simulations,
4 h 

−1 Mpc in radius, of regions selected from a large (3.2 Gpc) 3 

ark matter-only simulation. The regions selected to re-simulate 
pan a range of environments: (at z ≈ 4.7) log 10 (1 + δ14 ) = [ −
.3, 0.3] 1 with o v er-representation of the e xtremes of the density
ontrast distribution. 

FLARES adopts the AGNdT9 variant of the EAGLE simulation 
roject (Crain et al. 2015 ; Schaye et al. 2015 ). The AGNdT9 variant
mplements a higher heating temperature from active galactic nuclei 
ompared to the reference EAGLE run, thus producing more energetic, 
ess frequent feedback events. The AGNdT9 variant was chosen to 
lign FLARES with the Cluster- EAGLE project (Barnes et al. 2017 ).
o we ver, this produces negligible changes relative to the standard
 efer ence variant in the relatively low halo-mass regime probed by
LARES . This, and other more extreme, changes to the model are
xplored in a work in preparation. We adopt identical resolution 
o the fiducial EAGLE simulation, i.e. dark matter and initial gas
article masses of m dm 

= 9 . 7 × 10 6 M � and m g = 1.8 × 10 6 M �,
espectively, and a softening length of 2.66 ckpc. As with the original
AGLE simulations, we assume �m = 0.307, �� 

= 0.693, and h 
 0.6777 based on results from Planck Collaboration ( 2014 ). 
Galaxies in FLARES are first identified as groups via the Friends-Of- 

riends (Davis et al. 1985 ) algorithm, and subsequently subdivided 
nto bound groups with the SUBFIND (Springel et al. 2001 ; Dolag et al.
009 ) algorithm. When measuring properties, we use 30 kpc radius
pertures, centred on the most bound particle of each subgroup. 

.1 Spectral energy distribution modelling 

ey to making observational predictions is the spectral energy 
istribution (SED) modelling applied to the simulation outputs. 
he SED modelling approach is presented in Vijayan et al. ( 2021 ),
roadly following the approach developed by Wilkins et al. ( 2013b ,
016c , 2018 , 2020 ), with modifications to the dust treatment. In
hort, we begin by associating each star particle with pure stellar
ED using v2.2.1 of the Binary Population and Spectral Synthe- 
is (Stanway & Eldridge 2018 ) stellar population-synthesis model 
ssuming a Chabrier ( 2003 ) initial mass function (IMF). We then
ssociate each star particle with H II region giving rise to nebular
ontinuum and line emission. Specifically, we follow the approach 
etailed in Wilkins et al. ( 2020 ), in which the pure stellar spectrum
s processed with the cloudy photo-ionization code (Ferland et al. 
017 ). 
We account for the effects of dust attenuation in both the birth

louds of young stellar populations and the interstellar medium 

ISM). The latter is accounted for using a line-of-sight (LOS) model
imilar to that described in Wilkins et al. ( 2018 ). In this model, we
reat stellar particles as emitters along a LOS and account for the
ttenuation due to gas particles that intersect this LOS. To do this,
e determine the metal column density and convert this to a dust
ptical depth using the fitting function for the dust-to-metal ratio 
resented in Vijayan et al. ( 2019 ), implemented as follows: 

ISM,V ( x , y ) = DTM κISM 


 ( x , y ) , (1) 

here τ ISM, V ( x , y ) and 
 ( x , y ) are the V-band (550nm) optical-depth
nd integrated metal column density , respectively , of the intervening
iffuse ISM, along the LOS at position (x,y) of the star particle.
ISM 

= 0.0795 is a proportionality constant, chosen to match the rest-
rame far-UV (1500 Å) LF to the observed UV LF from Bouwens
t al. ( 2015 ) at z = 5. 
MNRAS 519, 3118–3128 (2023) 
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Figure 1. The number of galaxies in EAGLE (dashed line) and FLARES (solid 
line) at z > 5 abo v e various stellar mass limits. 

Figure 2. Bottom panel: The number of M � > 10 7.5 M � galaxies in each 
individual simulation as a function of density contrast. Top panel: The number 
of individual simulations (grey filled histogram) and M � > 10 7.5 M � galaxies 
in density contrast bins. 
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For the attenuation due to the birth cloud component, we scale it
ith the star particle metallicity, described as follows: 

BC,V ( x , y ) = 

{
κBC ( Z � / 0 . 01) t ≤ 10 7 yr 
0 t > 10 7 yr , 

(2) 

here τBC, V ( x , y ) is the V-band optical-depth due to the stellar birth-
loud and Z � is the smoothed metallicity of the young stellar particle.
BC = 1.0, similar to κ ISM 

, is a normalization factor, chosen to match
he UV-continuum slope observations from Bouwens et al. ( 2012 ,
014 ) at z = 5 and the [O III ] λ4959, 5007 + H β equi v alent width
istribution at z = 8 from De Barros et al. ( 2019a ). In fixing the values
f κ ISM 

and κBC for all redshifts, there is an implicit assumption of
o evolution in the general properties of the dust grains in galaxies,
uch as the average grain size, shape, and composition. We link
he optical-depth in the V-band to other wavelengths using a simple
ower-law relation: 

λ = ( τISM 

+ τBC ) × ( λ/ 550 nm ) −1 , (3) 

hose form generates an attenuation curve for a stellar particle flatter
n the UV than the Small Magellanic Cloud curve (Pei 1992 ), but
ot as flat as the Calzetti et al. ( 2000 ) curve. It should be noted that
he resultant attenuation curve can acquire different forms based on
he star-dust geometry within a galaxy. This will be explored in a
uture work. This LOS model differs from using a uniform screen
f dust across a galaxy (usually assumed in SED fitting of observed
alaxies). We refer the interested readers to sections 2.3 and 2.4 and
ppendix A of Vijayan et al. ( 2021 ) for an in-depth discussion of the
hotometry generation in FLARES . 
Since this model is based on extrapolation from lower-redshift, its

pplicability to z > 10 is highly uncertain and it is possible this model
 v erestimates the amount of dust attenuation at these redshifts. For
his reason, we also present intrinsic quantities throughout this work
nd are confident that these and our dust-attenuated quantities should
racket the dust modelling uncertainty. 

.2 Comparison to EAGLE 

he core objective of FLARES is to expand both number and dynamic
ange of simulated galaxies at z > 5 compared to the EAGLE reference
imulation. The number of galaxies in both FLARES and EAGLE with
tellar mass greater than ∈ { 10 8 , 10 9 , 10 10 , and 10 11 } M � at z > 5 are
hown in Fig. 1 . At z = 10, FLARES contains 100 × (10 ×) as many
alaxies as EAGLE with M � > 10 9 M � ( M � > 10 8 M �). At z = 10,
LARES contains ∼1000 galaxies at M � > 10 8 M �, dropping to 10 by
 = 15. 

.3 Environmental dependence 

 key feature of FLARES is the explicit simulation of a wide range
f environments with log 10 [1 + δ14 ( z = 4.7)] ≈ [ − 0.3, 0.3]. In
o v ell et al. ( 2021 ), we showed that the galaxy stellar mass function,
nd thus the total number of galaxies abo v e a mass threshold, was
 xtremely sensitiv e to the environment. A consequence of this, and
he low number density of galaxies at z > 10, is that the vast majority
f our simulated galaxies are in o v erdense re gions, as shown in Fig. 2 .
t z = 15, only one simulation with δ < 0.5 contains any galaxies.
ince each simulation is appropriately weighted (see Lo v ell et al.
021 ), the lack of an y galaxies in man y density contrast bins should
ot affect distribution functions like the galaxy stellar mass function
r UV LF. Ho we ver, if galaxy scaling relationships are sensitive to
he environment, even the appropriately weighted relations could be
NRAS 519, 3118–3128 (2023) 
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Figure 3. The predicted physical properties as a function of stellar mass at z = 15 → 10. The line on each panel shows the weighted median, i.e. accounting 
for the statistical weights of each re-simulation. When the number of galaxies in each bin falls below 10, the median is denoted by a dotted line. The final panel 
summarizes the redshift evolution of the median. Individual galaxies are coloured by their far-UV luminosity. 
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iased. F ortunately, Lo v ell et al. ( 2021 ) found no significant evidence
f environmental dependence in the key scaling relations. 

 PHYSICAL  PROPERTIES  

e begin by exploring a selection of key physical properties of
alaxies at z > 10. In Fig. 3 , we show the relationship between stellar
ass and the specific star formation rate, age, gas-phase metallicity, 

nd far-UV dust attenuation. At present, there are no observational 
onstraints for these properties but this should soon change. 

The relationship between stellar mass and specific star formation 
ate is predicted to be fairly flat, though with significant redshift
volution of the normalization. Similarly, the average age – defined 
ere as the time since its stellar mass was half its current value – is flat
ith stellar mass but evolves strongly with redshift. At z = 10, the

verage age is predicted to be ≈20 Myr rising to almost ≈100 Myr
t z = 10. 

On the other hand, the gas-phase metallicity Z g shows a significant 
rend with stellar mass but little redshift evolution. Similarly, we see 
 strong trend between the far-UV attenuation and stellar mass but 
ittle redshift e volution. Gi ven the gas-phase metallicity trends, this
s unsurprising since the attenuation in FLARES is related to surface 
ensity of metals. 

.1 Mass-to-light ratio 

ne of the most fundamental properties is the mapping between 
tellar mass and the (dust-attenuated) far-UV luminosity. This 
ncodes the star formation and metal enrichment history of each 
alaxy in addition to reprocessing by dust and gas. This relationship 
s shown in Fig. 4 . At M � < 10 8.5 M �, this relationship is close to
inear; at high-masses, ho we ver, the luminosity falls below the linear
xpectation. This is pre-dominantly due to the effects of dust, but is
lso affected by the higher stellar metallicities in the most massive
alaxies. The scatter in this relationship is ≈0.2 dex independent of
edshift and stellar mass. 

 OBSERVATI ONA L  PROPERTIES  

e now turn our attention to some of the properties of galaxies that
an be observed at z > 10. JWST will, for the first time, provide deep
 2 μm imaging and spectroscopy, allowing us to measure several

roperties, including the rest-frame UV luminosity (and thus LF), 
he UV continuum slope, UV emission lines, and potentially even 
V – optical colours via MIRI imaging. Model SEDs of star-forming 
alaxies at z = 10 and z = 15 are shown, alongside the JWST filter
ransmission functions in Fig. 5 . 

.1 Far-UV luminosity function 

he rest-frame far-UV LF is one of the key statistical descriptions
f the galaxy population at high-redshift. This is pre-dominantly due 
o its accessibility but also the fact that the observed UV light traces
oth unobscured star formation (Kennicutt & Evans 2012 ; Wilkins, 
o v ell & Stanway 2019 ) and the production of ionising photons

Wilkins et al. 2016b ). The far-UV LF has now been measured
 xtensiv ely to z ∼ 8 with tentative constraints at ∼10 (e.g McLeod,
cLure & Dunlop 2016 ; Oesch et al. 2018 ; Finkelstein et al. 2021 )

nd more recently at z ∼ 13 (Harikane et al. 2021 ). 
In Fig. 6 , we show the far-UV luminosity predicted by FLARES at

 = 15 → 10 alongside both these observational constraints and other
odel predictions. We show both the observed (dust-attenuated) 

nd intrinsic distribution functions. The far-UV LF follows the 
amiliar steep decline with luminosity seen at low-redshift, dropping 
y roughly a factor of 10 3 from L = 10 28 → 10 29 erg s −1 Hz −1 .
he number density of sources also evolves strongly, increasing by 
MNRAS 519, 3118–3128 (2023) 
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Figure 4. The relationship between stellar mass and the dust-attenuated (observed) far-UV luminosity at z = 15 → 10. Points are colour-coded by the far-UV 

attenuation A FUV . The black line denotes the weighted median at each redshift with the line becoming dashed when the number of galaxies in each bin falls 
below 10. The thin grey line shows the median at z = 10. The thick grey line shows a weighted linear fit. Horizontal lines denote the corresponding apparent 
magnitude. 

Figure 5. The observed SED of a star-forming galaxy at z = 10 and z = 

15 alongside key Hubble , Spitzer , JWST /NIRCam, and JWST /MIRI filter 
transmission functions. Coloured points denote the predicted fluxes in each 
of the NIRCam and MIRI bands, highlighting the impact of nebular emission 
in the rest-frame optical. The blue and red lines denote the UV continuum 

slope and Balmer break, respectively. 
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10 × from z = 14 → 10 with stronger evolution at the bright end.
t low-luminosity ( L < 10 28.5 erg s −1 Hz −1 ), the impact of dust is

mall, leaving the intrinsic and observed LF similar. Ho we ver, as
oted previously brighter, more massive galaxies, increasingly have
tronger dust attenuation leading to a divergence in the predictions. 

The z = 10 panel shows current observational constraints from
cLeod et al. ( 2016 ), Oesch et al. ( 2018 ), and Finkelstein et al.

 2021 ) all based on Hubble /WFC3 observations. While the obser-
ational uncertainties are large McLeod et al. ( 2016 ) and Oesch
t al. ( 2018 ) bracket the FLARES predictions; the Oesch et al. ( 2018 )
onstraints falling slightly below the predictions at low luminosities.
he Finkelstein et al. ( 2021 ) constraints lie at the bright end of our
redictions where dust attenuation is predicted to become important.
hese constraints agree better with the FLARES intrinsic predictions,
ossibly suggesting that too much dust is assumed in FLARES at this
edshift. 

Shown on the z = 13 panel are the recent observational constraints
rom Harikane et al. ( 2021 ). This study used observations from Hyper
uprime-Cam, VISTA, and Spitzer of the COSMOS and SXDS fields

o identify a pair of bright sources with SED consistent with z ∼ 13
tar-forming galaxies. In addition, one source has a tentative line
etection consistent with [O III ]88 μm at z = 13.27, in-line with its
hotometric redshift. If real, these sources suggest little evolution in
he bright end of the UV LF from z ∼ 10 → 13. FLARES contains
bjects with a similar space density as these sources but with dust-
ttenuated luminosities around a factor of 10 × smaller. As noted,
t z > 10, the FLARES dust model is likely to become increasingly
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Figure 6. The observed (dust-attenuated, sold line) and intrinsic (dashed line) far-UV LF at z = 15 → 10 predicted by FLARES . The thick grey line denotes 
the z = 10 prediction to more clearly demonstrate the redshift e volution. Observ ational constraints at z = 10 and z = 13 from McLeod et al. ( 2016 ), Oesch 
et al. ( 2018 ), Finkelstein et al. ( 2021 ), and Harikane et al. ( 2021 ) are also shown. Model predictions from Mason et al. ( 2015 ), Wilkins et al. ( 2017 ), Yung et al. 
( 2019 ), and Ma et al. ( 2019 ) are also shown where available. These FLARES binned LFs are available in Table 1 . Best-fitting Schechter parameter fits presented 
in Table 2 , though we urge caution on their use. 

Table 1. The space density of galaxies at z = 10 → 15 predicted by FLARES . 

log 10 ( L FUV ) φ/Mpc −3 dex −1 

erg s −1 Hz −1 z = 15 z = 14 z = 13 z = 12 z = 11 z = 10 

27.8 −4.16 −3.59 −3.14 −2.78 −2.53 −2.37 
28.0 −4.10 −3.64 −3.35 −3.02 −2.92 −2.67 
28.2 −4.67 −4.47 −3.64 −3.45 −3.29 −3.19 
28.4 −5.07 −4.71 −4.33 −4.29 −4.07 −3.65 
28.6 −7.04 −6.01 −4.95 −4.83 −4.60 −4.33 
28.8 −7.45 −6.71 −6.29 −5.02 −4.88 −4.56 
29.0 - −7.45 −6.12 −6.06 −5.14 −4.64 
29.2 - −6.20 −7.04 −6.12 −6.04 −4.82 
29.4 - - - - −7.22 −6.68 

Table 2. Best-fitting Schechter function parameters z = 10 
→ 15 for fits to the UV LF log 10 ( L FUV /erg s −1 Hz −1 ) > 

28. Because these were defined o v er a narrow luminosity 
range, caution should be taken when using these, and we 
recommend using the binned LF estimates, presented in 
Table 1 , for comparisons. 

M FUV log 10 ( φ� /Mpc −3 ) α

z = 15 −20.1 −6.69 −4.2 
z = 14 −20.3 −6.41 −4.0 
z = 13 −20.5 −6.13 −3.8 
z = 12 −20.7 −5.84 −3.5 
z = 11 −20.9 −5.56 −3.3 
z = 10 −21.0 −5.28 −3.1 
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nreliable since it is based on modelling calibrated at lower-redshift. 
o we ver, e ven using intrinsic luminosities, sources with a similar

pace density in FLARES are still around 5 × fainter, suggesting 
ignificant remaining tension. 

Fig. 6 also shows a comparison with other model predictions 
t z ≥ 10, including the semi-empirical model of Mason et al.
 2015 ), the Santa Cruz semi-analytical model (Yung et al. 2019 ), the
arge-volume cosmological hydrodynamical simulation BLUETIDES 

Wilkins et al. 2017 ), and the high-resolution FIRE-2 simulations 
Ma et al. 2019 ). While there is good agreement at z = 10, the
greement with Mason et al. ( 2015 ) and BLUETIDES breaks down at
igh-redshift; FLARES predicts a similar density of bright galaxies 
ut consistently predicts more faint galaxies. 

.1.1 JWST Cycle 1 forecasts 

s noted in the introduction, the z > 10 galaxy population will
oon be accessible via several deep imaging surveys conducted by 
WST . Using our LF predictions, we can now forecast the number of
ources expected for each surv e y and the eventual constraints on the
 = 10–15 LF. 

We begin, in Fig. 7 , by presenting forecasts for the cumula-
ive number of sources accessible to various JWST Cycle 1 GO,
RS, and GTO programmes. These include: CEERS, NG-DEEP, 2 
MNRAS 519, 3118–3128 (2023) 

 Formerly Webb DEEP. 
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M

Figure 7. The cumulative number of galaxies N ( > z, z < 15) predicted by 
FLARES for various JWST Cycle 1 GO, ERS, and GTO surv e ys assuming 
100 per cent completeness down to the 10 σ point-source F277W depth. The 
thick black line denotes the prediction for all surv e ys combined. 
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RIMER, COSMOS-Web, 3 JADES, the Northern Ecliptic Pole
lement of PEARLS, 4 and PANORAMIC. These predictions assume
00 per cent completeness down to the 10 σ point-source F277W
epth, which in reality is likely to be difficult to achieve. The
pproximate depths/areas for each surv e y were pro vided by each
rogramme PI except for JADES that are taken from Williams et al.
 2018 ). Across all seven programmes, we predict ∼500, 85, and 6
alaxies at z > 10, z > 12, and z > 14, respectively. JADES is
redicted to dominate these numbers contributing around half of
xpected sources at these redshifts. 

In Fig. 8 , we then make forecasts for the z = 15 → 10 LF for
he combination of the Cycle 1 programmes. The result is strong
onstraints at z = 10, comparable to the current z = 7 constraints
rom Hubble ’s entire campaign (Bouwens et al. 2021 ). While these
onstraints progressively weaken towards higher redshift, subsequent
bservations throughout JWST ’s tenure should ultimately enable
seful constraints to z ∼ 15 and potentially beyond. Crucially, this
ill allow us to differentiate between the different model predictions

n this era. 

.2 Sizes 

n Fig. 9 , we present measurements of galaxy half-light radius in the
ar-UV for z = 10–12. The intrinsic size measurements are derived
rom the particle distribution, while the observed size measurements
se a non-parametric pixel approach in which size is derived from
he non-contiguous pixel area containing half the galaxy’s total
uminosity. The latter approach well encompasses the clumpy natures
f high-redshift galaxies (e.g Jiang et al. 2013 ; Bowler et al. 2017 ).
he redshift range is limited by the number of galaxies in FLARES

ith a sufficient number of stellar particles to make robust size
NRAS 519, 3118–3128 (2023) 

 Formerly COSMOS-Webb. 
 Formerly the Webb Medium Deep Fields programme (PI Windhorst). 
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easurements ( N � ≥ 100). As in Roper et al. ( 2022 ), we impose
 95 per cent completeness limit in each redshift bin. 

Intrinsically, the high-redshift galaxy population is extremely
ompact with a ne gativ e size–luminosity relation. This ne gativ e trend
rises from the efficient localized cooling of gas at stellar masses of
10 9 M �. Efficient cooling enables compact star formation, which

eeds the local area with metals further aiding cooling and thus star
ormation. The result of this process is a feedback loop yielding
ompact regions with high-specific star formation rates. Galaxies
hat undergo this process transition from a diffuse size regime to a
ompact size regime with higher stellar masses/luminosities, hence
he ne gativ e size–luminosity relation. This process is inv estigated in
ull in a soon-to-be-submitted work [Roper et al. (in-preparation)]. 

Due to the concentrated high star formation rates in the intrinsically
right central regions of these compact galaxies, they are efficiently
eeding their bright cores with metals, even at this early epoch. This
eeding leads to strong dust obscuration in the brightest regions,
llowing the outer less enriched regions of star formation to outshine
he central regions. The result of this obscuration is a larger observed
ize as a function of enrichment (i.e. star formation rate) and thus a
ositiv e observ ed size–luminosity relation. 
The normalization of the observed size–luminosity relation

uickly evolves at these high redshifts, with an increase of ∼0.1
ex from z = 12 to z = 10 driven by increasing obscuration of the
rightest regions due to the formation of dust in the highly star-
orming cores of these bright galaxies. JWST will not only be able
o probe this obscured size–luminosity relation in the rest-frame far-
V, the reddest NIRCam filters will also be able to probe deeper

nto the increasingly unobscured size–luminosity relation at longer
avelengths. This will provide a valuable view into the intrinsic

ize–luminosity relation and its ne gativ e slope. 

.3 The UV continuum slope 

he most accessible spectral diagnostic available at high-redshift is
he UV continuum slope β: as can be seen in Fig. 5 , the rest-frame
V continuum to λ = 350 nm is accessible to NIRCam to z ≈
5 and can be measured with 3–4 of NIRCam’s wide filters. While
rimarily an indicator of dust attenuation, the UV continuum slope is
lso sensitive to the star formation and metal enrichment history, the
yman continuum escape fraction, the IMF, and our understanding
f stellar evolution and atmospheres 5 (e.g Wilkins et al. 2013b , a ). 
Fig. 10 shows predictions for β from z = 15 → 10 colour-coded

y the rest-frame far-UV attenuation. At L FUV < 10 28.5 erg s −1 Hz −1 

 M FUV > −19.5), the slope is ≈−2.4 with little evolution with red-
hift. At L FUV > 10 28.5 erg s −1 Hz −1 , the slope progressively reddens
ue to the increasing dust attenuation. At L FUV > 10 29 erg s −1 Hz −1 ,
he average slope has reddened to ≈−2. Fig. 10 also shows observa-
ional constraints from Wilkins et al. ( 2016a ); while the uncertainties
re large these observations are consistent with our predictions. 

The origin of the UV continuum slope is explored in more detail
n Fig. 11 . Here, we show the median β for unprocessed starlight
dotted line), starlight with reprocessing by gas (dashed line), and
eprocessing with gas and dust (solid line, the same as that shown
n Fig. 10 ). With no reprocessing, the predicted slopes are ≈−2.8
t low-luminosity rising to ≈−2.5 at L FUV ≈ 10 29.5 erg s −1 Hz −1 

ith some weak ( �β = 0.1) evolution with redshift z = 15 →

0. These trends reflect variation in the star formation and metal 

 In a theoretical context, this is encapsulated in stellar population-synthesis 
odels. 
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Figure 8. Predicted constraints on the UV z = 15 → 10 UV LF from combined JWST Cycle 1 GO, ERS, and GTO surv e ys. Points show the forecast binned 
LF constraints. The stepped line shows the FLARES binned LF constraints while the smooth lines show Schechter function fits to the FLARES LF. 

Figure 9. The redshift evolution of the size–luminosity relation predicted by 
FLARES in the redshift range z = 10–12. The lines represent the weighted 50th 
percentile of the galaxy distribution weighted using the FLARES weighting 
scheme. Solid lines show the observed size, including the effects of dust 
attenuation, while dashed lines show the intrinsic stellar emission. Observed 
sizes are measured using a non-parametric pixel approach while intrinsic 
sizes use a particle-based approach. 
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nrichment history with the brightest galaxies typically having higher 
etallicities. The addition of nebular (continuum) emission reddens 
. As the impact of nebular emission is strongest at low metallicity,

his has the effect of flattening the previous trend with luminosity and
edshift leaving galaxies with β ≈ 2.5. The addition of dust has an 
mpact at all luminosities though this is most pronounced at L FUV >

0 29 erg s −1 Hz −1 where dust is predicted to redden the slope by ≈0.5.
As noted previously, the impact of dust attenuation in FLARES is

articularly uncertain at z > 10. Recent LF constraints (i.e. Harikane 
t al. 2021 ; i.e. Finkelstein et al. 2021 ) tentatively suggest the
resence of too much dust attenuation in FLARES . Precise constraints
n the UV continuum slope from JWST – and ideally ALMA 

ust-continuum observations – in bright ( L FUV > 10 29 erg s −1 Hz −1 )
hould allow us to determine whether this is the case. 

.4 UV emission lines 

n addition to deep near-IR imaging, JWST will also be able to
btain deep near-IR spectroscopy utilizing NIRSpec, NIRCam, 
nd NIRISS. 6 NIRSpec provides both a multi-object and integral 
eld unit spectroscopy at 0.6–5.3 μm, while NIRCam and NIRISS 

ogether provide wide-field slit-less spectroscopy across the near-IR. 
t z < 10, this enables the observation of various strong optical

ines. Ho we ver, at z > 10, most of the strong lines fall outside
he accessible range, leaving a handful of weaker UV lines. Most
rominent amongst these is the [C III ],C III ] λλ1907, 1909 Å doublet
or which a handful of detections are already available at z > 6 (Stark
t al. 2015 , 2017 ; Topping et al. 2021 ). 

Predictions from FLARES for the rest-frame equi v alent width 
istribution of [C III ],C III ] are presented in Fig. 12 as a function of
he observed (dust-attenuated) far-UV luminosity. Equi v alent widths 
how a weak decline to higher luminosity and lower-redshift. The 
edian value is ≈10 Å with the tail of the distribution reaching be-

ond 20 Å. Unsurprisingly, given the younger age, these predictions 
re offset to higher equi v alent widths than observations at lower
edshift (e.g Maseda et al. 2017 ; Llerena et al. 2022 ). Constraints at
 > 6 include a handful of detections and upper limits and are likely
iased due to their selection method. Ho we ver, two of the detections,
GS-zs8-1 (Stark et al. 2017 ) and AEGIS-33376 (Topping et al.
021 ), have equi v alent widths at the upper extreme of the predicted
istribution suggesting some possible tension. This may reflect some 
f the simplifying assumptions used in our modelling. For example, 
ilkins et al. ( 2020 ) showed that the equivalent width of [C III ],C III ]

s strongly sensitive to the ionization parameter and hydrogen density, 
or which we adopted single fiducial values. 

.5 UV – Optical colours 

he near-UV – optical colour is another key spectral diagnostic of 
alaxies, its measurement providing insights into the star formation 
nd metal enrichment history, dust attenuation, and nebular emission 
f galaxies. In the context of z > 6 galaxies, the near-UV – optical
olour is chiefly impacted by neb ular -line emission and can be used
o infer the strength of combination of the H β and [O III ] lines (e.g
e Barros et al. 2019b ; Endsley et al. 2021 ). When a spectroscopic

edshift is available, it is sometimes possible to avoid strong line
mission, thereby providing ‘clean’ constraints on the strength of the 
almer break (e.g. Hashimoto et al. 2018 ) and thus a more accurate
onstraint on the star formation and metal enrichment history. For 
 wider introduction to the break in the context of the high-redshift
niverse, see Wilkins et al. in preparation. 
In principle, JWST can observe the rest-frame optical to z = 15

nd beyond. Ho we ver, at z > 11, the optical falls beyond the range
MNRAS 519, 3118–3128 (2023) 
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M

Figure 10. The rest-frame UV continuum slope β as a function of far-UV luminosity at z = 15 → 10. Individual galaxies are colour-coded by their far-UV 

attenuation. The solid (dashed) black line shows the median value for bins with ≥10 ( < 10) galaxies. Observational constraints from Wilkins et al. ( 2016a ) are 
also shown at z = 10. 

Figure 11. The average UV continuum slope as a function of UV luminosity 
and redshift. The dotted line shows the UV continuum slope predicted from 

just the pure stellar emission while the dashed line also includes nebular 
emission and the solid line includes both nebular emission and dust (i.e. that 
which would be observed). 

a  

o  

Figure 12. The distribution of [C III ],C III ] λλ1907, 1909 Å equi v alent widths 
at z = 10–15 predicted by FLARES . Also shown are stacked results at z ≈ 3 
from the VANDELS surv e y (Llerena et al. 2022 ) and individual objects at z 
> 6 (Stark et al. 2015 , 2017 ; Topping et al. 2021 ). 
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ccessible to JWST ’s near-IR instruments and thus requires MIRI
bserv ations. Se veral blind-field cycle 1 surveys will simultaneously
NRAS 519, 3118–3128 (2023) 
ollect both multiband NIRCam and MIRI imaging. For MIRI,
770W is the most popular choice and with this in mind, we present

he predicted F444W-F770W colour in Fig. 13 . We do this for both
he pure stellar photometry and the photometry, including nebular
mission and dust. In both cases, there is little trend with the UV
uminosity. The addition of nebular emission (and dust) has the
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Figure 13. The average NIRCam/F444W – MIRI/F770W colour as a 
function of UV luminosity for both the pure stellar emission (dotted line) 
and including nebular emission and dust (solid line). 
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mpact of significantly reddening the colour by ≈0.4 mag at z = 10
ncreasing to ≈0.7 mag at z = 15. This reflects both the increasing
ptical line equi v alent widths but also the lines that fall within the
770W band. 
While in principle, MIRI observations, when combined with 

IRCam, should thus allow us to constrain optical line emission 
t z > 10, unfortunately MIRI has both a lower sensitivity 7 and
maller field of view than NIRCam resulting in a much reduced 
urv e y efficienc y. Blind field c ycle 1 programmes (i.e. PRIMER,
OSMOS-Web, and CEERS) obtaining both NIRCam and MIRI 
770W observations typically reach depths F770W 3 mag shallower 

han the deepest NIRCam observations and only o v er less than half
he total area. Combined with the expected surface densities and flux 
istributions, it is then unlikely, even with stacking, that MIRI will 
ield useful constraints at z > 10. Ho we ver, there is the possibility
f obtaining deep MIRI imaging of individual bright targets in later 
ycles. 

 C O N C L U S I O N S  

n this article, we have presented theoretical predictions for the 
roperties of galaxies at z = 10–15 from the FLARES . These are
mongst the first predictions from a cosmological hydrodynamical 
imulation calibrated at z = 0 at these redshifts enabled by the unique
imulation strategy adopted by FLARES . Our major findings are: 

(i) Specific star formation rates and ages show little trend with 
tellar mass though evolve strongly with redshift. Ho we ver, gas-
hase metallicities and dust attenuation rapidly increase with stellar 
ass but show little redshift evolution. 
(ii) The far-UV LF continues its evolution from lower-redshift 

ith the luminosity density predicted to drop by ∼10 × from z = 10
 14. At z = 10, the predictions are consistent with observational 

onstraints from McLeod et al. ( 2016 ), Oesch et al. ( 2018 ), and
inkelstein et al. ( 2021 ) though fa v our less dust attenuation. FLARES
 In 10 ks, NIRCam can reach in 9.1 and 23.6 nJy in the F200W and F444W 

ands, respectively, while for the MIRI F560W and F770W bands, the flux 
ensitivity is 130 and 240 nJy. 

B
B
B
B
B

ontains galaxies with a similar space density to those recently 
dentified by Harikane et al. ( 2021 ) but ∼5–10 × fainter depending
n whether dust attenuation is included. Similarly, agreement with 
ther models is good at z = 10 but diverges to higher-redshift with
LARES , predicting more faint galaxies than other models. Based on
hese predictions in cycle 1 alone JWST should identify ∼600, 100,
nd 6 galaxies at z > 10, 12, and 14, respectively, providing robust
onstraints on the LF to z ∼ 13. 

(iii) FLARES predicts little redshift evolution in the relationship 
etween the UV continuum slope β and UV luminosity. The brightest 
alaxies are predicted to be moderately reddened ( �β ≈ 0.5) by dust.

(iv) UV-optical colours probed by NIRCam and MIRI are likely 
o be dominated by nebular emission though will be hard to measure
ue to MIRI’s much lower sensitivity. 
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