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A B S T R A C T   

E-commerce has become a booming market for wildlife trafficking, as online platforms are increasingly more 
accessible and easier to navigate by sellers, while still lacking adequate supervision. Artificial intelligence 
models, and specifically deep learning, have been emerging as promising tools for the automated analysis and 
monitoring of digital online content pertaining to wildlife trade. Here, we used and fine-tuned freely available 
artificial intelligence models (i.e., convolutional neural networks) to understand the potential of these models to 
identify instances of wildlife trade. We specifically focused on pangolin species, which are among the most 
trafficked mammals globally and receiving increasing trade attention since the COVID-19 pandemic. Our con-
volutional neural networks were trained using online images (available from iNaturalist, Flickr and Google) 
displaying both traded and non-traded pangolin settings. The trained models showed great performances, being 
able to identify over 90 % of potential instances of pangolin trade in the considered imagery dataset. These 
instances included the showcasing of pangolins in popular marketplaces (e.g., wet markets and cages), and the 
displaying of commonly traded pangolin parts and derivates (e.g., scales) online. Nevertheless, not all instances 
of pangolin trade could be identified by our models (e.g., in images with dark colours and shaded areas), leaving 
space for further research developments. The methodological developments and results from this exploratory 
study represent an advancement in the monitoring of online wildlife trade. Complementing our approach with 
other forms of online data, such as text, would be a way forward to deliver more robust monitoring tools for 
online trafficking.   

1. Introduction 

The unsustainable harvest and trade of wildlife species is among the 
main drivers of biodiversity change (Scheffers et al., 2019). Thousands 
of plant and animal species, including live individuals and their de-
rivatives, are over-exploited and illegally traded (Pires and Moreto, 

2016). Global wildlife trade generates yearly revenues of ca. 8–12 
billion euros, involving hundreds of major cities (mainly from Asia) and 
millions of individuals (Barber-Meyer, 2010; Rosen and Smith, 2010). 
Fish and their derived sustenance products, timber, exotic leathers, and 
furs are examples that can be found in wildlife markets around the globe; 
many of them being illegally traded and bought for instance to support 
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traditional medicine practices and other wildlife commodities (Wyatt, 
2021). Parts and derivatives of mammals (e.g., elephant ivory), reptiles 
(e.g., skin), and birds (e.g., feathers and beaks) are reported as the most 
commercialized wildlife items globally (Hastie and McCrea-Steele, 
2014; Tien Ming et al., 2014). 

Wildlife trade has conventionally been done in physical markets (e. 
g., wet markets); nonetheless, online resources such as social media (e. 
g., Facebook, Twitter, Instagram, and WeChat) and virtual commercial 
platforms (e.g., Amazon, eBay, Shopee and Rakuten) have become 
increasingly popular for both legal and illegal wildlife trade (Davies 
et al., 2022; Wyatt et al., 2022; Harrison et al., 2016; Feddema et al., 
2021b). Facebook, a 2.85 billion users’ network, for instance, has 
become a major global marketplace for illegal wildlife trading, which 
led this platform to adopt specific measures to forbid the sale of en-
dangered species, such as the creation of alerting “pop up” messages 
(Davies et al., 2022). Alongside an increased popularity of these global 
platforms, other e-commerce platforms have also gained visibility in 
animal trafficking at specific geographic regions (e.g., Taobao in China; 
Clément et al., 2022). The rise in online trading popularity can be 
explained by its ease of accessibility as well as limitless, cost-effective, 
and mostly unsupervised nature (Xu et al., 2020; Kulkarni and Di 
Minin, 2022). The relative ease with which pictures are showcased on-
line to publicize wildlife trade products also facilitates anonymous in-
teractions between sellers and buyers, thereby increasing the number of 
potential customers and trade volumes (Yu and Jia, 2015). This makes 
the tracking of wildlife transactions, and particularly illegal ones, more 
difficult as it allows for the seller to be more selective and private (Xiao 
et al., 2017). 

With a considerable establishment of wildlife trade in digital plat-
forms, new methods are necessary to survey and monitor potential in-
stances of illegal activity (Di Minin et al., 2019; Siriwat and Nijman, 
2020). Artificial intelligence, and more specifically deep learning, has 
been emerging as a promising field to support the monitoring of events 
in a wide range of disciplines, including, for instance, the surveillance of 
diseases and public health issues (e.g., Șerban et al., 2019) or the 
detection of handguns and security concerns (e.g., Olmos et al., 2018). 
Deep learning has also become promising for the fast identification of 
potentially traded species and instances of wildlife trafficking in the web 
(Di Minin et al., 2019; Xu et al., 2019). When properly calibrated, deep 
learning models can be highly successful at analysing the content of any 
digital data from online pages, personal advertisements, e-commerce 
platforms, and even citizen science or social media networks (Abadi 
et al., 2016; Lecun et al., 2015). For instance, deep learning models have 
allowed researchers to analyse wildlife tracking reports using natural 
language processing of textual contents (Coughlin et al., 2022), to 
identify and characterize wildlife marketing and sale on social networks 
via textual content identification (Xu et al., 2020; Feddema et al., 2021a) 
and to classify images of exotic pet animals advertised for sale on online 
websites (Kulkarni and Di Minin, 2022). Yet, the potentialities of pre- 
existent and freely available deep learning tools to identify instances 
of wildlife trade on online images commonly displayed in the web are far 
from being explored in practice (Di Minin et al., 2019). 

In this exploratory study, we aimed to test whether pre-trained and 
freely available deep learning models can support the identification of 
potential instances of online wildlife trafficking, using pangolin (Man-
idae) trade as a test case. Pangolins are among the most trafficked 
mammal species in the world (Heinrich et al., 2017), with estimates 
reaching 2.7 million individuals poached every year in central Africa 
alone (Ingram et al., 2018). Although the commercial trade of the 
pangolins has been banned under the Convention on International Trade in 
Endangered Species of Wild Fauna and Flora (CITES; Bergesen et al., 2018; 
Xu et al., 2016), the decline of pangolin populations due to trafficking 
has not slowed down (Cheng et al., 2017; Nijman et al., 2016; Volpato 
et al., 2020). In fact, pangolins have received increasing attention 
particularly since the COVID-19 pandemic (Liu et al., 2020), attracting 
an increasing number of clients particularly settled in China and 

Vietnam, as well as in the United States of America and Europe 
(Heighton and Gaubert, 2021; Omifolaji et al., 2022). Pangolins are 
traded for meat consumption, as a luxury food, for skin and leather or-
namentals, and for curative and spiritual beliefs associated with their 
scales in traditional medicine, among others (Gimeno-Gilles et al., 2016; 
Heinrich et al., 2016; Katuwal et al., 2013; Shairp et al., 2016). 

Using images shared online, our study aims to investigate the po-
tential of publicly available deep learning models in practice to: (i) 
support the identification of pangolin species in both natural and 
anthropogenic (including market) settings; and (ii) identify instances 
where pangolin parts and derivates are traded online. To do so, we fine- 
tuned multiple pre-trained deep learning classification and object- 
detection models using publicly online images of pangolin species. 
Then, we compared the performance of the models and discuss their 
added value and limitations for the potential identification of pangolin 
trafficking. Our study contributes towards the rapidly growing need for 
automated assessment of online content to support threatened species 
conservation, as well as wildlife trade identification (Tuia et al., 2022; 
Isabelle and Westerlund, 2022; Di Minin et al., 2019). 

2. Methods 

2.1. Methodological framework 

To investigate whether pre-trained and freely available deep 
learning models can support the identification of potential instances of 
pangolin commerce online, we followed a four-step methodological 
framework. First, we collected images displaying pangolins, their traded 
parts and wildlife markets, from different online platforms. After 
removing duplicated, blurred, or low-resolution images, we manually 
annotated and labelled each image based on its main content (e.g., 
showcasing pangolin individuals or parts). From this set of annotated 
images, we trained and validated five deep learning classification 
models and three object detection models. Finally, we evaluated the 
performance of each model to detect pangolins and their traded parts, 
using different evaluation metrics. All steps were implemented on 
Google Colaboratory (Colab), a free Jupyter notebook environment from 
Google Research that allows the execution of Python code entirely in the 
cloud, requiring no setup to use and providing free access to computing 
resources, including GPUs (https://colab.research.google.com/noteboo 
ks/intro.ipynb). The training, validation and evaluation processes 
were performed using free and open-source platforms specialized on the 
training and inference of deep neural networks (Abadi et al., 2016). 
Specifically, we used Keras (https://keras.io/) and TensorFlow libraries 
(https://www.tensorflow.org/) for classification models, and Tensor-
Flow API version 1.15 (https://www.tensorflow.org/versions/r1.15/ 
api_docs/python/tf) for object detection models. 

2.2. Online imagery data 

2.2.1. Data collection 
We compiled a dataset of images displaying pangolin species and 

their commonly traded parts. The eight pangolin species considered in 
this study were: White-bellied pangolin (Phataginus tricuspis), Giant 
pangolin (Smutsia gigantea), Chinese pangolin (M. pentadactyla), Phil-
ippine pangolin (M. culionensis), Sunda pangolin (M. javanica), Indian 
pangolin (M. crassicaudata), Temminck’s pangolin (Smutsia temminckii) 
and Black-bellied pangolin (Phataginus tetradactyla). Additionally, we 
also included images without pangolins in settings where they are 
popularly traded (i.e., wet markets in Asia). Images with pangolins and 
their parts were obtained from the following online databases: iNatur-
alist (https://www.inaturalist.org/), Flickr (https://www.flickr.com/) 
and Google images (https://www.google.com/imghp). Image collection 
from these platforms was performed by searching for general terms on 
pangolins (e.g., “Pangolin”, “Manidae”) and the common English name 
of the eight species of interest (e.g., “Giant pangolin”, “Chinese 
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pangolin”; see Table A1 for more details). Searches were performed 
manually in iNaturalist and Flickr, while for Google images we imple-
mented a Python 3.8.13 (https://docs.python.org/3.8/reference/) 
script (https://github.com/hardikvasa/google-images-download) to 
automate the search and scraping of images. Additional images were 
retrieved by two authors (CX and ZX) through searches on Baidu and 
Wechat (using the Chinese name for pangolin, “穿山甲”) as well as visits 
to wet markets in China. The content of each image was manually 
verified to encompass a variety of situations in which pangolins are often 
presented for trade: live individuals in their natural habitats, dead 
pangolins in wildlife markets or as a result of seizure incidents, and 
close-up shots of pangolin derivatives like scales or full pelts. 

For the first classification task, we additionally collected images of 
wet markets without pangolins. This search was also performed on 
Google images, using general terms associated with wildlife markets (e. 
g., “wet market”; see Supplementary Material 1). To increase the num-
ber of images, a manual search was also performed using the location 
feature of Google Images, which were set to Asian countries where 
pangolins are more in demand: Myanmar, Vietnam, China, Thailand, 
Singapore, Indonesia, and Laos (Cheng et al., 2017; Lim, 2009). 

Each image (n = 2634) underwent a manual verification process. 
Low resolution (i.e., lower than 465 × 257 pixels) and blurred images, 

not displaying pangolin species nor trade markets were removed, 
resulting in a total of 2131 images that were retained for labelling and 
model calibration. For the second classification task, additional images 
were collected from Google, following the same procedures mentioned 
before. 

2.2.2. Data labelling 
For the image classification task, each image was manually classified 

according to its main content, based on a two-level binary classification 
process. In the first level (L1), the images were classified as “With 
pangolins” if their content displayed at least one pangolin or their body 
parts (n = 1075; Fig. 1a). Otherwise, images were classified as “No 
pangolins” if their content displayed no pangolins in popular sites for 
their trade (n = 1056; Fig. 1b). For the second level (L2), each image 
“With pangolins” was further sub-classified as “Pangolins entirely”, if 
their content displayed an individual or multiple pangolins (n = 1014; 
Fig. 1c), or as “Pangolin parts”, if their content displayed specific parts of 
pangolins (e.g., pangolin scales; n = 307, after adding extra images to 
counteract the imbalance between classes; Fig. 1d). 

For the object detection task, the position and presence of pangolins 
in each image was manually annotated by one author (ASC; Fig. 1e and 
f), using the labelImg tool (https://github.com/tzutalin/labelImg). 

Fig. 1. Examples of online images included in the two-level classification and object detection task: L1 classification: “With pangolins” (a) versus “No pangolins” (b), 
L2 classification: “Pangolins entirely” (c) versus “Pangolins parts” (d), object detection: “Pangolins” (e) and (f). The sources of the images displayed in this figure are 
referred in the supplementary material. 
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2.3. Model training 

2.3.1. Model selection and parametrization 
Before the implementation of deep learning models, all images were 

resized to the same resolution (464 × 256 pixels for the L1 classification 
and 387 × 163 pixels for the L2 classification) by considering the mean 
dimensions of the set, and then normalized to the [0,1] range (Na and 
Fox, 2020). 

For the classification task, five freely available convolutional neural 
networks (CNNs) were selected: VGG16 (Simonyan and Zisserman, 
2015), EfficientNetB0, EfficientNetB1 (Tan and Le, 2019), DenseNet121 
and DenseNet201 (Huang et al., 2017). These algorithms were selected 
because of their ease for transfer learning and high performance on 
similar classification tasks (Curran et al., 2022; Gomez-Donoso et al., 
2021). Details on CNN description, parameterization and implementa-
tion can be found in the Supplementary material. For model optimiza-
tion, we used the Adam optimizer algorithm (Kingma and Ba, 2015), and 
set the batch size to 10 and the number of epochs to 100. The learning 
rates were chosen from empirical trials over 100 epochs, with 10− 4 and 
10− 6 showing the best performances. We also implemented an early stop 
approach, with a patience value of 16 to regularize the model and 
minimize the loss function (binary cross entropy). 

For the object detection task, we used three freely available and pre- 
trained CNNs: Faster R-CNN ResNet50 (Ren et al., 2015), Faster R-CNN 
ResNet101 (Ren et al., 2015) and Faster R-CNN Inception v2 (Szegedy 
et al., 2016). For each network we established 200,000 steps per epoch, 
a batch size of 1 and a L2 regularization penalty of 10− 2. The maximum 
number of checkpoint files to be evaluated was set to 1. As in every 
optimization problem, we intend to minimize the loss function, while 
maximizing the model’s performance. The total loss function is usually 
computed as the sum of the classification (loss of the classifier that de-
termines the type of target object; e.g., binary cross entropy) and 
localization losses (loss of the regressor that generates a rectangular box 
to locate the target object; e.g., Mean-Squared Error). We also consid-
ered the average inference time per image, which corresponds to the 
amount of time taken by the models to process a new image and make a 
prediction. Details on CNN descriptions, parameterization and imple-
mentation can be found in the Supplementary Material. 

2.3.2. Model training and validation 
For both classification tasks (L1 and L2), the performance of the 

models was evaluated using 5-fold cross validation over the datasets 
described in Sections 2.2 and 2.3. Namely, each dataset was divided into 
five subsets, and at each iteration of the 5-fold cross-validation one 
subset was used to evaluate the models using the performance metrics 
presented in Section 2.4. The remaining four subsets were used for 
training (90 % of the images) and validation (10 % of the images). 

To enhance the performance of our models and avoid overfitting, we 
increased the size of the training dataset through a data augmentation 
approach in the L2 classification model as well as in the object detection 
models, by applying random transformations to the set of images. Spe-
cifically, for the L2 classification models, we used four random trans-
formations per image using the data generator available in Keras 
(Chollet, 2015): horizontal flip, zoom (range of 0.2), width shift (range 
of 0.2) and height shift (range of 0.2). For the object detection models, 
we implemented five random transformations per image using the “data 
augmentation options” parameter of the TensorFlow configuration file: 
horizontal flip, image scale, adjust contrast, adjust brightness, and 
adjust saturation. Both original and transformed images were consid-
ered for training, resulting in a final dataset of 3171, for the L2 models 
and 3428, for the object detection models. 

Additionally, to minimize the difference in the number of images 
among classes (Shahinfar et al., 2020) for the L2 classification task, we 
implemented a balancing technique during training, in which class 
weights inversely proportional to the number of samples in each class 
were applied to the loss function. 

2.3.3. Transfer learning 
To improve the performance of our models, we applied a transfer 

learning strategy, which consisted of initializing each CNN with weights 
of freely available CNNs pre-trained on databases with similar charac-
teristics to our dataset. Specifically, we used CNNs pre-trained with the 
ImageNet database (http://www.image-net.org/), for the L1 and L2 
classification. For the object detection models, we used CNNs pre- 
trained with the Microsoft Common Objects in Context (MS COCO; 
https://cocodataset.org/#home) and iNaturalist (https://www.inatura 
list.org/) databases (see Supplementary Material for details). 

To achieve a good balance between generalization and specificity of 
image classification for the L1 and L2 classifications, the first CNN model 
layers were kept frozen during training with transfer learning, while 
three fully connected layers in VGG16, EfficientNetB0 and Effi-
cientNetB1, and one fully connected layer in DenseNet121 and Dense-
Net201, were re-trained (fine-tuned) using our training dataset. Before 
the output layer, we also included an additional dense layer with 128 
units and a rectifier linear unit activation function, to enhance the 
model’s adaptation to the classification tasks. Lastly, the output layer 
was modified to fit a binary classification. 

In the object detection models, all the parameters in the configura-
tion files were kept the same as the ones used during the original training 
of the networks (https://github.com/tensorflow/models/tree/maste 
r/research/object_detection/samples/configs), except for the number 
of classes, which we changed to 1 in order to fit our detection goals (the 
“Pangolins” class). 

2.4. Model performance evaluation 

The performance of each classification model (VGG16, Effi-
cientNetB0, EfficientNetB1, DenseNet121 and DenseNet201) was 
assessed based on commonly adopted classification metrics (Tharwat, 
2018; Table 1): accuracy (ACC), specificity (or True Negative Rate: 
TNR), sensitivity (recall or True Positive Rate: TPR) and F1-score (F1). 
For the L1 classification, the term positive stands for the presence of 
pangolins in the images (“With Pangolins”), whereas the negative stands 
for pangolin absence (“No Pangolins”), while for the L2 classification, 
the confusion matrices considered “Pangolins parts” images as positives 
and “Pangolins entirely” as negatives. For both classifications (L1 and 
L2), the evaluation metrics were calculated as the mean of the perfor-
mance metrics obtained over the five different folds (see section 2.3.2). 
Finally, we used a paired samples t-test, with a confidence interval of 

Table 1 
Evaluation metrics considered in the evaluation of classification and object 
detection models, with respective examples.  

Metric Example 

Classification models 

Accuracy 
Calculates the level of correctly classified images as 
“Pangolins entirely” and as “Pangolins parts” by the 
model. 

Specificity 
Shows the proportion of correctly classified images as 
“Pangolins entirely” by the model, in relation to all actual 
“Pangolins entirely” images. 

Sensitivity (or recall) 
Shows the proportion of correctly classified images as 
“Pangolins parts” by the model, in relation to all actual 
“Pangolins parts” images. 

F1-score 
Calculates the level of correctly and incorrectly classified 
images as “Pangolins entirely” and “Pangolins parts” by 
the model.  

Object detection models 

mean Average 
Precision (mAP) 

Indicates the proportion of correctly detected images as 
“Pangolins” by the model, in relation to all actual and 
predicted “Pangolins” images. 

Average Recall (AR) 
Shows the proportion of correctly detected “Pangolins” 
images by the model, in relation to all actual “Pangolins” 
images.  
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0.05 (Hsu and Lachenbruch, 2005) to test for significant differences in 
classification metrics between each pair of the five CNN models, for both 
learning rates (10− 4 and 10− 6). 

The performance of each object detection model (Faster R-CNN 
ResNet50, Faster R-CNN ResNet101 and Faster R-CNN Inception v2) was 
evaluated using the MS COCO detection metrics and the PASCAL VOC 
detection metrics (Table 1): mean Average Precision (mAP) and Average 
Recall (AR). The mAP was computed over different Intersection over 
Union (IoU) thresholds in the case of the models pre-trained on the MS 
COCO dataset and over a 0.50 IoU threshold in the models pre-trained 
on the iNaturalist dataset. IoU thresholds represent the ratio between 
the area of the intersection and the area of the union of the predicted and 
actual bounding boxes (Rezatofighi et al., 2019). On the other hand, the 
AR was only calculated for the models pre-trained on the MS COCO 
dataset, over 1, 10 and 100 detections, as predefined by the transfer 
learning architecture (see Table A9). 

3. Results 

3.1. Classifying online images with pangolins versus without pangolins 

When discriminating pictures “With pangolins” from those with “No 
pangolins” (i.e., L1 classification), the considered CNNs showed high 
performance, with values ranging from 78.11 to 99.53 (Table 2) and few 
significant differences in their performance metrics (p < 0.05; see 
Table A8 for full results). Overall, the best performance was obtained by 
VGG16 with a learning rate of 10− 6, in terms of accuracy (96.38), 
specificity (97.55) and F1-score (96.36) values, followed by the Effi-
cientNetB0 with a learning rate of 10− 4, which also showed high accu-
racy (96.20), sensitivity (93.29) and F1-score (96.03). In the case of the 
VGG16 model, only 4.7 % of the images displaying pangolins were 
confused by the model as showing no pangolins (false negatives; 
Fig. 2a). Likewise, from the images showing no pangolins, in 2.4 % of the 
cases VGG16 incorrectly predicted the class “With pangolins” (false 
positives; Fig. 2b). A similar pattern was verified for the remaining CNN 
models (Tables A4 and A5). 

3.2. Identifying pangolin parts in online images 

When focusing on the classification of images with “Pangolins 
entirely” versus “Pangolin parts” (i.e., L2 classification; Table 2), the 
performance of the CNN models significantly differed according to the 
learning rate and architecture (p < 0.05; see Table A8 for full results). 
EfficientNetB0 with a learning rate of 10− 4 showed the most satisfactory 
results of all architectures, in terms of accuracy (97.35), sensitivity 
(94.88) and F1-score (94.37), followed by DenseNet201 with a learning 

rate of 10− 6, which also showed a high accuracy (95.76), specificity 
(97.44), and F1-score (90.85). In accordance with what was found for 
the L1 classification, only a minor proportion of the images displaying 
“Pangolins entirely” was predicted as “Pangolin parts” by the Effi-
cientNetB0 model (2 %; Fig. 2c). In 5 % of cases in which images showed 
“Pangolin parts”, the EfficientNetB0 model assumed to be “Pangolins 
entirely” (Fig. 2d). A similar pattern was observed for the remaining 
architectures (Tables A6 and A7). Overall, for the L1 classification, the 
models mostly failed to classify images whose pangolins are in the 
background, reduced in size or barely visible (e.g., Fig. 2a), while for the 
L2 classification, the models incorrectly classified images whose pan-
golins have central and large-sized elements (e.g., in Fig. 2c, the model 
focused on the tail of the upper pangolin, which has a relatively large 
size regarding the proportions of the image, causing the rest of the body 
to be slightly distorted by the perspective). 

3.3. Detecting pangolins in online images 

The object detection models (Faster R-CNN ResNet101, Faster R- 
CNN ResNet50 and Faster R-CNN Inception v2) showed different per-
formances depending on the transfer learning weights (MS COCO versus 
iNaturalist; Table 3). Overall, object detection models pretrained on the 
MS COCO dataset showed the most satisfactory results, with both Faster 
R-CNN ResNet101 and Faster R-CNN Inception v2 showing similar 
performances in terms of mean Average Precision (93.41 and 93.12, 
respectively). 

The object detection model with overall best performance, i.e., 
Faster R-CNN ResNet101 with MS COCO weights, mostly failed to detect 
pangolins in different image settings, including images with more than 
one pangolin, displaying additional pangolin parts, and/or presenting 
dark colours and emphasized shadows (Fig. 3). 

4. Discussion 

4.1. Model performance of pangolin identification in online images 

In this exploratory study we aimed to investigate, in practice, the 
potential of publicly available deep learning models to identify potential 
instances of wildlife trade in the web. Our results show that automated 
methods based on deep learning models have a high potential for image 
classification and detection in the fields of ecology and wildlife con-
servation, thus providing important tools to combat the illicit trade of 
animals and plants. In our specific test case applied to pangolin species, 
both image classification and detection models showed great perfor-
mances, being able to identify over 90 % of potential instances of 
pangolin trade over the considered imagery set. Of the tested models, 

Table 2 
Performance metrics for both learning rate scenarios trained for each model (mean ± standard deviation of the five folds). ACC – Accuracy, TPR – Sensitivity, TNR – 
Specificity and F1 – F1 score. Results are shown for both L1 and L2 classifications. Bold values indicate the best performance results for classification level, learning rate 
and metric.  

Classification models lr = 10− 4 lr = 10− 6 

ACC TPR TNR F1 ACC TPR TNR F1 

L1 classification: pangolins versus no pangolins 
VGG16 88.13 ± 7.42 78.11 ± 15.57 98.50 ± 1.22 86.28 ± 9.42 96.38 ± 0.40 95.25 ± 1.21 97.55 ± 0.78 96.36 ± 0.51 
EfficientNetB0 96.20 ± 1.93 93.29 ± 3.45 99.06 ± 0.95 96.04 ± 2.14 94.04 ± 1.86 93.73 ± 2.06 94.32 ± 3.05 94.05 ± 1.82 
EfficientNetB1 95.59 ± 1.12 91.66 ± 2.80 99.53 ± 0.56 95.40 ± 1.34 92.26 ± 1.83 90.69 ± 3.39 93.74 ± 1.59 92.13 ± 2.11 
DenseNet121 95.96 ± 1.59 92.76 ± 3.63 99.14 ± 0.40 95.80 ± 1.88 94.74 ± 1.13 94.22 ± 2.13 95.30 ± 1.33 94.73 ± 1.28 
DenseNet201 95.87 ± 2.48 93.27 ± 5.84 98.37 ± 0.76 95.67 ± 2.87 95.50 ± 1.61 96. ± 1.57 94.90 ± 1.91 95.54 ± 1.63  

L2 classification: pangolins entirely versus pangolin parts 
VGG16 92.13 ± 1.57 81.21 ± 4.32 95.46 ± 1.99 82.81 ± 2.91 94.02 ± 0.31 85.76 ± 4.79 96.55 ± 1.23 86.92 ± 0.80 
EfficientNetB0 97.35 ± 1.23 94.88 ± 2.69 98.13 ± 1.23 94.37 ± 2.46 94.55 ± 1.73 89.33 ± 2.48 96.16 ± 2.14 88.45 ± 3.42 
EfficientNetB1 97.12 ± 1.33 92.93 ± 3.71 98.42 ± 1.27 93.81 ± 2.64 94.70 ± 1.20 92.87 ± 2.01 95.26 ± 1.09 89.11 ± 1.98 
DenseNet121 96.37 ± 2.08 92.64 ± 5.35 97.53 ± 2.30 92.35 ± 4.13 95.53 ± 0.77 90.29 ± 3.07 97.13 ± 0.95 90.41 ± 1.30 
DenseNet201 97.28 ± 1.45 93.87 ± 2.89 98.32 ± 1.18 94.16 ± 3.02 95.76 ± 1.17 90.36 ± 3.54 97.44 ± 0.80 90.85 ± 2.35  
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VGG16, EfficientNetB0, DenseNet201 and Faster R-CNN 101 achieved 
the most promising results of all architectures. This is in line with pre-
vious studies highlighting the performance of VGG16 (Villa et al., 2017; 
de Silva et al., 2022), EfficientNet (Bodavarapu et al., 2022; Padubidri 
et al., 2021), DenseNet (Dhillon and Verma, 2022; Jia et al., 2022) and 
Faster R-CNN ResNet101 (Ibraheam et al., 2021; Peng et al., 2020) in 
image classification and detection routines for different fields of ecology 
and wildlife conservation. In our case, whether focusing on pangolins as 
whole individuals or their sellable parts, the classification models 
showed promisingly accurate performances. Additionally, such models 
were also able to accurately identify pangolin individuals in both wild 
and anthropogenic (including market) settings, as well as instances 
where pangolin parts and derivates are presented online for trade. These 
results support the contention that deep learning models can be used to 
automatically classify online images of endangered species and their 

derivatives, supporting the identification of wildlife trade situations 
(Kulkarni and Di Minin, 2021; Xu et al., 2019). 

Regarding the performance of individual models, VGG16 with a 
learning rate of 10− 6 (L1 classification), EfficientNetB0 with a learning 
rate of 10− 4 (L2 classification) and Faster R-CNN ResNet101 pre-trained 
on the MS COCO dataset (object detection) performed better than the 
remaining architectures. Deep architectures associated with VGG16 and 
EfficientNetB0 are particularly robust and easy to implement and re- 
train, as they replace large kernel-sized filters with smaller ones, 
reducing the complexity of the network and requiring the training of 
fewer parameters (Man et al., 2020). EfficientNetB0, specifically, uses 
compound scaling, a technique that efficiently scales neural networks to 
accommodate more computational resources. The Faster R-CNN 
ResNet101 model, in turn, as the name suggests, is a very fast archi-
tecture that uses residual connections and batch normalization to extract 
features at deeper levels. All these characteristics were probably the 
main drivers of the accurate results observed for VGG16, EfficientNetB0 
and Faster R-CNN ResNet101. 

Going into more detail, when focusing on the results for the best 
classification (VGG16 with a learning rate of 10− 6 and EfficientNetB0 
with a learning rate of 10− 4) and object detection (Faster R-CNN 
ResNet101 with MS COCO weights) models, we observed accurate and 
high performances in classifying and detecting pangolin species and 
their derivates. However, although both classification and object 
detection models constitute efficient tools to support the identification 
of potential situations of pangolin trafficking, classification models 
achieved slightly higher performances. This may well be attributed to 
the transfer learning procedure adopted when implementing the clas-
sification models, which can improve image classifications of online 
platforms to produce more robust and reliable identification of pango-
lins and their derivates in different scenarios. Considering that object 
detection models required a greater hyperparameter tuning to achieve 

Fig. 2. Examples of images where the classification models failed to predict: (a) pangolins (false negatives) and (b) the absence of pangolins (false positives). The 
image also shows situations where: (c) “pangolins entirely” were confused by the model as “pangolin parts”, or (d) “pangolin parts” were incorrectly classified as 
“pangolins entirely”. The sources of the images displayed in this figure are referred in the supplementary material. 

Table 3 
Performance metric (mean average precision at an intersection over union 
threshold of 0.50 [mAP@0.50IOU]), average inference time per image and total 
loss (sum of the classification and localization losses) for each model. Bold 
values highlight the best performance and total loss results, as well as the fastest 
model.   

Faster R-CNN 
ResNet101 
iNaturalist 

Faster R-CNN 
ResNet101 
MS COCO 

Faster R- 
CNN 
ResNet50 
iNaturalist 

Faster R- 
CNN 
Inception 
v2 MS 
COCO 

Average 
inference time 
per image (ms)  

395  106  366  58 

mAP@0.50IOU  92.82  93.41  90.10  93.12 
Total loss  1.37  0.69  1.43  0.81  
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stable and satisfactory evaluation results, our results might suggest the 
preferable use of classification models to track potential instances of 
pangolin trade efficiently and with less complexity. 

4.2. Limitations and the way forward 

While the preliminary results of this study are promising, the pro-
posed methodology holds some limitations that need to be tackled 
before being applied to real-life contexts. Overall, our classification 
models showed a low misclassification rate when focusing on the 
identification of instances with and without pangolins, or of pangolin 
individuals and their sellable parts. However, the models still incorrectly 
misclassified some images, particularly those where pangolins are in the 
background, have central and large-sized elements, are reduced in size, 
are barely visible, or contain dark colours and emphasized shadows. 
This raises important potential issues in situations where pangolins are 
present and need to be identified/detected (e.g., when used by online 
platforms and law enforcement agencies to track and avert online traf-
ficking). In this regard, it is crucial that the models should minimize, as 
much as possible, the number of false negatives, in order to avoid losing 
images that contain pangolins. A way forward may be to continue 
exploring other architectures, such as NasNet (Zoph et al., 2018), Goo-
gLeNet (Szegedy et al., 2015) or Inception-ResNet (Szegedy et al., 2017), 
as well as additional techniques for model performance improvement (e. 
g., Cluster-Based Over Sampling). Although we obtained some false 
negatives, our approach and models still save a huge amount of work 
and time, especially when considering a large dataset, by avoiding the 
manual checking of the images. Nevertheless, the results obtained in this 
study strongly suggest that the combination of manual classification, 
freely available deep learning architectures, and pre-trained datasets, 
have great potential to identify pangolins in different contexts. 

Additionally, although we collected data closely resembling wildlife 
trafficking (e.g., pangolins in cages and wet markets), it would be 
important to collect data from a wider range of online platforms, 
including e-commerce (e.g., Amazon and eBay) and other social media 
applications (e.g., Facebook and Twitter). However, the main websites 
of online wildlife trade (i.e., sites on the dark web) are not accessible by 
common search engines, which constitutes a major barrier for obtaining 
more realistic data (Roberts and Hernandez-Castro, 2017). There are 

also some limitations regarding the application of user-generated con-
tent for tracking wildlife trafficking, such as the fact that people may 
take and post pictures casually, without any kind of illegal intent, 
making the identification/detection of pangolins by itself insufficient to 
identify criminal activity. Considering that social media networks typi-
cally resize and recompress images with their own preferred settings, a 
great challenge becomes to reach efficiency and accuracy of computer 
vision models over social media images with lower resolution and 
quality. Therefore, incorporating other forms of online data, such as 
textual information (e.g., tags, captions, comments) may provide a way 
forward to improve the generalization of deep learning tools for 
pangolin identification and classification (Feddema et al., 2021a; Kul-
karni and Di Minin, 2021; Xu et al., 2019). To note is the fact that social 
media platforms and other online websites offer a privacy option setting 
for the public, so that sellers can restrict access to their information and 
content only to trusted customers (Hastie and McCrea-Steele, 2014). 

Considering the high quality of these preliminary results, we hope to 
contribute towards the development of a more efficient, low cost and 
less time-consuming tool for supporting the identification and tracking 
of potential situations of online illegal wildlife sales. Further work is still 
needed to adapt our models to encompass other taxonomic groups (such 
as reptiles and birds), which are also known to be widely traded online, 
though requiring considerable effort at the species-level. Despite these 
caveats, our exploratory study contributes towards the immense po-
tential of deep learning not only to combat wildlife trade, but also to 
address wider issues pertaining to instance of wildlife tourism (e.g., in 
social media platforms) or invasive species (e.g., in citizen science 
platforms) which are cornerstones subjects in conservation biology. 

5. Conclusion 

The rise in popularity of online resources and social media platforms 
has boosted illegal wildlife trade, facilitated by their ease of use, lack of 
supervision and the possibility to use them anonymously. To support the 
monitoring and prevention of illegal wildlife sales, we tested in practice 
the capacity of freely available artificial intelligence models to identify 
pangolins featuring in online images under multiple settings. Our results 
showed great performances of the considered classification (e.g., 
VGG16, EfficientNetB0) and object detection (e.g., Faster R-CNN 

Fig. 3. Examples of images where the Faster R-CNN ResNet101 with MS COCO weights failed to design and predict the pangolins object detection boxes (left images 
– detected boxes; right images – real boxes). (a) with more than one pangolin and displaying additional pangolin parts; (b) presenting dark colours and emphasized 
shadows. The sources of the images displayed in this figure are referred in the supplementary material. 
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ResNet101) models when identifying images with or without pangolins 
as well as pangolin derivates and sellable parts. It is important to note 
that further research is needed to robustly identify pangolin trafficking 
and associated illegal activity. Nonetheless, our approach shows sig-
nificant potential to help identify online images of pangolins, supporting 
the recognition of online media advertising wildlife trading. Our 
exploratory study contributes to an increasingly expanding field of 
digital conservation where the combination of online data and well- 
calibrated deep learning models can serve as an important tool to 
identify content pertaining to wildlife trade, and hence provide more 
evidence as to the extent of certain species, whether they are protected 
or not, are involved in online trade. Despite the roads ahead, our pro-
posed methodology is expected to be of interest to other conservation 
scientists advancing methods for automated identification of human- 
nature interactions from images (following e.g., Kulkarni and Di 
Minin, 2022). 
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