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Tiivistelmä

Ilmakehän aerosolihiukkasilla on kyky vaikuttaa ilmastoon pilvivuorovaikutusten kautta sekä suoraan sirottamalla ja absorboimalla
itseensä  säteilyä.  Nämä  aerosolihiukkaset  voivat  myös  vaikuttaa  ihmisterveyteen  hengityselimien  kautta.  Aerosolihiukkasia
vapautuu  ilmakehään  suorien  lähteiden  kautta  tai  ne  voivat  syntyä  kemiallisissa  prosesseissa  kaasufaasin  esiasteista.  Eri
aerosoliprosesseja ja aerosolihiukkasten ilmastovaikutuksia voidaan tutkia käyttäen prosessi- ja globaalin mittakaavan malleja.
Viime  vuosina  on  havaittu,  että  tietyiltä  aerosoliyhdisteiltä  puuttuu  tietoja  niiden  termodynaamisista  ominaisuuksista,  joka
aiheuttaa  epävarmuutta prosessi-  ja  globaalitason mallinnuksessa.  Lisäksi  aerosolien  kaukokulkeuma syrjäisille  alueille,  joilla
aerosolihiukkasten  päästöt  ovat  vähäisiä,  on  heikosti  mallinnettu  globaalin  mittakaavan  malleissa.  Lisäksi  sekundaarisen
orgaanisen aerosolin (SOA) päästölähteet sisältävät epävarmuuksia globaalin mittakaavan malleissa, joka aiheuttaa epävarmuutta
säteilypakotteen arvioinnissa.

Tässä  työssä  näitä  näkökohtia,  jotka  liittyvät  kyseisiin  epävarmuuksiin,  käsitellään  käyttäen  prosessi-  ja  globaalin
mittakaavan  mallinnusta.  Tämä  tehtiin  ensiksi  arvioimalla  termodynaamisen  tasapainomallin  kykyä  kuvata  dimetyyliamiinia,
rikkihappoa  ja  ammoniakkia  sisältävien  hiukkasten  vedenottokykyä  verrattuna  mittauksiin.  Toiseksi  työssä  kehitettiin  pilven
sisäinen märkäpoistumajärjestelmä globaalitason malleille, jotka käyttävät kokoon perustuvaa aerosolikuvausta. Vasta kehitettyä
märkäpoistumajärjestelmää testattiin  aerosolien  pystyprofiilien  ja  elinikien  suhteen  käyttämällä  ECHAM-HAMMOZ globaalia
aerosoli-ilmastomallia, joka sisälsi ”Sectional Aerosol model for Large-Scale Applications (SALSA)” -mikrofysiikkakuvauksen.
Kolmanneksi tutkittiin havumetsävyöhykkeen puihin kohdistuneen bioottisen stressin vaikutusta SOA:n muodostumiseen, pilviin
ja säteilyvaikutuksiin käyttämällä ECHAM-HAMMOZ:ia SALSA:n kanssa.

Tulokset  osoittivat,  että  kun  termodynaamista  tasapainomallia  käytettiin  mallinnettaessa  hiukkasia,  joiden  koko  oli
muutamien  kymmenien  nanometrien  luokkaa,  malli  oli  epäpätevä  arvioimaan  dimetyyliamiinia  (DMA),  rikkihappoa  ja
ammoniakkia  sisältävien  hiukkasten  hygroskooppisuutta.  Näin  ollen  lisätutkimuksia  tarvitaan  DMA:a  sisältävien  systeemien
termodynamiikasta,  jotta  voidaan  arvioida  kunnolla  sen  vaikutusta  ilmastoon.  Globaalit  aerosoli-ilmastomallit  ovat  erittäin
monimutkaisia  ja  siksi  aerosoliprosessien  muuttaminen fysikaalisemmaksi  voi  jopa  heikentää  tuloksia.  Tämä havaittiin  vasta
kehitetyn, fysikaalisemman, märkäpoistumajärjestelmän tuottamista tuloksista,  jotka osoittivat  kehitetyn menetelmän tuottavan
harhaanjohtavia pystyprofiileja sekä vääristävän mustan hiilen elinikää verrattuna aiempaan järjestelmään. Erityisesti mustan hiilen
elinikä,  vasta kehitetyssä järjestelmässä,  oli  1.6 kertaa pidempi kuin aiemmassa järjestelmässä ja yli  2.6 kertaa pidempi kuin
kokeellisissa  tutkimuksissa  on  ehdotettu.  Siksi  vasta  kehitetyn  järjestelmän  herkkyyttä  testattiin  mustan  hiilen  sisäisen
sekoittumisen ja päästökokojakauman sekä aerosoliyhdisteiden ikääntymisen kannalta. Nämä tulokset osoittivat, että mustan hiilen
sekoittaminen  liukoisten  yhdisteiden  kanssa  tuotti  parhaat  tulokset  verrattuna  havaintoihin  sekä  aerosoliyhdisteiden  eliniät
verrattuna AEROCOM mallien keskiarvoihin. Lopuksi tulokset, joissa tutkittiin bioottisen stressin vaikutusta ilmastoon, osoittivat,
että  stressin  lisääminen havumetsävyöhykkeen puissa  lisäsi  SOA:n muodostumista,  koska  haihtuvien  orgaanisten  yhdisteiden
päästöt  lisääntyivät.  Lisääntynyt  SOA:n  muodostus  lisäsi  myös  pilvipisaroiden  lukumäärää  pilvien  yläpinnassa  sekä  aiheutti
voimakkaamman  negatiivisen  säteilypakotteen.  Tulevaisuudessa  aerosolimallikehityksessä  tulisi  tutkia  tarkemmin
aerosoliyhdisteiden  termodynaamisia  ominaisuuksia  erityisesti  DMA:n  suhteen.  Märkäpoistumaa sekä  eri  aerosoliyhdisteiden,
erityisesti  mustan  hiilen,  sisäisen  sekoittumisen  määrää  tulisi  tutkia  ja  uudistaa  globaaleissa  ilmastomalleissa,  jotta
aerosolihiukkasten kaukokulkeumaa voitaisiin arvioida kunnolla. Lisäksi ilmakehän SOA:n lähteet tarvitsevat lisätutkimusta, jotta
sen käyttäytymistä ilmakehässä ja ilmastovaikutuksia voitaisiin kuvata oikein.
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1 Introduction

Aerosol consists of solid or liquid particles which are suspended in air (Hinds, 1999).
These particles are called aerosol particles and they affect our health directly by de-
positing deep into the lungs causing, for example, respiratory diseases or oxidative
stress (Shiraiwa et al., 2017). In addition, aerosol particles can travel high up in the
atmosphere and affect our living conditions through atmospheric alterations. Atmo-
spheric aerosol particles can modify the climate directly by scattering and absorbing
radiation (Seinfeld and Pandis, 2016) and indirectly by altering clouds in terms of
their formation, radiative properties, and lifetime (Albrecht, 1989; Twomey, 1991).

Atmospheric aerosol particles come in a variety of compositions, and their sizes
vary from a few nanometers up to hundreds of micrometers. Aerosol particles in the
atmosphere consist mainly of black carbon, organic carbon, mineral dust, sea salt,
sulfate, nitrate, and ammonium (IPCC, 2021; Seinfeld and Pandis, 2016). The major-
ity of the atmospheric aerosol mass is emitted from natural sources such as oceans
(sea salt) and deserts (mineral dust). Aerosol species such as organic carbon, sul-
fate, and black carbon, can originate from both natural and anthropogenic sources
(Bond et al., 2013; IPCC, 2021; Lee et al., 2013; Seinfeld and Pandis, 2016; Vergara-
Temprado et al., 2018). Nitrate is mainly emitted from anthropogenic sources (IPCC,
2021). Aerosol particles can also be formed in the atmosphere through nucleation,
which is a process where molecular embryos start to form through phase transfor-
mation from vapor to liquid or from vapor to solid (Kerminen et al., 2004; Kulmala
et al., 2004; Zhang et al., 2012).

The majority of the mass of aerosol particles less than 1 micron in diameter is
organic matter (OM) (Jimenez et al., 2009; Murphy et al., 2006). Particles smaller
than 1 micron in diameter are important as they have been found to affect human
health as well as the climate. Organic aerosol (OA) particles can be emitted from,
e.g., biomass/fossil fuel combustion, soil, and vascular plants as primary particles
and are called primary organic aerosol (POA) (De Gouw and Jimenez, 2009; Kanel-
lopoulos et al., 2021). In addition, biogenic sources, such as trees and plants, emit
significant amounts of volatile organic compounds (VOC). VOCs can go through cer-
tain physical and chemical processes to produce secondary organic aerosol (SOA)
(Faiola and Taipale, 2020; Jimenez et al., 2009; Zhang et al., 2007). SOA increases the
amount of particles that are in the size range which can directly affect radiation and
activate to cloud droplets. Thus, changes in SOA concentrations can contribute to
direct or indirect radiative effects of aerosols in the atmosphere (Sporre et al., 2020).

As stated above, atmospheric aerosol particles can have a direct effect on the ra-
diative balance of the Earth through scattering, reflecting and absorbing the incom-
ing short-wave and absorbing the outgoing long-wave radiation to the Earth. This
effect is called aerosol-radiation interaction and it can be observed by human eye in
highly polluted regions as lowered visibility (Horvath, 1995; IPCC, 2021). Radiative
forcing due to aerosol-radiation interactions (RFari) is defined as the change in how
aerosol-radiation interaction effect perturbs the radiation budget of the Earth. The
sign of (RFari) depends on the composition, size, shape, or the internal structure
of aerosol particles (Ghan et al., 2012). A positive radiative forcing has a warming
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effect on the climate system, while a negative radiative forcing has a cooling effect.
In recent studies, RFari has been approximated to be -0.5 W/m2 with approx. 0.5
W/m2 uncertainty (IPCC, 2021). Absorbing aerosol particles, such as black carbon,
affects the Earth’s radiation budget by heating the atmosphere directly, and thus
enhancing the RFari. BC can also accelerate the melting of snow and ice through
absorbing solar radiation after depositing on the snow and ice surfaces. In addition,
BC affects cloud formation and lifetime by warming the atmosphere and changing
the absorption characteristics of cloud droplets (Bond et al., 2013). However, other
aerosol compounds, such as sulfate and SOA, enhance cooling and thus make RFari
more negative (Ghan et al., 2012).

Radiative effects due to aerosol-cloud interactions, on the other hand, refer to
how radiative effects of clouds change due to aerosols. Aerosol particles in the atmo-
sphere can act as cloud condensation nuclei (CCN) or ice nuclei (IN) and therefore
increase the cloud droplet number concentration (CDNC) or ice crystal number con-
centration (ICNC) which in turn affect cloud properties (Kuang et al., 2009; Kulmala
et al., 2014; Twomey, 1974; Yli-Juuti et al., 2021). If the liquid water amount remains
the same in non-precipitating cloud, the increase in CCN leads to smaller cloud
droplets as the amount of water is divided between a larger number of droplets.
An increased amount of small cloud droplets increases the cloud albedo and causes
negative radiative forcing (RFaci) as the clouds reflect more incoming solar radiation
back to space (IPCC, 2021; Twomey, 1974). In addition, as these cloud droplets are
smaller, they are less likely to be precipitated from the cloud as rain which increases
the cloud lifetime (Albrecht, 1989). This thesis only focuses on instantaneous top-
of-atmosphere (TOA) radiation change due to aerosol-radiation interactions. To get
a comprehensive analysis on the total effects of aerosols to radiative balance one
needs to include also the RFaci as well as rapid adjustments and climate feedbacks
(IPCC, 2021)

As water is one of the most abundant vapors in the atmosphere, one of the
most important properties contributing to the CCN activity and optical proper-
ties of aerosol particles is the ability of a particle to absorb moisture (Petters and
Kreidenweis, 2007; Seinfeld and Pandis, 2016). This ability is called hygroscopic-
ity. Hygroscopicity of an aerosol particle depends on its chemical composition (Xu
et al., 2020). Particles which have high hygroscopicity consist of, for example, sul-
fate or salt (Lohmann, 2015). Such particles can affect RFari by affecting particle
optical properties, and RFaci through affecting CCN concentrations (Pilinis et al.,
1995; Zieger et al., 2013, 2017).

The climate effects of aerosol particles are strongly dependent on their horizontal
and vertical distribution in the atmosphere. Vertical distributions, or vertical pro-
files, of aerosol are representations of aerosol particle concentration as a function
of altitude. Vertical distributions of aerosols are affected by emissions, advection,
and deposition in the atmosphere (Kipling et al., 2016; Watson-Parris et al., 2019).
Emissions affect the vertical distribution directly by setting the initial amount of
the emitted aerosols. Deposition processes then constrain how far the aerosol is
transported. Further, hygroscopicity of aerosol particles affects the susceptibility to
aerosol removal inside a cloud. Especially in remote regions, vertical profiles are
strongly affected by the transport of aerosol particles as these regions lack emission
sources of particles (Croft et al., 2010; Rasch et al., 2000). One of the main processes
affecting transport of aerosol particles to remote regions is wet deposition, which is
a process where aerosol particles are removed from the atmosphere through their as-
sociation with water (Wang et al., 1978). Wet deposition can happen through nucle-
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ation, impaction, and below-cloud scavenging (Chate et al., 2011; Ladino et al., 2011;
Pruppacher and Klett, 1997). In-cloud nucleation scavenging refers to activation of
particles, which act as CCN or ice nuclei, to cloud droplets or ice crystals, respec-
tively, through nucleation process (Pruppacher and Klett, 1997). Further, when the
cloud droplets or ice crystals grow large enough they are removed from the cloud
through precipitation. In-cloud impaction scavenging is a process where aerosol
particles collide with cloud droplets or ice crystals (Chate et al., 2003). Below-cloud
scavenging refers to collision-coalescence of falling rain droplets or snow crystals
with aerosol particles below a cloud (Chate et al., 2011).

To properly understand the properties of aerosol particles and their impacts on
clouds, radiative effects and climate, the scientific community has developed differ-
ent kinds of models ranging from process-scale models all the way to global-scale
models, such as chemical transport models and global climate models. These mod-
els can be accurate in some aspects, for example modelling new particle formation
(NPF) in process-scale (Kürten et al., 2018) and estimating the effects of volcanic
eruptions in global-scale (Hansen et al., 1992). However, in process-scale modelling,
the scientific community struggles to determine some thermodynamic properties of
different aerosol species. In addition, even though the wet deposition processes are
mostly well known, they are poorly represented in global-scale models (Eckhardt
et al., 2015). This is because the full representation of wet scavenging needs realistic
descriptions of microphysics of condensation, in-cloud microphysics, precipitation
as well as microphysics of aerosols which are represented very differently among
models (Eckhardt et al., 2015; Rasch et al., 2000). In addition, current global-scale
climate models have inaccuracies in describing different aspects of SOA formation,
which leads to uncertainties in radiative effects and cloud feedbacks (Sporre et al.,
2020; Tsigaridis et al., 2014).

Accurate global-scale model description, for example of nucleation and growth
of particles, requires the understanding of thermodynamic properties of aerosols
(Bergman et al., 2015). To get the information of these properties usually requires
process-scale models which can be validated against observations to evaluate the
performance of the model. For example, properly validated process-scale models
can be used in modelling hygroscopicity and hygroscopic growth. This information
can then be used to develop more accurate descriptions of new particle formation
and growth of aerosol particles in global-scale models.

Variability in simulated vertical profiles of aerosol particles can contribute to the
uncertainty in the estimation of RFari in global-scale models (Samset et al., 2013). Es-
pecially, the local vertical size distribution and composition of black carbon aerosol
in remote regions lead to huge differences between modelled results and observa-
tions, as has been shown by Bourgeois and Bey (2011) and Sharma et al. (2013).
As stated above, wet removal is one of the main contributors to how well aerosol
is transported over long-ranges and thus understanding and properly describing
the wet removal processes in global climate models leads to more realistic results
in terms of vertical profiles, especially in remote regions. In addition, proper wet
removal is important in describing the amount of deposited black carbon over the
Arctic (Bourgeois and Bey, 2011).

In addition to uncertainties in simulate aerosol vertical profiles, there are large
uncertainties in the estimation of the formation of SOA, clouds, and radiative ef-
fects in global climate models. These flaws can be due to uncertain sources, sinks,
and atmospheric processing of SOA. Thus, understanding and properly describing
processes leading to uncertainties, regarding SOA in global climate models, can
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enhance the performance of global-scale models and give more realistic results.
In this thesis, hygroscopicity, wet removal, and factors affecting SOA formation

and their effects to the climate are studied using process-scale modelling as well
as global-scale modelling, to address the uncertainties related to aerosol properties,
transport and SOA feedbacks in the atmosphere. The main objectives in this thesis
are:

1. To evaluate the performance of thermodynamic equilibrium process model in
modelling the hygroscopicity of dimethylamine-containing particles (Paper I)

2. To develop and evaluate the parameterization of wet deposition in a global
aerosol-climate model (Paper II)

3. To investigate how biotic stress in boreal trees affects the formed biogenic SOA,
clouds and radiative effects in a global aerosol-climate model (Paper III)

The structure of this thesis is as follows: first aerosol modelling in process and
global-scale is introduced in Chapter 2; then, in Chapter 3, a more detailed descrip-
tion of the hygroscopicity of aerosol particles is presented, with details of process-
scale modelling of hygroscopic growth in a thermodynamic equilibrium model. In
Chapter 4, the thesis will delve into introducing the global aerosol-climate model
ECHAM-HAMMOZ, with which all of the global model simulations in this thesis
were performed, and into the uncertainties in terms of wet removal and sources of
biogenic SOA in the model. Chapter 5 presents the key results found in Papers
I-III and the responses to the main objectives of this thesis. Finally, a review of the
papers used in this thesis and the author’s contribution are presented in Chapter 6
and the concluding remarks of the thesis are presented in Chapter 7.
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2 Aerosol modelling from process to global-scale

Models have been a part of our lives since we were little, whether it is building mod-
els of aeroplanes or model railways. Even car manufacturers utilize 3D models to
see how well they would perform in real life. Similarly, in different fields of science,
models are used to provide a numerical representation of real life situations and to
simulate them using computers. Especially in atmospheric sciences we need models
to represent the atmospheric behaviour of different compounds to help us under-
stand their dynamics, physics, and chemistry in process level and globally in the
whole atmosphere (Fanourgakis et al., 2019; IPCC, 2014; Mann et al., 2012; Morales
and Nenes, 2010; Pruppacher and Klett, 1997; Topping and Bane, 2022). In addition,
models can help us to test different scenarios and hypotheses of what might happen
if certain aspects in the atmosphere would be changed (Nebojsa Nakicenovic et al.,
2000). These aspects could be for example doubling the amount of carbon dioxide
emissions in the atmosphere or reducing the amount of black carbon aerosol in the
Arctic.

Aerosol models simulate the dynamic behaviour of aerosol particles defined by
different aerosol properties, such as chemical composition, size, and shape (Sein-
feld and Pandis, 2016). To understand this behaviour in more detail, models are
needed to simulate different physical processes which affect aerosol size distribu-
tions (Ceppi and Hartmann, 2015; Myhre et al., 2013). These processes can be for
example coagulation, nucleation, condensational growth of a particle, evaporational
shrinking of a particle, sedimentation, and deposition of particles to surfaces (Hinds,
1999; Seinfeld and Pandis, 2016). For a single component aerosol, the different pro-
cesses can change the total number of aerosol particles N(V, t) in a certain volume
V of gas at a certain time t and this change is called the general dynamic equation
(GDE) (Friedlander, 2000; Gelbard and Seinfeld, 1979; Seinfeld and Pandis, 2016).
This equation is solved by aerosol models. The GDE has many representations, but
in general it is of the form

dN(V, t)
dt

=

(
dN(V, t)

dt

)
nuc

+

(
dN(V, t)

dt

)
con

+

(
dN(V, t)

dt

)
coa

+ S + R, (2.1)

where
(

dN(V,t)
dt

)
nuc

is the change in the number of particles due to formation of new

particles through nucleation,
(

dN(V,t)
dt

)
con

is the change in the number of certain
sized particles due to growth by condensation or shrinking through evaporation,(

dN(V,t)
dt

)
coa

is the change in particle number due to coalescing collision between
particles (coagulation), S represents the emissions of aerosol particles and R rep-
resents the sedimentation and deposition of particles (Gelbard and Seinfeld, 1979;
Huertas, 2016; Seinfeld and Pandis, 2016). Growth by condensation refers to a pro-
cess where vapors condense onto existing aerosol particles, increasing their size,
and shrinking through evaporation refers to evaporation of molecules from par-
ticles, reducing their size. Coagulation refers to a process where two randomly
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moving aerosol particles collide and stick together, thereby forming one larger par-
ticle (Hinds, 1999). Emissions and removal of aerosol particles are usually called
external processes as in these terms there is movement of particles across the fictive
walls of the volume of interest (Friedlander, 2000). Formation through nucleation,
coagulation and condensation are usually called internal processes as they happen
inside the volume (Huertas, 2016).

2.1 PROCESS-SCALE MODELLING

Process-scale models aim to give a detailed representation of aerosol dynamics, ther-
modynamics, chemistry, optical properties, or composition (Ghan and Schwartz,
2007). Thus, process-scale models are usually numerical representations of certain
individual processes of the GDE (Huertas, 2016). Process-scale models are usually
computationally light which gives them the capability to thoroughly test the theory
and calculations behind the process (Naumann, 2003; Wentzel et al., 2003).

The scientific community in atmospheric sciences uses a variety of process-scale
models. For example, evaporation of molecules from liquid phase particles can be
solved using models, such as the liquid-like evaporation model (LLEVAP) or the ki-
netic multi-layer model of gas-particle interactions in aerosols and clouds (KM-GAP)
(Shiraiwa et al., 2012; Yli-Juuti et al., 2017). These models can provide insight into
the evaporation dynamics of different aerosol particles under different conditions,
like high and low temperature and a wide range of relative humidities (RH).

Condensational growth of aerosol particles is driven by their ability to absorb
vapors. The ability of aerosol particle to absorb water vapor is called hygroscopicity.
To calculate the amount of absorbed water in an aerosol particle at thermodynamic
equilibrium, one needs to know the activity coefficient of water and the amounts of
all of the compounds in the particle. When the number of compounds increases, the
calculation becomes more difficult and thus numerical models are needed to calcu-
late the composition of the system at thermodynamic equilibrium. These models
can be for example uManSysProp, AIOMFAC or E-AIM (Clegg et al., 1998; Topping
et al., 2016; Wexler and Clegg, 2002; Zuend et al., 2008, 2010). E-AIM is shortly
presented in Paper I.

The skill of process-scale models to reproduce different aerosol processes is usu-
ally tested by evaluating and validating their results against observations in well reg-
ulated environments (laboratory experiments) (Ghan and Schwartz, 2007). Process-
scale models are tested thoroughly, and properly working models can then be used
to provide insight into the properties of different aerosol compounds. In Paper I,
the capability of the Extended Aerosol Inorganics Model (E-AIM) to evaluate hygro-
scopicity of dimethylamine-containing particles is presented. The properly tested
and defined aerosol properties can then be used in parametrizations which can fur-
ther be used, for example, in regional or global-scale aerosol-climate models. In
addition, most of the process models are constructed to work as an individual box
model which is a simple 3-dimensional, offline tool, allowing efficient modifica-
tion and evaluation of different aerosol processes (Topping and Bane, 2022). Box
models for different processes can then be used to work as part of a larger, multi-
dimensional program, such as global aerosol-climate model.
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Figure 2.1: A schematic representation of the atmospheric grid structure and inter-
action between grid cells in a GCM.

2.2 GLOBAL-SCALE MODELLING

Once the different aerosol process models are validated and box models for aerosol
processes are evaluated, they, or the information they provide, can be combined
and implemented into a larger-scale model, for instance a global aerosol-climate
model (Ghan and Schwartz, 2007; Kokkola et al., 2018; Lin et al., 2018). These gen-
eral circulation models (GCMs) are complex representations of major climate system
components, such as atmosphere, land surface, oceans and sea ice (IPCC, 2014). An
atmospheric GCM simulates physical processes which transfer energy and matter,
such as aerosols, through the global climate system (Lupo et al., 2013). Usually, in
atmospheric GCMs the Earth’s atmosphere is divided into three-dimensional grid
cells according to latitude, longitude and altitude (IPCC, 2014). A schematic repre-
sentation of the grid structure of the atmosphere is presented in Fig. 2.1. The physics
of different system components are calculated in each grid cell and the neighboring
cells interact by moving energy and matter between each other (Lupo et al., 2013;
Topping and Bane, 2022). The available computational power and disk space define
how fine a resolution can be used in a GCM. Usually, the amount of grid points in
a GCM is large (in the order of hundreds of thousands up until several millions),
which demands a large amount of computational power and thus supercomputers
are needed to use them.

Atmospheric GCMs coupled with an ocean model are used to predict the future
behavior of the atmosphere and climate (IPCC, 2014). Once it has been validated
that a certain GCM is producing adequate results when comparing to the past and
present observations of the climate and atmosphere, the GCM can also be used to
test how the climate system evolves, based on how people will live in the future
(Nebojsa Nakicenovic et al., 2000; von Storch, 2010).

Even though the basic physics of aerosol processes in the atmosphere are the
same, aerosols and their interactions with the climate are represented quite dif-
ferently in different atmospheric GCMs. The different representation of aerosols
between atmospheric GCMs may originate from the fact that many of the described
aerosol processes occur at subgrid scales of GCMs (i.e., scales that are much smaller
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than the grid spacing of the GCM) and they have to be parametrizised for the grid
of the GCM in question. In addition, many GCMs have various representations
of parametrizations and calculations of aerosol processes such as activation and
removal. For example, cloud activation can be parametrizised very differently in
different GCMs (Abdul-Razzak and Ghan, 2002; Lin and Leaitch, 1997; Nenes and
Seinfeld, 2003). In addition, different models can have differences in the represen-
tation of aerosol size distributions. For example, aerosol size distribution can be
represented using the modal method, which presents the aerosol size distribution
as a sum of log-normal distributions called modes, moment method, which treats
the size distribution as a limited number of moments (particle number density, vol-
ume density, mean radius, etc.), or sectional method, which represents the size dis-
tribution as monodisperse hybrid size bins (Chen and Lamb, 1994; McGraw, 1997;
Seinfeld and Pandis, 2016; Vignati et al., 2004).

There are several atmospheric GCMs used by the scientific community and ev-
ery one of them is unique in its own way and all of them have their strengths
and weaknesses. Examples of GCMs are, for instance, the Community Atmosphere
Model (CAM) or the European Centre Hamburg Model (ECHAM6) (Neale et al.,
2010; Stevens et al., 2013). The latter is shortly presented in Paper II and Paper III.
The performance of a GCM is hard to measure as some of them might simulate cer-
tain aspects, such as cloud properties, of the atmosphere better than others but are
inadequate on some other features. This is because many processes are heavily pa-
rameterized and many of the processes are not well constrained. Therefore, models
have to be tuned choosing values for uncertain, or even non-observable parameters
so that the model simulation better matches observations. Differences in how mod-
els treat these processes cause big differences between models (Oreskes et al., 1994).
In addition, in some of the models, when modelling the climate, it is possible that
even though the past is performing well, the future may have errors (Reifen and
Toumi, 2009). Thus, one cannot say which model is the best and to get the best
possible representation of the atmospheric processes, it is best to use an ensemble
of several GCM results, which has been done in the recent Intergovernmental Panel
on Climate Change (IPCC) reports (IPCC, 2014, 2021).

GCMs are very complex and their development requires a lot of time and work
as one needs to be accurate on the descriptions and theories behind the different
processes. Additionally, some of the theories may be revised in the future, which
needs to be taken into account in the improvements of models (Oreskes et al., 1994).
Sometimes, little modifications in some of the processes can have huge effects on
certain climate feedbacks and behaviors in the whole atmosphere (Lorenz, 1963).
Some of the processes in current GCMs, which cause this kind of big uncertainty,
are related to emissions or transport of aerosols (Bourgeois and Bey, 2011; Sharma
et al., 2013). Problems, related to transport and emissions of aerosols, are addressed
in Paper II and Paper III.
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3 Process-scale modelling - Hygroscopicity

Knowing the hygroscopicity of an aerosol compound can provide information on
identifying the species of ambient aerosols (Chang et al., 2010; Huang et al., 2022;
Peng et al., 2014; Zamora et al., 2019). In addition, hygroscopicity can affect the
optical properties of aerosol particles and CCN activity of the compounds (Väisä-
nen et al., 2016; Zieger et al., 2013, 2017). Further, uptake of water vapor to existing
aerosol particles can alter their chemical composition through opening a path to
aqueous phase processing (McNeill, 2015). The scientific community lacks informa-
tion of thermodynamic and chemical properties of some of the atmospheric aerosol
particles, such as amine-containing particles, which leads to uncertainties in amine
induced new particle formation (NPF) and the subsequent growth of particles in the
models. Especially with respect to chemical properties, partitioning, and removal
processes, amine-containing particles cause uncertainties in global model simula-
tions (Bergman et al., 2015). Thus, more investigation is needed in terms of mea-
surements of thermodynamic properties, which can be used to develop and evaluate
process-scale models. These thermodynamic process-scale models can further be
used to test the understanding of physics and chemistry behind the observations.
Properly validated process-scale models can be used to develop parametrizations
for global-scale models.

In this chapter, calculations of hygroscopicity parameter and hygroscopic growth
are presented. In addition, this chapter presents the thermodynamic equilibrium
model, E-AIM, and how it is used to model hygroscopic growth of aerosol particles.

3.1 HYGROSCOPICITY

Hygroscopicity and hygroscopic growth of an aerosol particle are defined by the
ability of an aerosol particle to absorb water vapor and growth of the particle due
to absorption. When the aerosol particles grow large enough, due to condensation
of water and other compounds, they can act as CCN and further on participate in
the formation of cloud droplets in the atmosphere. A schematic representation of
absorption and growth of an aerosol particle is presented in Fig. 3.1

Figure 3.1: A schematic representation of water absorption and condensational
growth of an aerosol particle.
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For a solution, the water activity, aw, is the partial pressure of water in a solution,
pv, divided by partial pressure of pure water, pv,s. Thus, for an aqueous droplet in
equilibrium with the gas phase, aw can be expressed as

aw =
pv

pv,s
=

 S

exp
(

4σMw
RTρwD

)
 , (3.1)

where S is the ambient saturation ratio around the droplet, σ is the surface tension of
the solution, Mw is the molecular weight of water, R is the universal gas constant, T
is temperature, ρw is the density of water and D is the diameter of the droplet (Köh-
ler, 1936; Petters and Kreidenweis, 2007). The term exp

(
4σw Mw
RTρwD

)
is called the Kelvin

term, or curvature effect. The Kelvin effect describes the effectiveness of bonding of
molecules in a solution due to curvature of a droplet. When the droplet is small,
there is greater possibility of the molecules to escape from the droplet. Thus, the
Kelvin effect has to be taken into account in the case of nano-sized particles (Köhler,
1936; Thomson, 1872). The water activity in an aqueous droplet can be used to de-
termine the hygroscopicity parameter κ. κ is one of the ways of parametrizing the
ability of a particle to act as CCN in the atmosphere (Petters and Kreidenweis, 2007).
Petters and Kreidenweis (2007) proposed a parametrization for the hygroscopicity
parameter for a droplet to be of the form

κ =
(

GF3
S − 1

)exp
(

4σMw
RTρwDp,S

)
S

− 1

 , (3.2)

where Dp,S is the droplet diameter in saturation ratio S and GF is the hygroscopic
growth factor of the droplet and it is defined at a certain saturation ratio S as

GFS =
Dp,S

Dp,dry
. (3.3)

Here Dp,dry is the diameter of the dried up droplet (when there is no or a very low
amount of water condensed to the particle) (Kim et al., 2016; Petters and Kreiden-
weis, 2007).

The calculation of the amount of absorbed water by the particle becomes complex
when the number of compounds inside the particle increases. For these calculations,
a thermodynamic equilibrium model was used in Paper I and it is presented in the
next section.

3.2 E-AIM AND HYGROSCOPIC GROWTH

When a system is in thermodynamic equilibrium, there are no fluxes of energy or
matter between the system and its surroundings (Mandl, 1988). For example, when
an aerosol particle is in thermodynamic equilibrium with the surrounding water
vapor, the condensation of vapor to the particle and evaporation of vapor from
the particle are equal. Thermodynamic equilibrium is achieved when the thermo-
dynamic potential, Gibbs free energy (G), is minimum (Wexler and Clegg, 2002).
The Extended Aerosols Inorganics Model (E-AIM) is a thermodynamic equilibrium
model, which utilizes the minimization of Gibbs free energy. It can be used to cal-
culate, for example, the equilibrium water content in a particle. E-AIM is a unique
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modelling tool as it can handle non-ideal solutions (solutions where the interactions
between molecules are not identical) and it is currently one of the few available
models with accurate amine thermodynamics.

As E-AIM minimizes the Gibbs free energy, it can represent the amount of moles
of water in a solution when knowing the RH and the amount and thermodynam-
ical properties of the compounds in the solution. In addition, for calculating the
thermodynamic equilibrium, E-AIM calculates the activities of the water-ion and
water-organic solutions. The total water activity can be calculated as a product of
the water activities of the ionic and organic solutions (Clegg et al., 2001). In Paper I,
activity coefficients were calculated using the approach by Clegg et al. (1992, 1998),
for ionic organic compounds and the UNIFAC model for neutral organic compounds
(Fredenslund et al., 1975; Hansen et al., 1991).

If the dry particle diameter is known, to be able to calculate the hygroscopic
growth factor, also the information of the wet particle diameter is needed. Assuming
that water is the only compound which is allowed to be transferred between the
gas and liquid phases, E-AIM provides the density of the particle and the molar
amount of water in the particle liquid phase at a given saturation ratio. For a dry
particle, the saturation ratio can be assumed to be low (in Paper I the saturation
ratio was assumed to be 0.01). Thus, the mass of a spherical dry particle, mp,dry,
can be calculated using the density, provided by E-AIM, at a saturation ratio of 0.01
and the dry diameter of the particle. If the molar amounts of other compounds are
known, the mass fractions in the dry particle can be calculated for each compound,
i, by

wi,dry =
mi

Σjmj
=

ni Mi
Σjnj Mj

, (3.4)

where mi represents the individual mass of compound i in the particle, ni represents
the amount of moles of compound i and Mi is the molar mass of compound i. Using
the mass fraction of individual compounds in the dry particle, the individual masses
in the particle can be calculated by

mi,dry = wi,drymp,dry. (3.5)

For a wet particle, the mass fraction for compound i, wi,wet, can be calculated using
Eq. 3.4, but including the molar amount of water at given saturation ratio S in the
summation, which is provided by E-AIM. As the masses of individual compounds
(excluding water), mi,dry, do not change in the particle even as it is exposed to
saturation ratio S, mi,dry can be expressed using the mass of the wet particle, mp,S,
and the mass fraction of compound i in the wet particle, wi,wet. Thus, the mass of
the wet particle can be calculated using Eq. 3.5. Further, the particle diameter at a
given saturation ratio can be calculated by

Dp,S =

(
6mp,S

πρp,S

)1/3

, (3.6)

where ρp,S refers to the density of the particle at saturation ratio S, provided by
E-AIM.

E-AIM assumes that the phase boundary between gas and liquid particle is a flat
surface. However, in Paper I, the measurements were done using nano-sized parti-
cles. Thus, to get the best agreement of E-AIM results with the measurements, one
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needs to take the Kelvin term into account for the saturation ratio. The saturation
ratio then becomes

S = SE−AIM exp

(
4σMw

RTρDp,S

)
, (3.7)

where SE−AIM is the saturation ratio used in E-AIM calculations and ρ and σ are the
liquid phase density and surface tension of the particle, respectively, calculated by
E-AIM.

In Paper I, E-AIM was used to model hygroscopicity of particles containing
dimethylamine (DMA), sulfate and ammonia. The model results were evaluated
against measurements, where particles were generated using five different aqueous
phase DMA and sulfuric acid containing solutions with different molar ratios. This
was done to test the ability of E-AIM to model hygroscopic growth and to eval-
uate the skill of E-AIM in modelling interactions between aminium and other the
compounds contained in the particles. Further, the evaluation of E-AIM to model
hygroscopic growth of amine-containing particles can provide insight on the atmo-
spheric behaviour of amines as well as their thermodynamic properties.
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4 Global-scale modelling - Wet removal and biogenic

SOA

Current global aerosol-climate models are able to reproduce observed properties
of aerosol particles, such as aerosol and CCN concentrations, in certain regions,
especially near emission sources (Stier et al., 2005; Wang et al., 2011). However, many
of the models struggle to correctly reproduce the transport of aerosols to remote
regions, which causes uncertainty in estimating, for example, the vertical profiles of
aerosols as well as the amount of deposited black carbon over the Arctic (Bourgeois
and Bey, 2011; Kristiansen et al., 2016). Especially the transport of atmospheric black
carbon (BC) to the Arctic is difficult to model and the differences between modelled
and observed concentrations in the Arctic can be substantial (Sharma et al., 2013). In
addition, many of the models have uncertainties in representing the sources, sinks
and atmospheric processes of certain aerosol species adequately. For example, the
sources of SOA are uncertain, which causes variability in estimating the RF in global
aerosol-climate models (Sporre et al., 2020; Tsigaridis et al., 2014).

In Papers II-III the ECHAM-HAMMOZ global aerosol-climate model was used
to provide all of the simulations. In this chapter, the ECHAM-HAMMOZ model
and its aerosol microphysics package HAM are presented. In addition, the basics
of wet deposition in ECHAM-HAMMOZ and the development of a more physically
accurate parametrization of wet removal are presented. Furthermore, in this chapter,
the sources and processing of atmospheric biogenic SOA along with the abiotic and
biotic stress factors affecting trees are presented. Abiotic and biotic stress factors
modify the VOC emissions by the trees and thus affect the biogenic SOA formation
and further clouds and climate.

4.1 ECHAM-HAMMOZ

In Papers II-III the latest version of the ECHAM-HAMMOZ (ECHAM6.3-HAM2.3-
MOZ1.0) global aerosol-climate model was used (Schultz et al., 2018). ECHAM-
HAMMOZ is a 3-dimensional aerosol-chemistry-climate model and it consists of the
sixth generation atmospheric general circulation model ECHAM6.3 (Stevens et al.,
2013), the Hamburg Aerosol Model (HAM2.3) (Kokkola et al., 2018; Tegen et al.,
2019), and the tropospheric chemistry model Model of Ozone and Related Tracers
(MOZART1.0) (Schultz et al., 2018). The atmospheric host model ECHAM6.3 has
been developed by Max Planck Institute for Meteorology and it solves the prog-
nostic equations for temperature, divergence, vorticity and surface pressure using
spherical harmonics (Stier et al., 2005). The physics in the model are solved on a
Gaussian grid.

ECHAM6.3 can be configured using five different resolutions with different
number of truncation and vertical levels. The horizontal grid is defined by the
triangular truncation of wave numbers in the spectral representation. In practice
this means that, for example, in truncation 255 (T255) the horizontal grid is divided
into approximately 0.54 ◦ x 0.54 ◦ latitude and longitude grid cells. The vertical grid
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in the model uses hybrid sigma-pressure levels, meaning that the lowest vertical
levels follow the topography of the Earth, while the upper vertical levels follow the
atmospheric pressure. The vertical levels can be selected to be L31, L47 or L95 which
state how many vertical levels there are. Each vertical representation incorporates
the model top to be at 0.01 hPa which corresponds to around 80 km in altitude, with
an exception of the lowest vertical resolution (L31), for which the model top is at 0.1
hPa (around 30 km in altitude). In ECHAM6.3, the lowest resolution is T31L31 and
the highest is T255L95. In Papers II-III, the default resolution of T63L47 was used
in ECHAM-HAMMOZ simulations which means that the world is divided into ap-
proximately 1.9 ◦ x 1.9 ◦ latitude and longitude grid cells, which corresponds to 96
x 192 grid points with 47 vertical levels.

In ECHAM6.3 the meteorology can be nudged (as was done in Paper II) towards
reanalysis data. This means that the large-scale meteorological prognostic variables
can be pushed towards different operational weather reanalysis data using Newto-
nian relaxation. Such data can be, for example, ERA-Interim reanalysis data from
the European Centre for Medium-Range Weather Forecasts (ECMWF) (Berrisford
et al., 2011; Simmons et al., 1989).

4.1.1 HAM

ECHAM6.3 is coupled with Hamburg Aerosol Model version 2.3 (hereafter referred
to as HAM) which includes all of the aerosol processes of the GDE (Eq. 2.1) within
ECHAM-HAMMOZ. HAM calculates the interactions between aerosols and the
atmosphere and it predicts the evolution of composition and size distribution of
aerosol populations. HAM has an extensive parametrization for both sectional and
modal aerosol size distribution representations in terms of all of the aerosol pro-
cesses (Kokkola et al., 2018; Stier et al., 2005; Tegen et al., 2019).

The modal aerosol module in HAM is called M7 and it uses a superposition of
seven log-normal modes to represent the aerosol spectrum (Vignati et al., 2004). The
different modes are called nucleation, Aitken, accumulation and coarse modes. The
Aitken, accumulation and coarse mode particles are divided into two populations,
soluble and insoluble, depending on how hydrophilic the particles are (Stier et al.,
2005). Each mode can be a mixture of different aerosol species. In addition, insoluble
particles can become soluble by condensation of soluble substances on the particles
or collision with soluble particles. The different modes are defined by using log-
normal modes, defined by the geometric standard deviation as well as the median
radius of each mode. In M7, the geometric standard deviation is fixed for each mode
and it is 2.00 for coarse mode and 1.59 for the other modes (Wilson et al., 2001).
The median radius, for each mode, can then be calculated using the corresponding
aerosol number concentration. The visualization of M7 aerosol spectrum as well as
the chemical compounds associated in each mode are presented in Fig. 4.1. The
mass and number concentrations of aerosols are transferred between modes when
they grow in different processes by merging the modes (Stier et al., 2005).

The sectional method of representing the aerosol size distribution in HAM is
called Sectional Aerosol module for Large Scale Applications v2.0 (SALSA) (Kokkola
et al., 2018). In SALSA the aerosol size distribution is defined using a hybrid bin
sectional approach in which each size bin (section) the aerosol particles are assumed
to be monodisperse and the width of the bins are fixed (Chen and Lamb, 1994). As
in M7, in SALSA the aerosol population is divided into soluble and insoluble pop-
ulations and the soluble population is further divided into two subranges to reduce
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Figure 4.1: A schematic representation of the aerosol spectrum of M7 and SALSA
and the corresponding chemical compounds associated in each mode or bin. The
chemical compounds are sulfate (SU), black carbon (BC), organic carbon (OC), min-
eral dust (DU) and sea salt (SS).

the number of compounds in smallest size bins. Diameters of aerosol particles in
the first subrange span from 3 nm to 50 nm including 3 bins and in the second
subrange from 50 nm to 10 µm. The schematic visualization of SALSA aerosol spec-
trum as well as the chemical compounds associated in each size bin are presented
in Fig. 4.1. For each size bin the microphysical processes and chemistry are cal-
culated separately as well as the NPF for the smallest size bin. In the hybrid bin
method, particles in different bins can be allowed to transfer between bins due to
evaporation, growth or through chemical interactions (Chen and Lamb, 1994).

As M7 has predefined mode ranges, it is unable to describe the coagulation and
condensational growth of particles with high accuracy. The inaccuracies in describ-
ing coagulation and condensational growth are due to using prescribed mode limits
which force the modes to vary very little in size. This can neglect mass or number of
aerosol particles in certain sizes, primarily causing underestimation in aerosol acti-
vation to cloud droplets as well as underestimation in light extinction (Korhola et al.,
2014). The sectional representation in SALSA, on the other hand, allows the model
to solve aerosol processes in GDE more accurately, thus describing the particle co-
agulation and condensational growth more properly. The more accurate solving of
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GDE is due to high number of size bins, which allows more accurate description
of aerosol size distribution. However, using the sectional method, and especially
with high number of size bins, the simulations become computationally heavy. In
Papers II-III ECHAM-HAMMOZ was used with SALSA aerosol size distribution
representation as it has been found to be more accurate than M7 representation.

4.2 WET DEPOSITION

As stated above, current global aerosol-climate models struggle to correctly model
aerosol size distributions and vertical profiles in remote regions which is mainly due
to poor representation of transport of aerosols. One process which affects the trans-
port of aerosols is wet deposition. In the atmosphere, wet deposition refers to a pro-
cess where aerosol particles are removed from the atmosphere through scavenging
by hydrometeors and precipitation (Wang et al., 1978). Wet removal is divided into
two processes: in-cloud and below-cloud scavenging. In-cloud scavenging is further
divided into two processes: in-cloud nucleation and in-cloud impaction scavenging.
A schematic representation of in-cloud and below-cloud scavenging processes are
presented in Fig. 4.2. Wet deposition affects aerosol transport by affecting the rate
of removal directly at source regions. If the rate is strong, aerosol particles are not
allowed to transport to higher altitudes or longer ranges in the atmosphere.

In-cloud nucleation scavenging refers to a process where aerosol particles can
act as CCN or ice nuclei (IN). When water vapor reaches supersaturation, aerosol
particles, acting as CCN, can activate to cloud droplets when growing large enough
(Köhler, 1936; Seinfeld and Pandis, 2016). In addition, particles acting as IN can form
ice crystals through collision with supercooled droplet, which initiates ice formation,
or adsorption of supercooled water on the surface of IN and transformation to ice
(Seinfeld and Pandis, 2016). Ice crystals can also be formed through transformation
of a supercooled droplet to an ice crystal. Cloud droplets and ice crystals, containing
the aerosol species, can then grow large enough to be precipitated to the surface of
the Earth and thus the aerosol particles are removed from the atmosphere (Korolev
et al., 2011; Wang et al., 1978). Activation of aerosol particles to cloud droplets
depends on the size and composition of the aerosol particle as well as the ambient
supersaturation (Köhler, 1936). Formation of ice crystals in the presence of IN, on
the other hand, depends on the ice nucleation rate, which depends strongly on the
ambient temperature and composition of IN (Hobbs, 1993; Tabazadeh et al., 2002).
In ECHAM-HAMMOZ particles acting as IN are only considered to be mineral dust
and black carbon containing particles (Lohmann et al., 2007).

In-cloud impaction scavenging refers to a process where aerosol particles collide
with existing cloud droplets or ice crystals and stick to them. Thus, the aerosol
particles are removed from the interstitial air of the cloud and associated with cloud
droplets or ice crystals (Chate et al., 2003; Ladino et al., 2011). The rate of removal
of aerosol particles, in in-cloud impaction scavenging, can be described with coagu-
lation theory (Pruppacher and Klett, 1997).

Below-cloud scavenging is a process where precipitating rain droplets or snow
crystals collide with aerosol particles below the cloud. Below-cloud scavenging is
based on collision-coalescence process. Thus, the rate of removal of aerosol particles
in below-cloud scavenging depends mostly on the collection efficiency (product of
collision and coalescence efficiency) of rain droplets or snow crystals (Chate et al.,
2011). Further, the collection efficiency depends on aerosol and falling hydrometeor

24



Figure 4.2: A schematic representation of the wet removal processes.

size distribution (Bergman et al., 2012). Below-cloud scavenging has been found to
be inefficient in contributing to mass deposition budgets when compared to in-cloud
scavenging (Croft et al., 2009, 2010; Flossmann and Wobrock, 2010).

In current global aerosol-climate models, scavenging coefficients for in-cloud
processes are often prescribed and thus more accurate parametrizations for wet re-
moval are needed. Originally, in ECHAM-HAMMOZ with SALSA size distribution
representation, the change in certain aerosol mixing ratio (in size bin i), Ci, in time
t, due to in-cloud scavenging was calculated as

dCi
dt

= FiCi f cl

(
Qliq f liq

Cliq
+

Qice f ice

Cice

)
, (4.1)

where Qliq and Qice are the total conversion rates of water and ice to precipitation,
f liq and f ice are the liquid water and ice fractions, f cl is the cloud fraction, Cliq and
Cice refer to the cloud liquid and ice water mixing ratios and Fi is the scavenging co-
efficient for size bin i including both in-cloud nucleation and impaction scavenging
(Croft et al., 2010). These scavenging fractions, including values for stratiform and
convective clouds with different phases, were prescribed and based on the work
by Stier et al. (2005) (Bergman et al., 2012; Stier et al., 2005). Even though using
fixed scavenging coefficients might give reasonable results, they have limitations in
taking into account the aerosol composition and updrafts leading to cloud droplet
activation in wet deposition calculations and thus more physical parametrizations
are needed to properly describe the transport of aerosol species to remote regions
(Croft et al., 2010). In Paper II a more physical parametrization for sectional aerosol
modules was developed in terms of in-cloud nucleation and impaction scavenging.

For in-cloud nucleation scavenging, the parametrization was based on activa-
tion of aerosol particles to cloud droplets and ice nucleation rates to calculate the
scavenging fractions for different aerosol compounds. For liquid clouds, the cloud
activation parametrization scheme, developed by Abdul-Razzak and Ghan (2002),
was used to calculate the size segregated cloud activation of aerosol particles. The
activation scheme calculates the online fractions of activated particles which were
used to define the scavenging coefficients, Fi,nuc,liq, in liquid cloud case for each size
bin i. The activated fraction for number, ni, and mass, mi, for each size bin i are
defined by calculating the maximum supersaturation, Smax, of the air parcel. The
maximum supersaturation is then compared to the lower, Si,l , and upper, Si,u, crit-
ical supersaturation bounds in each aerosol size bin. Thus, the number and mass
fraction activated in each size bin are
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Figure 4.3: A schematic representation of the volume reduction of a particle when
the insoluble substance is large in the original description of activation scheme.

ni = mi = 0, if Smax < Si,l

ni =
log (Smax/Si,l)

log (Si,u/Si,l)
, if Si,l < Smax < Si,u

mi =
r3

i,max − r3
i,l

r3
i,u − r3

i,l
, if Si,l < Smax < Si,u

ni = mi = 1, if Si,u < Smax,

where ri,max is the dry aerosol particle radius corresponding to Smax, and ri,l and
ri,u are the aerosol particle radii corresponding to Si,l and Si,u, respectively (Abdul-
Razzak and Ghan, 2002).

The original activation scheme in ECHAM-HAMMOZ calculates the fraction
of activated particles by considering only the volume of the soluble substance in
the particle and thus neglecting any insoluble material volume (Abdul-Razzak and
Ghan, 2002). The critical supersaturation, which is used in defining the maximum
supersaturation, is dependent on the particle size. The original activation scheme
assumed a new particle, defined from the soluble volume, for which the critical su-
persaturation was calculated. The assumption is usually good, as most particles in
CCN size range contain large fraction of soluble material, but becomes problematic
when the fraction of insoluble material in the particle is large. A schematic represen-
tation of the original assumption when the fraction of the insoluble material is large
is presented in Fig. 4.3. Thus, in Paper II, the calculations for the activation were
modified to account for the insoluble core of the particles according to technical
report by Kokkola et al. (2008).

For ice cloud case, in Paper II, the nucleation rate was assumed to be a surface-
based process as suggested by Tabazadeh et al. (2002). Thus, the scavenging coeffi-
cients for ice clouds were calculated by

Fi,nuc,ice =
si

Σjsj

∆ICNC
ni

, (4.2)

where ∆ICNC is the ice crystal number concentration (ICNC) obtained from the
host model ice cloud activation scheme, ni is the number concentration in size bin i
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and si are the surface area concentration of size bin i.
For in-cloud impaction scavenging, the parametrization used wet aerosol size

and cloud droplet radii to calculate the removal rate and the method was based on
modal aerosol size distribution representation described by Croft et al. (2010). In
Paper II, this was done by approximating each size bin using a log-normal mode
in the calculations of scavenging coefficients for liquid cloud case, Fi,imp,liq, and ice
cloud case, Fi,imp,ice.

When including the more physical scavenging coefficients to account for the in-
cloud nucleation and impaction scavenging, Eq. 4.1 expands to the form

dCi
dt

= Ci f cl


(

Fi,nuc,liq + Fi,imp,liq

)
Qliq f liq

Cliq
+

(
Fi,nuc,ice + Fi,imp,ice

)
Qice f ice

Cice

 . (4.3)

In Paper II the newly-developed in-cloud wet deposition scheme was tested with
ECHAM-HAMMOZ using SALSA size distribution representation by comparing to
the pre-existing calculation method. In addition, the sensitivity of the simulated
aerosol concentrations to aging, mixing and emission sizes was tested.

4.3 BIOGENIC SOA

Biogenic SOA can affect clouds by affecting the growth of particles to CCN sizes
as well as radiative effects trough aerosol-radiation and aerosol-cloud interactions.
Thus, one major contributor to inaccuracies in estimating the RF and clouds, in
global aerosol-climate models, stem from the description of sources, sinks, and at-
mospheric processing of biogenic SOA (Sporre et al., 2020; Tsigaridis et al., 2014).
For example, when comparing different global aerosol-climate models, there can be
large differences in chemical production of SOA and total organic aerosol sources
(Tsigaridis et al., 2014). Large differences in production of SOA can further cause
large difference in direct radiative effects between models (Sporre et al., 2020). Many
of the models struggle to properly describe atmospheric processing, sources and
sinks of SOA, and especially, with respect to sources of biogenic SOA, more research
is needed to properly evaluate the effects of SOA to atmosphere.

Biogenic sources, such as trees and plants, emit carbon containing molecules,
biogenic VOCs, to gaseous phase (Guenther et al., 2012). Plants and trees emit
biogenic VOCs constantly, but the emissions usually increase when the plants and
trees are attacked by insects (Kigathi et al., 2019). Thus, VOCs are also important for
the plants defense and communication mechanisms (Materić et al., 2015; Sharkey
and Yeh, 2001). Terrestrial vegetation emits VOCs as a mean to protect them from
high temperatures and herbivores, to attract pollinators, and to even communicate
with each other (Materić et al., 2015; Proffit et al., 2020; Runyon et al., 2006). In
the atmosphere, some of the VOCs are oxidized by OH radical, ozone, and NO3
almost immediately after emission to form less volatile compounds. The less volatile
compounds can form biogenic SOA particles through gas-to-particle partitioning of
the oxidation products (Faiola and Taipale, 2020; Hallquist et al., 2009; Jimenez et al.,
2009). The whole chemical transformation of these primary biogenic VOC emissions
to biogenic SOA particles is a complicated process including gas-phase oxidation
and multiphase ageing reactions (Hallquist et al., 2009). Thus, implementing the
whole chemical process to global aerosol-climate models becomes fairly complex.
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Biogenic VOC emissions in ECHAM-HAMMOZ are calculated using informa-
tion from the Model of Emissions of Gases and Aerosols from Nature (MEGAN)
version 2.1. In ECHAM-HAMMOZ, the whole land area of the Earth is divided into
16 different terrestrial types which are defined as plant functional types (PFTs), and
they include bare soil, different tree types, shrubs, grass types, and crop. For differ-
ent biogenic VOCs, MEGAN provides average emission factors (EFs), which can be
used with PFTs to calculate the total emission of each VOC in ECHAM-HAMMOZ
(Guenther et al., 2012; Henrot et al., 2017). In the model, the volatility basis set
(VBS) approach is used to treat the different organic compounds involved in SOA
formation (Koo et al., 2014). After the treatment, the gas-to-aerosol partitioning of
both SOA and POA is calculated in the model.

ECHAM-HAMMOZ, with the SALSA aerosol size distribution representation,
uses a simple VBS approach to calculate the biogenic SOA formation from bio-
genic monoterpene and isoprene (the main VOCs emitted by trees) emissions (Don-
ahue et al., 2006; Sporre et al., 2020). In the VBS approach, the individual organic
compounds in gas phase are categorized according to their volatilities, which are
represented with the saturation concentration coefficient, C∗. The value for the sat-
uration concentration coefficient for each volatility bin is prescribed for a reference
temperature of 298.15 K and the temperature dependence is calculated, when the
gas phase SOA precursor physical properties and concentrations are known, using
the Clausius-Clapeyron equation. The temperature-dependent saturation concen-
tration coefficient is further used for the precursor gas partitioning to each size bin
in SALSA (Stadtler et al., 2018).

When trees experience stress, their optimal living conditions are altered and thus
the spectrum and rate of biogenic VOC emissions are altered (Faiola and Taipale,
2020; Holopainen and Gershenzon, 2010). Different stress factors can be abiotic or
biotic. Abiotic stress factors are caused by non-living stressors and they include light
and heat, drought, soil salinity, and cold (He et al., 2018). Biotic stress factors, on the
other hand, are caused by living stressors such as pathogens and insect herbivory
(Faiola and Taipale, 2020; Zhao et al., 2017). Especially, biotic stress factors, such
as insect herbivory, can enhance the VOC emissions of the trees and thus induce
increased SOA formation (Faiola and Taipale, 2020; Taipale et al., 2021). A schematic
representation of how biotic stress increases VOC emissions which in turn enhances
the SOA formation and thus affects clouds and direct radiative effects is presented
in Fig 4.4.

Biotic stressors can have a huge effect on the amount and size of formed SOA
from biogenic VOC emissions (Joutsensaari et al., 2015; Taipale et al., 2021). How-
ever, the biotic stress factors, especially insect herbivory, have not been studied
extensively in global aerosol-climate models (Faiola and Taipale, 2020). Thus, to
achieve more knowledge about how biotic stress affects SOA, clouds, and radia-
tive effects, in Paper III, ECHAM-HAMMOZ with SALSA was used to simulate the
effects of insect herbivore infestation in boreal trees.

In Paper III, the description of needleleaf evergreen boreal and broadleaf decid-
uous boreal trees, represented as PFTs, including their monoterpene EFs, was modi-
fied to account for different biotic stress percentages caused by insect herbivory. This
was done by increasing the percentage of the stressed trees and using EFs, obtained
from several observation based studies, in calculating the VOC emissions. Only
monoterpene EFs were studied as they were readily available from other studies
and since they are a major contributor to biogenic SOA especially in boreal region
(Faiola and Taipale, 2020; Hakola et al., 2006; Rinne et al., 2009). The modified
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Figure 4.4: A schematic representation of how biotic stress affects VOC emissions
from trees and thus formed biogenic SOA, clouds and direct radiative effects.

PFTs and EFs were used in ECHAM-HAMMOZ simulations to study the effects of
biotic stress affected VOCs to atmosphere in terms of SOA burden, CDNC and top-
of-atmosphere (TOA) clear-sky (without including clouds) and all-sky (including
clouds) RFari.
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5 Overview of the key results

In this chapter, the main findings of this work are presented. First, the capability
of E-AIM to capture the measured hygroscopic growth of dimethylamine, sulfuric
acid and ammonia containing particles in process-scale will be discussed. Next,
the differences between pre-existing and newly-developed wet removal schemes,
in ECHAM-HAMMOZ global aerosol-climate model, as well as the sensitivity of
the newly-developed scheme to changes in BC emissions and particle aging will
be discussed in global-scale. Finally, the atmospheric effects of increased biogenic
SOA formation due to biotic stress to boreal trees will be discussed in terms of SOA
formation, clouds and radiative effects in global-scale.

5.1 EVALUATING HYGROSCOPICITY SIMULATED WITH THERMO-
DYNAMIC EQUILIBRIUM MODEL

Amines are derivatives of ammonia and they are present in the atmosphere in
gaseous and particulate phase. Dimethylamine (DMA) is one of the most abundant
atmospheric amines and it has been found that DMA can be present during NPF
event and during subsequent particle growth (Mäkelä et al., 2001). Especially, DMA
can be an important stabilizing base for sulfuric acid and even a slight amount of
gaseous DMA can enhance nucleation rates massively compared to pure ammonia
(Almeida et al., 2013; Kürten et al., 2014). Thus, it is evident that proper thermo-
dynamic models are needed to validate DMA thermodynamic properties to further
include them in for example global-scale models (Bergman et al., 2015). In Paper I,
E-AIM was used to compare the modelled hygroscopic growth of DMA containing
particles to measured values, to test the applicability of E-AIM in terms of amine
thermodynamic properties.

The measurements were conducted in laboratory environment using nano hygro-
scopicity tandem differential mobility analyzer (HTDMA) and aerosol mass spec-
trometer (AMS). In the measurements, aerosol particles were atomized from five
different DMA, sulphuric acid (SA) and water containing solutions. Solutions were
prepared by mixing different molar amounts of DMA and SA with deionized wa-
ter to reduce impurities. The molar ratios of these five DMA-SA solutions were
1:3, 1:2, 1:1, 3:2 and 2:1 and they were referred to as nominal molar ratios. From
the aqueous solutions, aerosol particles were atomized using a conventional aerosol
nebulizer to generate polydisperse aerosol population. The population was guided
to the HTDMA which selected nearly monodisperse aerosol population from the
polydisperse population. The monodisperse dry aerosol particles were exposed to
certain RH and the particle size for the exposed population was determined. The
analysis, in Paper I, focused on evaluating the modelled hygroscopic growth as
a function of RH and hygroscopicity parameter as a function of particle diameter
against those of measured values. The hygroscopic growth for the aerosol popu-
lation was calculated using Eq. 3.3 with mean diameter of the humidified aerosol
particles as Dp,S and the dry diameter of the selected dry aerosol particles as Dp,dry.
Using the hygroscopic growth factor, the hygroscopicity parameter in a given satu-
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Figure 5.1: Modelled (E-AIM) and measured (HTDMA) growth factors as a func-
tion of RH for dry particle sizes 10, 20, 80 and 200 nm for DMA and SA molar ratio
of 1:1. The solid line represents the E-AIM simulated growth factors in nominal
molar ratio and the dashed line represents those modelled with the composition
measured with AMS. The shaded areas represent the models sensitivity to Kelvin
effect (upper bound determined by neglecting the Kelvin effect). The round mark-
ers represents the HTDMA measured values with the maximum uncertainty of the
instrument (whiskers). Figure from Paper I.

ration ratio was calculated using Eq. 3.2. In addition to nominal molar ratios, AMS
was used to determine the chemical composition of the submicrometer aerosol par-
ticles. Along with dimethylaminium (DMAH) and sulfate (SO4), AMS detected a
considerable amount of ammonium, which had to be included in the modelling.
The contribution of ammonium was most likely due to contamination.

In Fig. 5.1, an example of results from Paper I is presented. Fig. 5.1 presents
the comparison between the modelled (with E-AIM) and measured (with HTDMA)
growth factors as a function of RH for dry particle sizes 10, 20, 80 and 200 nm. E-
AIM calculated growth factors are presented for DMA and SA nominal molar ratio
of 1:1 (solid line) and AMS measured composition including ammonium (dashed
line). For this DMA and SA composition, nominal and AMS measured, the E-AIM
underestimated the measured growth factors for the smaller dry particle diameters
(10 and 20 nm), but produced more adequate results when going to larger diameters
(80 and 200 nm).

Another example from Paper I is presented in Fig, 5.2. In Fig. 5.2, modelled
(E-AIM) and measured (HTDMA) hygroscopicity parameters, κ, are presented as
a function of particle diameter in RH of 80 % for each DMA and SA solutions.
The measured values for hygroscopicity parameter showed a large (approximately
decrease by half) decrease when the particle size increased from 10 nm to 200 nm in
all of the compositions. However, this behavior was not noticable in hygroscopicity
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Figure 5.2: Modelled (E-AIM) and measured (HTDMA) hygroscopicity parameter
as a function of particle diameter in 80 % RH for each DMA and SA molar ratios.
The solid line represents the κ parameter from E-AIM model assuming nominal
molar ratio and dashed line that modelled with the composition measured with
AMS. The markers with whiskers represent the HTDMA measured values with the
maximum uncertainty of the instrument. Figure from Paper I.

parameters modelled with the E-AIM which highlighted the uncertainty related to
the composition of the smallest particles in the measurements. The uncertainty in
the composition of the smallest particles could be due to evaporation of the bases in
the sampling lines of the measurement device.

To address the evaporation in the sampling lines and thus the changing of chem-
ical composition, in Paper I, the Model for Acid-Base chemistry in NAnoparticle
Growth (MABNAG) was used (Yli-Juuti et al., 2013). MABNAG, which uses E-AIM
for thermodynamics, can be used to calculate the gas-particle partitioning of the
DMA and ammonia dynamically. The results showed that even for the smallest par-
ticle size (10 nm), for which the maximum evaporation would be most favorable,
the nanoparticles should have been significantly more acidic than what could be
obtained with MABNAG. Thus, E-AIM coupled with MABNAG could not produce
compositions which could match the hygroscopicity of the measurements.

The conclusion of Paper I was that there are still uncertainties in thermody-
namics of E-AIM in terms of DMA, SA, ammonia and water systems which causes
E-AIM to inadequately model hygroscopic growth of the aerosol particles contain-
ing DMAH, SO4 and ammonium. Thus, more investigation is needed in terms of
chemical characterization of the analyzed compounds, in order to fill the gaps of the
thermodynamics of DMA, SA, ammonia, and water system.
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5.2 DEVELOPING A PHYSICS-BASED PARAMETRIZATION FORWET
REMOVAL OF AEROSOL PARTICLES

In Paper II, the new, more physical parametrization, of wet deposition was de-
veloped and evaluated against results from the pre-existing method, which used
prescribed scavenging coefficients. The simulations were done using ECHAM-
HAMMOZ global aerosol-climate model with SALSA aerosol particle size distri-
bution representation. Without any adjustments, the simulation using the newly-
developed wet deposition scheme produced spurious BC vertical profiles (as seen
later on in Fig. 5.5) and atmospheric lifetimes compared to the simulation done
with the pre-existing scheme. The atmospheric lifetime of BC was found to be 9.23
days for the pre-existing and 14.62 days for the newly-developed scheme. How-
ever, experimental studies have found that BC lifetime should be in the range of
5.5 days (Lund et al., 2018). Thus, in addition to default simulations done with the
pre-existing and newly-developed schemes, the simulations included 4 sensitivity
simulations to test the sensitivity of the newly-developed wet deposition scheme to
changes in internal mixing and emission size distribution of BC as well as ageing of
aerosol particles. The sensitivity studies were based on findings from Kipling et al.
(2016) who found that strongest effect on aerosol vertical profiles, in global aerosol-
climate model, are emission distribution, microphysical processes, deposition, and
hygroscopicity.

To study the sensitivity to BC emission size distribution, two tests were con-
ducted where BC emissions were directed to a small insoluble size bin, "BC_small",
and where BC emissions were directed to a large insoluble size bin, "BC_large".
When BC particles are directed to soluble size bins during emission time, it in-
creases their ability to absorb water and thus they become more hygroscopic, by
becoming internally mixed with soluble substances. Therefore, the sensitivity to BC
hygroscopicity was tested by directing all of the BC emissions to soluble size bins,
using the same size distribution as in default configuration, "BC_soluble".

Aerosol particles age in the atmosphere when their physicochemical properties
have changed enough. In global models, this is modelled by transfering particles
from insoluble to soluble size bins after a certain time, Thus, the sensitivity to ageing
of aerosol particles was tested by directing insoluble particles to soluble region after
their activation, "insol2sol". A schematic representation of how the aerosol size
distribution is represented in different simulation setups is presented in Fig. 5.3.

The analysis, in Paper II, was done in terms of vertical profiles of BC, organic
carbon (OC), organic aerosol (OA), and SO4 as well as total number concentration
(sum of all the particles in aerosol size distribution), Ntot, and number concentration
of particles larger than 100 nm, N100. In addition, wet deposition flux size distribu-
tions, which are the wet deposition fluxes for certain size bins, from all simulations,
were analyzed in terms of OC, SO4, sea salt (SS), BC, and mineral dust (DU). The
vertical profiles from all of the simulations were also compared against those ob-
tained from Atmospheric Tomography mission (ATom) aircraft measurements per-
formed by NASA (Wofsy et al., 2018). The data was collocated to the same times
and locations of the mean aircraft measurements from all of the missions (1-4) using
Community Intercomparison Suite (CIS) tool (Watson-Parris et al., 2016). Lastly, OC,
SO4, SS, BC, and DU lifetimes of each simulation were compared against the several
models from Aerosol Comparisons between Observations and Models (AEROCOM)
(Gliß et al., 2020). The vertical profile analysis, in Paper II, focused on different lat-
itude bands, which were 0-30 ◦ (tropics), 30-60 ◦ (midlatitudes), and 60-90 ◦ (the
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Figure 5.3: A schematic visualization of the aerosol number size distribution for
SALSA. The different colors represent the different simulation setups. Figure from
Paper II.

Arctic). This was to see how the different schemes and sensitivity studies affect the
aerosol transport. For the wet deposition flux size distributions, the analysis focused
on annual and global average values.

An example from the results from Paper II is presented in Fig. 5.4. In Fig. 5.4,
the vertical profiles modelled with ECHAM-HAMMOZ using SALSA for N100 and
Ntot are presented. The vertical profiles from the pre-existing wet deposition scheme
are presented in brown and the vertical profiles from the newly-developed wet de-
position scheme in blue. For the different latitude bands the N100 vertical profiles
showed an increase when switching from the pre-existing wet deposition scheme to
the newly-developed scheme. The increase in N100 vertical profiles showed evidence
that the transport of large particles to remote regions was enhanced in the newly-
developed scheme, and it was mainly due to changes in nucleation scavenging,
which reduced the wet removal of large particles, allowing them to be transported
further. However, for Ntot, the vertical profiles showed a decrease in all latitude
bands, which was due to increase in the amount of large particles which act as a
condensation sink to gas-phase sulfuric acid and thus reduce the NPF which further
decreases the concentration of small particles.

Another example from the results from Paper II is presented in Fig. 5.5. In
Fig. 5.5, the ECHAM-HAMMOZ with SALSA modelled vertical profiles, with all 6
configurations, are evaluated against ATom aircraft measurements. The modelled
simulations are presented in different colors and the ATom aircraft measurements
are presented as solid black line. Over all latitude bands, the best representation,
compared to measurements, were given by the default pre-existing scheme, direct-
ing BC to large size bin, enabling ageing of aerosol particles, and directing BC to
soluble size bins, configurations in terms of BC vertical profiles, but were overesti-
mated by the default newly-developed scheme and directing BC to small size bin
configurations which indicates, that using the default configuration with the newly-
developed wet deposition scheme overestimated the transport of BC. However, for
OA the default newly-developed wet removal scheme produced profiles which were
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Figure 5.4: Vertical profiles for N100 and Ntot for different latitude bands mod-
elled with the pre-existing and the newly-developed wet deposition schemes. The
brown dashed line represents the values obtained from the simulation using the pre-
existing wet deposition scheme and the blue solid line represents the values from
the newly-developed wet deposition scheme. The red dashed line represents the rel-
ative difference between the newly-developed and the pre-existing scheme values.
Figure from Paper II.
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Figure 5.5: Vertical profiles for BC, OA and SO4 for different latitude bands mod-
elled with the pre-existing and the newly-developed wet deposition schemes and the
sensitivity configurations in the newly-developed scheme compared against mean
vertical profiles obtained from ATom aircraft measurements. The different colors
represent the modelled results and the solid black line represent the ATom aircraft
measurements with the gray shaded area representing the standard deviation in the
measurements. On the right side of each panel is the number of observations at
each vertical level. Figure from Paper II.
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closer to measured values. Thus, for OA, the wet removal in the pre-existing scheme
was too fast which reduced the OA transportation to higher altitudes. For SO4, the
vertical profiles in all configurations were similar, with an exception of the pre-
existing wet deposition scheme, which underestimated the SO4 concentrations over
the Arctic. The underestimation in the SO4 concentrations was also due to faster
wet removal of SO4 particles in the pre-existing scheme.

To delve more deeply in the effects of the newly-developed wet deposition scheme
and the sensitivity, in Paper II, the mass and size distribution of wet deposition flux
were analyzed in terms of different compounds. When comparing the pre-existing
and the newly-developed removal schemes, wet deposition flux of small sulfate
particles was decreased which confirmed the results shown in vertical profiles. The
decrease in small sulfate particle wet deposition flux was due to increase in medium
and large particle concentrations which act as condensation sink for sulfate gas. Sim-
ilarly, the wet deposition fluxes simulated with different sensitivity configurations
showed confirmation to the vertical profiles. The mass wet deposition flux of large
DU-containing particles was increased in configurations where BC was emitted to
large size bin and BC was directed to soluble size bins which was due to more effi-
cient removal of BC particles allowing more SO4 to condense on large DU particles,
enhancing their activation.

In Paper II, the model skill, in different simulation configurations, was tested
by comparing yearly and global mean atmospheric lifetimes of OC, SO4, SS, BC,
and DU to lifetimes achieved from AEROCOM models. The results showed that
the most closest lifetimes were achieved with the newly-developed removal scheme
when BC was internally mixed with soluble substances.

The conclusion of Paper II was that, without adjustments, the newly-developed,
more physical, parametrization of in-cloud wet deposition scheme was inadequate
in reproducing the global aerosol fields and lifetimes of aerosol species. However,
when BC is mixed with soluble substances during emissions, the vertical profiles
and atmospheric lifetimes were closest to the measurements and other model results.
Thus, global aerosol-climate model development should investigate further the issue
of how much of BC should be mixed with soluble substances, to increase their
hygroscopicity, at emission time.

5.3 MODELLING THE EFFECTS OF PLANT STRESS TO BIOGENIC
SOA FORMATION, CLOUDS AND RADIATION

The increased VOC emissions due to plant stress can enhance the SOA formation
causing strong impacts on radiative transfer and cloud formation (Kerminen and
Kulmala, 2002; Taipale et al., 2021). However, these plant stress induced VOC emis-
sions are usually not included in global aerosol-climate models. Thus, it is evident
that more investigation is needed in terms of biotic stress factors in global models
to adequately evaluate the atmospheric effects of SOA.

In Paper III, the ECHAM-HAMMOZ with SALSA was used to simulate the
effects of insect herbivory caused biotic stress on boreal trees and to study the atmo-
spheric effects of the biotic stress induced VOCs. The study was done by altering
the stress percentage of the boreal trees. The different fractions of the stressed and
healthy trees were used to weigh the monoterpene EFs of the studied trees. The
monoterpene EFs, for both healthy and stressed trees, were obtained by using aver-
age values from several measurement-based articles, which had investigated biotic
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stress. The measured EFs were scaled to match the EFs from MEGAN, as the mea-
sured values were much higher than the original MEGAN values. For healthy trees
the original MEGAN EFs were used. For stressed trees the factor between the mea-
sured healthy EFs and MEGAN EFs was used to scale the EFs for stressed trees.
Different percentages of the stressed trees represented different scenarios caused
by insect outbreaks. Simulation where 0 % of trees were stressed represented the
base case, 10 % represented the background aerosol (emissions from stressed trees
travelling from remote areas far from the studied regions), 25 % represented the
current day high outbreak scenario, 50 % represented the future scenario when the
climate is warming and the insect outbreaks are increased, 75 % was used to see the
linearity of the stress increase, and 100 % represented the maximum effect of the
biotic stress. The analysis, in Paper III, was done in terms of SOA formation, repre-
sented with SOA burden, clouds, represented with cloud top CDNC, and radiative
effects, represented with shortwave RFari (radiative forcing due to aerosol-radiation
interactions for the direct shortwave radiation emitted by the sun) in clear and all-
sky cases. The analysis focused only on land areas from 40 ◦ latitude northward as
radiative forcing is usually strongest close to the areas where aerosol particles are
emitted. In addition, it was found that the most statistically significant difference
(p-value below 0.5 in Wilcoxon signed-rank test) in SOA burden, between the base
scenario and maximum effect of biotic stress, was from 40 ◦ latitude northward.
Furthermore, the analysis focused only on summer period (June-August) as it had
the highest monoterpene emissions compared to other seasons.

An example from the results from Paper III is presented in Fig. 5.6. Fig. 5.6
presents the absolute mean value of SOA burden from the base scenario with ab-
solute differences in SOA burden between the different stress scenarios and base
scenario as mean from summer periods over 10-year simulation. The absolute dif-
ference in SOA burden showed almost a linear increase when the stress percentage
of boreal trees were increased. In addition, the increase was dependent on the areas
where the boreal trees were located. The maximum increase in SOA burden was ap-
proximately 120 %, achieved with the maximum extent of stress, when compared to
the base scenario, which showed evidence that increasing monoterpene emissions,
due to biotic stress, enhanced the SOA formation through oxidation of monoterpene
VOC.

In addition to SOA burden, in Paper III, CDNC at cloud top and TOA RFari
for both clear-sky and all-sky cases were analyzed throughout the area from 40 ◦

latitude northward. In the results, CDNC at cloud top showed an increase when the
stress percentage was increased which was due to enhanced SOA formation which
increases the number of particles acting as CCN. However, the highest increase was
not observed over the areas where SOA burden was increased most. In addition, in
75 % and 100 % stressed simulations, the increase in CDNC was similar to that of 50
% stressed simulation. The discrepancies between areas of the most intense increase
in SOA burden and CDNC, as well as the small differences in CDNC in the largest
stress percentages, were due to susceptibility of CDNC to CCN as it decreases when
the CCN concentrations are increased. Both all-sky and clear-sky RFari were more
negative when stress percentage was increased, compared to base scenario. Espe-
cially, in the clear-sky case the strongest decrease was over the same areas where
the strongest SOA burden was observed. All-sky case, however, showed less pro-
nounced effect, which was due to clouds which reflect incoming solar radiation,
leaving less radiation for the aerosols to reflect.

Another example from the results from Paper III is presented in Fig. 5.7. In Fig.
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Figure 5.6: SOA burden modelled with the base configuration as well as absolute
difference between different biotic stress percentage scenarios and the base scenario.
The data is presented as mean value throughout the summer periods from 10-year
simulation for all the scenarios. Figure from Paper III.

5.7, the SOA burden, CDNC at cloud top, and clear-sky and all-sky RFari are pre-
sented as a function of biotic stress percentage as a box plot graph. The Pearson cor-
relation showed a moderate correlation in SOA burden and stress percentage. Thus,
the increase was quite linear. Similarly, CDNC at cloud top increased linearly with
an exception of the largest stress percentages which made the correlation weaker.
Both clear and all-sky RFari showed negative correlations with biotic stress percent-
age with a weaker negative correlation in all-sky case which confirm the results
found in area figures. When the stress percentage was increased it enhanced the
SOA formation adding more particles to act as CCN in the atmosphere. Enhanced
SOA formation further caused more negative RFari as there were more particles in
the atmosphere reflecting the incoming solar radiation.

The conclusion of Paper III was that increasing plant stress, caused by biotic
stressors, for needleleaf evergreen boreal and broadleaf deciduous boreal trees, en-
hanced SOA formation, through oxidation, due to increase in monoterpene emis-
sions. The enhanced SOA burden further increased CDNC at cloud top and caused
stronger negative shortwave RFari in both clear-sky and all-sky cases. Thus, in future
global aerosol-climate model simulations the effect of biotic stress in trees should be
addressed as it has substantial effect on clouds and radiative effects.
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Figure 5.7: Mean SOA burden over land area, CDNC at cloud top, and TOA clear-
sky and all-sky RFari as a function of biotic stress percentage. The data is presented
as a mean from summer period over 10-year simulation from 40 ◦ latitude north-
ward. The black dashed line represents the median values and the green dashed
lines represent the mean values. The boxes show the interquartile range (IQR) and
the black whiskers represent the minimum and maximum values without the out-
liers. The black diamond shapes show the outlier data. Figure from Paper III.
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6 Review of papers and the author’s contribution

The author alone is responsible for writing this introductory part of the thesis.

Paper I O.-P. Tikkanen, O. Väisänen, L. Hao, E. Holopainen, H. Wang, K. E. J. Lehtinen,
A. Virtanen, and T. Yli-Juuti: "Hygroscopicity of dimethylaminium-, sulfate-,
and ammonium-containing nanoparticles", Aerosol Science and Technology, 52,
971–983, (2018).

Overview: The ability of process-scale model E-AIM in predicting hygroscop-
icity of dimethylamine, sulfuric acid, ammonia and water containing particles
was tested. The modelled hygroscopic growth and hygroscopicity parame-
ter of the particles were compared against measurements by switching the
dry particle sizes and varying RH. E-AIM was found to produce inadequate
hygroscopic growth of dimethylamine-containing particles and thus more in-
vestigation is needed in terms of thermodynamics of these particles.

Author contribution: The author participated in the model calculations and
data analysis. In addition, the author participated in the interpretation of the
results.

Paper II E. Holopainen, H. Kokkola, A. Laakso, and T. Kühn: "In-cloud scavenging
scheme for sectional aerosol modules – implementation in the framework of
the Sectional Aerosol module for Large Scale Applications version 2.0
(SALSA2.0) global aerosol module", Geoscientific Model Development, 13, 6215–
6235, (2020).

Overview: The in-cloud wet deposition scheme was introduced for global
aerosol-climate models with size-segregated aerosol description. The scheme
was implemented in ECHAM-HAMMOZ with SALSA aerosol size distribu-
tion representation. The modelled vertical profiles were compared against
those from the pre-existing wet deposition scheme as well as ATom aircraft
measurements and atmospheric lifetimes of aerosol species against AERO-
COM models. With default configuration, the newly-developed wet deposi-
tion scheme produced spurious vertical profiles and lifetimes of black carbon
containing particles. Thus, the sensitivity of the scheme was tested in terms of
black carbon emission size distribution, internal mixing and ageing. The best
response in terms of vertical profiles and lifetimes was found with the newly-
developed scheme when black carbon was mixed with soluble substances dur-
ing emission.

Author contribution: The author was responsible for the coding and imple-
mentation of the wet deposition scheme to ECHAM-HAMMOZ. The author
designed and performed all of the model simulations and did all of the data
analysis. In addition, the author wrote most of the paper.

Paper III E. Holopainen, H. Kokkola, C. Faiola, A. Laakso, and T. Kühn: "Insect her-
bivory caused plant stress emissions increases the negative radiative forcing
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of aerosols", Journal of Geophysical Research: Atmospheres, 127, e2022JD036733,
(2022).

Overview: ECHAM-HAMMOZ with SALSA aerosol size distribution repre-
sentation was used to simulate the effect of biotic stress caused by insect her-
bivory in boreal trees. The analysis included the effects of increased stress per-
centage on secondary organic aerosol (SOA) formation, cloud droplet number
concentration (CDNC) and radiative forcing due to aerosol-radiation interac-
tions (RFari). Increasing the stress percentage, enhanced the SOA formation
and thus CDNC at cloud top. Further, enhanced SOA caused stronger nega-
tive shortwave RFari in clear-sky and all-sky cases. Thus, global aerosol-climate
model simulations should include the effects of biotic stress on trees.

Author contribution: The author was responsible for the modification of
the ECHAM-HAMMOZ model code to include the effects of biotic stress in
monoterpene emissions. The author designed and performed all of the model
simulations and did all of the data analysis. In addition, the author wrote
most of the paper.
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7 Summary and conclusions

This thesis aimed to address the understanding of thermodynamic properties and
hygroscopicity of aerosol particles, in process-scale modelling, as well as wet de-
position and sources of SOA, in global-scale modelling. The thermodynamic equi-
librium process-scale model was evaluated against measured hygroscopic growth
of DMA, sulfuric acid and ammonia containing organic aerosol particles (Paper I).
The study was conducted to get insight on the atmospheric behaviour of amines
as well as to address the understanding of thermodynamic properties of amines
by testing the ability of thermodynamic equilibrium model to represent measured
hygroscopic growth of amine-containing particles. A new in-cloud wet deposition
scheme for global aerosol-climate models using size-segregated aerosol descriptions
was developed and evaluated. For the evaluation, the global aerosol-climate model
ECHAM-HAMMOZ with the SALSA aerosol microphysics module was used, and
evaluation was done against the pre-existing description as well as aircraft mea-
surements and various other climate models (Paper II). The study was conducted
to improve the description of transport and wet deposition of atmospheric aerosols
in global aerosol-climate models as well as to provide knowledge on the processes
affecting the sensitivity of wet deposition in models. In addition, biotic stress in
boreal trees was studied in ECHAM-HAMMOZ, with SALSA, in terms of SOA for-
mation, clouds and radiative effects (Paper III). The study was conducted to provide
insight of the significance of SOA sources to clouds and radiative effects in global
aerosol-climate models.

In this thesis, the first objective was to evaluate the performance of thermody-
namic equilibrium model in modelling the hygroscopic growth of dimethylamine-
containing particles. Paper I showed that the thermodynamic equilibrium model, E-
AIM, was able to reproduce the measured hygroscopic growth factors for DMA, sul-
furic acid and ammonia containing aerosol particles when the particle size was large
(above 80 nm in diameter), but was inadequate for the smaller particles (smaller
than 20 nm in diameter). The results stated that there are uncertainties in thermo-
dynamic properties of DMA, SA, ammonia and water systems in the E-AIM model.
Amines, and especially dimethylamine, are important contributors to atmospheric
aerosol particles. Thus, it is evident that further investigation is needed in terms
of thermodynamic properties of DMA-containing particles as even state-of-the-art
thermodynamic equilibrium model was inadequate in modelling hygroscopicity of
these particles when the particle sizes were in orders of tens of nanometers. Using
improper thermodynamic properties in models leads to uncertainties in several as-
pects of aerosols, such as, NPF, activation to cloud droplets and growth. To improve
the understanding of thermodynamics of DMA-containing particles, further labora-
tory measurements are needed including measurements for careful particle phase
composition characterization.

The second objective of this thesis was to develop and evaluate a parametriza-
tion of wet removal of aerosols in a global aerosol-climate model. In Paper II, the
newly-developed, wet deposition scheme, although being more physically sound,
produced spurious vertical profiles and lifetimes when compared to the pre-existing
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scheme. Thus, it was evident that the sensitivity of the newly-developed scheme
needed to be tested in terms of BC emission size distribution and internal mixing of
the BC particles as well as ageing of aerosol particles. Results in Paper II showed
that mixing BC with soluble substances during emissions produced more accurate
vertical profiles, when compared to the aircraft measurements, as well as more rea-
sonable atmospheric lifetimes of aerosol species, when compared to those from other
global climate models. The results indicate that the level of internal mixing of BC
with soluble substances (hygroscopicity) is in dire need for further investigation as
even more physical representation of wet deposition is not enough to describe the
observed aerosol concentrations. As transport of aerosol species to remote regions,
such as the Arctic, is strongly dependent on deposition processes and especially wet
deposition, more physical parametrizations for aerosol wet removal should be in-
corporated to several global aerosol-climate models. Especially, the modelled black
carbon concentrations in the Arctic are usually underestimated when compared to
the observations. Underestimation of modelled black carbon concentrations in the
Arctic can lead to underestimation in the absorbed solar radiation around the Arctic
region, which further leads to underestimation in temperature. To further improve
the understanding of the wet deposition and transport of BC to the Arctic, additional
field measurements are needed as well as measurements near the source regions to
evaluate the incorporation of BC in more soluble substances.

The third objective of this thesis was to study the effects of biotic stress in bo-
real trees in terms of formed biogenic SOA, clouds and radiative effects in a global
aerosol-climate model. Results, in Paper III, showed that increasing the biotic stress,
due to herbivore infestation, by increasing monoterpene emission factors, enhanced
SOA formation through oxidation of monoterpene VOC. The increase in SOA con-
centrations were almost linear with increasing stress percentage. The enhanced
SOA concentrations resulted in an increase in CDNC at cloud top through increas-
ing number of particles acting as CCN. In addition, the elevated SOA concentrations
caused stronger negative RF due to aerosol-radiation interactions. In Paper III, the
global aerosol-climate model simulations assumed the insect herbivory on boreal
trees simultaneously, which is not the case in reality, but rather some parts of the
areas can have more intense herbivory than others. As SOA is an important contrib-
utor to the atmospheric aerosol particles and SOA has been found to be enhancing
cooling of the atmosphere, more accurate SOA parametrizations, especially in terms
of contributors to sources of SOA, should be incorporated in global aerosol-climate
models. Improperly incorporating SOA sources, especially biotic stress enhanced
SOA formation, in models, can lead to uncertainties in modelled radiative forcings
as well as cloud formation. There are still many uncertainties related to biotic stress
in global aerosol-climate models: for example, whether the effect of biotic stress to
VOC emissions is known well enough, or whether the occurrence of biotic stress fac-
tors is known well enough to be incorporated in global models. Thus, to improve the
understanding of biotic stress, additional field measurements are needed in terms
of insect herbivory to address their intensity and infected areas during outbreaks.

The process- and global-scale models applied in this thesis showed reasonable
skill in reproducing hygroscopicity and wet deposition of aerosol particles. How-
ever, certain modelled aerosol species are still poorly described, especially with re-
spect to thermodynamic properties and internal mixing. In addition, the sources,
sinks, and atmospheric processing of SOA contributes significantly to clouds and ra-
diative effects and thus more investigation is needed, especially in terms of sources
of atmospheric SOA to properly describe its climatic effects. Furthermore, addi-
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tional laboratory and field measurements and satellite observations are needed to
properly evaluate process-scale models as well as global aerosol-climate models.
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ABSTRACT
Dimethylamine (DMA) and sulfuric acid (SA) are the important constituents of atmospheric
aerosols. To accurately predict the behavior of DMA-containing aerosol systems, exact
thermodynamic models are needed. The applicability of these models needs to be tested
carefully in different experimental settings to continuously validate and improve their per-
formance. In this work, the Extended Aerosol Inorganics Model (E-AIM) was used to simulate
the hygroscopicity of aerosol particles generated from five different aqueous DMA-SA solu-
tions. The applicability of the model was tested in the 10–200nm size range and from DMA-
SA molar ratios ranging from 1:3 to 2:1. The aerosol hygroscopic growth at 0–80% RH was
determined with two tandem differential mobility analyzers, and the composition of the gen-
erated particles was measured with the Aerosol Mass Spectrometer (AMS), which revealed
that the particles contained also ammonium. The model accurately captured the hygrosco-
picity for particles larger than 80 nm. With particles smaller than 80nm, the model underesti-
mated the hygroscopicity in all the studied experimental conditions. An increase in
hygroscopicity parameter j with decreasing particle size implied a plausible base evaporation
in the experimental setup, which in turn may have affected the modeled hygroscopicity as
the composition of the smallest particles may have differed from the AMS measurements.
Coupling E-AIM to a dynamic evaporation model, however, could not produce compositions
whose modeled hygroscopic behavior would match the measured hygroscopic growth at
smaller sizes. Our results, therefore, suggest that DMA thermodynamics are not modeled cor-
rectly in E-AIM or there exists uncertainty in the physicochemical parameters.
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1. Introduction

Amines are organic derivatives of ammonia, in which
one or more alkyl groups are bonded to nitrogen. Being
present in the atmosphere, both in gaseous phase as
well as in particulate matter, they comprise a vast range
of different species originating from various anthropo-
genic and natural sources (VandenBoer et al. 2011; Ge
et al. 2011a; Youn et al. 2015). The most abundant
atmospheric amines are relatively low-weight aliphatic
amines such as methylamine (MMA), dimethylamine
(DMA), and trimethylamine (TMA). These compounds
have relatively high equilibrium vapor pressures, and
thus, they are highly volatile by nature. However,
because they are also strong bases, they can undergo

prompt neutralization reactions to form organic salts in
the presence of organic or inorganic acids.

There exist a few experimental studies on amines
in the atmospheric aerosol particles. In the early
2000s, M€akel€a et al. (2001) reported an enrichment of
particulate DMA during new particle formation (NPF)
events and subsequent particle growth. Later, Smith
et al. (2010) measured the composition of freshly
nucleated particles at urban and rural sites and
detected a significant presence of aminium ions. In
addition to experimental atmospheric studies, several
theoretical findings have highlighted amines and espe-
cially DMA as an important stabilizing base for sul-
furic acid (H2SO4; SA) and sulfuric acid water clusters
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(Kurt�en et al. 2008; Loukonen et al. 2010; Erupe
et al. 2011). These theoretical results are backed by
the experimental chamber and laboratory measure-
ments (Almeida et al. 2013; Jen et al. 2014; K€urten
et al. 2014). For example, Almeida et al. (2013)
observed that only a few pptv of gaseous DMA could
enhance the nucleation rates by several orders of
magnitudes compared to the presence of pure
ammonia (NH3).

Overall, these results suggest that amines may
contribute significantly to nanoparticle formation
and growth, and therefore, should be taken into
account in models to better understand the subse-
quent impact on climate. A proper model descrip-
tion of amines, however, requires information about
their thermodynamic properties (Bergman et al.
2015). Furthermore, to mimic the atmospheric
behavior of amines, the computational models need
to be carefully validated against laboratory measure-
ments where the physicochemical parameters can be
monitored. To our knowledge, the only thermo-
dynamic model that includes the amines, their dis-
solution, and subsequent protonation, is the
Extended Aerosol Inorganics Model (E-AIM; Clegg
et al. 1998; Wexler and Clegg 2002). E-AIM is a
thermodynamic phase equilibrium model, which
allows the water activity calculations for real solu-
tions. However, in E-AIM, interactions between ami-
nium ions and other possible compounds are
modeled similar to ammonium (NH4) and the valid-
ity of this approach is not fully confirmed. Earlier
results (Clegg et al. 2013; Chu et al. 2015; Sauerwein
et al. 2015) have shown conflicting results for
E-AIM’s ability to model the amine-SA-H2O system.
Further, the existing model-measurement compari-
sons are performed against bulk solutions or par-
ticles whose Kelvin effect can be neglected leaving
uncertainty in the applicability of the model to par-
ticles with high surface-to-volume ratio.

One way to assess the model performance is to
compare its ability to predict the hygroscopicity
against laboratory measurements. Hygroscopicity is
an important parameter describing the particles abil-
ity to absorb or adsorb moisture from the surround-
ing air. Thus, hygroscopicity essentially effects the
particle optical properties (Zieger et al. 2013, 2017),
as well as their ability to act as cloud condensation
nuclei (CCN) under certain atmospheric conditions
(V€ais€anen et al. 2016). On the other hand, condensa-
tion of water onto pre-existing particles also creates
a pathway for aqueous phase processes that can fur-
ther alter their chemical composition (McNeill 2015

and references therein). Last, knowing the hygrosco-
picity of various individual aerosol constituents,
allows the possibility to estimate the aerosol chemical
composition indirectly through measurements of
CCN activity or hygroscopic growth.

In this work, we have atomized particles from DMA-
SA-H2O solutions and determined their detailed com-
position in the size range greater than or equal to 70nm
by means of aerosol mass spectrometry. The measured
composition of the produced dimethylaminium
(DMAH), sulfate (SO4), and ammonium (NH4) contain-
ing particles is combined with measured and modeled
hygroscopic growth in the 10–200nm size range. This
allows us to evaluate the performance of the studied
model (E-AIM) directly with larger particles, but also,
enables the possibility to inspect the applicability of the
model to smaller particles whose curvature has an effect
on the water partitioning.

2. Methods

2.1. Solution preparation and particle generation

Five different DMA-SA-H2O solutions were prepared
by mixing stoichiometric amounts of aqueous DMA
(40wt. %, Sigma Aldrich, 426458) and sulfuric acid
(Sigma Aldrich, 258105) with deionized water (MilliQ,
�18.2 MXcm). The prepared solutions had an approxi-
mate molar DMA-SA ratio (nominal DMA:SA) of 1:3,
1:2, 1:1, 3:2, and 2:1, and a total salt concentration of
�3wt. %. A polydisperse aerosol population was gener-
ated by atomizing the aqueous DMA-SA solutions with
a conventional aerosol nebulizer (nebulizing section of
Topas ATM 226, operated with clean pressurized air).
The outgoing aerosol flow was diluted with clean air to
reach a total flow of 18 lpm and relative humidity
(RH) around 14%. Furthermore, the sample line lead-
ing to aerosol instrumentation was equipped with a
custom-made silica gel diffusion drier to decrease the
inlet RH down to �3%.

2.2. HTDMA measurements

The hygroscopicity of 10–200 nm particles was meas-
ured with two separate hygroscopic tandem differen-
tial mobility analyzers (HTDMA). Briefly, HTDMA is
a measurement device that consists of two differential
mobility analyzers, a humidifier, and a condensation
particle counter (CPC). The first differential mobility
analyzer (DMA1) is operated to select a nearly mono-
disperse particle population from the polydisperse
sample flow. The monodisperse dry aerosol is then
exposed to certain RH, and the resulting changes in
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particle size are determined with another differential
mobility analyzer (DMA2) followed by a CPC.
Consequently, HTDMA allows the determination of
the hygroscopic growth factor

GF RHð Þ ¼ Dp RHð Þ
Dp;dry

; (1)

where Dp is the mean diameter of the humidified
aerosol and Dp,dry is the selected dry particle size.
Furthermore, the measured GF can be translated into
a hygroscopicity parameter j according to

j RH;Dp;dryð Þ ¼
GF3�1ð Þexp 4Mwrw

RTqwDp;dryGF

� �
RH

� GF3 þ 1

(2)

where Mw, rw, and qw are the molar mass, surface
tension, and density of water, T the ambient tempera-
ture and R the universal gas constant (Petters and
Kreidenweis 2007).

The hygroscopic growth of 10, 15, 20, and 25nm
particles was measured with a nano-HTDMA (Keskinen
et al. 2011; Kim et al. 2016). In this setup, two nano-
differential mobility analyzers (TSI Inc., model 3085)
are operated in an open-loop configuration (sample
flow 1 lpm, sheath/excess flow 10 lpm). Besides humidi-
fying the monodisperse aerosol, the sheath air inside
the DMA2 was pre-humidified to the desired RH in
order to secure stable conditions through particle sizing.
The RH of the aerosol flow and the sheath air were
monitored with two capacitive RH sensors (Vaisala
HMP110), and the RH of the humid excess flow was
measured with a dew point meter (EdgeTech, model
DewMaster). After passing the DMA2, the particles
were counted with a water-based condensation particle
counter (TSI Inc., model 3785).

The hygroscopic growth of 50, 80, 130, and 200 nm
particles was measured with an HTDMA previously
described by V€ais€anen et al. (2016). This instrument
is built around two 28 cm long Vienna-type differen-
tial mobility analyzers operated in a closed-loop
arrangement (sample flow 1 lpm, sheath/excess flow 6
lpm). In other words, the sheath air slowly reaches
the equilibrium with the passing sample flow in terms
of RH and temperature. The RH of the humid sample
flow was monitored continuously with one Vaisala
HMP110 sensor and the excess flow RH downstream
of DMA2 was measured with an EdgeTech dew point
meter. The particles were counted with a TSI model
3010 CPC.

The HTDMA data were calibrated against dry GF
offsets by determining the dry particle diameter Dp,dry

from ammonium sulfate measurements. These dry

size scans were performed at low RH (RH < 10%)
before each experiment. In addition, the measured
GFs were corrected to target RHs of 40, 60, and 80%
by assuming a constant hygroscopicity parameter j
within a narrow humidity range (±1.5%) around the
target value. Taking into account all the components
affecting the particle sizing, the maximum instrumen-
tal uncertainties associated with the measured GFs
were ±2.3% (Dp,dry � 25 nm) and ±4.7% (Dp,dry �
50 nm), as estimated through error propagation.

2.3. Particle composition

The chemical composition of the generated particles
was measured with an Aerodyne High-Resolution
Time-of-Flight Aerosol Mass Spectrometer (hereafter
referred to as AMS). In summary, AMS is capable of
measuring the non-refractory composition of sub-
micrometer aerosol particles by applying thermal
vaporization and electron impact (EI) ionization.
General principles of AMS measurements, calibra-
tions, modes of operation, and data processing have
been described comprehensively in previous litera-
ture (Jayne et al. 2000; DeCarlo et al. 2006;
Canagaratna et al. 2007).

In this study, the AMS was sampling through an
additional differential mobility analyzer (sheath flow 7
lpm) that was set to generate almost monodisperse
particle size distributions with a mean mobility diam-
eter around 70 or 150 nm. The decision to size-select
70 nm particles over smaller sizes was made to
guarantee high enough mass concentrations, and thus,
sufficient ion signals for reliable composition calcula-
tions. Although the particle number size distribution
passing the differential mobility analyzer was domi-
nated by singly charged particles, it is also worth not-
ing that the contribution of multiply charged particles
was somewhat stronger in terms of particle mass
(approximately 50%), shifting the mean vacuum aero-
dynamic diameter observed by mass-based AMS
towards larger sizes.

The collected AMS data were analyzed using stand-
ard ToF-AMS data analysis toolkits (SQUIRREL
v1.57I and PIKA V1.16I). The V-mode mass spectra
were processed in PIKA to determine the ion mass
concentrations. The majority of the produced salts in
the mixed DMA-SA solutions are dimethylaminium
sulfate ((C2H8N)2SO4) or dimethylaminium bisulfate
(C2H8NHSO4) depending on the molar ratios of
DMA to SA. The rest should be the unreacted precur-
sors such as either pure DMA or SA. All these salts
undergo severe fragmentations in AMS. Hence, in the
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data analysis, the family ions CxHyN and CxHy, where
x� 2 and y� 8, were integrated to quantitate the
mass concentrations of dimethylaminium ions. For
the ion CH2N (m/z 28), the ion peak coincides with
an intensive N2 signal in the mass spectrum, making
its accurate quantification difficult from the high-
resolution ion fitting. Thus, its concentration was
approximated as 30% of C2H6N (m/z 44) based on
the known DMA mass spectrum in the NIST database
(NIST, 2018). The mass concentrations of sulfate ions
were determined by the AMS default “fragmentation
table” method (Allan et al. 2004). Besides, the ammo-
nia (NH3) either from the water or from the ambient
air could lead to the formation of ammonium sulfate
and ammonium bisulfate in the mixed solutions
(Section 3.1). Therefore, the concentrations of ammo-
nium were also determined. For mass concentration
calculations, the default relative ionization efficiency
(RIE; Canagaratna et al. 2007) values 1.2 and 3.75
were applied for sulfate and ammonium, respectively.
For dimethylaminium, we determined a RIE value of
1.84 assuming that the most basic measured compos-
ition had a molar total base-to-sulfate ratio of two.

2.4. Thermodynamic modelling

The Extended Aerosols Inorganics Model (E-AIM) is
a thermodynamic equilibrium model for non-ideal
solutions, which calculates the equilibrium partition-
ing of bulk chemical system by minimizing the Gibbs
free energy of the system (Clegg et al. 1998; Wexler
and Clegg 2002). E-AIM takes into account the par-
ticulate phase acid-base chemistry and is currently to
our knowledge the only available model, which has an
accurate description of amine thermodynamics rele-
vant for atmospheric aerosols included from the work
of Ge et al. (2011b).

In this work, the system consists of DMA, ammo-
nia, and sulfuric acid in the liquid phase and water,
which is the only compound allowed to equilibrate
between the gas and the liquid phase. In systems
where the condensed phase contains ionic and neutral
organic compounds, the water activity is calculated as
a product of the activities of the water-ion solution
and water-organic solution (Clegg et al. 2001). This
approximation allows the activity coefficients of neu-
tral organics and ions to be calculated using different
methods. We used UNIFAC (UNIQUAC Functional-
group Activity Coefficients; Fredenslund et al. 1975;
Hansen et al. 1991) to calculate the activity coefficient
of neutral dimethylamine.

The modeled GF was calculated according to the
Equation (1). The wet particle diameter Dp,wet was cal-
culated by

Dp;wet ¼ 6mp;wet

pqp;wet

 !1=3

(3)

where mp,wet is the mass of the particle, which is in
equilibrium with respect to gaseous water and qp,wet is
the density of the same particle. The mass of the wet
particle is calculated from the known dry diameter
Dp,dry and the molar amounts of DMAH and NH4 in
the dry and wet particles. The GF calculation requires
also the densities of the dry and wet particles for
which we used the values obtained from the E-AIM
(Clegg and Wexler 2011a,b; Clegg et al. 2013) at RH
¼ 1% and at the investigated RH, respectively.

The modeled system in the E-AIM is a bulk chem-
ical system with a flat surface separating the phases.
Since the size of the nanoparticles studied is of the
order of tens of nanometers, the curvature of the
particles must also be taken into account. The equilib-
rium vapor pressure of water over a curved surface of
a particle can be calculated from the Kelvin equation

peq;w ¼ peqexp
4rMw

RTqDp

� �
(4)

where peq,w and peq are the equilibrium vapor pressures
of water over the curved and flat surfaces, respectively, r
is the surface tension, Mw is the molar mass of water
(Mw¼ 18.02 g mol�1), q is the liquid phase density, and
Dp is the diameter of the particle. The exponential term
is also known as the Kelvin term.

In practice, this means that the relative humidity in
which the E-AIM simulations are performed must
be multiplied by the Kelvin term in order for the
model results to be comparable with the measure-
ments, i.e.,

RH ¼ RHE�AIMexp
4rMw

RTqDp

� �
; (5)

where RH is the relative humidity, which corresponds to
the values set in the humidifier during nanoparticle
hygroscopicity measurements, and RHE-AIM is the relative
humidity in which the E-AIM calculations are performed.
For the liquid phase density q and surface tension r,
values obtained from the E-AIM output were used.

3. Results

3.1. Composition of generated particles

Table 1 shows the measured particle composition cor-
responding to each DMA-SA solution and the two
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pre-selected sizes for AMS. In addition, the tabulated
values are associated with error estimates calculated
assuming that the uncertainty of the measured mass
concentrations is equal to ±1 standard deviation over
each measurement. The most important remark con-
cerns the fact that along with DMAH and SO4 ions,
AMS also detected substantial amounts of NH4

(43–160% by moles of DMAH). Furthermore, the
increasing contribution of NH4 as a function of solu-
tion acidity implies that the observed ammonium
most likely originates from a contamination. One pos-
sible explanation could be that the MilliQ water used
as a solvent contained small amounts of dissolved
NH3, which then had protonated and partitioned into
acidic particles as NH4. On the other hand, the par-
ticles were exposed to air of unknown composition
during particle generation and size-selection prior to
AMS, which also may have served as an external contam-
inant. Hereafter, the presence of NH4 has been taken into
account in all model results and analyses.

Overall, we observe differences between the two
AMS sizes with 150 nm particles showing generally
higher DMAH molar fractions than 70nm particles. By
contrast, NH4 always shows higher molar ratios at
70nm size, and therefore, suppresses the size-depend-
ent differences in overall acidity. Moreover, the AMS
measured DMAH:SO4 ratios differ from those expected
based on the stoichiometric DMA-SA mixing ratios.
The solutions with nominal DMA:SA of 1:1 and 1:2
produced particles with comparable DMAH:SO4 molar
ratios. However, for solutions with nominal DMA:SA
of 2:1 and 3:2, the AMS measured compositions were
pronounced towards higher sulfate content, whereas
the particles with nominal DMA:SA¼ 1:3 contained
more DMAH than expected.

3.2. Hygroscopicity of DMAH-SO4-NH4 particles

Figures 1, 2, and 3 show the measured hygroscopic
growth factors of 10, 20, 80, and 200 nm particles

corresponding to the three different compositions
(nominal DMA:SA¼ 2:1, 1:1, and 1:2) as a function of
RH. The result for 15, 25, 80, and 130 nm particle
sizes and the two remaining DMA-SA solutions follow
the same patterns and are presented in the online
supplementary information. In addition to measure-
ments, each figure plots the results from two sets of
model runs. The solid black curve shows the E-AIM
derived GFs for the case where the nominal DMA-SA
ratio has been used as an input composition.
Meanwhile, the dashed black curve shows the model
results corresponding to the AMS composition (70 nm
AMS composition for Dp,dry � 80 nm and 150 nm
AMS composition for Dp,dry � 130 nm) and therefore,
includes the effect of ammonium. Hereafter, these two
model runs are referred to as E-AIMnominal and
E-AIMAMS, respectively. In addition, both of these
curves are combined with shaded areas whose upper
bounds are determined by neglecting the Kelvin effect
in model calculations.

Both the modelled and measured GFs show a clear
monotonous increase as a function of RH at every
particle size and given composition. The model results
with nominal DMA-SA composition also show a clear
composition dependence with elevated GFs being
associated with increased acidity. Nonetheless, when
using the AMS composition, the modeled GFs become
generally smaller and the variation between different
compositions is considerably suppressed. This obser-
vation is not surprising keeping in mind that the
measured particle composition experienced relatively
less variation compared to nominal solutions.

Overall, the measured GFs at Dp,dry � 80 nm tend
to agree relatively well with those derived from
E-AIMAMS. An especially good agreement is achieved
at nominal DMA:SA of 1:3, 1:2, 1:1, and 3:2, whereas
in the most basic case (nominal DMA:SA¼ 2:1), both
E-AIMnominal and E-AIMAMS slightly underestimate
the hygroscopic growth. The measured GFs start to
differ considerably from the model results when par-
ticle size decreases to sub-80 nm size range.
Specifically, the E-AIMAMS falls clearly below the
measured GFs at every composition, and with
the three most basic solutions, the same goes for
E-AIMnominal. This holds even if the Kelvin term is
neglected in model calculations, indicating that the
discrepancy cannot be solely explained by the uncer-
tainty related to adopted values of liquid phase density
and surface tension. Furthermore, as the contribution
of Kelvin effect becomes progressively important with
increasing particle curvature, the modelled GFs show
a clear decreasing trend with decreasing particle size.

Table 1. The measured particle composition for each DMA-SA
solution and for the two AMS sizes. The error intervals are
calculated taking into account the AMS measured mass con-
centrations and their standard deviations during each
measurement.

AMS

Nominal
DMAH:SO4:NH4

DMA:SA 70 nm 150 nm

2:1 (1.20 ± 0.17):1:(0.74 ± 0.09) (1.40 ± 0.17):1:(0.60 ± 0.03)
3:2 (1.09 ± 0.12):1:(0.77 ± 0.05) (1.24 ± 0.15):1:(0.65 ± 0.05)
1:1 (0.96 ± 0.27):1:(0.79 ± 0.11) (1.08 ± 0.24):1:(0.62 ± 0.06)
1:2 (0.57 ± 0.08):1:(0.91 ± 0.09) (0.59 ± 0.09):1:(0.77 ± 0.10)
1:3 (0.57 ± 0.06):1:(0.74 ± 0.08) (0.55 ± 0.06):1:(0.57 ± 0.03)
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Figure 1. A comparison between the measured and modelled hygroscopic growth factors (GF) at different relative humidities (RH) for
nominal DMA:SA¼ 2:1. Shown are the results for 10, 20, 80, and 200 nm particle sizes. The measurement data are plotted as markers,
and the solid and dashed lines correspond to E-AIM simulations with nominal and AMS measured compositions, respectively. The shaded
areas above the model curves illustrate the sensitivity to the Kelvin term and the whiskers show the maximum instrumental uncertainty.

Figure 2. A comparison between the measured and modelled hygroscopic growth factors (GF) at different relative humidities (RH) for
nominal DMA:SA¼ 1:1. Shown are the results for 10, 20, 80, and 200 nm particle sizes. The measurement data are plotted as markers,
and the solid and dashed lines correspond to E-AIM simulations with nominal and AMS measured compositions, respectively. The shaded
areas above the model curves illustrate the sensitivity to the Kelvin term and the whiskers show the maximum instrumental uncertainty.
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Such behavior, however, is not apparent in the meas-
urement data. Instead, in some cases, the GFs meas-
ured at 10–25 nm are even larger than those measured
at 50–200 nm. The inverse size-trend is also illustrated
in Figure 4 showing the size-dependence of hygrosco-
picity parameter j (calculated at RH¼ 80%) for each
of the five solutions. Interestingly, the j values can
increase up to 100% when particle size decreases from
200 nm down to 10 nm, highlighting the uncertainty
that is related to predicting the chemical composition
of the smallest atomized particles.

3.3. Evaporation of the bases in the
sampling lines

The above results leave open the possibility that the
basic compounds could have evaporated from the
smallest particles after their generation, producing par-
ticles whose modeled hygroscopic growth factors would
match well against the measured values. In order to
assess how the chemical composition of the smallest
atomized particles could change during particle sam-
pling, a set of simulations describing the gas-particle
partitioning of DMA, SA, and NH3, was performed.

The simulations were performed with the MABNAG
model (Yli-Juuti et al. 2013; Ahlm et al. 2016) modified
to solve the gas-particle partitioning of DMA and NH3

dynamically. The initial composition of the particles
was determined according to the 70nm AMS measure-
ments, and the gas phase was assumed to be infinitely
diluted with respect to DMA, SA and NH3. The simu-
lations were performed for 10nm particle size, meaning
that the simulated conditions were favorable for the
maximum possible evaporation. Hence, the evaporation
time was set to 10 s, which was an upper-limit estimate
for the maximum time that the particles spend in
sampling lines before entering the aerosol instruments.
The evaporation was also modeled in both high
(RH¼ 80%) and low relative humidity (RH¼ 4%) to
account for any non-ideal behavior of the compounds.
The low RH case yielded higher evaporation, and thus,
the compositions from these model runs were selected
for further analysis. It is to be noted, however, that
the MABNAG model uses E-AIM to calculate the
activity of each compound. This means that any uncer-
tainties in the amine thermodynamics are also included
in the MABNAG simulations, and thus, the resulting
MABNAG composition is a qualitative estimate.

Figure 3. A comparison between the measured and modelled hygroscopic growth factors (GF) at different relative humidities (RH)
for nominal DMA:SA¼ 1:2. Shown are the results for 10, 20, 80, and 200 nm particle sizes. The measurement data are plotted as
markers, and the solid and dashed lines correspond to E-AIM simulations with nominal and AMS measured compositions, respect-
ively. The shaded areas above the model curves illustrate the sensitivity to the Kelvin term and the whiskers show the maximum
instrumental uncertainty.
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The molar DMAH:SO4:NH4 ratios after 10 s evapor-
ation can be found in Table 2. The MABNAG simula-
tions yielded DMAH evaporation between 0 and 7% and
NH4 evaporation between 8 and 77%, both increasing
with initial basicity. To illustrate the possible impacts on
hygroscopic growth, Figure 5 plots the measured GFs
(Dp,dry ¼ 10nm) together with two simulated hygrosco-
picity curves. The dashed line corresponds to the com-
position determined with MABNAG, and the solid line
corresponds to the composition that best fits the meas-
ured GFs assuming the AMS measured DMAH-NH4

ratio. Overall, the relative difference between the two
simulated curves remains between 10 and 12% at
RH¼ 80%, and the hygroscopicity calculated with the
MABNAG composition produces clearly smaller water
uptake than what is measured in all the studied cases.
In order for the E-AIM to capture the measured
hygroscopicity, the nanoparticles should be significantly
more acidic than what can be obtained through the
MABNAG simulations. In fact, even increasing the
equilibrium vapor pressure of every compound by
two orders of magnitude does not yield fast enough
evaporation for the final MABNAG composition to
describe the measured hygroscopic growth (Figure S8).

4. Discussion

The aim of our study was to quantify the hygroscopic-
ity of dimethylamine and sulfuric acid containing

particles in the sub-200 nm size range. According to
AMS measurements, the composition of the generated
particles differed from the composition of the prepared
DMA-SA solutions. More precisely, we observed differ-
ences in relative contribution of dimethylaminium and
sulfate, but also substantial fractions of ammonium
originating most likely from an external contamination.
First of all, particles with nominal DMA:SA of 2:1 and
3:2 contained less DMAH than expected and the differ-
ence increased with decreasing particle size. This could
be explained by DMA evaporation that can occur both
during the preparation of DMA-SA solutions as well as
during particle sampling and drying (Chu et al. 2015;
Sauerwein et al. 2015). For example, Chu et al. (2015)
observed that in the case of dimethylaminium sulfate
(DMAS) particles with initial aminium-to-sulfate ratio

Figure 4. Measured and modelled hygroscopicity parameter j versus particle size at RH ¼ 80%. The measurement data are plot-
ted as markers, and the solid and dashed lines correspond to E-AIM simulations with nominal and AMS measured compositions,
respectively. The whiskers illustrate the maximum instrumental uncertainty.

Table 2. Results from E-AIM and MABNAG simulations. The
second column lists the compositions resulting in the best
agreement between the measured and modelled hygroscopic
growth factors. The third and fourth columns show the final
compositions of 10 nm particles as obtained through MABNAG
simulations.

E-AIM best fit MABNAG MABNAG
Nominal DMAH:SO4:NH4 DMAH:SO4:NH4 DMAH:SO4:NH4

DMA:SA 10 nm 10 nm; RH¼ 4% 10 nm; RH¼ 4%; 100� peq
2:1 0.45:1:0.17 1.12:1:0.17 1.07:1:0.07
3:2 0.41:1:0.29 1.03:1:0.25 1.00:1:0.13
1:1 0.37:1:0.30 0.92:1:0.35 0.90:1:0.22
1:2 0.23:1:0.37 0.56:1:0.69 0.56:1:0.54
1:3 0.26:1:0.34 0.57:1:0.68 0.56:1:0.54
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of 1.9 were not stable, but instead, equilibrated towards
1.5 during dehumidification. These trends are compar-
able to our observations at nominal DMA:SA of 2:1
and 3:2.

For nominal DMA:SA¼ 1:3, we observe an excess
amount of DMAH. Part of this excess DMAH could be
attributed to impurities in bulk SA that was used in
preparation of DMA-SA solutions. While the solutions
were prepared assuming 100wt. % SA, for example
Sauerwein et al. (2015) found an SA concentration of
approximately 95.5wt. %, which is close to the lower
range of nominal purity (95–98wt. %). However, such
a difference in bulk SA concentration would not be
sufficient to explain the observed shift towards higher
DMAH content. Although Ouyang et al. (2015) sug-
gested that SA could dissociate from DMA-SA nano-
clusters, it is highly unlikely, that this could happen in
the particles that are larger by almost two orders of
magnitude. Nevertheless, we cannot rule out a possibil-
ity that DMA that conceivably evaporates from the
smallest particles could re-condense onto larger ones
and thus, serve as an internal source of DMAH.

In addition, we detected ammonium in the gener-
ated particles in all studied cases. This highlights the
importance of careful chemical characterization of the
measured particles. To our knowledge, this is the first

study where the composition of laboratory generated
DMA-SA particles has been determined with an AMS.
For example, Sauerwein et al. (2015) and Chu et al.
(2015) determined the aminium-to-sulfate ratios of
the studied droplets with an ion chromatograph (IC),
whereas Chan and Chan (2013) inferred the ami-
nium-sulfate composition indirectly from the mass
change in EDB (Electrodynamic Balance). In contrast,
Qiu and Zhang (2012) and Rovelli et al. (2017) did
not present any direct nor indirect measurements on
particle composition, but rather relied on accurate
and validated solution preparation method. In add-
ition, it is yet unclear, whether Sauerwein et al. (2015)
and Chu et al. (2015) considered the possible presence
of ammonium in their IC analysis, or if it simply was
not observed. According to our results, this can be a
crucial factor, since ammonium can strongly affect the
hygroscopic properties of the studied mixtures, espe-
cially with high particulate sulfuric acid content.

Due to the presence of ammonium, direct compari-
son between our hygroscopicity measurements and
previously reported values can be rather challenging.
However, in many studies, the measured values are
combined with modeled hygroscopicity curves calcu-
lated with E-AIM enabling a possibility for indirect
comparison. Both Clegg et al. (2013) and Rovelli et al.

Figure 5. Modelled hygroscopic growth factors (GF) after 10 s evaporation and comparison to measurements at Dp,dry¼ 10 nm.
The measurement data are plotted as markers, the dashed lines show the E-AIM results corresponding to the compositions
obtained through MABNAG simulations, and the solid lines correspond to the E-AIM simulations with compositions that best fit
the measurement data. The shaded areas illustrate the model sensitivity to the Kelvin term and the whiskers show the maximum
instrumental uncertainty. The composition that best fits the measurement data is determined assuming that the molar DMAH:NH4
ratio is equal to that of 70 nm AMS measurements.
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(2017) found a good agreement between the modeled
and measured GFs of DMAS. In their studies, the par-
ticle sizes were large enough that the curvature effect
could be disregarded. On the contrary, Chu et al.
(2015) found that for 3:2 aminium-to-sulfate molar
ratio, the water-to-solute molar ratios were lower than
what was calculated with E-AIM. In addition,
Sauerwein et al. (2015) observed higher hygroscopicity
of DMAS particles than what was measured with
HTDMA by Qiu and Zhang (2012) and modeled by
Clegg et al. (2013). Similarly, we found that for nom-
inal DMA:SA¼ 2:1, the model slightly underestimates
the measured water uptake, especially at elevated RH.

Chu et al. (2015) speculated that the difference
between the HTDMA results by Qiu and Zhang
(2012) and other methods such as Raman spectrom-
etry and water activity measurements (Chu et al.
2015; Sauerwein et al. 2015), could be partially attrib-
uted to the fact that Qiu and Zhang (2012) assumed
GFs equal to unity at 12% RH. As Chu et al. (2015)
further pointed out, aminium sulfate particles can be
hydrous at 10% RH and even lower. This can eventu-
ally lead to underestimation of hygroscopic growth at
elevated RH. In our measurements, as described in
Section 2.2, the initial dry size selection was always
performed at RH < 3%, in which the water content of
the particles was assumedly imperceptible.

Sauerwein et al. (2015) also showed that the water
uptake increases when the molar dimethylaminium-to-
sulfate ratio increases from bisulfate towards sulfate
composition. A similar behavior was also observed by
Chu et al. (2015) when they compared the hygroscopic-
ities of equilibrated and non-equilibrated DMAS par-
ticles. In our case, the GFs measured at 80% RH and
Dp,dry � 50nm tend to slightly increase when the nom-
inal DMA:SA shifts from 1:1 towards 2:1. Nevertheless,
this observation contradicts with the composition-
dependence predicted by E-AIM, but also, with meas-
urements conducted at smaller particle sizes.

Along with the reversed composition-dependence,
the measured GFs deviate significantly from the mod-
eled values when the particle size decreases. According
to the size-dependence of hygroscopicity parameter j,
it is also evident that the generated particles have a
size-dependent composition. We would like to high-
light that the smallest and largest particles were always
generated from the same solution with constant atom-
izer settings, and thus, the only possible explanation for
the size-dependent composition is the evaporation of
compounds during the generation and subsequent dilu-
tion. Another factor that could potentially result in
size-dependent composition would be the presence of

surface-active organic impurities, whose relative con-
centrations tend to increase with decreasing particle
size. Nonetheless, as the hygroscopicity of organic
compounds is generally clearly lower than that of SA,
the increasing concentration of surface-active organic
impurities with decreasing particle size cannot explain
the simultaneous increase in GFs.

More precisely, it is likely that due to the increased
particle surface-to-volume ratio, DMA and NH3 evap-
orate from the smallest particles resulting in higher
acidity than what is measured with the AMS. This
makes the direct comparison of the measured and
modeled values indeed more challenging. A significant
DMA and NH3 evaporation would be required for
the E-AIM to be able to predict the measured GFs
(Table 2). Such a base evaporation, in the timescales
of a measurement, could not be produced when the
E-AIM was coupled with a dynamic evaporation
model (MABNAG). In fact, such evaporation was not
possible even if the equilibrium vapor pressures of the
compounds were 100-fold to the simulations pre-
sented in Figure 5 (see also Figure S8). In general,
these results are in line with observations by Ahlm
et al. (2016) who studied the evolution of a nucleating
SA-DMA-H2O system in the CLOUD (Cosmics
Leaving OUtdoor Droplets) chamber. The authors
used the MABNAG model to simulate the compos-
ition of the freshly formed particles and observed that
the modeled base-to-SA ratios were generally much
higher than what was directly measured with
TDCIMS (Lawler et al. 2016) and indirectly inferred
from nano-HTDMA data (Kim et al. 2016) using the
E-AIM. In addition, they found a size-dependent dis-
agreement between the two latter methods with
E-AIM derived compositions showing much stronger
increase in aerosol basicity with increasing particle
size. All things considered, given that the evaporation
of the bases in our simulations was not fast enough to
produce DMAH:SO4:NH4 ratios whose hygroscopic
behavior would be similar to the measured values, it
is likely that E-AIM inaccurately describes the amine
thermodynamics in the DMA-SA-NH3-H2O systems.

One interesting remark concerns the fact that we
observed significant changes in particle size when run-
ning the HTDMAs in low-humidity conditions. At
smaller sizes, the most acidic particles lie approxi-
mately around GF¼ 1, whereas the measurements
with nominal DMA:SA of 3:2 and 2:1 fall below unity
by up to 4%. At larger sizes, the most DMA-contain-
ing particles have GF< 1, whereas the most acidic
particles, which also contain comparably less evapor-
able amines, already start to take up water at �3%
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RH. Because both of the instruments were calibrated
for dry size offsets before each measurement, it is very
unlikely that the observed variation would occur due
to changes in instrumental performance. In some
studies (Zardini et al. 2008), GFs smaller than one
have been associated with structural rearrangements
due to condensation of water onto non-spherical or
branch-shaped particles. Again, this explanation would
be unlikely as the “dry” RH in our measurements
always remained below �3%, and thus, the particles
may have experienced only small humidity gradients
between the dry size selection and DMA2. Moreover,
Qiu and Zhang (2012) used an aerosol particle mass
analyzer (APM) to assess the morphology of aminium
sulfate particles. They observed that the particles were
uniform and compact, and close to spherical in shape.
However, one cannot rule out the possibility that
some of the volatile material evaporates from the par-
ticle phase after the initial dry size selection. This
could be the case, especially within the nano-
HTDMA, where the sample flow is diluted with clean
pressurized air inside the differential mobility ana-
lyzers. Nevertheless, it is yet unclear whether the pos-
sible evaporation occurs regardless of RH or if it only
concerns the measurements at low humidity.

5. Summary and conclusions

In this study, the hygroscopic growth factors of
10–200nm DMAH-SO4-NH4 particles were measured
with five different molar compositions. These values
were then compared to those predicted with a state-of-
the-art thermodynamic equilibrium model (E-AIM).
The model was able to predict the hygroscopic growth
well for the largest particles with diameters of 80 nm or
above. Nevertheless, the agreement between the meas-
urements and the model became poorer with decreasing
particle size, and the model tended to underestimate the
hygroscopic growth, especially when the particles were
towards more basic composition.

The analysis on hygroscopicity parameter j indi-
cated that the small sub-50 nm particles were more
acidic than the 70 and 150 nm particles measured with
an AMS, even if they were generated from the same
solution. Moreover, in order for the E-AIM to capture
their measured hygroscopic growth, the particulate
base-to-sulfate ratios should have been around
0.6–0.7:1, suggesting a possible base evaporation in the
sampling lines. However, even with conditions favor-
able for maximum base evaporation, E-AIM coupled
with a dynamic evaporation model (MABNAG) was
not able to produce compositions that would be even

close to those required. This suggests that E-AIM may
not be able to describe the amine thermodynamics
accurately in DMA-SA-NH3-H2O system.

One possible reason for this discrepancy is that in E-
AIM dimethylaminium is assumed to interact with water
similar to ammonium. In this case, it would mean that
the dimethylaminium-water interaction deviates more
from the ideal solution behavior than the ammonium-
water interaction. The results show that there are still
knowledge gaps regarding the thermodynamics of
DMA-SA-NH3-H2O system. Furthermore, the results
highlight that the future studies must be accompanied
by careful and thorough chemical characterization in
order to diminish the uncertainties caused by instability
of the studied compounds as well as temporal and size-
dependent evolution of chemical composition.
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Figure S1. A comparison between the measured and modelled hygroscopic growth factors (GF) at different relative humidities (RH) 

for nominal DMA:SA = 3:2. Shown are the results for 10, 20, 80, and 200 nm particle sizes. The measurement data are plotted as 

markers, and the solid and dashed lines correspond to E-AIM simulations with nominal and AMS measured compositions, respectively. 

The shaded areas above the model curves illustrate the sensitivity to the Kelvin term and the whiskers show the maximum instrumental 

uncertainty. 



 

Figure S2. A comparison between the measured and modelled hygroscopic growth factors (GF) at different relative humidities (RH) 

for nominal DMA:SA = 1:3. Shown are the results for 10, 20, 80, and 200 nm particle sizes. The measurement data are plotted as 

markers, and the solid and dashed lines correspond to E-AIM simulations with nominal and AMS measured compositions, respectively. 

The shaded areas above the model curves illustrate the sensitivity to the Kelvin term and the whiskers show the maximum instrumental 

uncertainty. 

   



Figure S3-S7. A comparison between the measured and modelled hygroscopic growth factors (GF) at different relative humidities 

(RH). Shown are the results for 15, 25, 50, and 130 nm particle sizes. The measurement data are plotted as markers, and the solid and 

dashed lines correspond to E-AIM simulations with nominal and AMS measured compositions, respectively. The shaded areas above 

the model curves illustrate the sensitivity to Kelvin term and the whiskers show the maximum instrumental uncertainty. 

 

Figure S3. Nominal DMA:SA = 2:1 

 

Figure S4. Nominal DMA:SA = 3:2 

 



 

Figure S5. Nominal DMA:SA = 1:1 

 

 

Figure S6. Nominal DMA:SA = 1:2 

  



 

Figure S7. Nominal DMA:SA = 1:3 

 

 

Figure S8. Modelled hygroscopic growth factors (GF) after 10 s evaporation (with 100-fold equilibrium vapor pressures) and 

comparison to measurements at Dp,dry = 10 nm. The measurement data are plotted as markers, the dashed lines show the E-AIM results 

corresponding to the compositions obtained through MABNAG simulations, and the solid lines correspond to the E-AIM simulations 

with compositions that best fit the measurement data. The shaded areas illustrate the model sensitivity to Kelvin term and the whiskers 

show the maximum instrumental uncertainty. The composition that best fits the measurement data is determined assuming that the 

molar DMAH:NH4 ratio is equal to that of 70 nm AMS measurements. 
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Abstract. In this study we introduce an in-cloud wet de-
position scheme for liquid and ice phase clouds for global
aerosol–climate models which use a size-segregated aerosol
description. For in-cloud nucleation scavenging, the scheme
uses cloud droplet activation and ice nucleation rates ob-
tained from the host model. For in-cloud impaction scav-
enging, we used a method where the removal rate depends
on the wet aerosol size and cloud droplet radii. We used the
latest release version of ECHAM-HAMMOZ (ECHAM6.3-
HAM2.3-MOZ1.0) with the Sectional Aerosol module for
Large Scale Applications version 2.0 (SALSA) microphysics
package to test and compare our scheme. The scheme was
compared to a scheme that uses fixed scavenging coeffi-
cients. The comparison included vertical profiles and mass
and number distributions of wet deposition fluxes of differ-
ent aerosol compounds and for different latitude bands. Us-
ing the scheme presented here, mass concentrations for black
carbon, organic carbon, sulfate, and the number concentra-
tion of particles with diameters larger than 100 nm are higher
than using fixed scavenging coefficients, with the largest dif-
ferences in the vertical profiles in the Arctic. On the other
hand, the number concentrations of particles smaller than
100 nm in diameter show a decrease, especially in the Arctic
region. These results could indicate that, compared to fixed
scavenging coefficients, nucleation scavenging is less effi-
cient, resulting in an increase in the number concentration
of particles larger than 100 nm. In addition, changes in rates
of impaction scavenging and new particle formation (NPF)
can be the main cause of reduction in the number concen-

trations of particles smaller than 100 nm. Without further ad-
justments in the host model, our wet deposition scheme pro-
duced unrealistically high aerosol concentrations, especially
at high altitudes. This also leads to a spuriously long lifetime
of black carbon aerosol. To find a better setup for simulat-
ing aerosol vertical profiles and transport, sensitivity simu-
lations were conducted where aerosol emission distribution
and hygroscopicity were altered. Vertical profiles of aerosol
species simulated with the scheme which uses fixed scav-
enging rates and the abovementioned sensitivity simulations
were evaluated against vertical profiles from aircraft observa-
tions. The lifetimes of different aerosol compounds were also
evaluated against the ensemble mean of models involved in
the Aerosol Comparisons between Observations and Mod-
els (AEROCOM) project. The best comparison between the
observations and the model was achieved with our wet de-
position scheme when black carbon was emitted internally
mixed with soluble compounds instead of keeping it exter-
nally mixed. This also produced atmospheric lifetimes for
the other species which were comparable to the AEROCOM
model means.

1 Introduction

The estimated radiation budget of the Earth has large uncer-
tainties, and a majority of these uncertainties are related to
the uncertainties in the direct and indirect effects of atmo-
spheric aerosol (IPCC, 2014). Aerosol particles can affect

Published by Copernicus Publications on behalf of the European Geosciences Union.
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the climate directly by scattering and absorbing radiation and
indirectly through aerosol–cloud interactions (Haywood and
Shine, 1997; Twomey, 1991; Albrecht, 1989). Thus, in or-
der to estimate the radiation budget of the Earth correctly,
aerosols and their physical properties affecting radiation and
cloud formation have to be modeled realistically.

Black carbon (BC) is one of the aerosol compounds which
has an effect on the Earth’s radiation budget via absorbing
solar radiation, accelerating the melting of snow and ice,
and influencing cloud formation and life cycle (Bond et al.,
2013). A large fraction of BC is emitted through incomplete
combustion, which is due to anthropogenic activities (Bond
et al., 2013). Due to its ability to darken snow and ice covers,
BC has been found to be a major warming agent at high lat-
itudes (AMAP, 2015). In addition, it has been proposed that
the mitigation of BC is one of the possible means to slow
Arctic warming (Stone et al., 2014).

Transport of aerosol particles to remote regions with only
small amounts of emitted particles affects the local aerosol
size distribution and composition (Rasch et al., 2000; Croft
et al., 2010). In these areas, e.g., the Arctic, simulated aerosol
and especially BC concentrations differ from those observed,
as the transport to these regions is modeled poorly (Bour-
geois and Bey, 2011; Sharma et al., 2013; Kristiansen et al.,
2016). In addition, BC vertical profiles affect the uncer-
tainty of its forcing emphasizing the need to improve BC
vertical profiles in global aerosol–climate models (Samset
et al., 2013). The vertical distribution of aerosol compounds
is found to be affected by emissions, hygroscopicity, depo-
sition, and microphysical processes, of which wet removal
can be the cause of one of the major biases in the models
(Kipling et al., 2016; Watson-Parris et al., 2019). Thus, one
possible cause for problems in modeling long-range and ver-
tical transport of BC is how wet removal of aerosol com-
pounds is modeled (Bourgeois and Bey, 2011; Croft et al.,
2016). Wet deposition processes are modeled very differently
among global aerosol–climate models and, therefore, more
research is needed to better parameterize and constrain wet
deposition in models (Croft et al., 2009; Croft et al., 2010;
Croft et al., 2016; Textor et al., 2006; Kipling et al., 2016).

Wet removal of aerosol particles from the atmosphere is a
process where these particles are scavenged by hydrometeors
and then carried to the surface by precipitation (Wang et al.,
1978). There are two kinds of wet deposition processes: in-
cloud and below-cloud scavenging (Slinn and Hales, 1971;
Rasch et al., 2000; Zikova and Zdimal, 2016). In the process
of in-cloud scavenging, aerosol species can enter the cloud
droplets or ice crystals through a nucleation process, when
they act as cloud condensation nuclei (CCN) or ice nuclei
(IN). This process is called in-cloud nucleation scavenging
(Pruppacher and Klett, 1997). In the process called in-cloud
impaction scavenging, aerosol particles can be scavenged
through collision with ice crystals or cloud droplets (Chate
et al., 2003; Ladino et al., 2011). Aerosol compounds are
then removed from the atmosphere when these cloud droplets

or ice crystals grow to precipitation sizes (Pruppacher and
Klett, 1997; Croft et al., 2010). Below-cloud scavenging is a
process where rain droplets or snow crystals, which precipi-
tate from the cloud, sweep aerosol particles below the cloud
through collision (Chate et al., 2011). Observational studies
have shown that below-cloud scavenging is strongly depen-
dent on the rain droplet or snow crystal size distribution (An-
dronache, 2003; Andronache et al., 2006).

In recent years it has become evident that more detailed
descriptions of wet deposition in global climate models
are important (Korhonen et al., 2008; Garrett et al., 2010;
Browse et al., 2012). In addition to transport, wet removal
can affect the Arctic aerosol size distribution and its seasonal
cycle (Korhonen et al., 2008; Croft et al., 2016). Even though
the processes involved in wet removal are well known, it is
still difficult to represent them well in global climate models
(Eckhardt et al., 2015). In order to realistically describe the
wet removal processes, a thorough knowledge of the micro-
physics of condensation and precipitation, as well as aerosol
microphysics, is needed (Rasch et al., 2000).

Here, we describe our scheme for wet deposition us-
ing physical parameterizations for nucleation and impaction
scavenging in liquid and ice clouds for sectional aerosol
modules. The new aspects of this scheme, compared to the
modal aerosol scheme already implemented in ECHAM-
HAMMOZ, are that it calculates the in-cloud nucleation
scavenging rates using the activated fraction in each size
class in the liquid cloud case and the surface area of par-
ticles in the ice cloud case. Similar approaches for liquid
cloud cases exist in other global models which use modal
aerosol modules, e.g., MIRAGE and CAM5 (Easter et al.,
2004; Wang et al., 2013). We further tested the sensitiv-
ity of our scheme to assumptions in aerosol emission dis-
tribution and hygroscopicity. The structure of the paper is
as follows. In Sect. 2 we present details on in-cloud nu-
cleation and impaction scavenging in general and introduce
our in-cloud nucleation scavenging scheme for liquid and
ice clouds. In addition, we present details on the aerosol
module SALSA (Sectional Aerosol module for Large Scale
Applications) and its components, which we used to test
and evaluate our scheme and its sensitivity. In Sect. 2 we
present the modifications performed for SALSA to include
in-cloud impaction scavenging and the treatment of below-
cloud scavenging. In the same section, we also present the
ECHAM-HAMMOZ aerosol–chemistry–climate model and
its setup, which is used for testing the scheme on a global
scale. In Sect. 3 we present the evaluation of our scheme
against a fixed scavenging coefficient scheme in terms of ver-
tical profiles and wet deposition fluxes of different aerosol
compounds. In addition, in the same section, we evaluate
the vertical profiles of different aerosol compounds from the
simulations against those from the Atmospheric Tomogra-
phy (ATom) aircraft campaigns (Wofsy et al., 2018). We also
compare the wet deposition fluxes, of different aerosol com-
pounds, from different sensitivity simulations to each other.
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Finally, we compare the lifetimes from all of the simulations
to the mean from several models in the Aerosol Comparisons
between Observations and Models (AEROCOM) project.

2 In-cloud wet deposition scheme

In this section we will describe the in-cloud nucleation and
impaction scavenging, for both liquid and ice phase clouds.
For both of these cloud phases, the removal of aerosol par-
ticles is expressed in terms of a scavenging coefficient. The
rate of change in the concentration of compound l in size
class i, Cli due to in-cloud nucleation and impaction scav-
enging, for both liquid and ice clouds, is of the form

1Cli

1t
= Clifcl

(
(Fi,nuc,liq+Fi,imp,liq)fliqQliq

Cliq

+
(Fi,nuc,ice+Fi,imp,ice)ficeQice

Cice

)
, (1)

where Fi,nuc,liq and Fi,nuc,ice are the fractions of activated
particles due to nucleation scavenging in liquid and ice
clouds, respectively, and Fi,imp,liq and Fi,imp,ice are the scav-
enging coefficients due to impaction scavenging in liquid and
ice clouds, respectively (Croft et al., 2010). Furthermore, fcl
is the cloud fraction, fliq is the liquid fraction of the total
cloud water, Qliq is the sum of conversion rate of cloud liq-
uid water to precipitation by autoconversion, accretion, and
aggregation processes, Cliq is the cloud liquid water content,
and fice, Qice, and Cice are the equivalent variables for ice
(Croft et al., 2010). The values in Eq. (1) are in-cloud values
(Croft et al., 2010).

2.1 In-cloud scavenging scheme for liquid clouds

The in-cloud process of nucleation scavenging refers to ac-
tivation and growth of aerosol particles into cloud droplets
(Köhler, 1936). When water vapor reaches supersaturation,
a fraction of the aerosol population is activated to cloud
droplets. After these cloud droplets have grown to precip-
itation size, the particles can be removed from the cloud
through precipitation (Wang et al., 1978). The ability of an
aerosol particle to activate to a cloud droplet depends on its
size, chemical composition, and the ambient supersaturation
(Köhler, 1936).

In aerosol modules of global climate models, the aerosol
size distribution can be approximated by, for example, a
modal or sectional discretization, which effectively separates
the size distribution into different size classes (Stier et al.,
2005; Kokkola et al., 2018a). In each size class the fraction
of activated particles can be calculated as the portion of parti-
cles that exceed the critical diameter of activation in that size
class (Köhler, 1936; Croft et al., 2010). However, many mod-
els describe the nucleation scavenging by assuming a con-

stant scavenging coefficient for different aerosol size classes
(Stier et al., 2005; Seland et al., 2008; de Bruine et al., 2018).

The current in-cloud nucleation scavenging scheme for
liquid clouds introduced here calculates the scavenging co-
efficients of aerosol based on the fraction of activated par-
ticles in each size class, i.e., Fi,nuc,liq in Eq. (1). Thus, us-
ing the scheme requires that the atmospheric model incorpo-
rates a cloud activation parameterization that calculates size
segregated cloud activation. Such parameterizations are, e.g.,
Abdul-Razzak and Ghan (2002) and Barahona and Nenes
(2007).

In-cloud impaction scavenging, for liquid clouds, is a
process where aerosol particles collide with existing cloud
droplets and are thereby removed from the interstitial air of
the cloud (Chate et al., 2003). This aerosol scavenging by
cloud droplets is based on coagulation theory, which quan-
tifies the rate of removal. This is further used to define the
scavenging coefficients by impaction (Seinfeld and Pandis,
2006). Commonly, these scavenging coefficients, for the full
aerosol particle distribution, can be calculated as

Fi,imp,liq(dp, t)=

∞∫
0

K(dp,Dliq)n(Dliq, t)dDliq, (2)

where dp is the wet diameter of the aerosol particle, Dliq is
the cloud droplet diameter, K(dp,Dliq) is the collection ef-
ficiency between aerosol particles and cloud droplets, and
n(Dliq, t) is the cloud droplet number distribution (Seinfeld
and Pandis, 2006).

2.2 In-cloud scavenging scheme for ice clouds

In-cloud nucleation scavenging in ice clouds refers to the
formation and growth of ice particles (Seinfeld and Pandis,
2006). When ice particles are formed, they can quickly grow
into precipitation sizes and be removed from the cloud (Ko-
rolev et al., 2011). The formation of ice particles in the atmo-
sphere usually requires an ice nucleus (IN), but they can also
be formed without IN if the temperature is very low (Hobbs,
1993). Aerosol particles which can act as IN are usually in-
soluble (Marcolli et al., 2007). In addition, large particles are
more efficient in acting as IN than small particles (Archuleta
et al., 2005).

The nucleation rate, JT, which is the total number of ice
crystals formed in a unit volume of air per unit time, can be
expressed as the sum of the nucleation rate in a unit volume
of liquid solution, JV, multiplied by the total collective vol-
ume of aerosol particles in a unit volume of air, Vt, and the
nucleation rate on a unit surface area of liquid solution, JS,
multiplied by the total collective surface area of aerosol parti-
cles in a unit volume of air, St (Tabazadeh et al., 2002). How-
ever, experimental studies and thermodynamic calculations
for the ice–water–air system suggest that the total number of
ice crystals formed is dominated by surface-based processes,
so that JSSt� JVVt (Tabazadeh et al., 2002). With this as-
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sumption the total nucleation rate can be simplified to

JT =
1ICNC
1t

= JVVt+ JSSt ≈ JSSt. (3)

Global models usually give the total in-cloud ice nucle-
ation rate, which is here segregated into size-resolved nucle-
ation rates. Since we assume that the number of nucleated ice
particles depends only on the aerosol surface area, the scav-
enging coefficient in ice-containing clouds in size class i is
proportional to the ratio between nucleation rate in the size
class and the total nucleation rate. Thus, for the scavenging
coefficient, for the ice-containing clouds, we get the follow-
ing in each size class:

Fi,nuc,ice =
Si∑
jSj

1ICNC
ni

, (4)

where Si is the surface area concentration of size class i,
1ICNC is the ice crystal number concentration obtained
from the ice cloud activation scheme, and ni is the number
concentration in size class i. The total surface area in each
size class is derived using the associated number or mass me-
dian wet aerosol radius.

2.3 SALSA

To test how the in-cloud wet deposition scheme affects sim-
ulated global aerosol concentrations, we used it with the
SALSA2.0 in our ECHAM-HAMMOZ global model sim-
ulations. In addition, we tested how sensitive the simulated
aerosol concentrations are to emission sizes, mixing, and ag-
ing when this scheme is used. SALSA is the sectional aerosol
module of ECHAM-HAMMOZ global climate model. De-
tails for calculations of aerosol emissions and chemistry in
SALSA are presented in Kokkola et al. (2018a). SALSA is a
very versatile aerosol microphysics module, which has been
implemented in several models of very different spatial res-
olution (Kokkola et al., 2018a; Tonttila et al., 2017; Anders-
son et al., 2015; Kurppa et al., 2019). To describe the aerosol
population, SALSA uses a hybrid bin sectional approach for
calculating the evolution of the size distribution (Chen and
Lamb, 1994; Kokkola et al., 2018a). In SALSA the aerosol
population is divided into two subregions depending on their
size. The first subregion is from 3 nm to 50 nm and the sec-
ond is from 50 to 10 µm. These subregions are further divided
into size sections defining the minimum and maximum di-
ameter of the particles. In each size section the aerosol parti-
cles are assumed to be monodisperse, and chemistry and dif-
ferent microphysical processes are calculated for each size
section separately. In addition, the second subregion is di-
vided into externally mixed soluble and insoluble popula-
tions. A more detailed description of the newest SALSA ver-
sion, SALSA2.0, is presented in Kokkola et al. (2018a).

Originally, SALSA used fixed scavenging coefficients, Fi ,
for different size classes i, in its wet deposition calculations.

These coefficients include all the processes for in-cloud and
below-cloud scavenging (Bergman et al., 2012). The fixed
coefficients, for stratiform and convective clouds with dif-
ferent phases (liquid, mixed, and ice) and solubilities, are
adapted for SALSA from the calculations presented by Stier
et al. (2005), and they are presented in detail in Bergman
et al. (2012). Here we refine the entire scavenging scheme by
calculating the scavenging coefficients online.

We used the Abdul-Razzak and Ghan (2002) cloud acti-
vation scheme to derive the fraction of activated particles in
each size class for our in-cloud nucleation scavenging cal-
culations. However, the original activation scheme considers
only the soluble material in particles and therefore neglects
any possible insoluble material (Abdul-Razzak and Ghan,
2002). For computing the amount of cloud droplets formed,
this is a good assumption, as usually most CCN-sized parti-
cles contain a large fraction of soluble material. However,
when the insoluble fraction is large (> 0.99), the assump-
tion may lead to an underestimation of scavenged particles.
This is because for insoluble particles larger than 1 µm with
thin soluble coating (for instance mineral dust), the insoluble
fraction is ignored in the cloud activation calculation, and
for those particles the activation is calculated as it would be
calculated for particles with an equivalent dry size derived
from of the soluble part of the particles, thus making them
less prone to activation. Therefore, we modified the Abdul-
Razzak and Ghan (2002) activation calculations to account
for the insoluble core in particles. The calculations are oth-
erwise the same, but the critical supersaturation for each size
class is calculated using Eq. (17.38) in Seinfeld and Pandis
(2006). The supersaturation calculations, used in the Abdul-
Razzak and Ghan (2002) cloud activation, for particles con-
taining an insoluble core are presented in Appendix A. As
an input for the in-cloud nucleation scavenging coefficients
in ice clouds, we used the ice crystal nucleation scheme
described in Lohmann (2002). In our model, only particles
which include mineral dust and black carbon are considered
as ice nuclei (Lohmann et al., 2007).

As the in-cloud nucleation scavenging was changed into a
more functional method, we also needed to alter the calcula-
tion of the in-cloud impaction scavenging. We calculate the
in-cloud impaction scavenging in SALSA, for liquid clouds,
using the same method as described in Croft et al. (2010).
This method computes in-cloud impaction as a function of
wet aerosol particle size (rp), wet median aerosol particle
radius (rpg), and cloud droplet radii (Rliq). Using this same
information from our monodisperse size classes for aerosol
particles, we can assume that each size class is a log-normal
mode, and the in-cloud impaction scavenging coefficients,
for liquid clouds, are then obtained as

Fi,imp,liq =3m
(
rpg
)
1t, (5)

where3m
(
rpg
)

is the mean mass scavenging coefficient, and
it is defined as
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3m(rpg)=

∫
∞

0 3(rpg)r
3
pn(rp)drp∫

∞

0 r3
pn(rp)drp

, (6)

and

3(rpg)=

∞∫
0

πR2
liqUt(Rliq)E(Rliq, rpg)n(Rliq)dRliq, (7)

which is called the scavenging coefficient in inverse time
(Croft et al., 2010). In Eqs. (6) and (7) n(rp) is the aerosol
number, Rliq is the cloud droplet radius, Ut(Rliq) is the ter-
minal velocity of cloud droplets, E(Rliq, rpg) is the collision
efficiency between the aerosol particles and cloud droplets,
and n(Rliq) is the cloud droplet number (Croft et al., 2010).

The in-cloud impaction scavenging, for ice clouds, is cal-
culated following Croft et al. (2010), but as our model as-
sumes that the ice crystals are monodisperse, there is no need
to integrate over ice crystal number distribution (Croft et al.,
2010). Thus, the in-cloud impaction scavenging coefficients
are

Fi,imp,ice = πR
2
iceUt(Rice)E(Rice, rpg) ICNC1t, (8)

where Rice is the radius of the ice crystal in its maximum
extent, Ut(Rice) is the terminal velocity of the ice crystals.
and E(Rice, rpg) is the collection efficiency of the collisions
between aerosol particles and ice crystals (Croft et al., 2010).

For below-cloud scavenging, we used the Croft et al.
(2009) method, in which we approximated each size class as
a log-normal mode. The size-dependent collection efficiency
for rain and snow uses an aerosol and collector drop size
parameterization described in detail in Croft et al. (2009).
Several studies have found that below-cloud scavenging of
aerosols does not contribute to the mass deposition budgets
as much as in-cloud scavenging does (Croft et al., 2009;
Croft et al., 2010; Flossmann and Wobrock, 2010). Thus,
we did not analyze below-cloud scavenging separately in our
simulations.

2.4 ECHAM-HAMMOZ

For testing the effect of the current wet-scavenging scheme
on global aerosol properties, we used the latest sta-
ble version of ECHAM-HAMMOZ (ECHAM6.3-HAM2.3-
MOZ1.0), a three-dimensional aerosol–chemistry–climate
model. ECHAM6.3 is a general circulation model (GCM)
and it solves the equations for divergence, temperature, sur-
face pressure, and vorticity (Stier et al., 2005). These large-
scale meteorological prognostic variables can be nudged to-
wards data from operational weather forecast models (Stier
et al., 2005; Kokkola et al., 2018a).

ECHAM6.3 is coupled with the Hamburg Aerosol Model
(HAM), which calculates all of the aerosol properties within
ECHAM-HAMMOZ. These properties include emissions,

deposition, radiation, and microphysics (Stier et al., 2005;
Tegen et al., 2019). HAM has a comprehensive parameteri-
zation for both modal and sectional microphysics represen-
tations of aerosol populations. In addition to BC, the aerosol
compounds included in this study are organic carbon (OC),
organic aerosol (OA) (here assumed to be 1.4 times the
modeled OC mass), sulfate (SO4), mineral dust (DU), and
sea salt (SS). ECHAM6.3 is further coupled to the chem-
istry model MOZ (not used here), which contains a detailed
stratospheric and tropospheric reactive chemistry represen-
tation for 63 chemical species, including nitrogen oxides,
tropospheric ozone, and hydrocarbons (Schultz et al., 2018;
Horowitz et al., 2003). The model does not include secondary
organic aerosols. In addition, the model assumes the same
aerosol emission size distribution per compound and emis-
sion sector throughout the whole world. The SALSA global
aerosol module is coupled in the ECHAM-HAMMOZ global
climate model for all of the simulations presented in this
study.

2.5 Simulations

We used a total of six different simulations to investigate
the performance of the current wet deposition scheme. The
first two simulations were done with the default wet deposi-
tion scheme of SALSA (hereafter referred to as “old”) and
the wet deposition scheme introduced in this study (here-
after referred to as “current”). The treatment of aerosol ag-
ing is identical in baserun_old and baserun_new; i.e., there
is no artificial transfer of insoluble particles to soluble size
classes. However, aerosol mass can be transferred from the
soluble to the insoluble population through coagulation. As
will be shown later, in the default model configuration the
current scheme resulted in spurious BC vertical profiles. To
investigate the reasons for this, we carried out four additional
sensitivity simulations where we changed the assumptions
of emission size distribution, as well as internal mixing and
aging of BC. A schematic of the aerosol emission number
size distribution, (N ), as a function of diameter Dp, for the
different simulations is presented in Fig. 1. In addition, an
overview over the different simulations and their illustrative
colors and line styles in the upcoming figures are presented
in Table 1.

In the model simulations, the runs “baserun_new” and
“baserun_old” are used to compare the current and old in-
cloud scavenging schemes. The simulations “BC_small”,
“BC_large”, “BC_soluble”, and “insol2sol” were conducted
to evaluate the sensitivity of the current in-cloud scaveng-
ing scheme. These sensitivity studies were chosen based on
the findings of Kipling et al. (2016), who studied how model
processes affect the simulated aerosol vertical profiles. Their
study indicated that the processes which have the strongest
effect on aerosol vertical profiles in the HadGEM model are
emission distribution, hygroscopicity, deposition, and micro-
physical processes (Kipling et al., 2016).
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Table 1. Overview of the simulations used in this study.

Setup Description Illustration

baserun_old Old ECHAM-SALSA in-cloud scavenging scheme with fixed scavenging coefficients.

baserun_new Current in-cloud nucleation scavenging using Abdul-Razzak and Ghan (2002) for liquid clouds and
Lohmann (2002) for ice clouds. In-cloud impaction for liquid and ice clouds according to Croft
et al. (2010)

BC_small All BC emissions directed to small insoluble size class.

BC_large All BC emissions directed to large insoluble size class.

BC_soluble All BC emissions directed to soluble population with the same mass distribution as for baseruns.

insol2sol Simulating aging of insoluble particles by moving them to soluble aerosol population after they
activate at 0.5 % supersaturation.

Figure 1. Schematic representation of the number size distribution,
(N ), of aerosols in different simulations as a function of diameter
Dp .

In the first two sensitivity runs, we altered the BC emis-
sion distribution for SALSA. This was done so that all of
the BC emissions were directed to either size class of small
or large insoluble particles, respectively. In the default con-
figuration the BC emission size distributions are log-normal
mass fraction distributions following AEROCOM emission
recommendations (Stier et al., 2005; Dentener et al., 2006),
which are remapped to the SALSA size classes. The mode
radii (rm) and standard deviations σ for the original BC
emission size distributions are rm = 0.015 µm and σ = 1.8,
for fossil fuel emissions and rm = 0.04 µm and σ = 1.8, for
wild-fire emissions (Dentener et al., 2006). In the BC_small
simulation, we directed all BC emissions to an insoluble size
class where particle diameter spans from 50 to 96.7 nm. In
the BC_large simulation, we directed all BC emissions to an
insoluble size class where particle diameter spans from 0.7
to 1.7 µm.

To study the sensitivity of the wet deposition scheme to
BC hygroscopicity, we conducted a simulation where all BC
emissions were directed to soluble size classes. The size dis-
tribution for the emissions was the same as for the baserun
simulations when they are directed to the insoluble classes.
This simulation is referred to as BC_soluble in the model
simulations. In the fourth sensitivity study, called insol2sol,
insoluble particles are transferred to parallel size classes of
soluble particles. This allows for the separation of fresh and
aged particles and is a method to simulate aerosol aging used
also in other global aerosol models (e.g., Stier et al., 2005).
The criterion for transfer is that particles activate at a super-
saturation of 0.5 %.

2.6 Experimental setup

The simulations were performed with ECHAM-HAMMOZ
for the year 2010, with the SALSA aerosol module, using
3-hourly data output, after a 6-month spin-up. The emis-
sions were obtained from the ACCMIP (Emissions for At-
mospheric Chemistry and Climate Model Intercomparison
Project) emission inventories, which are interpolated, for the
period 2000–2100 by using Representative Concentration
Pathway 4.5 (RCP4.5) (Lamarque et al., 2010; van Vuuren
et al., 2011). The model vorticity, divergence, and surface
pressure were nudged towards ERA-Interim reanalysis data
provided by ECMWF (European Centre for Medium-Range
Weather Forecasts) (Simmons et al., 1989; Berrisford et al.,
2011), and the sea surface temperature (SST) and sea ice
cover (SIC) were also prescribed. SST and SIC were ob-
tained from monthly mean climatologies from AMIP (At-
mospheric Model Intercomparison Project). The analysis is
made between the old and the current wet deposition scheme
using the ECHAM-HAMMOZ global aerosol–climate model
with the SALSA aerosol module. In addition, the sensitivity
of the current scheme to emission sizes, aging, and hygro-
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scopicity of BC-containing aerosol is tested using ECHAM-
HAMMOZ with SALSA.

2.7 ATom aircraft measurements

To see how the current scheme and the sensitivity studies
reproduce the vertical properties of different aerosol com-
pounds, we compared the model simulations against air-
craft measurements. The aircraft data were obtained from
all NASA’s ATom missions (1, 2, 3, and 4), and the dataset
was merged data from all instruments which measure atmo-
spheric chemistry, trace gases, and aerosols (Wofsy et al.,
2018).

To get the best representative comparison between the
ATom aircraft measurements and model data, the model data
were sampled to the same time and locations of the aircraft
measurements. For the collocation of model vertical profiles
with observations, we used the Community Intercomparison
Suite (CIS) tool (Watson-Parris et al., 2016).

BC concentrations were measured with a single-particle
soot photometer (NOAA) (SP2) and OA and SO4 concentra-
tions with a CU aircraft high-resolution time-of-flight aerosol
mass spectrometer (HR-AMS) (Wofsy et al., 2018). The
number concentration of particles with a diameter larger
than 100 nm, N100, and total number concentration, Ntot
were combined from the data measured with a nucleation-
mode aerosol size spectrometer (NMASS), an ultra-high-
sensitivity aerosol size spectrometer (UHSAS), and a laser
aerosol spectrometer (LAS) (Brock et al., 2019; Wofsy et al.,
2018).

3 Results

3.1 Differences between simulated values of old and
current wet deposition schemes

First, we compared how aerosol properties differ when using
the old and the current wet deposition schemes. In order to
assess how the two schemes affect aerosol transport and ver-
tical profiles, we compared the modeled aerosol vertical pro-
files over the tropics (0–30◦ N), the midlatitudes (30–60◦ N),
and the Arctic (60–90◦ N). Here we focused on SO4, OC (or
OA), and BC as they are readily available from the ATom
aircraft campaign measurements.

Figure 2 shows the vertical profile of BC, OC, and SO4
mass concentration simulated with the old and the current in-
cloud wet deposition schemes. The different rows show dif-
ferent latitude bands, as horizontally averaged annual means.
The figure illustrates that all three of the compounds show
similar differences in the vertical profiles in all three latitude
bands, between the two runs. The concentrations for each
compound are higher for the current scheme compared to
the old scheme for almost the entire vertical domain. The
differences between the different wet deposition schemes
are greatest at higher altitudes starting from approximately

900 hPa upwards. In the tropics, these differences in the pro-
files are smaller, compared to the other latitude bands, with a
maximum relative difference of approximately 200 % for BC
and OC and slightly exceeding 150 % for SO4. These max-
ima occur at approximately 200 hPa altitude. In the midlat-
itudes, the differences are slightly higher than in the tropics
and the maximum differences in the values are at ∼ 300 hPa
altitude. The current method shows ∼ 350 % higher concen-
trations at maximum for BC and SO4 and ∼ 400 % for OC.
The Arctic shows the largest differences in the compound
profiles in comparison to the other latitude bands. The differ-
ence is largest at∼ 500 hPa altitude where the concentrations
in the current scheme outweigh the concentrations in the old
scheme by ∼ 600 % for BC, 650 % for OC, and 800 % for
SO4. As emissions of these aerosol particles in the Arctic are
low, most aerosol is transported into the Arctic from emis-
sion regions outside the Arctic. It is thus evident that the wet
removal of these aerosol particles is reduced in the current
scheme, which allows for the particles to be transported to
higher altitudes and longer distances. In addition, we found
that the model accumulates BC at the higher altitudes in sim-
ulations spanning several years (not shown), which can be
considered spurious behavior.

Figure 3 shows the vertical profile of the number concen-
tration of particles with diameters larger than 100 nm, N100,
and the total number concentration, Ntot. The N100 profiles
show similar differences between the old and the current
scheme as for the concentration profiles of different com-
pounds in Fig. 2. In addition, the relative increase in the
concentrations in the current wet deposition scheme is simi-
lar. This can be explained by changes in nucleation scaveng-
ing in the current scheme, which reduces the wet removal
of large particles and thus increases the number concentra-
tion of large particles. Particles larger than 100 nm act as a
condensation sink for H2SO4 and thus an increase in N100
leads to reduced new particle formation (NPF) and thus to
decreased number concentrations of small particles. This can
be seen in the Ntot profiles, which show a decrease in the
current scheme. This difference is most pronounced in the
Arctic, where the relative difference between the current and
old schemes in the Ntot concentration reaches its maximum
of ∼ 90 % at ∼ 400 hPa. In addition, the changes in rates of
NPF and impaction scavenging in our current scheme result
in an increased removal of small aerosol particles and thus
reduce concentrations even more. These effects become evi-
dent when looking at size-resolved wet deposition fluxes.

The annual and global average size distributions of the
wet deposition flux of the old and current in-cloud scav-
enging schemes are presented in Fig. 4. The wet deposi-
tion size distributions confirm what has been observed in the
vertical aerosol profiles. There are only modest changes in
the mass fluxes between the old and the current schemes.
In the soluble population the largest difference is in the
size class, which spans diameters between 190–360 nm,
where the current scheme exceeds the value of the old
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Figure 2. Vertical profiles of BC (a–c), OC (d–f), and SO4 (g–i), simulated with old and current in-cloud wet deposition schemes at different
latitude bands. Note the different units for the different compounds.

scheme by 0.003 µg (m2 s)−1. On the other hand, in the size
class 1.7–4.1 µm, the old scheme has a higher value by
0.002 µg (m2 s)−1. In the insoluble population the current
scheme exceeds the value of the old scheme by approxi-
mately 0.002 µg (m2 s)−1 in the size class 190–360 nm, but
in the largest size class the value of the old scheme is higher
by 0.005 µg (m2 s)−1. As in steady state the total emissions
of a compound must match its total removal, these differ-
ences mostly stem from changes in the interplay between
dry- and wet deposition processes. However, the number flux
in smaller than 50 nm size classes of the soluble population is
halved, affecting mainly the removal of SO4 in the smallest
size classes. In addition, there is a small increase of approx-
imately 106 (m2 s)−1 in the current scheme in the size class
between 190 and 360 nm. For larger than 360 nm size classes
the changes are insignificant. These results can be explained
by increased concentrations of medium-sized and large par-
ticles in the current scheme, which act as a condensation sink
for SO4. This leads to fewer small particles as they are mainly

formed through NPF from gaseous H2SO4. This effect can
also be seen in Fig. 4 as a slight increase in removed sulfate
mass in the accumulation-sized particles of both the soluble
and insoluble aerosol populations. As a consequence of the
atmospheric concentration of small particles, the wet deposi-
tion flux for the smallest size classes is reduced in the current
scheme compared to the old.

The lifetime of different aerosol compounds was calcu-
lated by dividing the annual mean global mass burden of each
compound by the annual mean emissions of the same com-
pound (Lund et al., 2018). The lifetimes for different com-
pounds can be found in Table 2. The global mean lifetime
for BC was 9.23 d for the old scheme and 14.62 d for the
current scheme. However, experimental studies from differ-
ent aircraft campaigns indicate that the BC lifetime should
be less than 5.5 d (Lund et al., 2018). This is a very interest-
ing result: the more physical wet deposition scheme produces
more spurious atmospheric lifetimes for BC. Consequently,
the ability of the ECHAM-HAMMOZ global climate model,
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Figure 3. Vertical profiles of the N100 (a–c) and Ntot (d–f) con-
centrations, simulated with old and current in-cloud wet deposition
schemes in different latitude regions.

with the SALSA aerosol module, to reliably simulate aerosol
vertical profiles and long-range transport of aerosol is also
decreased when using the more physical scheme with the de-
fault model setup. This may be due to the fact that a more
physical treatment of the wet deposition processes makes the
model more sensitive to influences outside of the parameter-
ization. We therefore performed further sensitivity simula-
tions and compared their results to observational data.

3.2 Sensitivity simulations

As reported in the previous section, ECHAM-HAMMOZ,
using the SALSA aerosol module, with the current, more
physical scheme, in its default setup, produced spuriously
long lifetimes of all aerosol compounds, especially BC. With
the sensitivity simulations we aimed to explore different pos-
sibilities to improve the BC vertical profiles and long-range
transport in the model. In order to increase nucleation scav-
enging of BC, we considered three different possibilities

Figure 4. Wet deposition flux size distributions of different aerosol
compounds simulated with old (left column) and current (right col-
umn) in-cloud wet deposition schemes. The top four panels show
the wet deposition flux for the mass distribution and the lower four
for the number distribution. Different rows show values for the dif-
ferent solubility types.

to make BC-containing particles more susceptible to cloud
droplet activation. One way to achieve this is to emit BC
into larger particles, which require less aging to be acti-
vated at a given supersaturation. This was tested in simula-
tion BC_large. Another way is to mix BC with soluble com-
pounds in order to enhance hygroscopicity of BC-containing
particles and thus their cloud activation susceptibility. This
can be done in two ways: either by emitting BC directly to
soluble size classes (simulation BC_soluble) or by emitting
BC to insoluble size classes and transferring particles to sol-
uble classes after aging (simulation insol2sol). A third way is
to emit BC into smaller size classes in order to facilitate the
transfer of BC into larger, more easily activated particles by
coagulation (simulation BC_small).

Figure 5 shows vertical profiles of BC, OA, and SO4 simu-
lated with the current wet deposition scheme for the different
sensitivity simulations and with the old scavenging scheme,
together with the average values from ATom aircraft mea-
surements. The gray shaded area shows the standard devia-
tion for the aircraft measurements. For BC, the simulations
baserun_old, BC_large, BC_soluble, and insol2sol show a
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Figure 5. Mean vertical profiles of BC (a–c), OA (d–f), and SO4 (g–i), modeled with different studies, compared to the mean of ATom
aircraft measurements at different latitude bands. To the right of every panel is the number of observations measured by the device, at each
vertical level, from the ATom aircraft measurement campaigns. Note the different units for the different compounds.

better match with observed vertical profiles than the other
simulations in every latitude band. These simulations fall
between the standard deviation limits of the ATom aircraft
simulations almost everywhere, with the exception of the
tropics, where they underestimate the concentrations start-
ing from ∼ 600 hPa downwards. In addition, in the trop-
ics, BC_soluble and insol2sol represent the BC concentra-
tions slightly better than BC_large and baserun_old between
500 and 300 hPa. BC_small and baserun_new overestimate
the BC concentrations at all latitudes, except in the trop-
ics at lower altitudes starting from ∼ 700 hPa downwards,
where they represent the BC concentrations slightly better
than the other sensitivity simulations. As we saw in the pre-
vious chapter, the reduced efficiency in the wet deposition in-

creases BC concentrations at higher altitudes, which causes
baserun_new to overestimate the BC concentrations. This is
because the default emission sizes of BC particles are not
very susceptible to cloud activation. In addition, although
BC_small aimed at increasing BC wet removal by emitting
BC to small particle sizes and thus enhancing their collection
by coagulation to large particles, it is apparent that coagula-
tion is not very efficient in doing so.

Compared to baserun_new, most of the sensitivity stud-
ies show better agreement of the modeled BC profiles with
the measurements. However, it needs to also be checked how
they affect OA and SO4 concentrations. At all latitude re-
gions OA concentrations in all of the simulations show sim-
ilar results as the measurements. Exceptions exist for in-
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sol2sol and baserun_old simulations, which underestimate
OA concentrations in the midlatitudes as well as at higher
altitudes in the tropics and the Arctic. In the tropics the in-
sol2sol simulation underestimates OA concentrations start-
ing from approximately 700 hPa upwards and baserun_old
from approximately 400 hPa upwards. In addition, the old
scheme underestimates the OA concentrations at higher al-
titudes in the midlatitudes and the Arctic. The shape of the
curve of the old scheme is different compared to observations
and the rest of the simulations, especially in the Arctic. The
old scheme exhibits a concentration minimum between 400
and 500 hPa, while observations are near the maximum val-
ues at those altitudes. At most, insol2sol underestimates the
measurements at the highest altitudes, in all of the latitude
bands, where the concentrations are over 1 order of magni-
tude less than the measurements. As the aging of aerosol par-
ticles in insol2sol is simulated by moving all insoluble parti-
cles that can activate to cloud droplets at 0.5 % supersatura-
tion, almost all OA that is originally emitted to insoluble size
classes is moved to soluble size classes. Thus, this enhances
the activation and consequently the wet deposition of OA.
Faster wet removal reduces the amount of OA transported
to higher altitudes and thus reduces the OA concentrations.
OA concentrations from all other simulations fall between
the standard deviation limits of the ATom aircraft measure-
ments everywhere, with only a slight overestimation between
approximately 900 and 800 hPa in the tropics.

For SO4, all of the sensitivity simulations show similar
trends as the measurements but overestimate concentrations
almost everywhere. In the tropics, the shape of the vertical
profile in baserun_old is similar to the observations and the
rest of the simulations. In the midlatitudes, the vertical pro-
file in baserun_old shows stronger variation than observa-
tions and the rest of the simulations, overestimating the val-
ues below 800 hPa and overestimating them above 600 hPa.
Over the Arctic, baserun_old underestimates concentrations
throughout the whole column, the maximum difference to
observed values being almost 1 order of magnitude. The ef-
fect that insol2sol has on OA concentrations is also visible
in the SO4 profiles, but here the effect is much weaker. In
the tropics, insol2sol and baserun_old show better agreement
with the measurements from 700 hPa upwards than the other
simulations, with only a slight overestimation. Between ap-
proximately 900 and 700 hPa, all of the simulations over-
estimate the measurements. This may be due to simplified
sulfate chemistry in the model as SO4 is mainly formed
through chemical transformation (Feichter et al., 1996). In
the midlatitudes, all simulations overestimate the SO4 con-
centrations, with the exception of insol2sol and baserun_old.
The insol2sol reproduces the SO4 profile slightly better than
the other simulations from approximately 600 hPa upwards.
However, near the surface, all simulations overestimate the
SO4 concentrations by approximately half an order of mag-
nitude. In the Arctic, all of the simulations have similar SO4
profiles with a slight overestimation between approximately

Figure 6. Mean vertical profiles of the N100 (a–c) and Ntot (d–
f) concentrations, modeled with different studies, compared to the
mean of ATom aircraft measurements in different latitude regions.

700 and 300 hPa altitude, with the exception of baserun_old.
In addition, at the highest altitudes all of the simulations un-
derestimate the SO4 concentrations. The different sensitiv-
ity tests do not alter the SO4 concentrations much compared
to baserun_new because most of it condenses onto soluble
particles. In addition, the new particles formed through nu-
cleation are added to the soluble aerosol population. Thus,
the SO4 vertical profiles are similar in all of the sensitivity
simulations, with the exception of insol2sol where some of
the SO4, which repartitions from the insoluble to the soluble
population, is activated more efficiently.

Figure 6 shows the vertical profiles ofN100 andNtot, simu-
lated with different studies, together with ATom aircraft mea-
surements. From the figure we can see that N100 profiles
between different sensitivity simulations are similar in the
midlatitudes and the Arctic. In these latitude bands, the sen-
sitivity simulations slightly underestimate the N100 concen-
trations when compared to the measurements, but the trend
is similar throughout the entire vertical column. However,
insol2sol underestimates the N100 profiles slightly more in
the midlatitudes and the Arctic. In addition, baserun_old un-
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derestimates N100 profiles even more than the other simula-
tions, especially in the Arctic, where the maximum differ-
ence occurs at approximately 500 hPa altitude and is more
than 90 cm−3 less than observed values. In the tropics, the
simulations show a good correlation with the measurements
as almost all of the profiles follow the shape of the profile
of the ATom aircraft measurements, except for the surface
concentrations, which are underestimated by a factor of ap-
proximately 2.5 compared to the measurements. In addition,
in the tropics, insol2sol and baserun_old underestimate N100
more than the other simulations from 800 hPa upwards. For
insol2sol, this is also due to more efficient activation com-
pared to baserun_new for medium-sized particles which re-
duces the transport to higher altitudes.

The Ntot profiles are similar in shape in all sensitivity sim-
ulations, with only a modest difference (600 cm−3 at maxi-
mum), mostly at higher altitudes. In the tropics the trend of
the profiles varies between simulations and measurements.
All of the simulations tend to overestimate the Ntot con-
centrations at the surface and at the highest altitudes by
over 50 %. However, they underestimate the Ntot concentra-
tions at approximately 400–700 hPa, with the exception of
baserun_old, which overestimates these concentrations. In
the midlatitudes, all of the simulations representNtot concen-
trations fairly well (approximately 500 cm−3 underestima-
tion and 4000 cm−3 overestimation at most) when compared
to the measurements, with the exception of baserun_old,
which overestimates these concentrations at all altitudes with
almost 1 order of magnitude at maximum. However, in the
Arctic, all of the sensitivity simulations underestimate the
Ntot profiles. At higher altitudes, starting from approximately
600 hPa upwards, insol2sol underestimates Ntot least, show-
ing quite good agreement with the measurements with only
around 300 cm−3 difference at most. The baserun_old sim-
ulation, on the other hand, shows good agreement with the
measurements at highest altitudes and below 600 hPa but
overestimates the Ntot profile between 600 and 200 hPa by
over 5000 cm−3 at most.

One of the reasons for the differences in the Ntot and N100
surface concentrations may be due to a misrepresentation of
the emitted particle size distribution. In ECHAM-HAMMOZ
the same aerosol emission size distribution per compound
and emission sector is assumed throughout the whole world,
which is not very realistic for every aerosol particle source
(Paasonen et al., 2016). At higher altitudes, the aerosol mi-
crophysical processes correct the aerosol size distribution to-
wards more realistic profiles.

To investigate the effects of the different sensitivity stud-
ies further, we computed the size and mass distribution of the
wet deposition flux (Fig. 7). The mass fluxes in the soluble
population do not change much between baserun_new and
the different sensitivity studies, except for the insol2sol sim-
ulation, which allows for sufficiently hygroscopic particles
of the insoluble population to be repartitioned to the solu-
ble population. This leads to an increase in DU mass in the

soluble population and a decrease in the insoluble popula-
tion. In addition to more efficient wet removal of DU due to
this process, this also increases dry deposition and sedimen-
tation (not shown) of DU in insol2sol. For the mass fluxes in
the insoluble population, BC_large and BC_soluble show an
increase in the largest size class for DU. This effect is due
to more efficient removal of BC-containing particles, which
allows for more SO4 to condense on larger, DU-containing
particles, which enhances the activation of these particles.

The number fluxes in the soluble population for the dif-
ferent sensitivity simulations show most change in the two
smallest size classes, which increase by a factor of approx
1.3 in the insol2sol simulation and approximately 1.1 for
BC_large and BC_soluble when compared to baserun_new
(shown in Fig. 4). These differences stem from changes in
medium-sized and large particle concentrations, which act as
a condensation sink for SO4 and thereby regulate the amount
of SO4 available for new particle formation. In addition, there
is a slight increase in OC in the insol2sol-simulated number
distribution, which is being transferred from the insoluble
population. Otherwise, there is no notable change in other
compounds as the SO4 dominates the number distribution in
the soluble population. The relative BC mass contribution to
the wet deposition number flux of the insoluble aerosol popu-
lation reflects the assumptions made in the different sensitiv-
ity studies very well. While for BC_large and BC_soluble the
BC mass fraction in the medium-sized insoluble particles dis-
appears, in BC_small the BC fraction in the 50 to 100 nm in-
soluble particles is about 3 times larger than in baserun_new
(shown in Fig. 4). This shows that coagulation is not effective
in moving BC from these small insoluble particles to large
soluble particles. In insol2sol, most of the BC is transferred
from the insoluble to the soluble aerosol population before
removal, which can be seen in a strong decrease in removed
insoluble aerosol number for that simulation.

In addition to the evaluation of the simulated vertical
aerosol profiles, we used the modeled atmospheric lifetimes
of all aerosol compounds as an indicator of the model skill
in the different simulations. Here we estimated the atmo-
spheric lifetime of a compound as the yearly and global
mean mass burden of the compound divided by its to-
tal yearly mean emission. The compiled mean lifetimes
for the different simulations and compounds as well as
the mean and spread of lifetimes from several AEROCOM
models (CAM5-ATRAS, EC-Earth, TM5, ECHAM-HAM,
ECHAM-SALSA, ECMWF-IFS, EMEP, GEOS, GFDL-
AM4, GISS-OMA, INCA, NorESM2, OsloCTM3, and
SPRINTARS) are presented in Table 2 (Gliß et al., 2020).
The spread is calculated as half the difference between the
first and third quantiles (Gliß et al., 2020).

With the assumption that the AEROCOM mean atmo-
spheric lifetimes are the current best guess, we can use Ta-
ble 2 to select a simulation that best reproduces these mean
lifetimes and therefore could be regarded as the best solution
to address the overestimated BC lifetimes in baserun_new.
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Figure 7. Wet deposition flux size distributions of different aerosol compounds simulated with different sensitivity simulations. Each column
represents a different sensitivity study and each row the solubility type. The top two rows show the mass size distribution of the wet deposition
flux and the bottom two rows the number size distribution.

Table 2. Lifetimes of compounds from different simulations as well as mean and spread from different AEROCOM models.

baserun_old baserun_new BC_small BC_large insol2sol BC_soluble AEROCOM σAEROCOM

τBC (d) 9.23 14.62 16.49 5.78 5.04 4.98 5.8 2.3
τDU (d) 4.07 5.36 5.69 5.00 1.06 4.86 4.5 1.9
τSO4 (d) 4.02 6.10 6.37 5.73 4.69 5.67 4.7 1.6
τOC (d) 6.38 9.44 9.52 9.03 4.90 8.90 6.1 2.0
τSS (d) 1.59 1.57 1.57 1.56 1.55 1.56 0.82 0.56

However, we must keep in mind that AEROCOM means are
global-climate-model-based results, and thus it is not com-
pletely certain that these lifetimes of different compounds
reflect the actual lifetimes in the real atmosphere. While
baserun_old, baserun_new, and BC_small overestimate the
BC lifetime by factors of 1.6, 2.5, and 2.8, respectively,
BC_large, insol2sol, and BC_soluble all produce BC life-
times within 1 d of the AEROCOM mean. In addition, the
BC lifetimes should be less than 5.5 d according to Lund
et al. (2018). However, the different sensitivity studies also
affect the atmospheric lifetimes of the other species, and
some of them considerably. For instance, the lifetime of DU
in insol2sol is almost 4.5 times shorter than the AERO-

COM mean, while both BC_large and BC_soluble overes-
timate this mean only slightly by half a day. On the other
hand, the atmospheric lifetime of OC in insol2sol is clos-
est to the AEROCOM mean compared to all other simula-
tions using the current wet deposition scheme. However, in
this setup of ECHAM-HAMMOZ all OC is emitted as pri-
mary particles, while in reality a large fraction of the organic
aerosol is formed as secondary organic aerosol (SOA) in the
atmosphere. Modeling the processes leading to SOA forma-
tion more realistically would most likely affect the modeled
OC lifetimes quite substantially. The atmospheric lifetime of
SO4 in insol2sol is also closest to the AEROCOM mean, but
BC_large and BC_soluble also model the SO4 lifetime fairly
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well. For SS, the atmospheric lifetime does not change when
changing the wet removal algorithm or during any of the sen-
sitivity tests as SS is only emitted to the soluble population.
The lifetimes for all simulations are more than 0.7 d higher
than the AEROCOM mean (about a factor of 2). This has al-
ready been discussed by Kokkola et al. (2018a) and Tegen
et al. (2019).

4 Conclusions

We developed an in-cloud nucleation wet deposition scheme
for liquid and ice clouds. For liquid clouds, the scavenging
coefficients are calculated using the size-segregated fraction
of activated particles from a cloud activation scheme. For
ice clouds, the scavenging coefficients are calculated based
on the surface area concentration of each size class (see
Tabazadeh et al., 2002).

We used the SALSA microphysics scheme coupled with
the ECHAM-HAMMOZ global aerosol–chemistry–climate
model to evaluate the differences between the old and cur-
rent wet deposition schemes. In addition, we used ECHAM-
HAMMOZ with SALSA to test the sensitivity of the simu-
lated aerosol concentrations to model assumptions of emis-
sion sizes, mixing, and aging when the current in-cloud
wet deposition scheme was used. In its original setup,
SALSA used fixed scavenging coefficients for modeling
wet deposition. Here, we used the Abdul-Razzak and Ghan
(2002) cloud activation scheme for the calculations of
size-dependent nucleation scavenging coefficients in liquid
clouds. For ice clouds, we used the scheme of Lohmann
(2002) for providing the ice nucleation rates for the nucle-
ation scavenging scheme (see Tabazadeh et al., 2002). The
in-cloud impaction scavenging for SALSA was adapted from
the method for the modal scheme by Croft et al. (2010).

Compared to using fixed scavenging coefficients, the cur-
rent scheme showed an increase in BC, OA, and SO4 vertical
profiles almost throughout the entire vertical domain for all
latitude bands. In the Arctic region this increase was most
pronounced, with a maximum increase of up to 800 %. The
differences in vertical profiles had similar functional shapes
in all latitude bands and for all three compounds. The in-
crease was mainly due to a decrease in the nucleation scav-
enging of aerosol particles in the current scheme, which
increased aerosol transport into the upper atmosphere and
subsequently to the Arctic region. The current scheme also
showed a significant increase of up to 600 % at maximum
in the number concentration of particles larger than 100 nm,
which was similar in shape to the change in aerosol com-
pound mass. However, the number concentration of particles
smaller than 100 nm decreased everywhere, with a maximum
decrease of 90 % in the Arctic. This could imply that new par-
ticle formation was reduced in the current scheme due to the
increased concentration of large particles, which increased
the condensation sink for SO4. In addition, the changes in

impaction scavenging rates in the current scheme compared
to the original setup can reduce the number concentration of
particles smaller than 100 nm (Croft et al., 2010).

An evaluation of the current wet deposition scheme against
ATom aircraft measurements showed that, using the default
setup of the host model, the current scheme overestimated
BC mass concentrations, especially at higher altitudes. Addi-
tional sensitivity simulations showed that the model skill of
reproducing measured vertical BC mass concentration pro-
files could be improved a lot by directing the BC emissions
to larger or to more soluble size classes or by transferring
BC-containing particles to soluble size classes after aging.
These sensitivity studies also produced BC atmospheric life-
times which were closest to the AEROCOM model mean
(Gliß et al., 2020). Emitting BC to smaller size classes,
on the other hand, overestimated the aerosol mass concen-
trations and BC atmospheric lifetime even more. However,
changing the distribution of BC in the sensitivity simulations
also affected the mass concentrations of other aerosol com-
pounds. For instance, transferring insoluble particles to sol-
uble size classes after aging led to an underestimation of the
observed OA concentrations at higher altitudes, while in the
other simulations OA concentrations fell between the stan-
dard deviation limits of ATom measurements almost every-
where. The modeled atmospheric lifetime of OA, on the other
hand, compared best to the AEROCOM mean when transfer-
ring aged insoluble particles to soluble size classes. How-
ever, as in this study secondary processes of OA formation
were neglected, we did not use OA as an indicator for the
skill of our wet deposition scheme. For SO4, the insoluble-
to-soluble transfer reproduced the observed concentrations
slightly better at higher altitudes in the tropics. Nevertheless,
all simulations showed similar results for SO4 concentra-
tions, with only a slight overestimation when compared to the
aircraft observations. In addition, SO4 atmospheric lifetimes
did not vary much across the different sensitivity studies. All
of the sensitivity studies reproduced aerosol number concen-
tration profiles fairly well. However, the insoluble-to-soluble
transfer considerably underestimated the concentrations of
activation-sized particles at the highest altitudes in the trop-
ics, which was strongly tied to the underestimation of OC
at these altitudes. Furthermore, the atmospheric lifetime of
atmospheric mineral dust (DU) was strongly underestimated
in the simulation using insoluble-to-soluble transfer of aged
particles. The atmospheric lifetimes of SS did not change be-
tween the different sensitivity studies. All in all, while rea-
sonable BC vertical profiles and atmospheric lifetimes could
be achieved with the current wet deposition scheme in three
of the sensitivity studies, namely emitting BC to more hy-
groscopic or to larger particles or transferring insoluble, BC-
containing particles, to soluble size classes, only the first op-
tion is really suitable. Emitting BC to large particles is quite
unrealistic because the emission size of BC-containing parti-
cles is fairly well established (Tissari et al., 2008; Krecl et al.,
2017; Corbin et al., 2018; Zhang et al., 2019) and insoluble-
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to-soluble transfer, on the other hand, leads to atmospheric
lifetimes of DU that are too small.

To conclude, even though the current in-cloud wet de-
position scheme is more physically sound than using fixed
scavenging coefficients, it failed to reproduce global aerosol
fields adequately in the default setup of the host model. This
can be seen from the spuriously long lifetimes of all aerosol
species. In particular, the BC atmospheric lifetime was al-
most 3 times as large as what observations indicate (Lund
et al., 2018). Based on the results of our sensitivity simu-
lations, the ECHAM-HAMMOZ global climate model with
the SALSA aerosol module produces the best vertical pro-
files and aerosol lifetimes with the current scheme if BC is
mixed with more soluble compounds at emission time. In the
future, model development should include the study of the ef-
fects of the gas-to-particle partitioning of semivolatile com-
pounds which could have a significant impact on the modeled
aerosol vertical profiles. In addition, the issue of the level
of mixing of BC with soluble compounds during emissions
and in the subgrid-scale processing should be further investi-
gated.
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Appendix A: Calculations for particles containing an
insoluble core

The calculations for the particles containing an insoluble core
are based on the technical report by Kokkola et al. (2008),
where the critical supersaturation is obtained as
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and

d =D3
p,0, (A4)

where Dp,0 is the diameter of the insoluble core.
In Eq. (A3), A and B are obtained from Seinfeld and Pan-

dis (2006). A describes the increase in water vapor pressure
due to the curvature of the particle surface and is denoted as

A=
4Mwσw

RρwT
, (A5)

whereMw is the molecular weight of water, ρw is the density
of water, σw is the surface tension of the droplet, T is the
temperature, and R is the universal gas constant. B is called
the solute effect term and is denoted as

B =
6nsMw

πρw
, (A6)

where ns is the moles of solute in a droplet.
Using this new expression for the critical supersaturation,

the effective critical supersaturation, maximum supersatura-
tion, and the number fraction of activated particles for each
size class can be calculated using Eqs. (8), (9), and (12)–(15)
from Abdul-Razzak and Ghan (2002).
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Code availability. The stand-alone zero-dimensional version of
SALSA2.0 is distributed under the Apache-2.0 license and
the code is available at https://github.com/UCLALES-SALSA/
SALSA-standalone/releases/tag/2.0 (last access: 23 May 2018;
Kokkola et al., 2018b) with https://doi.org/10.5281/zenodo.
1251668.

The ECHAM6-HAMMOZ model is made available to the
scientific community under the HAMMOZ Software License
Agreement, which defines the conditions under which the
model can be used. The license can be downloaded from
https://redmine.hammoz.ethz.ch/attachments/291/License_
ECHAM-HAMMOZ_June2012.pdf (last access: 29 June 2012;
HAMMOZ consortium, 2012).

The model data can be reproduced using the model revision
r5511 from the repository https://redmine.hammoz.ethz.ch/
projects/hammoz/repository/changes/echam6-hammoz/branches/
fmi/fmi_trunk (last access: 8 March 2019; HAMMOZ consortium,
2019a, b). The settings for the simulations are given in the same
folder (“gmd-2020-220”).

Data availability. The data for reproducing the figures and codes
for the figures can be obtained directly from authors or from https:
//etsin.fairdata.fi/dataset/f3cb5807-66fe-4a0d-a20a-ac208d3aab5a
(last access: 29 June 2020; Holopainen et al., 2020) with https:
//doi.org/10.23729/301df277-8147-4700-8652-ca491f2b58a6.
All other input files are ECHAM-HAMMOZ standard
and are available from the HAMMOZ repository (see
https://redmine.hammoz.ethz.ch/projects/hammoz; HAMMOZ
consortium, 2019a, b).

ATom aircraft data can be obtained through the Oak Ridge
National Laboratory (ORNL) Distributed Active Archive Cen-
ter (DAAC) https://daac.ornl.gov/cgi-bin/dsviewer.pl?ds_id=1581
(last access: 25 November 2019; Wofsy et al., 2018) with https:
//doi.org/10.3334/ORNLDAAC/1581.
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1. Introduction
Atmospheric aerosols affect the climate by scattering and absorbing solar radiation directly (Seinfeld & 
Pandis, 2006). In addition, they have a possibility to go through aerosol-cloud-interactions impacting the life-
time, formation, and the radiative properties of the clouds (Albrecht, 1989; Kerminen et al., 2005; Makkonen 
et al., 2009; Twomey, 1991). As the magnitude of the climate effects of atmospheric aerosol particles are uncer-
tain, it causes a large uncertainty to the estimation of radiation budget of the Earth (IPCC, 2021).

One source of uncertainty in estimating the climate effects of anthropogenic aerosol is that the sensitivity of 
radiative forcing (RF) to perturbations by anthropogenic aerosol depends on the amount of natural background 
aerosol (Carslaw et al., 2013). One significant source of natural aerosol is vegetation as aerosol particles can 
be formed through oxidation of biosphere emitted volatile organic compounds (VOCs) (Donahue et al., 2013; 
Kulmala, Petäjä, et al., 2014; Schobesberger et al., 2013). VOCs are carbon-structured molecules which evaporate 
in ambient conditions (Faiola & Taipale, 2020). A majority of the emitted VOCs originate from terrestrial vege-
tation such as trees and plants (Guenther et al., 2012; Jimenez et al., 2009; Sporre et al., 2020). These biogenic 

Abstract Plant stress in a changing climate is predicted to increase plant volatile organic compound (VOC) 
emissions and thus can affect the formed secondary organic aerosol (SOA) concentrations, which in turn 
affect the radiative properties of clouds and aerosol. However, global aerosol-climate models do not usually 
consider plant stress induced VOCs in their emission schemes. In this study, we modified the monoterpene 
emission factors in biogenic emission model to simulate biotic stress caused by insect herbivory on needleleaf 
evergreen boreal and broadleaf deciduous boreal trees and studied the consequent effects on SOA formation, 
aerosol-cloud interactions as well as direct radiative effects of formed SOA. Simulations were done altering 
the fraction of stressed and healthy trees in the latest version of ECHAM-HAMMOZ (ECHAM6.3-HAM2.3-
MOZ1.0) global aerosol-climate model. Our simulations showed that increasing the extent of stress to the 
aforementioned tree types, substantially increased the SOA burden especially over the areas where these trees 
are located. This indicates that increased VOC emissions due to increasing stress enhance the SOA formation 
via oxidation of VOCs to low VOCs. In addition, cloud droplet number concentration at the cloud top increased 
with increasing extent of biotic stress. This indicates that as SOA formation increases, it further enhances 
the number of particles acting as cloud condensation nuclei. The increase in SOA formation also decreased 
both all-sky and clear-sky radiative forcing. This was due to a shift in particle size distributions that enhanced 
aerosol reflecting and scattering of incoming solar radiation.

Plain Language Summary Recent studies have predicted that when trees and plants are attacked 
by insects they become stressed and start to emit more gaseous organic compounds. These compounds can 
then go through certain chemical processes to form atmospheric particles which affect the climate by scattering 
and reflecting incoming solar radiation, and affecting cloud formation. In order to understand the effects of 
plant stress caused by insects attacking trees, we modeled them using a climate model which can simulate how 
particles can affect the climate. We found out that the more trees were stressed, the more gases they emit, which 
in turn enhanced atmospheric particle formation. This increase in the amount of particles led to an increase in 
the amount of cloud droplets as there are more particles which can act as cloud seeds. The increase in particles 
also increased the amount of solar radiation reflected back to space.
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VOCs are highly reactive and play an important role in atmospheric chemistry processes (Carter, 1994; de Gouw 
et al., 2018; Griffith et al., 2016).

VOCs serve important ecological functions in plant defense and communication. Trees and plants emit VOCs to 
protect them from high temperature stress (Materić et al., 2015; Sharkey & Yeh, 2001) and to interact (such as 
attracting pollinators) with other organisms (Baldwin et al., 2002; Proffit et al., 2020). It has also been suggested 
that trees communicate with each other through emitting VOCs (Runyon et al., 2006; Ueda et al., 2012; Zebelo 
et al., 2012). VOC emissions can be altered by abiotic (non-living) or biotic (living) plant stressors. Major abiotic 
plant stressors include extreme heat or drought (He et  al.,  2018). Major biotic plant stressors include insect 
herbivory or pathogens (J. K. Holopainen & Gershenzon, 2010; Zhao et  al.,  2017). Abiotic and biotic stress 
factors cause deviation from plants optimal living conditions and thus are known to alter the rate and spectrum 
of VOC emissions (Faiola & Taipale, 2020; J. K. Holopainen, 2004; J. K. Holopainen & Gershenzon, 2010; J. 
K. Holopainen et al., 2018; Niinemets, 2010). Especially the biotic stress factors can enhance the VOC emission 
rates of for example, monoterpene or sesquiterpene (Faiola & Taipale, 2020; Taipale et al., 2021).

Non-refractory particles less than 1 micron in diameter are composed of 20%–90% organic aerosol (OA) with a high 
level of spatial and temporal variation (Jimenez et al., 2009; Murphy et al., 2006; Zhang et al., 2007). From these 
OA particles around 60%–70% is secondary organic aerosol (SOA) in a global scale (Goldstein & Galbally, 2007; 
Hallquist et al., 2009; Zhang et al., 2007). SOA is formed through oxidation of volatile, and semivolatile, organic 
species and the subsequent gas-to-particle partitioning of the oxidation products (Faiola & Taipale, 2020; Hallquist 
et al., 2009; Jimenez et al., 2009; Zhang et al., 2007). Consequently, increased plant stress VOC emissions can lead 
to enhanced formation of SOA with subsequent impacts on cloud formation and radiative transfer (Kerminen & 
Kulmala, 2002; Taipale et al., 2021). The sources, sinks, and atmospheric processing of SOA are uncertain which 
causes also uncertainty to the estimation of RF of aerosols in global climate models (Sporre et al., 2020; Tsigaridis 
et al., 2014). In addition, the contribution of biotic stress to VOC emissions and further to SOA formation is not 
usually considered in global aerosol-climate models and thus more investigation is needed to more precisely eval-
uate the effects of SOA to atmosphere (Faiola & Taipale, 2020). However, there has been studies which state that 
biotic plant stress can massively influence the size and amount of formed SOA through enhancing of VOC emis-
sions as well as affect the cloud condensation nuclei (CCN) concentrations in global model simulations. For exam-
ple, Joutsensaari et al. (2015) found that increasing monoterpene emissions by 10-fold, and assuming that 10% of the 
boreal forest area is experiencing biotic stress, increases the total particulate mass by 480% and CCN concentrations 
by 45% locally. In addition, Taipale et al. (2021) showed that biotic stress in plants is capable to perturb the amount 
and size of aerosol particles as well as increase the amount of newly formed particles. Unfortunately, these studies 
are using assumptions of biotic stress factors or limited to process level only and does not take into account the actual 
feedbacks of biotic stress induced SOA to radiative effects.

Here, we used the ECHAM-HAMMOZ global aerosol-climate model (Schultz et al., 2018) with sectional aerosol 
representation, SALSA (Kokkola, Kuhn, et al., 2018), and MEGAN v2.1 emission model (Guenther et al., 2012) 
to simulate the effects of biotic stress, due to insect herbivore infestation, on needleleaf evergreen boreal and 
broadleaf deciduous boreal trees in terms of SOA formation, clouds and radiative effects. The structure of the 
study is as follows. In Section 2 we present details of the global aerosol-climate model, ECHAM-HAMMOZ with 
SALSA microphysics package, and MEGAN v2.1 emission model used in this study. In the same section, we 
also present the values used for monoterpene emission factors and the details of the simulations performed in this 
study. In addition, we present reasoning of the time period and areas of interest chosen for this study. In Section 3 
we present comparisons of simulations ranging from 10% to 100% stressed tree emissions to a baseline scenario 
where all of the trees were healthy. The comparison is done in terms of SOA burden, CDNC at cloud top and top 
of the atmosphere (TOA) clear-sky and all-sky RF in 2D map figures from 40° latitude northward. Finally we 
present field mean values from land area SOA burden, CDNC at cloud top and TOA clear-sky and all-sky RF as 
a function of increasing stress percentage in the simulations.

2. Materials and Methods
In this section we will describe the ECHAM-HAMMOZ global aerosol-climate model and the MEGAN v2.1 
emission module, which were used in this study to simulate the effects of increasing VOC emissions, due to 
biotic stress in needleleaf evergreen boreal and broadleaf deciduous boreal trees, on SOA formation, clouds and 
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radiative effects on a global scale. In addition, we will describe the different simulations, which were done using 
the ECHAM-HAMMOZ global model, by altering the stress percentage of the trees.

2.1. ECHAM-HAMMOZ

In this study we used the latest stable version of ECHAM-HAMMOZ (ECHAM6.3-HAM2.3-MOZ1.0) (Schultz 
et  al.,  2018), which is a 3-dimensional aerosol-chemistry-climate model. It consists of the host atmospheric 
model ECHAM (Stevens et al., 2013), aerosol model HAM (Kokkola, Kuhn, et al., 2018; Tegen et al., 2019), 
and chemistry model MOZ (Schultz et al., 2018). The general circulation model, ECHAM6.3, solves equations 
for surface pressure, vorticity, divergence and temperature (Stevens et al., 2013). ECHAM6.3 is further coupled 
with Hamburg Aerosol Model (HAM2.3), which is used to calculate all of the aerosol processes, including emis-
sions, deposition, radiation and microphysics, within the global model (Tegen et al., 2019). HAM2.3 has also a 
comprehensive parameterization for both modal (M7, Tegen et al. (2019)) and sectional (SALSA, Kokkola, Kuhn, 
et al. (2018)) microphysics representations for the aerosol population and in this study the sectional approach was 
used.

2.2. MEGAN v2.1

In order to simulate how changes in biogenic VOCs affect aerosol-radiation and aerosol-cloud-interactions, 
Model of Emissions of Gases and Aerosols from Nature v2.1 (MEGAN) was used in ECHAM-HAMMOZ simu-
lations. MEGAN was used as it provides the plant functional types (PFTs) and emission factors (EFs) of several 
different VOCs to ECHAM-HAMMOZ, which makes it easy to modify these PFTs and EFs for monoterpenes 
when simulating the plant damage effect on VOC emissions. MEGAN uses land cover, ambient meteorological 
properties, and atmospheric chemical composition as inputs estimating the net emissions of gases and aerosols 
from different types of terrestrial vegetation into the atmosphere (Guenther et al., 2012). In MEGAN there are 16 
different PFTs which cover the whole land area of the Earth (Guenther et al., 2012; Wullschleger et al., 2014). 
These PFTs have different EFs for different chemical compounds which are released to the atmosphere as VOCs. 
In this study, we focus on changes in VOC emissions due to plant damages to needleleaf evergreen boreal (NEB) 
and broadleaf deciduous boreal (BDB) trees. The percentage of needleleaf evergreen boreal and broadleaf decid-
uous boreal trees from the total land cover of the Earth are presented in Figure 1. In addition, we will analyze the 
changes in atmospheric aerosol load as well as the resulting changes in aerosol-cloud-interactions.

We will study changes in monoterpene emissions, due to insect herbivory, as the EFs for these trees and 
compound were readily available from several measurement studies (Achotegui-Castells et  al.,  2013; Blande 
et al., 2007, 2009, 2010; Brilli et al., 2009; Clavijo McCormick et al., 2014; Copolovici et al., 2011, 2017; Faiola 
& Taipale, 2020; Faiola et al., 2018; Ghimire et al., 2016; Ghirardo et al., 2012; Heijari et al., 2011; Joutsensaari 
et al., 2015; Kari et al., 2019; Kovalchuk et al., 2015; Litvak & Monson, 1998; Li et al., 2012; Maja et al., 2014; 
Mäntylä et al., 2008; Schaub et al., 2010; Yli-Pirilä et al., 2016), and since monoterpenes are a major contribu-
tor to biogenic SOA formation over the boreal area (Hakola et al., 2006; Rinne et al., 2009). In addition, as the 
model includes only one sesquiterpene, the modification and analysis for sesquiterpenes and green leaf volatiles 
are left for future studies. EFs for monoterpenes averaged from several different measurement studies as well as 
the original MEGAN values for insect herbivory stressed and healthy needleleaf evergreen boreal and broadleaf 
deciduous boreal tree are presented in Table 1 (Achotegui-Castells et al., 2013; Blande et al., 2007, 2009, 2010; 
Brilli et al., 2009; Clavijo McCormick et al., 2014; Copolovici et al., 2011, 2017; Faiola et al., 2018; Faiola & 
Taipale, 2020; Ghimire et al., 2016; Ghirardo et al., 2012; Heijari et al., 2011; Joutsensaari et al., 2015; Kari 

Figure 1. Needleleaf evergreen boreal (a) and broadleaf deciduous boreal (b) tree plant functional types from MEGAN. The percentage is a representation from the 
total land cover of the Earth. The red dots represent the locations of the field measurements, which were used to determine the average of healthy and stressed emission 
factors of these trees.
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et al., 2019; Kovalchuk et al., 2015; Li et al., 2012; Litvak & Monson, 1998; 
Maja et  al.,  2014; Mäntylä et  al.,  2008; Schaub et  al.,  2010; Yli-Pirilä 
et al., 2016). The averaged EFs were obtained from several field and labora-
tory experiments and the locations of the field measurements are marked as 
red dots in Figure 1.

As the measurement based EFs of monoterpene for healthy and stressed plants 
are much higher than the original MEGAN values, we scaled the values to 
be in line with the MEGAN values. The values for the measured healthy 
plants EFs were scaled to match those of the original EFs in MEGAN. The 
measurement based EFs for stressed plants were scaled with the same scaling 

factor as the measurement based EFs for the healthy plants. Thus, the EFs of monoterpenes used in this study 
were 1,270 𝐴𝐴

𝜇𝜇g

m2h
 and 11,518 𝐴𝐴

𝜇𝜇g

m2h
 for the healthy and stressed needleleaf evergreen boreal trees and 840 𝐴𝐴

𝜇𝜇g

m2h
 and 2,291 

𝐴𝐴
𝜇𝜇g

m2h
 for the healthy and stressed broadleaf deciduous boreal trees.

2.3. Simulations

In order to analyze the effects of insect herbivory caused plant stress VOC emissions on the atmosphere and 
radiative balance of the Earth, we conducted 6 different simulations using the ECHAM-HAMMOZ global 
aerosol-climate model. In the simulations, the fraction of stressed plants in the needleleaf evergreen boreal and 
broadleaf deciduous boreal trees were varied. The percentages were 0, 10, 25, 50, 75, and 100% stressed trees 
which represent different scenarios of biotic stress in plants caused by insect herbivory outbreaks. The simula-
tion with 0% of plants stressed represents the base simulation using the default monoterpene EFs described in 
the model. The simulation with 10% of plants stressed (Stress10) represents the background aerosol (Kozlov & 
Zvereva, 2018). The simulation with 25% of plants stressed (Stress25) is a representation of the current day when 
the outbreaks of insect herbivore infestations are high (Michel et al., 2018). The simulation with 50% of plants 
stressed (Stress50) is a representation of a future scenario where current day infestation ourbreaks are increased 
(Venäläinen et al., 2020). The simulation with 75% of plants stressed (Stress75) was done to verify if there is a 
linear correlation between plant stress and SOA burden, clouds and radiative effects. The simulation with 100% 
of plants stressed (Stress100) is a representation of the upper bound of stress percentages. Table 2 summarizes 
the simulations used in this study with simulation names, their details and descriptions. All of the simulations 
were for a 10-year period starting from January 2000 ending in December 2009. All simulations were preceded 
with a 1-year spin-up period. The data was simulated with 3-hourly output throughout the period. From the 
3-hourly data, we calculated monthly means for the model values. The emissions were obtained from the CEDS 
(Community Emissions Data System) emission inventories and for all simulated years we used the monthly 
mean emissions from year 2010 (Hoesly et  al.,  2018). The sea surface temperature (SST) and sea ice cover 
(SIC) were prescribed and were obtained from monthly mean climatologies from AMIP (Atmospheric Model 
Intercomparison Project) (Taylor et al., 2012). In this study, we performed atmosphere-only simulations with 
fixed SST, but freely evolving atmosphere. This means that the model accounts for aerosol-radiation interactions 
(ARI), aerosol-cloud interactions (ACI) and rapid adjustments, but not for climate feedbacks. The aerosol-climate 
interactions are two-way in the sense that possible climate (cloud) modifications also affect aerosol processes, 
most prominently aerosol removal and aerosol transport. Because land surface temperature is not fixed, VOC 

PFT Healthy 𝐴𝐴

(

𝜇𝜇g

m2h

)

Stressed 𝐴𝐴

(

𝜇𝜇g

m2h

)

MEGAN 
𝐴𝐴

(

𝜇𝜇g

m2h

)

Needleleaf evergreen boreal 4,500 40,811 1270

Broadleaf deciduous boreal 7,700 21,000 840

Table 1 
Emission Factors of Monoterpene for Healthy and Insect Herbivory 
Stressed Needleleaf Evergreen Boreal and Broadleaf Deciduous Boreal 
Trees Based on Measurements and the Original MEGAN Values

Simulation name Details Description

Stress0 0% stressed and 100% healthy NEB and BDB trees Base simulation

Stress10 10% stressed and 90% healthy NEB and BDB trees Background simulation

Stress25 25% stressed and 75% healthy NEB and BDB trees Current day high outbreak simulation

Stress50 50% stressed and 50% healthy NEB and BDB trees Increased current day high outbreak simulation

Stress75 75% stressed and 25% healthy NEB and BDB trees Linearity check simulation

Stress100 100% stressed and 0% healthy NEB and BDB trees Upper bound simulation

Table 2 
Simulations Used in This Study
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emissions may also change to some extent with changing aerosol loads. It should be noted that the simulations in 
this study are ideal and in reality the plant damages, due to herbivore infestation, are not assumed for the whole 
area  simultaneously. However, the strongest effects are expected to be local and thus these simulations give indi-
cation where radiation and clouds are most susceptible to plant damage induced increase in SOA.

Figure 2 shows the seasonal averaged total monoterpene emissions from the base simulation as an average over 
10-year period as well as the boreal area and global sum for winter (December, January, and February), spring 
(March, April, and May), summer (June, July, and August) and fall (September, October, and November). In 
Figure 2 the total monoterpene emissions for both the whole globe and the boreal area are highest in summer 
(Figure 2c). In addition, the monoterpene emissions from the needleleaf evergreen boreal and broadleaf decidu-
ous boreal trees are highest during summer. Thus in this study, we focused only on the summer season, as during 
this period, emissions due to biotic stress will have the greatest effect on aerosol forcing.

First, we limited the study area to a region where SOA burdens from plant emitted VOCs are significantly 
perturbed in the simulation with 100% plant stress. This was done using the Wilcoxon signed-rank test which 
can be used to test if two related data sets come from a same distribution. The hypothesis of the test is that if the 
p-value is high (more than 0.05) the two data sets do not have statistically significant difference. In addition, if 
the p-value of the test is low (less than 0.05) there is a significant statistical difference between the two data sets 
(Wilcoxon, 1945). We used the Wilcoxon signed-rank test to see what areas of the Earth would be most sensible 
to analyze in terms of changes in SOA burden between the base simulation and the simulation where 100 % of the 
plants are stressed. Wilcoxon signed-rank test of SOA burden from summer months from 10-year period between 
the upper bound and base simulation is presented in Figure 3. The large white areas are made to be unpresentable 
Not-a-Number values as they represent the areas where the SOA burden in both of the simulations is fairly small 
(lower than 2 × 10 −6 kg/m 2). In the Wilcoxon signed-rank test between the upper bound and base simulation the 
most statistically significant difference (p-value < 0.05) is achieved from 40° latitude northward. In addition, 
aerosol forcing is usually strongly dependent on the areas where aerosols are emitted and on the large ocean areas 
the dimethylsulfide and sea salt causes interference to the analysis. Thus, in our analysis we only focused on the 
Northern Hemisphere from 40° latitude northward and only on the land areas.

When studying cloud properties, it can be difficult to distinguish the actual signal from the noise caused by 
large temporal and spatial variability. In addition, as the length of the winter is long especially in the Northern 
Hemisphere the snow and ice covers can affect the surface albedo, even during summer months, causing a strong 
spatial and temporal fluctuation in aerosol radiative effects. Thus, in order to better separate the changes in cloud 
properties due to changes in VOC emissions, we conducted Gaussian filtering to smooth the 2D data in the results 
section following the approach of Miinalainen et al. (2021).

Figure 2. Seasonal average total monoterpene emission from years 2000 to 2009 simulated with the base simulation with the average global and boreal area sums 
for winter (December, January, and February) (a), spring (March, April, and May) (b), summer (June, July, and August) (c) and fall (September, October, and 
November)  (d).



Journal of Geophysical Research: Atmospheres

HOLOPAINEN ET AL.

10.1029/2022JD036733

6 of 15

3. Results
We investigated the effect of elevated plant stress emissions on SOA formation, cloud properties, and radiative 
effects by analyzing simulation results for SOA burden, CDNC at cloud top, and clear-sky and all-sky shortwave 
RF at TOA. To evaluate regional variation of this effect, we plotted map figures from 40° latitude upward illus-
trating the absolute difference in SOA burden, CDNC at cloud top and shortwave RF between the base simulation 
and the plant stress simulations. In addition, to test the linearity of the increase or decrease in these variables, we 
generated a box plot from the field mean of the land area values for these variables.

First we investigated how increasing plant stress of the needleleaf evergreen boreal and broadleaf deciduous 
boreal trees affects the SOA formation, due to increasing VOC emissions. This was done by analyzing the differ-
ence in SOA burden between the base simulation and simulations where the monoterpene emissions of the trees 
were increased, over the inspected area.

Figure 4 shows the mean SOA burden in the base simulation and the absolute difference of the mean SOA burden, 
over land areas, between the stressed simulations and the base simulation for the summer period over 10 simu-
lation years. There is an increase in the SOA burden when the stress imposed to needleleaf evergreen boreal and 
broadleaf deciduous boreal trees is increased. The increase is strongly dependent on the area where the majority 
of the aforementioned trees lay. The largest increase is in central Canada, Scandinavia, and throughout central 
Russia. There is no notable difference in the Stress10 simulation compared to the base simulation (Figure 4b), but 
already in Stress25 (Figure 4c) there is a significant increase in the SOA burden (approximately 5 × 10 −6 kg/m 2 
at maximum which is approximately 50% higher than in the base simulation). The Stress100 simulation shows an 
increase of approximately 1.5 × 10 −5 kg/m 2 at maximum which is approximately 120% higher than in the base 
simulation (Figure 4f). In addition, the increase in SOA burden seems to be linear when going to larger stress 
values. This elevation in the SOA burden is due to higher monoterpene emissions from the trees of interest which 
in turn increases the SOA production via oxidation.

As explained above, enhanced SOA formation increases the number concentration of particles acting as CCN 
thus modifying cloud properties (Kuang et al., 2009; Kulmala, Nieminen, et al., 2014; Yli-Juuti et al., 2021). 
To see the effect of increase in SOA formation on cloud properties we studied the changes in CDNC at cloud 
top. Figure 5 presents the absolute difference in the mean cloud top CDNC, weighted with cloud time, over land 
areas between the stressed simulations and the base simulation for the summer period over 10 simulation years. 
There are only slight differences (approximately 20 #/cm 3 increase at maximum which is approximately 30% 
higher than in the base simulation) in cloud top CDNC between the Stress10 simulation and the base simulation 

Figure 3. Wilcoxon signed-rank test of secondary organic aerosol (SOA) burden from summer from 10-year period between 
the upper bound and base simulations.



Journal of Geophysical Research: Atmospheres

HOLOPAINEN ET AL.

10.1029/2022JD036733

7 of 15

(Figure 5a). However, when the percentage of stressed trees increases, the differences become more distinguish-
able. Between the base simulation and the Stress100 simulation (Figure 5e) the increase is approximately 43 #/
cm 3 at maximum which corresponds to approximately 50% increase. Highest increase is seen in the western parts 
of Canada and Alaska as well as Scandinavia and central Russia. CDNC increases with increasing fraction of 
stressed trees and the increase in our simulations is quite linear. However, the change in CDNC does not change 
significantly when altering the stress percentage from 75 to 100 than from other stress percentages. This satura-
tion in CDNC and the fact that the highest increases in CDNC do not correspond well with the places where we 
observed the highest increase in SOA, are due to CDNC susceptibility to CCN which decreases with increasing 
CCN concentrations (Carslaw et al., 2013).

Our simulations also show that change in SOA has an effect on the RF via increased scattering of solar radi-
ation by aerosols. To investigate the magnitude of this effect, we studied the clear-sky and all-sky shortwave 
RF due to aerosol-radiation interactions. The mean clear-sky and all-sky shortwave RF due to increased VOC 
emissions over summer months for 10 simulation years are presented in Figures 6 and 7. The RF is calculated 
as RF = RFari,stress − RFari,base, where RFari,stress is the RF due to aerosol-radiation interactions at TOA from simu-
lations where the plant stress was increased and RFari,base is the RF due to aerosol-radiation interactions at TOA 
from the base simulation. The RFari is calculated as RFari = Faerosols − Fno_aerosol, where Faerosols is the net radia-
tive flux including aerosols and Fno_aerosols is the net radiative flux without aerosols (Ghan et al., 2012). These 
calculations do not include the aerosol-cloud interactions and in this study, we do not address the RF due to 
aerosol-cloud interactions as the actual signals were hard to detect from the variability caused by clouds even with 
the Gaussian filtering (Kühn et al., 2020).

The negative clear-sky RF (Figure 6) enhances with increasing stress percentage. This implies that there is more 
outgoing shortwave radiation in stressed simulations than there is in the base simulation. The effect is more 
obvious over areas where the majority of needleleaf evergreen boreal and broadleaf deciduous boreal forests are 

Figure 4. Absolute mean value of the base simulation (a) and absolute difference between the base simulation and the 
different stressed simulations (10 % (b), 25 % (c), 50 % (d), 75 % (e) and 100 % (f)) of mean secondary organic aerosol (SOA) 
burden, over land areas, from summer over 10-year period.
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located. Thus, areas most affected by the negative RF are Canada, northern parts of US, Scandinavia, and Russia 
with the strongest negative forcing (approximately −4.3 W/m 2) in the Stress100 simulation (Figure 6e). The 
decrease in RF seems to be quite linear when increasing the stress percentage. We can see similar linear decrease 
in all-sky RF (Figure 7) as in clear-sky RF (Figure 6), but the change in all-sky RF is less pronounced. This is 
due to calculation of all-sky values which take into account the values in the global model grid box where there 
are clouds, thus leaving less radiation for the aerosol particles to scatter. In addition, it causes more variation to 
the data. There are only slight differences (mainly due to noise) in the RF from 10, 25, and 50% stress simula-
tions (Figures 7a–7c). However, the strongest negative all-sky forcing is over Canada and northern parts of US 
which is approximately −2 W/m 2 in Stress75 and Stress100 simulations (Figures 7d and 7e). In addition, there 
is a strong negative forcing (approximately −3 W/m 2) in the Stress100 simulation (Figure 7e)) in eastern parts 
of Asia as well as slightly negative forcings over Scandinavia (approximately 1 W/m 2). The linear dependence 
between the SOA burden, CDNC and the radiative effects can be more clearly seen from box plots of the 10-year 
period monthly mean values as a field mean from the land area from 40 to 90° latitude region which is presented 
in Figure 8.

There is a moderate correlation with the land area SOA burden and the extent of stress. The mean and median of 
SOA burden experience only a minor increase (mean increase of approximately 0.1 × 10 −6 kg/m 2) when changing 
from 0 to 10% stress but all in all the increase is quite linear when going to higher stress percentages despite the 
fact that there is quite a strong deviation in the SOA burden which can be seen from the size of the boxes and 
black whiskers. Thus, increasing the plant stress enhances the VOC emissions and further the SOA production. 
The strongest increase in SOA burden (between base and Stress100 simulation) corresponds to approximately 
95  % increase in field mean land area SOA mass concentration at surface which was approximately 1.9 μg/m 3 in 
the base simulation and approximately 3.7 μg/m 3 in the Stress100 simulation (not shown here). CDNC at cloud 
top increases with increasing stress percentage as well. However, the increase is not as linear as with SOA burden. 
There is only a weak correlation between plant stress and CDNC which can be mainly due to large variations in 

Figure 5. Absolute difference between the base simulation and the different stressed simulations (10 % (a), 25 % (b), 50 % (c), 
75 % (d) and 100 % (e)) of mean land area cloud top cloud droplet number concentration (CDNC) weighted with cloud time 
from summer over 10-year period.
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the data. However, there is an increase in mean values of CDNC especially at lower stress percentages (0%–50%). 
This is consistent with the increase in the SOA burden which increases the amount of particles acting as CCN. 
There is a moderate negative correlation between the extent of plant stress and TOA clear-sky shortwave RF over 
land areas. This is well in line with the SOA burden as the SOA increases in the atmosphere it causes stronger 
negative RF due to aerosol-radiation interactions. In addition, the TOA all-sky shortwave RF over land areas 
becomes more negative with increasing plant stress, but the correlation is weaker than for the clear-sky RF. This 
is because clouds mask part of aerosol forcing.

4. Conclusions
We investigated the effects of biotic stress, due to herbivore infestation, on needleleaf evergreen boreal and 
broadleaf deciduous boreal trees in terms of changes in SOA burden, CDNC, and aerosol radiative effects. We 
only included insect herbivory stress, in this study, as there are enough studies on that subject to make some 
initial estimates of stressed EFs. Pathogens are also very important, but there is very little quantitative infor-
mation on the impact of pathogens on biogenic VOC emission rates. We used the ECHAM-HAMMOZ global 
aerosol-climate model with SALSA microphysics scheme and MEGAN v2.1 biogenic emission model to evaluate 
how the percentage of plant damage changes the simulated SOA burden, CDNC at cloud top and radiative effects 
compared to a simulation where plants were assumed to be healthy.

We found out that increasing levels of biotic plant stress elevated the SOA burden. The most considerable increase 
was over the areas where there were most of the needleleaf evergreen boreal and broadleaf deciduous boreal trees 
are located. In addition, the largest increase in SOA burden (up to 1.4 × 10 −5 kg/m 2) was between the base simu-
lation and the simulation where 100% of the plants were stressed. The increase in SOA burden was due to larger 
emissions of monoterpenes of needleleaf evergreen boreal and broadleaf deciduous boreal trees which enhances 
the SOA formation. As the stress percentage increased there was also an increase in CDNC at cloud top. The 

Figure 6. Mean land area clear-sky top of the atmosphere (TOA) shortwave radiative forcing (RF) (aerosols) between the 
base simulation and the different stressed simulations (10% (a), 25% (b), 50% (c), 75% (d) and 100 % (e)) from June to August 
from 10-year period.
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main increase was at the areas where there was an elevation in SOA burden, but also at western parts of Canada 
and Alaska. The increase was at maximum (up to 40 #/cm 3) between the base simulation and the simulation 
where 100  % of the plants were stressed. As SOA formation increases, due to increasing plant stress, it causes 
increment in the particles which can act as CCN and thus an elevation in CDNC at cloud top. This increase in 
CDNC can have a potential to change the cloud albedo which can lead to enhanced cooling effect of the clouds 
(Twomey, 1974).

The clear-sky shortwave RF became strongly negative when the stress percentage was increased compared to the 
base simulation. In addition, the negative forcing is stronger over boreal forests. The simulation where 100% of 
the plants were stressed showed the strongest negative forcing (up to −4 W/m 2) for the clear-sky case. Negative 
all-sky shortwave RF was also enchanced when increasing the fraction stressed plants. However, the effect was 
weaker than in clear-sky case. The strongest negative forcing was in the simulation where 100% of the plants 
were stressed over eastern parts of China (up to −3 W/m 2). The increase in the negative shortwave RF was due to 
increase in SOA formation, with increasing stress percentage, which affects the aerosol-radiation interactions by 
reflecting more of the incoming solar radiation. These values are comparable to values given in the latest Assess-
ment Report (AR6) of the Intergovernmental Panel on Climate Change (IPCC, 2021) where the multi-model 
mean net effective RF due to aerosol changes between 1850 and recent-past (1995–2014), in the boreal region, 
range between 0 and −6 W/m 2. The strongest negative effect (between −4.5 and −6 W/m 2) in the report is in 
central Russia which is mainly due to forest fires (IPCC, 2021).

Field mean SOA burden from 40 to 90° latitude over land areas showed a moderate correlation with increasing 
the fraction of stressed trees. Although there was a strong deviation in the SOA burden values, the mean and 
median values increase linearly with the stress percentage. This indicates that increasing monoterpene emissions 
of boreal trees increases SOA formation linearly. CDNC at cloud top, on the other hand, showed only a weak 
correlation with the stress percentage. The increase in mean CDNC at cloud top was linear when the stress 

Figure 7. Mean land area all-sky top of the atmosphere (TOA) shortwave radiative forcing (RF) (aerosols) between the base 
simulation and the different stressed simulations (10% (a), 25% (b), 50% (c), 75% (d) and 100 % (e)) from June to August 
from 10-year period.
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percentages increased from 0 to 50  %, but after that the values saturated at approximately 85 #/cm 3 because 
CDNC becomes less susceptible with increasing CCN (Carslaw et al., 2013). The moderate negative correlation 
between clear-sky shortwave RF and increasing plant stress percentage is consistent with the increase in SOA 
burden. As the stress percentage increased, the SOA formation increased linearly which further induced stronger 
negative RF as there is a shift in aerosol particle size distribution which enhances the reflection and scattering 
of the incoming solar radiation. However, the all-sky shortwave RF had only weak negative correlation with 
increasing plant stress percentage. This is due to clouds which also reflect the incoming solar radiation masking 
the aerosol radiative effect.

As stated in Section 2, the simulations where 25% and 50 % of the plants are stressed represent the current day high 
insect outbreak and future increased high insect outbreak scenarios, respectively (Michel et al., 2018; Venäläinen 
et al., 2020). On average the field mean SOA burden increases approximately 7.4% causing an increase of approx-
imately 4.6% in CDNC between the current day and future high insect outbreak scenarios. In addition, on average 
the clear-sky RF shows approximately −0.22 W/m 2 and all-sky RF −0.14 W/m 2 stronger negative effect between 

Figure 8. Box plots of field mean land area secondary organic aerosol (SOA) burden (a), cloud top cloud droplet number concentration (CDNC) weighted with 
cloud time (b) and clear-sky (c) and all-sky (d) top of the atmosphere (TOA) shortwave radiative forcing (RF) from 40 to 90° latitude region for summer from 10-year 
period for all of the simulations. The boxes represent the interquartile range (IQR) which shows the middle of 50% of the values (lower end of the box represents the 
25th percentile and upper end 75th percentile). Black whiskers outside the boxes represent the values outside the middle 50% and the tips represent the minimum and 
maximum values (excluding outliers). Black vertical lines and dashed lines represent the median values. Green crosses and dashed lines represent the mean values and 
the green whiskers around the mean values represent the error in mean calculations. The black diamonds represent the outliers in the data.
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these scenarios. In SMEAR II station at Hyytiälä, Finland, the estimated growth in negative effect of RF due to 
aerosol-radiation interactions to be −1.15 W/m 2 for clear-sky and −0.33 W/m 2 for all-sky case for every degree of 
celsius increase over boreal forests (Yli-Juuti et al., 2021). Thus, in our simulations, the RF change from current 
day to future scenario corresponds to values of approximately 0.2° and approximately 0.4° increase in temperature 
for the clear-sky and all-sky cases, respectively. Using these stress percentages, the increase in SOA concentra-
tions and their effect to CDNC and RF appears to be almost linear. It can be assumed that other factors increasing 
SOA through increasing VOC emissions (e.g., temperature driven increase VOC emissions), would be additive to 
these biotic stresses caused by herbivore infestation. This effect would also apply for other abiotic factors such as 
increased drought episodes or salinity. Although in this study, we focus on monoterpenes, biotic stresses affect the 
composition of the emitted VOC through changes in isoprene and sesquiterpene emissions which in turn modifies 
the hygroscopicity and CCN activity of the formed SOA (Zhao et al., 2017). However, isoprene emissions do not 
dominate as strongly as monoterpenes, in the boreal region, which was the area of focus in this study (Hantson 
et al., 2017). In addition, there are no existing sesquiterpene volatility basis set (VBS) parameters that adequately 
predict SOA formation from sesquiterpene oxidation (Barsanti et al., 2013). Nevertheless, including biotic stress 
effects on VOC composition and to isoprene and sesquiterpene emissions, would extend our understanding of the 
climate effects of plant stress induced aerosol and should be a topic for future studies.

To conclude, increasing monoterpene EFs for needleleaf evergreen boreal and broadleaf deciduous boreal trees 
(which simulates the plant stress caused by biotic stress factors) increases SOA formation through oxidation 
processes in ECHAM-HAMMOZ global aerosol-climate model. The increase in SOA burden is moderately 
dependent on increase in stress percentage of the plants. The increase in SOA burden affects the cloud formation 
by increasing the amount of particles acting as CCN and thus increasing CDNC at cloud top. In addition, the 
increase in SOA burden decreases the shortwave RF, which is due to increase in aerosol particles which reflect 
the incoming solar radiation. Even though our simulations are ideal and in reality the plant damages are not 
assumed for the whole area simultaneously, the global climate model development should include the effects of 
biotic plant stress in VOC emissions, to some extent, as this could have a significant effect on SOA formation, 
clouds and radiative effects.

Data Availability Statement
The data and codes for reproducing the figures and the settings for the simulations are openly available (E. 
Holopainen et  al.,  2022). All other input files are ECHAM6-HAMMOZ standard and are available from the 
HAMMOZ repository (HAMMOZ consortium, 2020). The stand-alone zero-dimensional version of SALSA2.0 
is distributed under the Apache-2.0 licence at http://www.apache.org/licenses/LICENSE-2.0 and the code is 
openly available (Kokkola, Tonttila, et  al.,  2018). The model data can be reproduced using the model revi-
sion r6431 (HAMMOZ consortium, 2020). The ECHAM6-HAMMOZ model is made available to the scien-
tific community under the HAMMOZ Software Licence Agreement, which defines the conditions under which 
the model can be used. The licence can be downloaded from https://redmine.hammoz.ethz.ch/attachments/291/
License_ECHAM-HAMMOZ_June2012.pdf.
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