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Abstract 

Dielectric liquids have been widely used in high voltage equipment, such as power 

transformers, for over a century, and have also generated interest in the application of 

immersion cooled, power dense equipment in recent years. Electrical breakdown and 

pre-breakdown phenomena in dielectric liquids, known as streamers, are vital 

characteristics that need studying. In addition to experimental research, modelling 

studies can provide supplementary descriptions on streamer dynamics and mechanisms, 

as well as enable parametric investigations by considering a wide range of factors. 

Therefore, this study will model streamer initiation and propagation phenomena in 

dielectric liquids. The finite element method based on a set of governing equations 

including Poisson equation, charge continuity equations, Navier-stokes equations and 

thermal diffusion equation have been adopted and implemented using COMSOL 

Multiphysics.  

Electron saturation velocity was proposed to explain the stable propagation velocity of 

a 2nd mode positive streamer. Instant streamer velocity shows an initial increasing and 

then decreasing trend until reaching a stabilised value recognised as the typical 2nd 

mode streamer propagation velocity. Decreasing ESV greatly decreases streamer 

propagation velocity. An ESV of 7.5 km/s for cyclohexane is proven suitable, based on 

comparisons of streamer velocity between simulations in the present work and 

experiments in [1] under a wide range of voltage levels.  

The dynamics of cavity formation induced by electrostrictive force was initially studied 

in cyclohexane. Electrostrictive force tends to stretch the liquid due to dielectric 

polarisation. Higher voltage rise rates require lower voltage magnitude to form a cavity. 

However, when the voltage rise rate is smaller than 30 kV/ns, a cavity is hard to form 

in cyclohexane. Comparisons of the dynamics of cavity formation in different liquids 

were then conducted, showing that a cavity is harder to form in cyclohexane and 

rapeseed oil than in deionised water due to the smaller relative permittivity of 

cyclohexane and rapeseed oil.  

The streamer initiation process was investigated over a wide range of voltage rise rates 

from 0.075 kV/ns to 70 kV/ns. When considering both electrostrictive force and space 

charge generation, it is hard to form a cavity before the liquid reaches vaporisation 

threshold during positive streamer initiation. Besides, decreasing the voltage rise rate 

also reduces the streamer initiation voltage and streamer initiation length, whilst 

increasing the streamer initiation time.  

Modelling low-density channel formation during streamer propagation was attempted 

by combining charge drift model and smooth phase transition model. When the low-

density channel is formed due to liquid vaporisation, a secondary electric field peak is 

formed on the low-density channel tip, which is followed by a positive space charge 

density peak. The voltage drop along the streamer channel is reduced compared with 

the case without considering the low-density channel.  
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1 Introduction 

1.1 Background 

1.1.1 Application of Dielectric Liquids in Transformers 

Electricity, as one of the most significant forms of energy in modern society, is closely 

integrated with every aspect of daily life, including work, education, transportation, 

catering, entertainment and medicine. Reliability in the generation, transmission and 

distribution of electricity is thus of critical importance, with the power system network 

playing an important role. Transformers, first used in the high voltage AC power system 

in the late 19th century, have been widely recognised as one of the key network 

components [2]. Liquid filled transformers have been the dominating type although gas 

insulated and dry type transformers do exist. The liquid used in transformers acts as an 

electrical insulator, cooling medium and information carrier regarding the health status 

of the transformer [3]. 

Mineral oil has been used for a century for its key advantages, especially its high 

insulating properties, low cost and good compatibility with cellulose solid insulation. 

In recent decades, alternative liquids have been used more in power systems due to their 

better environmental performance and, for some liquids, their higher fire point [3]. 

However, the experience in terms of insulation design gained through mineral oil may 

not be applicable for alternative liquids. For example, in a divergent field, streamers in 

ester liquids propagate faster and further than in mineral oil at the same voltage level 

[3]. Hence, a large number of experiments are required to test new liquids based on 

small-scale to large-scale test platforms, which are indeed time consuming and costly. 

Therefore, it is necessary to develop simulation models for studying streamer and 

breakdown phenomena. 

 

1.1.2 Electrical Breakdown in Dielectric Liquids 

Electrical breakdown is an important process to study. For any insulation design, 

electrical breakdown should be prevented to the utmost, which has stimulated research 

interest on investigating the pre-breakdown process.  

The pre-breakdown phenomenon of dielectric liquids, also called streamer, has been 

investigated by extensive experiments for the aims that include, (a) providing data for 

the insulation design of high voltage equipment, (b) studying the mechanisms of 
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streamers and breakdown, and (c) evaluating new alternative liquids [4]. A streamer is 

conventionally regarded as a stream of charge density variation [4-11] and mass density 

variation [6, 11-14] in liquid driven by an electric field, which is also accompanied by 

light and energy dissipation [4, 15, 16]. Generally, a streamer is classified as either a 

positive (anode-initiated) or negative (cathode-initiated) streamer. Besides, for the sake 

of better clarification and more detailed discussion, streamers are recognised into four 

modes according to their average propagation velocity [4, 17]: (a) 1st mode: ~0.1 km/s, 

(b) 2nd mode: ~2 km/s, (c) 3rd mode: ~10 km/s and (d) 4th mode: ~100 km/s. In most 

cases, a positive 2nd mode streamer is the most popular object for researchers since it is 

accepted to be most commonly observed [4, 17] and responsible for breakdowns across 

a wide range of gap distances and voltage levels [1, 18-21]. Besides, experiments 

showed that alternatives of mineral oil, such as ester liquids, have a significantly lower 

positive acceleration voltage than mineral oil [22-25]. Therefore, a positive streamer is 

of significant interest among researchers.  

Experiments on the streamer characteristics of dielectric liquids have been conducted 

under various conditions, including applied voltage waveform [26-29], electrode 

geometry [4, 26, 30, 31], liquid type [3, 32, 33], ambient pressure [13, 34, 35] and 

additives [1, 36, 37]. In terms of voltage waveforms, experiments under lightning 

impulse voltage waveform have enabled researchers to observe a single streamer at a 

time and eliminate the effects of previous discharges when compared with AC voltage 

waveforms. Step voltage [1] is a simpler voltage waveform than lightning impulse 

voltage waveform and is also used to avoid the quench of streamers during the voltage 

tail time. In terms of the electrode geometry, a needle-plane geometry has been widely 

used, due to its high electric field divergence at the needle tip which helps trigger 

streamers without causing electrical breakdowns. In comparison, it is much easier for a 

streamer to cross the gap once initiated in plane-plane and plane-needle-plane 

geometry. Concerning liquid types, most experiments have focused on mineral oils due 

to their wide application in power transformers. Due to the complexity of the mineral 

oil, white oil, as a highly refined and hydrogenated mineral oil virtually free from 

polyaromatics, is also used in research as a benchmark due to its simpler composition 

[38]. In the meanwhile, cyclohexane (C6H12) has also gained significant attention due 

to its purity and similarity to the major components of mineral oil 

(paraffinic/naphthenic molecules) [39]. Recently, ester liquid, an alternative to mineral 
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oil, has gained increasing attention among academics and industry due to its higher fire 

point and better biodegradability in transformers [3, 40, 41].  

Some of the most important characteristics of streamers obtained from experiments 

include low-density area (streamer channel) formation, streamer velocity, streamer 

morphology, current signal, light emission and shockwave. A streamer consists of a 

low-density area which is also known as its gaseous nature. The gaseous nature of a 

streamer has been confirmed by pressure-dependent streamer characteristics, especially 

its channel dynamics [13, 34]. The current signal followed by positive streamer 

formation is pulsed, meaning that the propagation of a positive streamer is stepwise 

[42]. The velocity of the extension of the low-density area tip is generally regarded as 

the streamer velocity in experiments. It has been found that the streamer velocity keeps 

relative stable in 2nd mode within a wide voltage magnitude rang from inception voltage 

𝑉𝑖 until acceleration voltage 𝑉𝑎  . For a general 2nd mode positive streamer, the streamer 

shows a filamentary shape with tens of μm in diameter and luminous light emission [4]. 

 

1.1.3 Importance of Streamer Simulation 

Streamers are the developing process of electrical breakdown in dielectric liquids. It is 

generally agreed that both streamers and electrical breakdowns are closely related to 

the molecular properties of dielectric liquids. Accordingly, with more applications of 

alternative dielectric liquids being used in power systems, many experiments are 

needed to test the properties of the liquids and their further application in real electrical 

devices, such as power transformers. For example, detailed research on streamer 

characteristics in ester liquids under different voltage waveforms, voltage polarities, 

field factors and pressboard influences have been conducted [3, 43-46]. Research on 

streamer characteristics in Gas-to Liquids (GTL) can also be found in [20, 40, 47, 48]. 

However, conducting the full range of tests under various conditions are both time 

consuming and costly. Therefore, developing a simulation model is of significant 

interest and importance for researchers to help guide experimental tests, optimise test 

plans and save resources.  

Besides, unlike the well-known Paschen’s law in air, although there are a large number 

of experimental studies on streamer characteristics in different dielectric liquids, the 

mechanism of streamers is still unclear. For example, the reason for the stable velocity 

of a positive 2nd mode streamer has not been fully explained. Besides, how likely the 

cavity-stimulated streamer initiation could happen in dielectric liquids is also unclear. 
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Compared with experiments, a simulation could use mathematical equations to describe 

the physical nature of a streamer from a microscopic view by keeping experimental 

findings in mind. Besides, one or several variables affected by the nature of liquid could 

be controlled manually in order to investigate their influence on streamer characteristics. 

For example, it is found in simulations that instead of ionic ionization, charge injection 

or impact ionization, molecular ionization dominates positive streamer propagation [7, 

49]. Besides, the reason for streamer branching was proposed in [9], which is caused 

by the inhomogeneity inside dielectric liquids. The number of branching channels could 

also be predicted. All these simulation studies indicate that simulations could help 

researchers further understand the dominating mechanisms of streamers under certain 

conditions from a microscopic view, something experiments cannot do. 

Also, due to the benefits of computing science developments, it is becoming 

increasingly possible for researchers to use modern techniques to simulate streamers. 

In 1984, researchers could only use lattice points to simulate streamer dynamics, which 

could only include a few streamer characteristics such as an electric field [50]. 

Nowadays, more calculation methods can be adopted to solve the controlling equations 

of a physical phenomenon, including the finite element method (FEM) [7-9, 51, 52], 

finite difference method (FDM), finite volume method (FVM) [53, 54] and flux-

corrected transport (FCT) method [55-58]. Researchers can also use a self-coded 

platform [54] to simulate streamer dynamics. Besides, the development of commercial 

software, such as COMSOL Multiphysics  [7-9], makes it much easier for researchers 

without deep coding knowledge to simulate streamer dynamics. Therefore, simulation 

has become an increasingly popular method to investigate streamer characteristics.  

 

1.2 Research Objectives 

The aim of this Ph.D. thesis is to study streamer dynamics in both initiation and 

propagation processes using FEM based simulations. To achieve this aim, the following 

research objectives define and guide this research project: 

 

(1) Modelling of 2nd mode positive streamers with focus on the stable propagation 

velocity 

The relatively stable velocity (2 km/s) over a wide range of applied voltage is one 

of the key characteristics of 2nd mode positive streamers. However, recent 

experiments [59] indicate that a classic explanation based on streamer branching 
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and shielding effects may not be or at least may not be the only mechanism. Besides, 

the previously published charge-drift model [60, 61] showed unreasonable streamer 

velocity results when compared with experimental results. Therefore, better 

explanation and model improvement are needed to simulate 2nd mode positive 

streamers with the aim of correctly reflecting the propagation velocity. 

 

(2) Modelling of the electrostrictive-force-induced cavity formation in dielectric 

liquids 

Apart from traditional “bubble theory” and direct ionization, the cavity formation 

process during the streamer initiation process has gradually gained significant 

interest among researchers. A cavity is generally formed under a fast-rising voltage 

waveform due to elelctrostrictive force and could facilitate streamer initiation. 

However, few simulation studies have been conducted in cyclohexane. Therefore, 

it is of interest to investigate the possibility of electrostrictive-force-induced cavity 

formation during streamer initiation in cyclohexane under different conditions. 

Besides, the differences in cavity formation among different dielectric liquids are 

also worth investigating. 

 

(3) Modelling of the streamer initiation process in cyclohexane 

The streamer initiation process is the starting of a propagating streamer. The 

mechanism involved in streamer initiation may not be the same as in streamer 

propagation. However, most previous streamer simulations did not pay much 

attention to the streamer initiation stage. Therefore, it is worth investigating 

electronic and liquid dynamics during streamer initiation in cyclohexane under 

different conditions. The influence of the voltage rise rate on streamer initiation is 

also an area of interest worth studying. 

 

(4) Modelling of the low-density channel formation during streamer propagation 

It is generally agreed that a 2nd mode positive streamer consists of a low-density 

channel inside the streamer channel. However, due to the complex physics involved 

and calculation difficulties, most previous simulations based on the charge-drift 

model did not consider the low-density area formation process. Therefore, work 

needs to be conducted on studying the effects of the low-density channel formation 

on streamer dynamics.  
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1.3 Major Contributions 

The major contributions of this thesis are the following.  

(1) The reason for the stable velocity of a 2nd mode positive streamer has been well 

explained by the constrain of electron saturation velocity (ESV), which is an 

important modification of the current streamer model and offers a possible 

explanation for recent experimental findings on streamer velocity. It has been found 

that decreasing ESV greatly decreases the instant streamer velocity. ESV of 7.5 

km/s is optimized according to experimental observation of streamer velocity at 100 

kV. The streamer model with ESV of 7.5 km/s is further applied to other different 

voltage levels. Streamer propagation velocity in simulation increases from 1.59 

km/s at 80 kV to 1.91 km/s at 100 kV, which all match closely to the experimtal 

observations under the same conditions in experiments [1].  

 

(2) Electrostrictive-force-induced cavity formation is simulated in cyclohexane. 

Decreasing the voltage rise rate decreases the negative pressure inside cyclohexane. 

The boundary of the voltage rise rate to form a cavity inside cyclohexane is found 

to be 30 kV/ns under the needle-plane geometry used in this thesis. Below 30 kV/ns, 

a cavity is hard to form in cyclohexane due to electrostrictive force. Besides, a 

cavity is more difficult to form inside cyclohexane and rapeseed oil than in 

deionized water due to the smaller relative permittivity of cyclohexane and rapeseed 

oil.  

 

(3) The dynamics of streamer initiation is simulated with consideration of both 

electrostrictive force and Coulomb force. Liquid is pushed outwards away from the 

needle tip by the combined electrostrictive force and Coulomb force at several m/s. 

The total pressure in cyclohexane does not reach the threshold for cavity formation 

over a wide voltage magnitude from 0.075 kV/ns to 70 kV/ns, illustrating that a 

cavity may not form during the positive streamer initiation stage based on the 

present model. The effects of voltage rise rates on streamer initiation, which is 

induced by Joule heating, have been studied. It has been found that decreasing the 

voltage rise rate increases streamer initiation time but decreases streamer initiation 
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voltage. The corresponding streamer initiation length also decreases accordingly. 

The simulation results are in similar trend with experimental observations [62].  

 

1.4 Thesis Outline  

This thesis consists of seven main chapters. A brief introduction of each chapter is 

presented below. 

 

Chapter 1 Introduction 

This chapter introduces this Ph.D. thesis, including the background and motivation for 

the research, the aim and focus, the major contributions and an outline of this thesis.  

 

Chapter 2 Literature Review 

This chapter presents a detailed review of published literature on streamer simulations 

based on both discrete and continuous models. An overview of streamer dynamics in 

dielectric liquids is initially summarised. Then, the history, simulation methodology 

and key findings of the discrete model are presented. Next, the history, controlling 

equations, parameters of dielectric liquids and key findings of the continuous model are 

presented. Finally, the research gaps are identified.  

 

Chapter 3 Modelling of 2nd Mode Positive Streamers in Cyclohexane by 

Considering Electron Saturation Velocity 

This chapter presents a detailed explanation on the stable velocity of 2nd positive 

streamers in cyclohexane. The factors affecting streamer velocity are initially 

discussed, with simulation methodology then described. Next, time-dependent streamer 

dynamics are described in detail with consideration of electron saturation velocity 

(ESV). The effects of ESV on streamer properties are then discussed to help select a 

reasonable ESV value. The streamer propagation velocity in the present simulation is 

finally compared with experiments under a wide range of voltage magnitudes.  

 

Chapter 4 Modelling of the Electrostrictive-force-induced Cavity Formation in 

Dielectric Liquids 

This chapter presents the simulation of the electrostrictive-force-induced cavity 

formation process in three dielectric liquids: cyclohexane, rapeseed oil and deionized 
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water. The mechanism of electrostrictive-force-induced cavity formation are initially 

described, followed by the simulation methodology. Then, a description of the 

dynamics of cavity formation in cyclohexane is presented. Next, the effects of voltage 

rise rates on cavity formation in cyclohexane are investigated. Finally, the dynamics of 

cavity formation due to electrostrictive force in the three dielectric liquids are compared. 

 

Chapter 5 Modelling of the Streamer Initiation Process in Cyclohexane 

This chapter presents the simulation of the streamer initiation process in cyclohexane. 

The mechanism of streamer initiation is firstly discussed, followed by the simulation 

methodology. Then, the electronic and liquid dynamics during the streamer initiation 

process are presented. Next, the possibility of cavity formation during streamer 

initiation with consideration of both electrostrictive force and Coulomb force is 

estimated. Finally, the effects of voltage rise rates on streamer initiation length, 

initiation voltage and initiation time are studied.  

 

Chapter 6 Modelling of the Low-density Channel Formation During Streamer 

Propagation 

This chapter presents the simulation of the streamer propagation process with 

consideration of the low-density channel formation inside streamer channels. The 

modifications of controlling equations are initially presented, followed by streamer 

dynamics with consideration of the low-density channel formation. Finally, a detailed 

discussion on the limitation of simulation results is presented. 

 

Chapter 7 Conclusions and Future Research 

This chapter presents a summary of the main conclusions of this research, before 

offering suggestions for future research related to simulating streamers.  
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2 Literature Review 

2.1 Introduction 

Streamers have been a popular researcher topic during past decades. Apart from 

experiments, there are also many different groups conducting streamer simulations, 

which can be catalogued as discrete model and continuous model. The structure of this 

chapter is as follows. Firstly, an overview of the streamer phenomena in dielectric 

liquids is introduced. Then, streamer simulation based on the discrete model is 

introduced, followed by streamer simulation based on the continuous model. Finally, a 

summary of this chapter is given.  

 

2.2 Overview of Streamer Phenomena in Dielectric Liquids 

2.2.1 Streamer Initiation and Propagation 

The process of a streamer is generally divided by the initiation and propagation stages. 

In experiments, the streamer initiation stage is generally defined by the occurrence of 

the first visible streamer channel, which is closely related to sensitivity of the optical 

devices. The effects of oil types [19], electric field uniformity [21] and needle tip radii 

[42] on the streamer inception field and voltage have all been studied. After the streamer 

channel is first observed, the streamer moves to the propagation stage. During the 

streamer propagation stage, the average streamer propagation velocity and 

corresponding streamer mode, streamer morphology, and streamer channel 

characteristics such as the low-density channel formation are all of significant 

importance. 

 

2.2.2 Streamer Mode 

The streamer mode is one of the most important parameters to describe streamer 

characteristics and can be catalogued into 1st, 2nd, 3rd and 4th mode according to its 

average propagation velocity [63]. The voltage or electric field required for the four 

modes has an increasing trend. Typical values of streamer velocities of 1st to 4th mode 

are on the order of 0.1, 1, 10 and 100 km/s [5, 63-67]. A 1st mode streamer generally 

has a low risk of leading to breakdown. A 2nd mode streamer is more commonly 

observed [4, 17] and is responsible for breakdown in many situations [1, 18]. The 

voltage when breakdown happens inside dielectric liquid is called breakdown voltage 
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𝑉𝑏 . The transition from 2nd to 3rd mode is also important since the 3rd mode can quickly 

lead to breakdown before it can be extinguished. The voltage when the streamer 

transfers into the 3rd mode is called the acceleration voltage 𝑉𝑎 . A 4th mode streamer 

only occurs under an extremely high electric field. The addition of low ionization 

potential molecules is found to decrease 𝑉𝑏  and increase 𝑉𝑎 .  

The relationship between average streamer propagation velocity, applied voltage in 

cyclohexane and the effects of additives of pyrene that has smaller ionization potential 

in cyclohexane is shown in Figure 2-1 [1]. Line 0 M represents the results of pure 

cyclohexane, while line 1 M represents the results of the mixture of cyclohexane and 

pyrene. 1 M means the concentration of pyrene reaches saturation in cyclohexane. From 

below 𝑉𝑏  of ~105 kV to 𝑉𝑎  of ~123 kV, average streamer propagation of pure 

cyclohexane keeps relatively stable from 1.5 km/s to 2 km/s, which is in 2nd mode. After 

𝑉𝑎 , streamer velocity jumps quickly to over 10 km/s which is in 3rd mode. Adding 

pyrene into cyclohexane decreases 𝑉𝑏  to ~75 kV and increases 𝑉𝑎  to ~170 kV. 

 

Figure 2-1 Effects of pyrene concentration on streamer average velocity in cyclohexane 

under different voltage level in a needle-plane geometry at gap distance of 5 cm. 0M means 

that there is no pyrene while 1M means that pyrene reaches saturation in cyclohexane [1]. 

 

2.2.3 Streamer Morphology 

The streamer branching phenomenon plays a very important role in streamer dynamics 

since it can change the direction of streamer branches and may be the reason for the 

stable velocity of 2nd mode streamers when the applied voltage is larger than 𝑉𝑏  due to 

the shielding effect of multiple streamer channels [9]. Figure 2-2 [4, 63, 68] shows 
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different typical images of the positive streamer branching phenomenon that changes 

with the applied voltage and streamer mode. In Figure 2-2 (a), a 1st mode streamer 

propagates for a very small distance with very weak light emission. In comparison in 

Figure 2-2 (b), a 2nd mode streamer becomes more luminous with filamentary streamer 

channels. From Figure 2-2 (c) to (d), it is found that more channels with strong light 

emissions are generated when streamer mode changes from 2nd to 3rd+2nd mode. When 

a streamer transfers to 4th mode in Figure 2-2 (e), the streamer channel number reduces 

considerably but the velocity increases significantly. 

 

Figure 2-2 Typical images of positive streamers in mineral oil: (a) 1st mode streamer [4], (b) 

2nd mode streamer [68], (c) 2nd mode streamer [63], (d) 3rd+2nd mode streamer [63], (e) 4th 

mode streamer [63]. 

Apart from applied voltage magnitude, the voltage polarity will also affect streamer 

branching phenomenon. Typical images of positive and negative streamers in different 

dielectric liquids are shown in Figure 2-3 (a) [15] and (b) [16], respectively. In Figure 

2-3 (a), from the left figure to the right figure, the applied voltages are 116 kV, 131 kV, 

130 kV, 125 kV and 144 kV. Figure 2-3 (b), from the left figure to the right figure, the 

applied voltages are -190 kV, -328 kV, -308 kV, -390 kV and -319 kV. Comparing 

Figure 2-3 (a) and (b) in the same dielectric liquid, it can be concluded that streamer 

branching is more filamentary in a positive streamer while it is bushier in a negative 

streamer. 
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(a) 

 

(b) 

Figure 2-3 Typical images of positive and negative streamers in different dielectric liquids. 

(a) positive streamer in a1: cyclohexane, a2:Nytro 10XN, a3:Diala S4 ZX1, a4:Marcol 52 

and a5:Primol 352 [15] and (b) negative streamer in b1: cyclohexane, b2:Nytro 10XN, 

b3:Diala S4 ZX1, b4:Marcol 52 and b5:Primol 352 [16]. 

 

2.2.4 Gaseous Nature of a Positive Streamer 

It is agreed that a positive streamer consists of a low-density phase inside the streamer 

channel [13, 34]. Therefore, the characteristics inside a streamer channel should not be 

considered as a pure liquid phase. The effects of hydrostatic pressure on streamer 

stopping length are shown in Figure 2-4, which is replotted according to [13]. It is found 

that increasing hydrostatic pressure from 0.1 MPa to 6.5 MPa will decrease streamer 

stopping length from ~1.5 mm to ~0.35 mm. However, as Figure 2-5 [13] shows, 

ambient pressure has little effect on streamer propagation velocity, indicating that the 

factors affecting streamer velocity must exist in the liquid phase of the streamer channel.  
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Figure 2-4 Effects of hydrostatic pressure on streamer stopping length, replotted according 

to [13]. 

 

Figure 2-5 Effects of hydrostatic pressure on streamer propagation velocity [13]. 

 

2.3 Streamer Modelling Based on the Discrete Model 

2.3.1 History 

The study of random patterns, such as the fracture of glass and soil, began to become 

popular since the 1930s [69]. Since then, a few discrete models have been proposed 

based on the fractal ideas explored by Mandelbrot [70]. Typical models, such as Eden’s 

model [71], “self-avoiding walks” model [72], “percolating clusters” model [73, 74], 

“random animal” models [72] and “diffusion-limited aggregation” (DLA) model [75] 
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were proposed. Among these models, Eden’s model is the simplest to simulate the 

growth of a cluster of particles.  

In the 1980s, it was proposed that for discharge in solids, repetitive discharges in the 

existing discharge channel will happen and new channels form in a stepwise manner 

[76, 77]. Based on this important assumption, the first attempt to simulate a discharge 

pattern in all kinds of insulation, including gases, liquids and solids, was undertaken in 

1982 [69] when Eden’s model was modified by a tip priority factor R (the ratio of the 

straight-tip growth rate to the side-branching rate). Although this model can simulate 

filamentary-like and bushy-like channels by adjusting different R values, it cannot 

describe the discharge nature due to the lack of a relationship with the underlying 

physics of the discharge process. Then, in 1984 [50], the “NPW” model was established 

by L. Niemeyer, L. Pietronero and H.J. Wiesmann, which assumed that the processes 

responsible for discharge initiation and propagation, such as charge generation and 

recombination, were mainly related to the local electric field. The probability of pattern 

growth position is closely and positively dependent on the local electric field 

magnitude. This model is of great importance and has been further modified by others. 

 

2.3.2 Simulation Methodology 

This section presents a detailed description of the simulation methodology for the 

discrete model. The typical schematic diagram of the simulation methodology for the 

discrete model is shown in Figure 2-6. In brief, the first step to simulate the streamer 

process using the discrete model is to build the simulation base in a set of lattice points 

or coordinate system, which is followed by building geometry and setting boundary 

conditions. Here, the simulation base describes whether the simulation is based on the 

lattice points or coordination system. As one of the most important variables in a 

discrete model, the local electric field is then calculated. Next, the time instant in the 

simulation is calculated. If a streamer arises when meeting a series of different criteria, 

the streamer arising position and direction are then calculated. After that, streamer 

channel characteristics are calculated based on different assumptions and a new 

streamer pattern is generated. The values of variables are then updated and the 

simulation moves into another simulation circle. Streamer dynamics will be updated 

step by step until the streamer arising condition is not met. Then, the simulation will 
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stop. A detailed description of the simulation methodology at different simulation steps 

is shown as follows.  

 

Figure 2-6 A flow chart of the simulation methodology of the discrete model. 

2.3.2.1  Simulation base 

The first kind of simulation base is called the “lattice point model” which was used in 

the “NPW” model shown in Figure 2-7 (a) [50], where the black and white points are 

the so-called lattice points. The black bonds connecting two black points represent 

streamer channels. Black points connecting to three white points are the streamer tips. 

All the white points mean the potential positions for the next streamer tip. For all lattice 

point based discrete models, a collection of lattice points can be set in either 2D or 3D 

dimensions [78, 79]. Most lattice-point-based models use non-dimensional parameters 

that have no unit of physical meaning and have not been used in recent years.  

If the density of the lattice point is infinitely large, the lattice point model is transferred 

into a coordinate system model. With the development of computer performance, the 

coordinate system model has gradually replaced the application of the lattice point 

model. A streamer channel in a coordinate system model is represented either by lines 

between two points [80, 81] or a collection of points without bonds connecting each 

other [82]. A typical streamer pattern in the 3D dimension based on the coordinate 

system model is shown in Figure 2-7 (b) [82] where the collection of blue dots 

represents the streamer channel and Figure 2-7 (c) [81] where the black lines are 
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streamer channels. Compared with the streamer channels shown in a lattice point model, 

the simulated streamer pattern in a coordinate system model has a higher resolution. 

   

(a) 

 

(b) 

 

(c) 

Figure 2-7 Discharge pattern distribution simulated (a) by lattice point model in 2D 

dimension [50] and (b) by coordinate system model in 3D dimension [82], and (c) by 

coordinate system model in 3D dimension [81]. 
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2.3.2.2 Streamer arising condition and position 

In general, a new streamer channel will form at the position where the streamer arising 

condition is met. Besides, it should be noted that the conditions mentioned in this 

section are used in simulations separately. 

The first criteria is called the definite threshold condition and was proposed in [81]. The 

electric field magnitudes calculated from experimental results on different streamer 

modes [64, 83] are used as streamer initiation and propagation criteria in simulations. 

The inception electric field for 2nd, 3rd and 4th mode positive streamers are set as 3.85 

MV/cm, 13 MV/cm and >20 MV/cm, respectively [64, 83].  

The second kind of criteria is related to Townsend-Meek criterion. Due to the electronic 

nature of streamers, the charge generation mechanism is also taken into consideration 

as streamer initiation and propagation conditions, although what kinds of mechanisms 

dominate the streamer process is still unclear. One of the possible mechanisms is impact 

ionization (also known as electron avalanche) [84, 85]. In order to define whether the 

electric field is strong enough for electron avalanche repetition, the Townsend-Meek 

criterion proposed in [86] is usually used. The Townsend-Meek criterion expressed in 

Equation 2-1 was adopted in [10, 82, 87, 88]. The important parameters related to the 

Townsend-Meek criterion are the seed electron density 𝑛𝑒, first Townsend ionization 

coefficient 𝛼𝑇, the size of the corona region 𝑑𝑎 and Meek constant 𝑄𝑐. Due to the nature 

of an electron avalanche, impact ionization will not happen without seed electrons. The 

seed electrons can be created by processes such as photoionization, thermal excitation, 

field assisted dissociation of negative ions and background radiation [82]. It is easy to 

understand that more seed electrons will lead to higher impact ionization if the Meek 

criterion is met. Note that 𝛼𝑇 is electric field dependent.  

∫ 𝛼𝑇𝑑𝑥
𝑑𝑎

0

= 𝑄𝑐 Equation 2-1 

Where 𝛼𝑇 is the electric field dependent first Townsend impact ionization coefficient 

which means the number of ionizing collisions per electron per unit distance, 𝑑𝑎 is the 

size of the corona region (high field region in the vicinity of needle tip or streamer tip) 

and 𝑄𝑐 is the Meek constant [10, 84, 85, 88-91]. 

One typical streamer modelling method using the Town-Meek criterion is shown in 

Figure 2-8 [10, 82, 87]. The probability of the existence of electrons is simplified by 

assuming randomly distributed negative charges in the dielectric liquid before 
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simulation. These negative charges will release electrons and become seed electrons 

under a high enough electric field. Besides, for simplification of calculations, the 

movement and division of the streamer head is determined by the following approach. 

The needle tip or previous steamer channel tip is represented by a hyperbolic solid line 

𝜈0 with a “join circle” plotted as a dash line. In the inserted figure of Figure 2-8, the 

black dots represent the seed electrons for impact ionization. When electric field is 

applied, conditions according to Equation 2-1 are calculated among these seed electrons. 

Electron avalanches with a critical size are the potential positions for the next streamer 

channel generation. Electron avalanches that happen inside the join circle behind the 

streamer tip are removed while that inside the join circle in front of the streamer tip are 

regarded as an extension of previous streamer channel tip 𝜈0 . All the electron 

avalanches with a critical size happening outside the join circle are regarded as new 

streamer channels, which means streamer branching happens there. 

 

Figure 2-8 Schematic diagram of electron avalanche position dependent streamer channel 

generation [82, 87]. 

2.3.2.3 Characteristics of a streamer channel and dielectric liquid 

The characteristics of a streamer channel and liquids are generally regarded as 

resistance and capacitance, respectively, which is also referred to as a “RC model”, as 

shown in Figure 2-9 [10, 81].  

In the left figure in Figure 2-9 (a), HT represents the high voltage needle tip, while 

position 1 represents the ground plane. Position 2 is the start of the streamer tip. Line 

2-3, line 3-4 and line 3-5 are streamer channels with no channel radius. Point 4 and 5 

are the streamer tips. On the right figure in Figure 2-9 (a), the green numbers 2, 3 and 

5 represent resistances that are the streamer channels, while the green numbers 4 and 6 

represent the capacitances that are the dielectric liquid between streamer tip and ground 

plane. The resistance is calculated by Equation 2-2 by assuming streamer channel is 
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cylinder where l is streamer channel length, σ is streamer channel conductivity and 𝑟0 

is streamer channel radius. The capacitance is calculated by Equation 2-3 to Equation 

2-6 where 𝐿 is the axis length from streamer tip to ground plane. This calculation is 

based on a hyperboloidal approximation and taking into account the solid angle 

constituted by the streamer head [81]. 

𝑅 = 𝑙 𝜎𝜋𝑟0
2⁄  Equation 2-2 

𝐶 = 2𝜋𝜀0𝜀𝑟𝛼𝑐 (1 +
𝑚1

1−𝑚2
)  Equation 2-3 

𝛼𝑐 = 1 − (1 + (
𝜙/2𝑑

1−𝑚2
)
2

)
−1/2

  Equation 2-4 

𝑚1 =
𝑟0

𝑑
  Equation 2-5 

𝑚2 =
𝐿

𝑑
  Equation 2-6 

In comparison, the streamer channel is represented by a collection of points, as shown 

in Figure 2-9 (b). The streamer channel between each streamer tip and needle tip is 

regarded as a separate resistance, as shown in the right figure in Figure 2-9 (b). The 

dielectric liquid between streamer tip and ground plane is also regarded as a capacitor.  

Based on the RC model described above, the voltage potential at the streamer tip can 

be calculated. Then, the electric field at the streamer tip can be calculated by the Mason 

equation and its modified equation [10, 81].  

 

(a)                                                                        (b) 

Figure 2-9 Schematic diagram of RC model in dielectric liquids: (a) streamer channel is 

represented by a line with no radius [81] and (b) streamer channel is represented by a 

collection of points [10]. 
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2.3.3 Key Findings 

2.3.3.1  Streamer velocity 

This section mainly discusses the effects of different parameters on streamer velocity. 

The variables include meek constant 𝑄𝑐, time constant and channel conductivity in the 

RC model, and streamer channel breakdown electric field. 

(1) Meek constant 𝑸𝒄 

As a parameter to decide whether an effective electron avalanche will happen, the value 

of Meek constant 𝑄𝑐 is important to know. Meek constant 𝑄𝑐 is typically 18 in gases 

[92, 93]. In dielectric liquids, this value is expected to be higher due to the higher 

dielectric strength of liquids than gases. Effects of 𝑄𝑐 ranging from 5 to 80 on streamer 

velocity were studied in [37, 87, 94]. Since higher 𝑄𝑐 makes an electron avalanche with 

a critical size more difficult to happen, more time is required for an electron avalanche 

to generate enough charges for further ionization in front of the precious streamer tip. 

Therefore, as shown in Figure 2-10 [87], it is reasonable to find that increasing 𝑄𝑐 leads 

to lower streamer velocity. 

 

Figure 2-10 The effects of Meek constant 𝑸𝒄 on the average streamer propagation velocity 

for the middle 50% of the gap [87]. 

(2) Time constant and channel conductivity in the RC model 

Based on the assumption of equivalent RC model of streamer, time constant 𝜏0  

represents how fast the streamer tip can be recharged to the same voltage level as the 

needle tip. Therefore, smaller time constant 𝜏0  also represents higher channel 

conductivity [87]. Figure 2-11 [10] shows that smaller 𝜏0  leads to higher streamer 

velocity because the voltage drop inside the streamer channel is lower. The effects of 

streamer channel conductivity on streamer velocity were simulated in [91] and [95]. 
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Figure 2-11 Propagation speed calculated for the mid 1.5 mm of 3 mm gap distance in 

needle-plane geometry under different 𝝉𝟎 [10]. Data from previous work is derived from 

Figure 17 in [87]. 

(3) Streamer channel breakdown electric field 

When the electric field peak, generally regarded as the streamer tip in simulation, leaves 

the needle tip, the voltage potential at the streamer tip will be smaller than that at the 

needle tip due to the voltage drop inside the streamer channel. In experiments [65], it 

has been found that the streamer channel shows re-illumination phenomena during 

streamer propagation. Therefore, it is assumed that when the electric field inside the 

streamer channel is larger than a threshold, breakdown occurs along the streamer 

channel, and hence the voltage drop along the streamer channel reduces [10]. The 

effects of the streamer channel breakdown electric field 𝐸𝑏𝑑  on streamer velocity at 

different voltage magnitudes are shown in Figure 2-12 [10]. Obviously, a smaller 

breakdown field results in higher streamer velocity. 𝐸𝑏𝑑 = 0 kV/mm  means the 

streamer channel is totally conductive, which is an extreme case. Based on experimental 

studies, the electric field inside the streamer gaseous channel is 2~5 kV/mm for 

different dielectric liquids [4, 13].  

 

Figure 2-12 Propagation speed calculated for the mid 1.5 mm of 3 mm gap distance in 

needle-plane geometry under different streamer channel breakdown electric field 𝑬𝒃𝒅 with 

time constant 𝝉𝟎 = 𝟏𝟎−𝟒 𝒔 [10]. 
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2.3.3.2 Streamer mode transition 

It is argued in [96, 97] that photoionization may be the dominant mechanism for fast 

streamers since a lowered ionization potential of molecules in a strong electric field 

may lead to photoionization. A detailed theoretical analysis on the possibility of 

photoionization is undertaken by discussing the molecular energy state and radiation 

[97]. However, due to simulation difficulty, the effects of photoionization on streamer 

velocity are simulated by simply adding a constant velocity to the streamer head if the 

electric field at the streamer tip is over an extremely high threshold, typically 3.04~3.1 

GV/m [91, 97]. Figure 2-13 shows a schematic diagram of the electric field magnitude, 

voltage potential and position of a streamer tip [97]. Position 10 mm and 0 mm represent 

the needle tip and ground, respectively. The three white dash lines are three 

equipotential lines where the electric field magnitude equals 1.4 GV/m, 1.9 GV/m and 

3.1 GV/m, respectively. The dash lines represent two conditions of voltage drop. When 

the voltage drop inside the streamer channel is assumed to be 0 kV/mm, the voltage 

potential at streamer tip keeps 70 kV during streamer propagation from needle tip (10 

mm) to the ground (0 mm). When the voltage drop inside streamer channel is assumed 

to be 4 kV/mm, the voltage potential at streamer tip is 90 kV at the needle tip (10 mm) 

and reduces to 50 kV at the ground (0 mm). The electric field at streamer tip at different 

positions is indicated by the electric field scale bar. Taking the grey dash line, which 

starts from 𝑉0 = 70 kV at a position of 10 mm with a voltage drop inside the streamer 

channel 𝐸𝑠 = 0 kV/mm, for example. Streamer will initially be a 2nd mode streamer 

since the electric field at the streamer tip is smaller than 3.1 GV/m. When the grey dash 

line is below the white dotted line (3.1 GV/m), which means the local electric field at 

the streamer tip is over the threshold, the streamer is converted into a 3rd mode streamer. 

Similarly, for the grey line with 𝐸𝑠 = 4 kV/mm, the streamer starts from 3rd mode and 

is converted into 2nd mode when propagating around 3 mm, before finally becoming a 

3rd mode streamer again when the streamer tip is close to the ground.  

In comparison with Figure 2-13, Figure 2-14 shows the effects of voltage potential at 

the needle tip and streamer channel breakdown electric field on streamer velocity [97]. 

For the red solid line with applied voltage 𝑉0 of 80 kV and streamer channel breakdown 

electric field 𝐸𝑏𝑑  of 4 kV/mm, the streamer remains in 2nd mode until it is very close to 

the ground where it changes into 3rd mode. When 𝑉0 increases to 95 kV, as is shown by 

the orange point-dash line, the streamer starts from 3rd mode. When the streamer 
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position reaches ~8 mm, the streamer begins to switch to 2nd mode until it is very close 

to the needle tip where the streamer switches back to 3rd mode. Further increasing 𝑉0 in 

the light blue line leads to longer existence time for the start of the 3rd mode streamer. 

Besides, the streamer propagation time is decreasing. In comparison with the red line, 

when 𝐸𝑏𝑑  decreases to 1 kV/mm (shown in the sky-blue dot-dash line), since the 

voltage potential at the needle tip is easier to be transferred to the streamer tip, the 

streamer starts from 2nd mode and switches to a 3rd mode streamer earlier.  

 

Figure 2-13 Schematic diagram of the electric field magnitude, voltage potential and 

position of a streamer tip [97]. Position 10 mm and 0 mm represent the needle tip and 

ground, respectively. The electric field represents the electric field at the streamer tip of an 

electric hyperboloid with a tip curvature of 6.0 µm for a given position and potential. Doted 

white lines show the thresholds for ionization potential (IP) reduction by 2 eV (1.4 GV/m) 

and 3 eV (3.1 GV/m), as well as the exponential parameter 𝑬𝜶 =1.9 GV/m of impact 

ionization. Dashed grey lines represent streamers with a different voltage drop inside the 

streamer channel. 

 

Figure 2-14 Effects of voltage potential at the needle tip and streamer channel breakdown 

electric field on streamer velocity [97]. 
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2.3.3.3 Streamer stopping length 

Streamer stopping length is an important factor to know since not all streamers lead to 

breakdown in dielectric liquids. The effects of streamer channel conductivity on 

streamer stopping length are shown in Figure 2-15 [98]. Since higher streamer channel 

conductivity means lower voltage drop inside the streamer, with the increase of 

streamer channel conductivity, the streamer stopping length also shows an increasing 

trend.  

 

(a) 

 

(b) 

Figure 2-15 Effects of streamer channel conductivity 𝝈 on streamer stopping length: (a) 

𝝈 = 𝟎.𝟎𝟓 (𝜴𝒎)−𝟏 and (b) 𝝈 = 𝟎.𝟓 (𝜴𝒎)−𝟏 [98]. 

2.3.3.4 Streamer branching phenomenon 

In the very early study of streamer simulation, only non-dimensional parameters 

without units were used in simulations to qualitatively describe streamer dynamics. The 

possibility of a new streamer channel arising at a certain position is determined by |�⃗� |
𝜂
 

where |�⃗� |  is local electric field magnitude and 𝜂  is a parameter. When 𝜂  is 1, the 

growth probability of a new streamer channel is proportional to the local electric field 
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magnitude. The effects of 𝜂 on streamer branching extent are shown in Figure 2-16 [99]. 

Increasing 𝜂  means that the positions of the higher electric field have a greater 

possibility of forming a new streamer channel. The simulation geometry in [99] is 

similar to Figure 2-7 (a), where the central point is zero voltage potential, while the 

outside circle is high voltage potential. When the streamer tip is closer to the outside 

circle, the local electric field is higher. Therefore, increasing 𝜂 from 1 to 2 will reduce 

the extent of streamer branching.  

 

(a) 

 

(b) 

Figure 2-16 Effects of parameter 𝜼 on streamer branching extent [99]. 

In later research, more dimensional parameters with units of real physical meanings 

were adopted in simulations. Based on the streamer arising condition mentioned in 

Figure 2-8, the voltage magnitude effects on streamer branching phenomenon are 

shown in Figure 2-17 [87]. It was stated in [87] that with an increase in applied voltage 

magnitude, streamer branching phenomenon was enhanced. However, this trend seems 

to be limited.   
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Figure 2-17 Streamer trails, xz- and yz- projection for a range of voltages from 60 kV to 

120 kV. Each dot represents the position of a streamer head at some point of the 

propagation [87]. 

 

2.4 Streamer Modelling Based on the Continuous Model 

2.4.1 History 

The nature of the continuous model comes from the application of mathematical 

equations, namely controlling equations, to describe streamer physical phenomena. For 

example, in 1979, a simple 1D model was first used to simulate charge injection and 

ionic dissociation on the interface of an electrode [100-102]. This model was based on 

a combination of the simplified form of the Poisson equation and charge continuity 

equations, and considered charge generation and recombination in 1D with reasonable 

boundary conditions. Then, modification of a field-enhanced charge generation rate 

was made to further study the conduction of dielectric liquid [103, 104]. Based on the 

1D model, in 1992, an ion-drift time-dependent model, which could be calculated in 

both 1D and 2D, was proposed to study electric field distribution and current density in 

bulk oil [105]. Since then, authors from different groups began studying the dynamics 

of streamers based on the ion-drift model with various modifications.  

 

2.4.2 Simulation Methodology 

The simulation methodology of the continuous model is shown in Figure 2-18. As usual, 

the simulation geometry is built initially. Then, the controlling equations, boundary 

conditions and constant variable values are input into the calculating platform. The 

controlling equations may include Poisson equation, charge continuity equations and 

Navier-stokes equations. Then, the meshing process is set up. Then, calculation of the 
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equation set is conducted using different methods, such as FEM and FVM. Next, the 

variables’ values are generally initially calculated at time instant 𝑡. If the simulation 

meets the stopping criterion, the simulation is stopped. If not, the variables’ values are 

updated at each calculating node and time is increased by 𝑑𝑡 . Finally, the time-

dependent streamer process is simulated automatically until meeting the stopping 

criterion.  

 

Figure 2-18 A flow chart of the simulation methodology of the continuous model. 

2.4.2.1 Controlling Equations and Boundary Conditions 

The controlling equations and their boundary conditions play the most important roles 

in describing streamer dynamics in the continuous model. Typical controlling equations 

in streamer simulations include: 

a) Poisson equation 

b) Charge continuity equation 

c) Navier-Stoke equations  

d) Thermal diffusion equation 

(a) Poisson equation 

The expression of the Poisson equation is shown in Equation 2-7 [106]. The Poisson 

equation describes the relationship between space charge density 𝑐 and electric field 

distribution �⃗�  (�⃗� = −∇𝑉). Here, the space charge density is the sum of all possible 

charge carriers in dielectric liquids, including the charge densities of positive ions 𝑐+, 
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negative ions 𝑐− and electrons 𝑐𝑒. When considering the electron injection process on 

a negative needle tip, only electrons and negative ions are considered [7, 49, 107] due 

to lack of positive ion generation in the bulk liquid. However, the types of charge groups 

generated by the ionization process in the bulk liquid do not reach a consensus. It is 

assumed that 𝑐+, 𝑐− and 𝑐𝑒 can all exist in the liquid in [7-9], while only 𝑐+ and 𝑐𝑒 can 

exist due to much longer electron attachment time than the interests of simulation time 

in [11]. 

∇ ∙ (−∇𝑉) = 𝑐 𝜀0𝜀𝑟⁄  Equation 2-7 

Where 𝑉 is voltage potential, 𝑐 is space charge density, 𝜀0 and 𝜀𝑟  are permittivity in 

vacuum and relative permittivity of dielectric liquids, respectively.  

The boundary conditions of the Poisson equation are as follows [7-9]. For needle-plane 

geometry, the voltage potential on the needle electrode is set to be 𝑉 = 𝑉(𝑡), while on 

the ground plane the voltage potential is set to be 𝑉 = 0 V. On the boundary of the 

calculating domain, the condition is set to be �⃗� ∙ �⃗� = 0, which means no electric field 

can go outside of the calculated boundary. Here, �⃗�  is the normal vector of the 

boundaries. 

(b) Charge continuity equation 

The charge continuity equation expresses how the distribution of free charges are 

modified by electric field drift and liquid movement [105]. Due to the conservation of 

charges, the charge continuity equation for space charge density can be expressed as 

follows:   

𝜕𝑐

𝜕𝑡
+ ∇ ∙ 𝐽 = 0 Equation 2-8 

Where 𝑐  is space charge density, 𝐽  is the current density and equals 𝐽 =

∑ (𝑧𝑖𝑐𝑖𝜇𝑖�⃗� − 𝐷𝑖∇𝑐±𝑒 + 𝑐𝑖𝑣𝑙⃗⃗  ⃗)𝑖=±𝑒 , 𝑐𝑖 is charge density, 𝑧𝑖 is polarity constant. 𝑧𝑖 equals 

1 when the charge is positive and equals -1 when the charge is negative. 𝜇𝑖 is the charge 

mobility for different charges, 𝐷±𝑒  is the diffusion coefficient of charges, 𝑣𝑙⃗⃗  ⃗ is the 

liquid velocity. 

Charge diffusion is related to the charge movement due to charge concentration 

differences and can be calculated according to Einstein relation [49, 108]. Liquid 

velocity can be estimated according to the electro-hydro-dynamics (EHD) process [62, 

109]. It should be noted that the charge movement induced by charge diffusion and 

liquid movement is generally much smaller than that caused by electric field drift, 

which is on a similar order of magnitude to streamer velocity. Therefore, 𝐷±𝑒  and 𝑣𝑙⃗⃗  ⃗ 
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are always neglected in the streamer simulation process when simulating 2nd and 3rd 

mode streamers but are considered in the conduction process of dielectric liquid [49]. 

If all three kinds of charges are assumed to exist in dielectric liquids during the streamer 

process, Equation 2-8 can be separated as Equation 2-9 to Equation 2-11 which consider 

the existence of all of 𝑐+, 𝑐− and 𝑐𝑒 in dielectric liquids without consideration of charge 

diffusion and liquid velocity. The calculation of electron velocity is shown in Equation 

2-12. 

𝜕𝑐+

𝜕𝑡
+ 𝛻 ∙ 𝑐+𝜇+�⃗� = 𝑠𝑜𝑢𝑟𝑐𝑒+ + 𝑠𝑖𝑛𝑘+  Equation 2-9 

𝜕𝑐−

𝜕𝑡
+ 𝛻 ∙ (−𝑐−𝜇−�⃗� ) = 𝑠𝑜𝑢𝑟𝑐𝑒− + 𝑠𝑖𝑛𝑘−  Equation 2-10 

𝜕𝑐𝑒

𝜕𝑡
+ 𝛻 ∙ (−𝑐𝑒𝜇𝑒�⃗� ) = 𝑠𝑜𝑢𝑟𝑐𝑒𝑒 + 𝑠𝑖𝑛𝑘𝑒  Equation 2-11 

𝑣𝑒 = 𝜇𝑒�⃗�  Equation 2-12 

Where 𝑠𝑜𝑢𝑟𝑐𝑒+,−,𝑒  is the charge generation rate of positive ions, negative ions and 

electrons, 𝑠𝑖𝑛𝑘+,−,𝑒 represents the charge recombination rate of positive charges and 

negative charges, and electron attachment rate.  

A detailed description of charge generation rates will be discussed in 2.4.3.3. In general, 

all kinds of charge generation mechanism are closely and positively related to the local 

electric field, which indicates that a higher electric field will definitely result in larger 

charge density and facilitate streamer initiation and propagation. However, according 

to the assumption in the discrete model [99], the position where the streamer channel 

arises may be related to both the electric field and the probability. Therefore, it is 

assumed in [110] that a stochastic term 𝐹 should be added to the source term as 𝐹 ∙

𝑠𝑜𝑢𝑟𝑐𝑒±𝑒, where 𝐹 jumps between 0 and 1 according to a probability density function 

based on power-law expression. The power-law expression in shown in Equation 2-13. 

Therefore, a higher electric field means a higher probability of charge generation. 

However, the probability concept is more closely related with streamer branching 

phenomenon, which is not the main object of most continuous model simulations. 

Besides, adding a stochastic term may lead to convergence problems in a continuous 

model. Therefore, this assumption was only used in [110] to study the partial discharge 

process to the author’s best knowledge.  

𝑃 = 𝐴(|�⃗� | 𝐸𝑏⁄ )
𝑛

 Equation 2-13 

Where 𝑃 is the probability, 𝐴, 𝐸𝑏 , 𝑛 are constant values. 𝐴, 𝐸𝑏 , 𝑛 are chosen to be 1, 

109 and 4 by [110].  
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The boundary conditions of charge continuity equations are generally set to be �⃗� ∙

𝜇𝑖𝑐𝑖�⃗� = 0 on the boundary of the calculation domain, which means no charge can go 

outside of the simulation boundary [7-9]. If charge injection is not considered, the 

boundary condition on the electrodes is set as ∇𝑐±𝑒 = 0, which means only convective 

fluxes of charge densities are allowed on the electrodes [7-9]. If charge injection is 

considered, the boundary condition on the needle electrode is 𝐽 = 𝑐𝑒𝜇𝑒|�⃗� | = 𝐽 𝑒(𝑡), 

which means the electron density 𝑐𝑒  on the needle electrode is set to be  𝑐𝑒 =

𝐽𝑒(𝑡) 𝜇𝑒|�⃗� |⁄ , where 𝐽𝑒(𝑡) is the injected current density [7].  

(c) Navier-stokes equations 

Navier-Stoke equations [111] describe the motion of viscous fluid substances [112-116]. 

Two conservation equations are included, namely conservation of mass and 

conservation of momentum, which are shown in Equation 2-14 and  Equation 2-15, 

respectively. 

𝜕𝜌𝑙

𝜕𝑡
+ 𝛻 ∙ (𝑣𝑙⃗⃗  ⃗𝜌𝑙) = 0  Equation 2-14 

𝜌𝑙 (
𝜕𝑣𝑙⃗⃗  ⃗

𝜕𝑡
+ (𝑣𝑙⃗⃗  ⃗ ∙ 𝛻)𝑣𝑙⃗⃗  ⃗) = 𝐹  − 𝛻𝑝   Equation 2-15 

Where 𝑝 is the thermodynamic pressure, 𝐹  is the volumetric force density acted on the 

liquids, 𝑣𝑙⃗⃗  ⃗ is liquid velocity, 𝜌𝑙 is liquid density. 

The relationship between liquid density 𝜌𝑙 and thermodynamic pressure of dielectric 

liquid 𝑝  is assumed to be either pressure-dependent or pressure-independent under 

different conditions. For example, when studying the cavity formation process with 

short voltage rise time, liquid density is assumed to be pressure-dependent [113-115] 

which is mainly calculated by the equation of state. In comparison, dielectric liquid is 

regarded as pressure-independent [49, 108, 117] when studying the conduction process 

under longer voltage rise time when the cavity phenomenon is negligible because liquid 

has enough time to move to compensate the pressure difference.  

The relationship between liquid density and thermodynamic pressure when considering 

liquid to be compressible can be calculated by the equation of state. Here, we list the 

equation of state of three typical liquids, cyclohexane, rapeseed oil and deionized water 

(a typical polar dielectric liquid). 

The equation of state of the three liquids have similar forms, as shown in Equation 2-16, 

for deionized water [113-116], and Equation 2-17 for cyclohexane [118] and rapeseed 

oil [119]. The related parameter values for deionized water, cyclohexane and rapeseed 

oil are shown in Table 2-1. When assuming liquid is in a steady state under atmospheric 
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pressure 𝑝0, if the thermodynamic pressure 𝑝  of dielectric liquid is over 𝑝0 , liquid 

density 𝜌𝑙 will also be over 𝜌0. 

𝑝 = (𝑝0 + 𝐵) (
𝜌𝑙

𝜌0
)
𝛾

− 𝐵   Equation 2-16 

𝜌𝑙 =
𝜌0

1+𝐶𝑙𝑛(
𝐵+𝑝0
𝐵+𝑝

)
  Equation 2-17 

Where 𝑝0 is atmospheric pressure, 𝜌0 is the liquid density under atmospheric pressure, 

𝐵, 𝐶 and 𝛾 are constant parameters.  

Table 2-1 Summary of the parameters used in the equation of state for deionized water, 

cyclohexane and rapeseed oil. 

Parameter 
References 

Deionized water [113-116] Cyclohexane [118] Rapeseed oil [119] 

𝜌0 (kgm−3) 1000 774.1 907.3 

𝐵 (MPa) 307 40.96 380 

𝐶 --- 0.05382 0.052 

𝛾 7.5 --- --- 

Generally speaking, the volumetric force 𝐹  acting on a dielectric liquid under a non-

uniform electric field can be expressed according to the Helmholtz equation [120-122] 

as Equation 2-18. 

𝐹 = �⃗� 𝑐 −
𝜀0

2
|�⃗� |

2
∇𝜀 +

𝜀0

2
∇ (|�⃗� |

2 𝜕𝜀𝑟

𝜕𝜌𝑙
𝜌𝑙)  Equation 2-18 

Where the first term corresponds to the Coulomb force acting on the non-neutral 

dielectric liquids with space charge density 𝑐 = 𝑐+ + 𝑐− + 𝑐𝑒 , the second term is 

related to the force due to the local inhomogeneous properties of dielectric liquids and 

the third term represents the electrostrictive force arising from a density-dependent 

permittivity [123]. The latter two terms are also called ponderomotive forces.  

For non-polar dielectric liquid, 
𝜕𝜀𝑟

𝜕𝜌𝑙
𝜌𝑙 can be simplified by the Clausius-Mosotti formula 

[124] as Equation 2-19. 

𝜕𝜀𝑟

𝜕𝜌𝑙
𝜌𝑙 =

(𝜀𝑟+1)(𝜀𝑟−1)

3
  Equation 2-19 

And for polar dielectric liquid, such as deionized water, 
𝜕𝜀𝑟

𝜕𝜌𝑙
𝜌𝑙  can be simplified as 

Equation 2-20. 

𝜕𝜀𝑟

𝜕𝜌𝑙
𝜌𝑙 = 𝜀𝑟𝛼   Equation 2-20 

Where 𝛼 ≤ 1.5 is the empirical factor for most of the studied polar dielectric liquids, 

including deionized water [113, 125]. 
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It is argued that the Coulomb force [62, 109] may play a key role in streamer initiation 

in mineral oil while the electrostrictive force [113-116] may be important in streamer 

initiation in deionized water with fast rise voltage fronts. Due to the electro-mechanical 

forces acting on local dielectric liquids, a so-called “negative pressure” will be 

generated in the liquids locally, which gives rise to the possibility of cavity formation. 

The concept of “negative pressure” is introduced here as in Figure 2-19 [126]. Consider 

a mass point in the liquid, which is shown as the white circle in Figure 2-19. Without 

the force 𝐹  on the piston, the total pressure of the mass point equals the sum of 

thermodynamic pressure 𝑝  and hydrodynamic pressure 𝜌𝑙𝑔ℎ , where ℎ  is the depth 

from the liquid surface to the mass point, 𝑔 is the acceleration of gravity. If the direction 

of 𝐹  is towards the liquid, the force tends to compress the mass point, with the total 

pressure of the mass point equalling 𝑝𝑡𝑜𝑡𝑎𝑙 = 𝑝 + 𝜌𝑙𝑔ℎ + |𝐹 | 𝑆⁄ , where 𝑆 is the piston 

area. However, if the direction of 𝐹  is outwards the liquid as in Figure 2-19, the total 

pressure of the mass point equals 𝑝𝑡𝑜𝑡𝑎𝑙 = 𝑝 + 𝜌𝑙𝑔ℎ − |𝐹 | 𝑆⁄ . The negative pressure 

− |𝐹 | 𝑆⁄  means that the force tends to stretch the mass point. The total pressure can be 

negative if 𝐹  is large enough, which means the mass point will be stretched.  

 

Figure 2-19 Schematic diagram of negative pressure [126]. 

Concerning liquid during the streamer process, the total pressure related with cavity 

formation in the liquid is calculated by Equation 2-21, with the volumetric force 𝐹  on 

the liquid shown in Equation 2-18. 

−∇𝑝 + 𝐹 = −∇𝑝𝑡𝑜𝑡𝑎𝑙    Equation 2-21 

The effects of electrostrictive force on the streamer initiation process in deionized water 

have been studied in both experiments and simulations [113, 115, 127-129]. However, 
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electrostrictive force may have much less effect on the streamer process in mineral oil 

due to its much lower permittivity than deionized water. There is lack of published 

research discussing streamer dynamics and in consideration of cavities under short 

voltage rise time or DC voltage [11, 61].  

The boundary conditions of Navier-stoke equations are given as follows [113]. For all 

the boundaries on the electrodes and calculating domain, �⃗� ∙ 𝑣𝑙⃗⃗  ⃗ = 0, which means 

liquid velocity on all the boundaries is zero. Besides, on the boundary of the calculation 

domain, 𝑝 = 𝑝0, which means the test cell is large enough so that the pressure on the 

cell boundary equals ambient pressure. 

(d) Thermal diffusion equation 

Similar to the charge continuity equation, the thermal diffusion equation describes how 

the temperature distribution is modified by energy dissipation due to Joule heating. The 

expression of the thermal diffusion equation is shown in Equation 2-22. 

𝜕𝑇

𝜕𝑡
+ 𝑣𝑙⃗⃗  ⃗ ∙ 𝛻𝑇 = 𝐾𝑇𝛻

2𝑇 +
∅𝑑

𝜌𝑙𝑐𝑣
  Equation 2-22 

Where 𝑇 is the liquid temperature distribution, 𝑣  is liquid velocity, 𝐾𝑇 is the thermal 

diffusivity, ∅𝑑 is the energy dissipation source term as shown in Equation 2-23, 𝜌𝑙 is 

the liquid density, 𝑐𝑣 is the liquid specific heat.  

∅𝑑 = �⃗� ∙ 𝐽  Equation 2-23 

The boundary condition of the thermal diffusion equation for all the boundaries is �⃗� ∙

𝛻𝑇 = 0, which means the system is assumed to be perfectly thermally insulated for 

simplification [8].  

 

2.4.3 Dielectric Liquid Parameters 

The values of the constant parameters of dielectric liquids are important when 

calculating mathematical equations. Among all the dielectric liquids, mineral oil is one 

of the most commonly used dielectric liquids in oil-filled power transformers due to its 

excellent insulating properties, long service history and wide availability [130]. 

Experiments have been conducted by many researchers investigating the electrical 

properties of mineral oils. However, due to the complexity of mineral oil components, 

where naphthenic molecules, paraffinic molecules and aromatic molecules account for 

the majority [131, 132], it is hard to directly test or calculate the parameters in 

commercial mineral oil. Since the molecular structure of cyclohexane is similar to the 

naphthenic/paraffinic molecules in mineral oil, cyclohexane is usually taken as an 
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alternative to represent some characteristics of mineral oil. The parameter values of 

different dielectric liquids inside the liquid phase during the streamer process are 

summarised from Section 2.4.3.1 to Section 2.4.3.4.  

2.4.3.1 Charge mobility 

Charge mobility 𝜇±𝑒 describes how quickly the charges can move under the effects of 

electric field and is important during streamer simulation since it is closely related to 

the charge velocity in Equation 2-12 and energy dissipation in Equation 2-23, which 

can affect the streamer velocity and the low-density channel formation, respectively. A 

summary of the mobilities of positive ions, negative ions and electrons in different 

dielectric liquids at room temperature are shown in Table 2-2 and Table 2-3. It should 

be noted that positive ions and negative ions share the same values. 

Table 2-2 Mobility of positive and negative ions calculated based on experiments and used 

in simulations in a liquid phase at room temperature. 

Source Mobility (m2V−1s−1) Dielectrics References 

Calculations 

based on 

experiments 

~1 × 10−9 Mineral oil [105] 

1 × 10−7~1 × 10−8 Cyclohexane [100, 109, 133-138] 

Simulations 

1 × 10−9 Mineral oil [8, 9, 49, 54, 105, 110, 139-141] 

1 × 10−8 Cyclohexane [11, 142] 

3 × 10−7 Cyclohexane [62, 82, 87, 91, 107] 

Table 2-3 Mobility of electrons calculated based on experiments and used in simulations in 

a liquid phase at room temperature. 

Source Mobility (m2V−1s−1) Dielectrics References 

Calculations 

based on 

experiments 

~1.1× 10−4 Cyclopentane [143] 

~0.45× 10−4 Cyclohexane [109, 143-145] 

~0.025-0.038× 10−4 n-Decane [109, 143] 

~0.038~400× 10−4 Hydrocarbons [89, 143, 146-148] 

Simulations 

1 × 10−4 Mineral oil [8, 9, 49, 54, 110, 139-141] 

1 × 10−4 Cyclohexane [11, 142] 

0.45 × 10−4 Cyclohexane [62, 82, 87, 91, 107] 

Apart from the mobility values mentioned above, it should be noted that charge mobility 

in dielectric liquids also varies with temperature [135, 143-145, 147] and electric field 

[109, 135, 138, 143, 145, 147]. For example, with the temperature rising from 295 K to 

455 K, ion mobility in cyclohexane rises from 1 × 10−8 to 70× 10−8 m2V−1s−1 [135]. 
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Electron mobility in cyclohexane also rises from 0.45 × 10−4  to 1.7 × 10−4 

m2V−1s−1 when the temperature rises from 294 K to 395 K under an electric field of 

6.7 kV/cm [144]. 

Besides, the mobility of electrons is also constrained by the electron saturation velocity 

(ESV), which is the maximum velocity a charge carrier can gain in the presence of very 

high electric field [9, 109, 138, 149]. ESV can be explained by the transfer of energy 

and momentum from electrons to phonons at high velocity and the increase of effective 

electron mass based on the well-known Shockley theory and the following study [150-

153]. A schematic representation of electron drift velocity under different electric field 

magnitude for three types of dielectric liquids is shown in Figure 2-20 [109]. It is shown 

that all three kinds of liquid will reach ESV between 10 and 100 km/s. The ESV is 

argued to happen at electric fields ranging from 1 to 7×108 V/m [109, 138, 154] for 

slow liquids. The electron drift velocity of liquid Argon [143, 154], liquid Xenon and 

liquid Krypton [143] are shown in Figure 2-21. The ESV of these three types of liquids 

are all estimated to be between 1-10 km/s.  

To the author’s best knowledge, no equation has been derived based on experiments to 

describe ESV in liquids. A rational function from semiconductor models [58, 154] is 

adopted by [155] to describe the ESV model,  as in Equation 2-24.  

𝑣𝑒 = 𝑣0

|�⃗� |

(|�⃗� | + 𝐸0)
 Equation 2-24 

Where 𝑣0 is the ESV and is taken as 41 km/s to keep the velocity of the streamers 

formed at 4 MV/cm and equal to 40 km/s, which has been observed in experiments 

[63]. 𝐸0 is taken as 0.1 MV/m.  

However, it should be noted that 𝑣0 is unknown in mineral oil, and is only the ESV of 

electrons rather than streamers under positive polarity. Therefore, it is questionable 

whether 𝑣0 should be the same as streamer velocity for positive streamers. Besides, it 

is also doubtful that electron mobility under a low to moderate electric field used in 

[155] is calculated to be 4.1×10-3 m2V−1s−1, which is around 41 times larger than the 

estimation in [143].  
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Figure 2-20 Schematic representation of electron drift velocity under different electric 

fields for three types of dielectric liquids. This figure is reproduced from [109].  

 

Figure 2-21 Electron drift velocity of liquid Argon, liquid Krypton and liquid Xenon [143]. 

2.4.3.2 Relative permittivity 

The relative permittivity, or dielectric constant, of a material is its (absolute) 

permittivity expressed as a ratio relative to the vacuum permittivity. The relative 

permittivity value has a significant impact on the magnitude of the electrostrctive force. 

The relative permittivity 𝜀𝑙  of transformer oil and cyclohexane in liquid phase is 

generally taken as 2.2 [7-9, 110, 139] and 2 [11, 135, 142], respectively.  

2.4.3.3 Charge generation mechanisms 

Due to the electronic nature of streamers, the sources of charge carriers, which are 

closely related to charge generation mechanisms, play a vital role during streamer 

initiation and propagation processes. However, there is no consensus on which 

mechanism dominates the streamer process. In this part, different kinds of charge 

generation mechanisms from previous literature that have been considered for this 

current study are introduced and discussed in detail,  
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(1) Impact ionization 

Impact ionization describes the electron avalanche process which indicates that an 

electron collides with a neutral molecule and generates a new electron and a positive 

ion. As is illustrated in Section 2.3.2.2, impact ionization, may play a dominant role in 

streamer initiation and propagation in dielectric liquids [7, 8, 11, 82, 87, 156], which 

depends on the collision of an electron on a neutral molecule under Coulomb force. The 

first Townsend ionization coefficient 𝛼𝑇 is used to describe the impact ionization rate 

and has the following expression shown in Equation 2-25. 

𝛼𝑇 = 𝐴𝑙𝑁𝑙exp (−
𝐵𝑙𝑁𝑙

|�⃗� |
)  Equation 2-25 

Where 𝐴𝑙 and 𝐵𝑙 are constant values, 𝑁𝑙 is the molecular number density in dielectrics. 

It should be noted that 𝐴𝑙𝑁𝑙 is in the unit of (m−1) and represents the reciprocal of 

electron mean free path between collision in dielectric liquids. 𝐵𝑙𝑁𝑙 is the exponential 

term.  

A summary of the values of 𝐴𝑙𝑁𝑙 and 𝐵𝑙𝑁𝑙 in simulations and experiments are shown 

in Table 2-4. 

Table 2-4 Summary of the values of 𝑨𝒍𝑵𝒍 and 𝑩𝒍𝑵𝒍 of impact ionization calculated based 

on experiments and used in simulations. 

Source 𝐴𝑙𝑁𝑙 (m
−1) 𝐵𝑙𝑁𝑙 (Vm−1) Dielectrics References 

Calculations 

based on 

experiments 

2.0 × 108 3 × 109  Cyclohexane [157] 

1.1 × 108 1.8 × 109 Gaseous hexane [158] 

1.3 × 108 1.9 × 109 Gaseous cyclohexane [158] 

1.2 × 108 1.8 × 109 Gaseous pentane [158] 

Simulations 

25 2 × 107 Mineral oil [7] 

5 × 106 1 × 105 Mineral oil [49] 

1.0 × 108 2.5 × 109 Cyclohexane [8] 

1.3 × 108 1.9 × 109 Cyclohexane [11] 

2.0 × 108 3 × 109  Cyclohexane [82] 

1.2 × 108 1.9 × 109 Cyclohexane [91] 

2 × 108 3 × 109  Cyclohexane [87] 

5 × 106 3 × 107 Deionized water [58, 159] 

The values in [7, 49] are very different from the others because the authors manually 

selected the values of 𝐴𝑙𝑁𝑙  and 𝐵𝑙𝑁𝑙  to fit experimental results due to a lack of 

knowledge in transformer oil. 
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The  charge generation rate based on impact ionization can be expressed as Equation 

2-26 [8]. 

𝐺𝐼 = 𝛼𝑇|𝑐𝑒|𝑣𝑒 

     = 𝛼𝑇|𝑐𝑒|𝜇𝑒|�⃗� | = 𝐴𝑙𝑁𝑙exp (−
𝐵𝑙𝑁𝑙

|�⃗� |
)|𝑐𝑒|𝜇𝑒|�⃗� |  

Equation 2-26 

Therefore, 𝐺𝐼 is closely related with |𝑐𝑒|, 𝜇𝑒  and |�⃗� |. 

It should be noted that although impact ionization is considered as a possible charge 

generation mechanism, arguments about the conditions under which impact ionization 

dominates still exist. It is suggested in [8] that impact ionization is the dominating 

mechanism for 4th mode streamers with a velocity over 100 km/s under an extremely 

high electric field. In comparison, it is assumed in [11, 94, 142] that impact ionization 

is responsible for streamer initiation and propagation with different velocities ranging 

from 2 km/s to 300 km/s. This assumption in the continuous model is similar to the 

assumption adopted in the discrete model [82, 87, 91]. 

(2) Molecular ionization 

Molecular ionization, known as a direct ionization mechanism based on Zener’s theory 

[160], was proposed in [6] as the dominant mechanism for positive streamer initiation 

and propagation. It indicates that under a high enough electric field, an electron will be 

directly extracted from a neutral molecule, thus forming a free electron and a positive 

ion. The charge generation rate of molecular ionization 𝐺𝑀 is calculated as Equation 

2-27.  

𝐺𝑀 =
𝑛0𝑞2𝑎|�⃗� |

ℎ
𝑒𝑥𝑝 (−

𝜋2𝑚∗𝑎∆2

𝑞ℎ2|�⃗� |
)  Equation 2-27 

Where 𝑛0 is the number density of ionisable molecules in the dielectric liquids, 𝑞 is the 

electronic charge, 𝑎  is the molecular separation, ℎ  is Planck’s constant, 𝑚∗  is the 

effective electron mass, ∆ is the ionization potential of molecules and dependent on the 

dielectric liquid’s components.  

According to density function theory (DFT) [96], the IP of hydrocarbons shows a 

decreasing trend with the increasing electric field magnitude [161], as in Equation 2-28. 

However, constant IP was also once used in a simulation for simplification [7, 8, 58, 

110, 140, 141, 162-164]. Typical values of IP for different dielectric liquids are 

summarised in Table 2-5. It should be noted that it may not be reasonable to use IP in 

the gaseous phase to simulate streamers in the liquid phase, as was used in [8, 141]. 

∆= ∆0 − 𝛾√|�⃗� |  Equation 2-28 
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Where ∆0 is the ionization potential under no electric field, 𝛾 is the coefficient.  

Table 2-5 Ionization potential of different dielectric liquids. 

Source Ionization potential (eV) Dielectrics Reference 

Calculations 

based on 

experiments 

10.22 − 6.78 × 10−5√|�⃗� | 
Cyclohexane  

in gaseous phase 

[96, 148, 166, 

167] 

~8.41 
Cyclohexane  

in liquid phase 
[168, 169] 

~9.86 
Cyclohexane  

in gaseous phase 
[169-172] 

~6.20 Pyrene in liquid phase [169-171, 173] 

~7.43 Pyrene in gaseous phase [169, 173, 174] 

Simulations 

8.5 − 6.9875 × 10−5√|�⃗� | Mineral oil 
[9, 60, 61, 139, 

155, 175, 176] 

7.1 Mineral oil [110, 162] 

6.20 Aromatic [8, 141] 

7.40 Aromatic [177] 

9.86 Naphthenic/paraffinic [8, 141] 

4 Deionized water [58] 

Similar to ∆, 𝑛0 is also dependent on the dielectric liquid’s components. The values of 

𝑛0 are summarised in Table 2-6. It is also argued that 𝑛0 will increase when the electric 

field is high because not only do the easily ionisable molecules get ionized but so do 

the “ordinary” molecules [165]. The values of other parameters in Equation 2-27 are 

summarised in Table 2-7. 

According to the different parameters, a comparison of the molecular ionization charge 

generation rate based on different ∆ and 𝑛0 is presented in Figure 2-22. It is shown that 

when the electric field magnitude is lower than around 109 V/m, aromatic molecules 

with an IP of 6.2 eV [8, 141] have the highest charge generation rate, meaning that the 

streamer can initiate at a lower voltage. The charge generation rate of mineral oil with 

an IP of 7.1 eV [110, 162] in the red line is similar to mineral oil with a field dependent 

IP [9, 60, 61, 139, 155, 175, 176] in the blue line. The differences between the black 

line with an IP of 6.2 eV and the other two lines are relatively large when the electric 

field is increased from 108 V/m to 109 V/m. With an electric field higher than 

109 V/m, all the results show similar values. 
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Table 2-6 Density of ionisable molecules 𝒏𝟎 in different dielectric liquids. 

Source 
Density of ionisable 

molecules 𝑛0 (m−3) 
Dielectrics Reference 

Estimation 

1021~1022 Mineral oil [178] 

1023 Aromatic [131, 132, 179] 

1025 Naphthenic/paraffinic [131, 132, 179] 

1023~1025 Mineral oil [165] 

Simulation 

1021 Mineral oil [162] 

1023 Mineral oil [9, 60, 61, 155, 175, 176] 

1023 Mineral oil [110] 

1023 Aromatic [8, 177] 

1025 Naphthenic/paraffinic [8] 

1026 Naphthenic/paraffinic [177] 

Table 2-7 Summary of other parameters used in Equation 2-27 

Variable Values Reference 

𝑞 1.602 × 10−19 C [180] 

ℎ 6.62608 × 10−34 m2kgs−1 [180] 

𝑎 3.0 × 10−10 m 
[7, 8, 58, 110, 139-141, 

159] 

𝑚∗ 0.1 × 𝑚𝑒 = 9.1 × 10−32 kg 
[7, 8, 58, 110, 139-141, 

148] 

Where 𝑚𝑒 is the mass of an electron. 

 

Figure 2-22 Comparison of molecular ionization charge generation rate based on different 

ionization potentials. 
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(3) Photoionization 

Photoionization implies a transition from bound to a free state for the electrons [181]. 

It results in the generation of a positive ion and a free electron, both of which are formed 

from the interaction of a photon with an atom or molecule [181]. The sources of photon 

radiation may originate from thermal background radiation and molecules relaxing 

from an excited state [13, 181, 182].  

The role of photoionization is generally assumed to facilitate 3rd and 4th mode streamers 

[5, 8, 33] because photoionization is assumed to happen under a much higher electric 

field than impact ionization and molecular ionization [91], which may act as a feed-

forward mechanism at the streamer tip [5]. In the discrete model, photoionization is 

assumed to happen at 3.04 GV/m [91]. The physical model of photoionization in air 

was formulated in [183, 184], and is complicated. Therefore, a simplified method was 

used to include photoionization into streamer modelling in liquid. 

It is assumed that photoionization results in background ionization, which gives initial 

electrons and positive ions with number density equal to 1014 m−3 [8]. This value is 

much smaller than the space charge number density at the streamer tip during streamer 

propagation, which is typically around 1.5×1022 m−3 [8]. This method has also been 

used to simulate photoionization in gas by different authors [185-187].  

(4) Ionic dissociation 

Similar to molecular ionization, ionic dissociation is also a direct ionization mechanism  

used to describe how conductivity of a weak electrolyte is dependent upon the level of 

electric field stress [188]. The charge generation rate due to ionic dissociation under the 

effects of an electric field is calculated by Equation 2-29 [7, 101, 189, 190]. Under the 

application of an electric field, ion pairs in weak electrolyte dissociate into free positive 

ions and negative ions. As non-hydrocarbon-based impurities unavoidably exist in 

hydrocarbons liquids, different authors have used ionic dissociation to describe 

electrical conduction in transformer oil [100-102, 104, 105, 137, 189].  

𝐺𝐼𝐷 = 𝑞𝑛𝑐𝐾𝐷
0𝐹𝐼𝐷(|�⃗� |) = 𝑞 (

𝜎

𝑞(𝜇++𝜇−)
)
2

𝑅± 𝐹𝐼𝐷(|�⃗� |)  Equation 2-29 

Where 𝑛𝑐  is the number density of neutral ion-pairs, 𝐾𝐷
0 is the dissociation constant 

under no electric field, 𝐹𝐼𝐷(|�⃗� |) is the field enhancement factor of the dissociation 

constant, 𝜎 is liquid conductivity, 𝑅±  is the recombination rate of positive ions and 

negative ions. 
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(5) Field emission 

Based on the quantum-mechanical effect, electrons can be emitted from a metal surface 

through the potential barrier at the metal/liquid interface [7] under a high electric field 

with negative polarity [191], typically greater than 5×108 V/m [7, 192]. The occurrence 

of field emission has been physically verified by experiments in dielectric liquids [193, 

194], including cyclohexane for a very small radius of curvature (𝑅 < 1 μm) [134]. 

However, whether this mechanism could dominate negative streamer initiation and 

propagation is unclear.  

The method used to describe emission current was initially proposed by Fowler and 

Nordheim in 1928 [195]. Considering the effects of the image force barrier were 

decreasing, modification was undertaken later [196, 197]. The modified emitted current 

density 𝐽 is calculated as Equation 2-30. By using Equation 2-30, the injected current 

density on the electrode can be calculated. Therefore, the effects of injected electrons 

on streamer dynamics can be further simulated and discussed. 

𝐽 =
𝑞3|�⃗� |

2

8𝜋ℎ𝜙𝑡2(𝑦)
𝑒𝑥𝑝 (−

8𝜋√2𝑚𝜙3/2

3ℎ𝑞|�⃗� |
𝜈(𝑦))  Equation 2-30 

Where ℎ is plank’s constant, 𝑞 is electron charge, 𝜙 is the metal’s work function in 𝐽 

and is assumed to be 4.5 eV in [7] on a copper electrode, 𝑦 is an electric field dependent 

parameter, 𝑡2(𝑦)  and 𝜈(𝑦)  are two electric field dependent functions representing 

general correction factors [198, 199]. 

In streamer simulations, the set of values to estimate 𝑦, 𝑡2(𝑦) and 𝜈(𝑦) by [107, 199, 

200] is summarised in Table 2-8.  

Table 2-8 Summary of parameters for ionic dissociation. 

𝒚 𝒕𝟐(𝒚) 𝝂(𝒚) Reference 

1.4299 × 10−9|�⃗� |𝜙−2 1 1 − 𝑦 +
1

6
𝑦𝑙𝑛𝑦 [107, 199, 200] 

Where |�⃗� | is in (V/m), 𝜙 is in (eV). 

The injected current densities calculated according to the values above are plotted in 

Figure 2-23 under different electric field magnitudes. The current density increases 

greatly from 10−14 A m2⁄  to 0.73 A m2⁄  with electric field magnitude increasing from 

109 V/m to 2 × 109 V/m.  
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Figure 2-23 Calculation of injected current density by modified Fowler-Nordheim 

equation. 

(6) Comments on the charge generation mechanism 

In general, molecular ionization and impact ionization are considered as the dominating 

mechanisms in the literature [7-9, 49, 82, 87, 91, 107]. Besides, it is generally assumed 

that photoionization requires a higher electric field to occur and may be responsible for 

the 4th mode streamer. 

2.4.3.4 Charge recombination mechanism 

According to [89], one possible method to simulate the recombination process of 

ion/ion and electron/ion is to treat it as a chemical reaction, which is based on the spatial 

density distribution of the charges. In dielectric liquids, neutral molecules and free 

charge carriers, including positive and negative ions and electrons, will interact with 

each other by three possible methods: ion and ion recombination, electron and ion 

recombination and attachment of electron to neutral molecules.  

(1) Ion and ion recombination 

The diffusion-controlled recombination rate of positive and negative ions 𝑅±_𝐷  in 

(m3s−1) can be calculated as Equation 2-31 [7]. The assumption is that if the energy 

induced by Coulomb force between a positive ion and a negative ion within the distance 

𝑟 = 𝑟+ + 𝑟−  equals the thermal energy 𝑘𝐵𝑇 , the recombination can be regarded as 

inevitable. 𝑟+ and 𝑟− are the radius of positive ions and negative ions, respectively. 𝑘𝐵 

and 𝑇 are the Boltzmann constant and temperature, respectively. 

𝑅±_𝐷 =
𝑞(𝜇++𝜇−)

𝜀0𝜀𝑟
  Equation 2-31 
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Equation 2-31 is also called the Langevin-Deybe relationship [89, 105]. Typical values 

of 𝑅±_𝐷 equals 1.64×10-17 m3s−1 when 𝜇± equals 1×10-9 m2V−1s−1 in mineral oil and 

1.64×10-16 m3s−1 when 𝜇± equals 1×10-9 m2V−1s−1 in cyclohexane.  

(2) Electron and ion recombination 

The diffusion-controlled recombination rate between a positive ion and electron 𝑅+𝑒_𝐷 

also has a similar relationship with ion and ion recombination. However, the distance, 

within which the recombination of an electron and a positive ion can be regarded as an 

inevitable process, is described by Onsager Radius 𝑟𝑠. Thus, the 𝑅+𝑒_𝐷 is calculated as 

Equation 2-32 [181, 201-203].  

𝑅+𝑒_𝐷 =
4𝜋𝑞(𝜇++𝜇𝑒)

𝜀0𝜀𝑟
≈

4𝜋𝑞𝜇𝑒

𝜀0𝜀𝑟
  Equation 2-32 

Note that 𝜇𝑒  is generally 103~105 times larger than 𝜇+. 

It should be noted that 𝑅+𝑒_𝐷  is generally considered as the total ion and electron 

recombination rate under a low to moderate electric field. Experiments show that the 

recombination rate of electrons and positive ions 𝑅+𝑒  in cyclohexane is ~3.2×10-13 

m3s−1 at room temperature under a low to moderate electric field [204]. According to 

Equation 2-32, 𝑅+𝑒_𝐷  in cyclohexane is calculated as 4.6×10-13  m3s−1  when 𝜇𝑒  is 

0.45×10-4 m2V−1s−1, which is similar to ~3.2×10-13 m3s−1 [204]. 

However, it is also argued in [7-9] that 𝑅+𝑒_𝐷 overestimates 𝑅+𝑒  under an extremely 

high electric field ranging from 1×108~1×109 V/m, since electrons will have energies 

on the order of several electron-volts [205]. Therefore, electrons at the reaction radius 

may have excess energy due to the external field.  

For compensation of electron recombination with positive ions under a relatively high 

electric field, two methods are considered. The first compensation method adopted by 

most authors [7-9, 58, 140, 164] to calculate 𝑅+𝑒 is using the same recombination rate 

as 𝑅±_𝐷. The second compensation method considers a reduction of 𝑅±_𝐷  by a fraction 

of 𝜂𝐷  and the effects of energy exchange controlled two-body and three-body 

recombination [11, 203], which may lead to a lower electron-ion recombination rate 

𝑅+𝑒 than 𝑅+𝑒_𝐷. 𝜂𝐷  was selected to be 0.1 due to theoretical analysis [203] and was 

used in [11]. 𝑅+𝑒 under an intensive electric field is estimated to be 1.64×10-16 m3s−1 

and 1.08 × 10-13 m3s−1  in liquid cyclohexane based on method one and two, 

respectively, which is a considerable difference. However, due to lack of experimental 

results under a high electric field, it is hard to validate the exact value of 𝑅+𝑒. 
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(3) Electron attachment 

Besides electron and ion recombination, electrons may also be attached to neutral 

molecules to form negative ions. Electron attachment is modelled via attachment time 

constant 𝜏𝑎 which describes the life time of energetic electrons in dielectric liquids [7, 

8, 58] and is calculated as Equation 2-33. 

𝜏𝑎 =
𝜆𝑎

𝜇𝑒|𝐸𝑎⃗⃗⃗⃗  ⃗|
  Equation 2-33 

Where 𝜆𝑎  is the attenuation length of electrons, |𝐸𝑎
⃗⃗ ⃗⃗ |  is the average electric field 

strength on electrons.  

By assuming |𝐸𝑎
⃗⃗ ⃗⃗ | = 5×107 V/m  and  𝜆𝑎 = 1 mm, 𝜏𝑎 is calculated to be 200 ns [7-9, 

58]. However, it is argued that the electric-field-dependence of 𝜏𝑎 should be taken into 

consideration [49, 107, 206]. A constant zero-field attachment rate cannot reflect the 

fact that electron attachment dominates under a low electric field while it is less 

intensive with a high electric field [207]. The electric field dependent electron 

attachment time 𝜏𝑎_𝐸, according to [49], can be re-written as Equation 2-34. Apparently, 

an increasing electric field results in a decreasing 𝜏𝑎_𝐸 . 

𝜏𝑎_𝐸 =
1

(𝑚𝑎𝑡𝑡𝐸+𝑏𝑎𝑡𝑡)𝜇𝑒𝐸
  Equation 2-34 

Where 𝑚𝑎𝑡𝑡 and 𝑏𝑎𝑡𝑡  are constants.  

The values of constant 𝜏𝑎  used in simulations and calculated from experiments are 

summarised in Table 2-9. The electric field dependent 𝜏𝑎_𝐸 used in [49] is plotted in 

Figure 2-24. It is found that 𝜏𝑎_𝐸 is over 104 smaller than that used in other studies 

shown in Table 2-9 when the electric field is over 108 V/m. 

Table 2-9 Summary of electron attachment time in calculations based on experiments and 

in simulations. 

Sources 𝜏𝑎 (ns) Dielectrics Reference 

Calculations based 

on experiments 

500 Cyclohexane [134] 

~100  Hydrocarbons [109, 138] 

200 Nitrogen [208] 

200 Helium [209] 

Simulations 

200 Mineral oil [7-9] 

200 Deionized water [58] 

500 Cyclohexane [107] 

Field-dependent Cyclohexane [107] 
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Figure 2-24 Electric field dependent electron attachment time used in simulation [49]. 

 

2.4.4 Key findings 

Different from the discrete model that mainly shows streamer velocity and streamer 

pattern shapes, the continuous model can give a lot of detailed microscopic property 

information, such as electric field distribution, space charge density distribution, 

temperature distribution and Joule heating energy density distribution. The results are 

often shown in 1D or 2D plots. A 1D plot is typically from needle tip to the bulk oil 

along z-axis, which is the symmetry of electrode geometry. A 2D plot generally shows 

the distribution of parameters on the surface. For a 2D-axisymmetric model in 

COMSOL Multiphysics, a 2D plot shows the distribution of parameters in r-direction 

and z-direction at the same time. Detailed simulation results will be introduced in the 

following sections.  

2.4.4.1 Conduction current 

Since conduction current is regarded as a pre-process of a streamer, the conduction 

current induced by different charge generation rates has been simulated and compared 

with experiments [49, 107, 117, 163, 210]. However, since the values of some 

parameters lack experimental evidence, such as molecular separation 𝑎, the effective 

electron mass 𝑚∗  and the density of ionisable molecules 𝑛0  in Equation 2-27, [49] 

found that the values in most published research did not perfectly fit the experimental 

Current-Voltage (IV) curve by conduction current tests. Therefore, new sets of 

parameter values in the charge generation rate equation were selected to fit the IV curve. 

In Figure 2-25 (a) [49], it is found that when considering molecular ionization alone, 
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the simulated conduction current can well fit the IV curve under positive polarity but 

under-estimate the current under negative polarity [49]. When considering both impact 

ionization and molecular ionization as the charge contributor in Figure 2-25 (b) by 

finally fitted parameter values, the IV curve of both positive and negative polarities can 

fit the experimental results well. The best-fitted final parameter set used in [49] is 

summarised in Table 2-10. This set can also fit the IV curve when changing another 

electrode geometry [49]. However, this parameter set is not unique and is dependent on 

the selection of the electron attachment constant and electron mobility [49].  

In comparison with molecular ionization and impact ionization, field emissions alone 

estimate a much lower IV curve in mineral oil when compared to experiments [49], 

indicating that field emissions have less effect on streamer dynamics in bulk oil. 

 

(a) 

 

(b) 

Figure 2-25 Current-Voltage curve comparison under both positive and negative polarities 

between experiments and simulation results by (a) only considering molecular ionization by 

parameter set 5 and (b) considering both molecular ionization and impact ionization using 

the best-fitted final parameter set [49]. 
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Table 2-10 Summary of the best-fitted final parameter set for impact ionization and 

molecular ionization  [49]. 

Charge generation rate Parameter Values 

Molecular ionization 

𝐺𝑀 = 𝐴𝑀|�⃗� |𝑒𝑥𝑝(− |�⃗� | 𝐵𝑀⁄ ) 

𝐴𝑀 1.74 × 105  S m2⁄  

𝐵𝑀 7 × 109  V m⁄  

Impact ionization 

𝐺𝐼 = 𝐴𝐼𝑁|𝜌𝑒|𝜇𝑒|�⃗� |𝑒𝑥𝑝(− |�⃗� | 𝐵𝐼𝑁⁄ ) 

𝐴𝐼𝑁 5 × 106 m−1 

𝐵𝐼𝑁 1 × 105  V m⁄  

2.4.4.2 Streamer mode 

Since a streamer behaves as an ionizing wave starting from the needle tip into the oil 

bulk, electric field peak velocity is generally regarded as streamer velocity in 

simulations. A typical electric field distribution of a 2nd mode streamer is shown in 

Figure 2-26 [8]. In Figure 2-26 (a), the electric field is able to leave the needle tip into 

the oil bulk under the superposition of an initial Laplace field and electric field induced 

by space charges when considering molecular ionization alone under positive polarity. 

The space charge density, which is the sum of 𝑐+ , 𝑐−  and 𝑐𝑒 , in Figure 2-26 (b) is 

positive. The total positive space charge at a streamer tip with the same polarity as the 

needle tip modifies the |�⃗� | distribution in the oil such that it will decrease |�⃗� | behind 

the streamer tip while increase |�⃗� | ahead of the ionized volume. The increased |�⃗� | at 

the streamer tip leads to further ionization ahead of the streamer tip and keeps ionization 

occurring in the bulk oil. The corresponding 2D plot of the electric field is shown in 

Figure 2-27 [8]. It shows that the cylindrical streamer is enveloped by a field 

enhancement at the streamer boundary where the streamer tip has the most intensive 

electric field. The electric field peak propagates at a velocity of around 3.0 km/s with a 

magnitude of 3.5×108 V/m. The radius of the streamer channel defined by the outline 

of the electric field shell at the streamer tip is around 5-10 μm [8]. 

Similar results have been achieved in electric field distribution studies on 2nd mode 

streamers due to molecular ionization under negative polarity [61] and impact 

ionization under positive polarity [11]. In comparison, however, field emissions and 

ionic dissociation alone can only affect the electric field distribution in the vicinity of 

the needle tip even under an extremely high electric field [7], which is unable to 

contribute to streamer dynamics in bulk oil to a large extent.  
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(a) 

 

(b) 

Figure 2-26 The distribution of the electric field and space charge density generated by 

molecular ionization in a 1D plot. (a) Electric field, (b) Space charge density. Note that 

voltage excitation is +130 kV step voltage in needle sphere geometry with a tip radius of 40 

µm and a gap distance of 25 mm, respectively. 𝒕 = 𝟎+ represents the Laplace field 

distribution under 130 kV [8]. 
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Figure 2-27 The distribution of the electric field of a 2nd mode streamer in a 2D plot at (a) 

25 ns, (b) 50 ns, (c) 75 ns, (d), 100 ns, (e) 325 ns [8]. Z-axis means the axis of symmetry 

from needle tip towards ground. R-axis means in the radial direction. 

Concerning streamer mode transition from 2nd mode to 3rd mode, it is proposed in [163, 

165] that the streamer modes of 2nd and 3rd modes are dependent on the ionization of 

aromatic molecules and naphthenic/paraffinic molecules, respectively. The simulation 

results for 2nd mode streamers in mineral oil are shown in Figure 2-26 and Figure 2-27, 

with consideration that only aromatic molecules exist in the liquid. In comparison, the 

3rd mode streamer shown in Figure 2-28 [8], which only considered 

naphthenic/paraffinic molecules, propagates at an average velocity of around 9.5 km/s 

with a magnitude of 7.0 × 108 V/m. The streamer radius of the 3rd mode streamer in 

the simulation is 1 µm, which is much smaller than the 2nd mode streamer [8].  

The simulation results from Figure 2-26 to Figure 2-28 seem to explain the reason for 

the 2nd and 3rd mode streamer occurrences. However, it seems unreasonable in a 

simulation to use the values of different components separately to represent the streamer 

dynamics of a mixture such as mineral oil. To be clearer, mineral oil was assumed to 

be pure aromatic molecules when simulating 2nd mode streamers, while it consisted of 

pure paraffinic/naphthenic molecules when studying 3rd mode streamers in [8, 163]. 

Simulation results of the effects of combining aromatic and naphthenic/paraffinic 

molecules are shown in  Figure 2-29 [8]. Compared with Figure 2-28 (a), the electric 

field magnitude in Figure 2-29 (a) shows a decreasing trend with time and has a smaller 

electric field magnitude of ~2 MV/cm at the streamer tip on the axis of symmetry. 

Besides, the volume of the streamer channel in Figure 2-29 (b) is also larger than that 

in Figure 2-28 (a). The direction of the electric field seems to propagate into r-direction. 
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[8] argues that this shows a shielding effect of molecules with low IP and number 

density. However, the simulation results may also indicate that 3rd mode streamers 

cannot be generated under reasonable voltage levels. Besides, simulation studies based 

on this assumption indicate that 2nd mode streamers cannot be initiated from liquids 

with pure paraffinic/naphthenic molecules due to high IP, such as cyclohexane [8], 

which is contradictory to the effect of 2nd mode streamers observed in cyclohexane [1].  

 

(a) 

 

(b) 

Figure 2-28 The electric field distribution of a 3rd mode streamer when considering 

naphthenic/paraffinic molecules (a) in a 1D plot and (b) in a 2D plot. Note that voltage 

excitation is +300 kV step voltage in needle sphere geometry with a tip radius of 40 µm and 

a gap distance of 25 mm, respectively. 𝒕 = 𝟎+ represents the Laplace field distribution 

under 300 kV [8]. 
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(a) 

 

(b) 

Figure 2-29 The electric field distribution during the streamer process when considering 

aromatic and naphthenic/paraffinic molecules (a) in a 1D plot, and (b) in a 2D plot. Note 

that voltage excitation is +300 kV step voltage in needle sphere geometry with a tip radius 

of 40 µm and a gap distance of 25 mm, respectively. 𝒕 = 𝟎+ represents the Laplace field 

distribution under 300 kV [8]. 

In addition, there are some problems with streamer velocity when considering reduced 

IP with an electric field. A re-calculation of instant streamer velocity based on [60, 61]  

is shown in Figure 2-30 under voltages between 𝑉𝑏  and 𝑉𝑎 . It is found that although the 

average streamer velocities are in the range of 2nd mode streamers, the instant streamer 

velocities show an increasing trend with time and streamer length. This phenomenon 

indicates that the streamer may not be in the 2nd mode with further propagation. 

Concerning the remaining four solid lines in Figure 2-30, the average streamer 

velocities are much higher than the 2nd mode when the streamer covers the whole gap 

distance under 𝑉𝑏 . Therefore, a new mechanism constraining the velocity of 2nd mode 

streamers should be considered in simulations. 
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Figure 2-30 Instant streamer velocity at different streamer lengths under different 

conditions at different times calculated according to [60, 61]. The solid line labels are 

named “applied voltage-gap distance”. Solid lines represent the instant streamer velocities. 

The dash lines are the average velocities of each condition. 

For the 4th mode streamer, it is assumed in [8] that both photoionization and impact 

ionization are the dominant mechanisms. Photoionization offers the essential initial 

electrons for impact ionization. In Figure 2-31 (a) [8], the simulation results show that 

the electric field propagates into the bulk oil at around 100 km/s, with a peak magnitude 

over 109 V/m. A much higher space charge density, as shown in Figure 2-31 (b), was 

also observed when compared with 2nd and 3rd mode streamers in simulations, 

indicating intensive ionization inside the streamer channel. Besides, the streamer 

channel radius shown in Figure 2-32 [8] is also much wider (30-40 μm) than the 2nd 

and 3rd mode streamers. 

 

(a) 
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(b) 

Figure 2-31 The distribution of (a) an electric field and (b) space charge density during the 

streamer process in a 1D plot. Note that voltage excitation is +350 kV step voltage in needle 

sphere geometry with a tip radius of 40 µm and a gap distance of 25 mm, respectively. 𝒕 =

𝟎+ represents the Laplace field distribution under 350 kV [8]. 

 

Figure 2-32 The electric field distribution of a 4th mode streamer in a 2D plot at (a) 0.5 ns 

and (b) 1 ns [8]. 

2.4.4.3 Streamer morphology 

In general, a streamer consists of multiple channels. Streamer morphology simulations 

have been conducted using two directions. The first is studying the effects of different 
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parameters on a single streamer channel and the second is studying the formation of 

multiple streamer channels. 

(1) Single streamer channel 

For a single streamer channel in a selected dielectric liquid, the voltage excitation and 

electrode geometry have significant impacts on streamer shape. Voltage peak amplitude 

and rise time effects on positive streamer tip shape are shown in Figure 2-33 [61]. The 

positive streamer tip is 0.5 mm away from the needle tip. The filled contours represent 

the distribution of space charge density, ranging from 0.5|𝑐𝑒|𝑚𝑎𝑥 (yellow) to |𝑐𝑒|𝑚𝑎𝑥 

(black). The electric field is shown as black solid lines from 0.5|�⃗� |
𝑚𝑎𝑥

 to |�⃗� |
𝑚𝑎𝑥

. The 

values on the black solid lines mean the fraction of |�⃗� |
𝑚𝑎𝑥

. It is shown that increasing 

voltage magnitude and decreasing voltage rise time both increase the streamer channel 

tip shape. This phenomenon was explained by [61] as the highly mobile electrons being 

prevented by a faster rising and larger electric field from diffusing into the bulk oil. 

Therefore, capturing more electrons over a larger volume forms a bulkier initial ionized 

volume, leading to a greater streamer column diameter.  

 

Figure 2-33 The electric field and space charge density distributions for different voltage 

magnitudes and rise times in a needle-sphere geometry with a tip radius of 40 µm and a gap 

distance of 25 mm, respectively. (a) +130 kV with a 1.2 µs rise time, |�⃗⃗� |
𝒎𝒂𝒙

= 𝟑.𝟏 ×

𝟏𝟎𝟖 𝑽/𝒎, |𝒄𝒆|𝒎𝒂𝒙 = 𝟒𝟐𝟓𝟎 𝑪 𝒎𝟑⁄ , (b) +130 kV with 100 ns rise time, |�⃗⃗� |
𝒎𝒂𝒙

= 𝟐. 𝟗 ×

𝟏𝟎𝟖 𝑽/𝒎, |𝒄𝒆|𝒎𝒂𝒙 = 𝟑𝟗𝟒𝟎 𝑪 𝒎𝟑⁄ , (c) +200 kV with 1.2 µs rise time, |�⃗⃗� |
𝒎𝒂𝒙

= 𝟐. 𝟗 ×

𝟏𝟎𝟖 𝑽/𝒎, |𝒄𝒆|𝒎𝒂𝒙 = 𝟑𝟏𝟐𝟎 𝑪 𝒎𝟑⁄ , (b) +130 kV with 100 ns rise time, |�⃗⃗� |
𝒎𝒂𝒙

= 𝟐. 𝟖 ×

𝟏𝟎𝟖 𝑽/𝒎, |𝒄𝒆|𝒎𝒂𝒙 = 𝟐𝟒𝟑𝟎 𝑪 𝒎𝟑⁄ , (e) +400 kV with 1.2 µs rise time, |�⃗⃗� |
𝒎𝒂𝒙

= 𝟐. 𝟔 ×

𝟏𝟎𝟖 𝑽/𝒎, |𝒄𝒆|𝒎𝒂𝒙 = 𝟏𝟓𝟒𝟎 𝑪 𝒎𝟑⁄ , (f) +400 kV with 100 ns rise time, |�⃗⃗� |
𝒎𝒂𝒙

= 𝟐.𝟒 ×

𝟏𝟎𝟖 𝑽/𝒎, |𝒄𝒆|𝒎𝒂𝒙 = 𝟗𝟑𝟎 𝑪 𝒎𝟑⁄  [61]. 
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The standard electrode geometry for an impulse breakdown voltage test defined in IEC 

60897 [211] is a needle-sphere geometry with a needle tip radius of  40-70 μm and a 

gap distance of 25 mm, respectively. In this case, a positive needle tip facilitates 

streamer initiation. However, a needle electrode is not necessary to assist streamer 

propagation when both of the electrodes are needles, when compared to a needle-sphere 

geometry. For electrode geometry with a gap distance of 25 mm and needle tip radius 

of 40 μm, the breakdown voltage in a needle-sphere geometry simulation is calculated 

to be 92 kV. In comparison, the breakdown voltage of needle-needle geometry is 

calculated to be 112 kV [60]. Since the electric field magnitude at both sides of the 

electrodes is higher in a needle-needle geometry than in a needle-sphere geometry, the 

electric field magnitude in the middle of the oil gap in a needle-needle geometry is 

lower than that in a needle-sphere geometry [60], decreasing the possibility of 

breakdown in a needle-needle geometry and resulting in a higher breakdown voltage. 

Besides, as shown in Figure 2-34 [60], a higher electric field in the middle of the oil 

gap also results in larger streamer channel tip curvature in a needle-sphere geometry 

than in needle-needle geometry under the same voltage level.  

 

Figure 2-34 Streamer breakdown dynamics at different positions in the needle-sphere and 

needle-needle geometry with a tip radius of 40 µm and a gap distance of 10 mm, and 

voltage rise time of 100 ns  [60]. 

(2) Multiple streamer channels 

Concerning the reason for the formation of streamer channels, it is argued that finite 

perturbation in the dielectric liquids is required for the initiation of streamer branching 

[212-214]. Finite perturbation is generally regarded as inhomogeneity and can be 

catalogued from both macroscopic and microscopic views.  

From a macroscopic view, inhomogeneity may come from bubbles and solid particles 

such as dirt, water droplets or other large particles [9, 40, 58, 213-218].  
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From a microscopic view, the initial condition in dielectric liquids before streamer 

initiation, such as previous discharge under AC voltage [214], and intrinsic noise are 

the main contributors of streamer branching. The intrinsic noise includes (1) local 

different ionization density due to radiation sources, such as cosmic rays and other 

sources of ionizing radiation [9, 214], (2) variations of dielectric densities or molecule 

alignment [9, 219] and (3) stochastic motion of molecules [220].  

In streamer branching simulations in dielectric liquids or high-pressure gases, the 

effects of inhomogeneity are simulated using different charge generation rates and/or 

dielectric constant inside the inhomogeneity compared with surrounding media [58, 

155, 213]. Accordingly, perturbation of charge density near the inhomogeneity can 

finally either direct streamer branch propagation [58, 213] or stochastically cause 

streamer branching by breaking the symmetry of the streamer channel [155]. However, 

the charge generation rates considered inside inhomogeneity are based on different 

mechanisms due to different surrounding media and assumptions. Detailed information 

is presented in Table 2-11. It should be noted that since the inhomogeneity positions 

are stochastically selected and put inside the media, the continuous model thus has 

stochastic properties when studying streamer branching. 

Table 2-11 Information on streamer branching simulations in different dielectric media 

Inhomogeneity type 
Surrounding 

media 

Charge generation mechanism 

inside inhomogeneity 
Reference 

Micro bubbles with  

40 µm radius 
Humid-air Photoionization [213] 

Micro bubbles with  

0.5 µm radius 

Deionized 

water 
Impact ionization [58] 

Micro weak areas with 5 

µm radius with additional 

charge generation rate 

Mineral oil 

Molecular ionization with 

additional background 

ionization 

[155] 

The effects of voltage magnitude on streamer branching in mineral oil are studied in [9, 

155] in a needle-sphere geometry with a needle tip radius of 40 μm and gap distance of 

25 mm in a 3D model. The number density of micro weak areas is assumed to be 

1011 m−3  in the oil bulk. For simplification, 12 micro weak areas, also called 

inhomogeneity, with radius of 5 µm are placed randomly in the vicinity of the needle 

tip [9]. The charge generation rates inside the inhomogeneity are added using constant 

values ranging from 0 to 1010  Cm−3s−1 , which is around one order of magnitude 
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smaller than the charge generation rate of a positive streamer tip [9]. The variation of 

streamer branching channels on the increasing voltage magnitudes and rise time are 

shown in Figure 2-35 [155]. It is found that when the applied voltage is low, as in Figure 

2-35 (a), no branching occurs but the symmetry of the streamer branch is broken due to 

charges caused by inhomogeneity. Comparing Figure 2-35 (b), (d), (i), (f) and (m), 

when the applied voltage increases from 6 𝑉𝑖 to 18.3 𝑉𝑖 under a voltage rise time of 100 

ns, the streamer branching numbers also increase accordingly. Besides, when 

comparing Figure 2-35 (b) and (c), (d) and (e) and (j) and (k), it is found that when the 

applied voltage is similar, decreasing voltage rise rates will also increase streamer 

branching numbers. 

 

Figure 2-35 Iso-surface plot of electric field distribution compared with corresponding 

experimental image in the inset image. The simulation conditions for voltage magnitude 

and rise time are (a) 2.85 𝑽𝒊, 1 ns. (b) 6 𝑽𝒊, 100 ns. (c) 7.66 𝑽𝒊, 10 ns. (d) 8.66 𝑽𝒊, 100 ns. (e) 

9 𝑽𝒊, 10 ns. (f) 10.66 𝑽𝒊, 100 ns. (g) 11.33 𝑽𝒊, 10 ns. (h) 12.6 𝑽𝒊, 10 ns. (i) 10 𝑽𝒊, 100 ns. (j) 

15.2 𝑽𝒊, 10 ns. (k) 15.83 𝑽𝒊, 1 ns. (l) 16.1 𝑽𝒊, 10 ns. (m) 18.3 𝑽𝒊, 100 ns. 𝑽𝒊 equals 30 kV in 

these simulation cases. Experimental conditions are not identical to the simulation 

conditions but are reasonably similar [155]. 

In order to investigate the deterministic reason for streamer branching and the possible 

branching number, a streamer head model with certain important characteristics was 

proposed in [9, 155], as shown in Figure 2-36 [9, 155]. The core-shape streamer head 
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is represented by space charge density ranging from 0.5|𝑐𝑚𝑎𝑥| (brightest colour) to 

|𝑐max|  (darkest colour) with 𝑟𝑎 , 𝑟𝑏  and d  defined as in Figure 2-36 [9, 155]. The 

relationship between streamer shape (ra, rb and d) and the number of streamer branches 

is shown in Figure 2-37 [9, 155]. These values are the average values based on 10 

different inhomogeneity positions. From Figure 2-37, the separation lines between 

single column, two/three-column and multi-column streamers roughly show the critical 

streamer head ratio. Larger 𝑟𝑎 𝑑⁄ , which means larger 𝑟𝑎  or smaller 𝑑 , generally 

indicates more streamer branches since shells with thinner thickness and larger diameter 

are easily broken by new heads [9, 155]. Therefore, the streamer head curvature ratio 

𝑟𝑎 𝑑⁄  approximately determines the occurrence of branching and the number of just 

born branches [9]. However, this ratio depends closely on the inhomogeneity density 

and charge generation rate inside the inhomogeneity. No further discussion on the exact 

ratio values is presented. 

 

Figure 2-36 Streamer head model based on the distribution of space charge density. 𝒓𝒂 is 

defined as the radius of the space charge core from central to the boundary of 𝟎.𝟓|𝒄𝒎𝒂𝒙|. 

𝒓𝒃 is defined as the length from |𝒄𝒎𝒂𝒙| to the boundary of 𝟎.𝟓|𝒄𝒎𝒂𝒙| in axial direction. 𝒅 is 

defined as the thickness of the streamer tip between the boundaries of 𝟎. 𝟓|𝒄𝒎𝒂𝒙| [9, 155]. 
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Figure 2-37 The distribution of streamer branches number based on the streamer head 

model in Figure 2-36. The colours represent different voltage rise times: black (1 µs), blue 

(100 ns), purple (10 ns) and red (1 ns). The marker shapes mean different applied voltage 

peaks: * (130 kV),  (200 kV), ● (250 kV),  (300 kV), ∎ (350 kV),  (400 kV) and × (500 

kV). No circle, one circle and two circles on the marker shapes represent single column, 

two/three column and multi-column streamers, respectively [9, 155]. 

However, it should be noted that the effects of voltage magnitude on streamer channel 

branching number in simulations [9, 155] is not always similar to those in experiments 

[40, 221], especially when the applied voltage is over the acceleration voltage. With the 

increase of applied voltage in experiments, the streamer mode generally varies from 1st 

mode to 4th mode, with branch number and area first increasing from 1st to 2nd mode, 

then decreasing at the beginning of the 3rd mode streamer and finally increasing again 

from 3rd to 4th mode. However, in simulations, the branching number shows a directly 

increasing trend with applied voltage, as shown in Figure 2-35. 

The reason for streamer branching has been discussed in detail in [9, 155], which is 

based on local inhomogeneities. Besides, due to the differences between positive and 

negative streamers, the polarity effect on streamer branching is also interesting to study. 

The effects of voltage polarity on streamer branching are shown in Figure 2-38 [58], 

which was simulated based on three microbubbles with a radius equal to 0.5 μm in 

deionized water. Three bubbles are placed randomly in the deionized water for both 

positive and negative polarities. The first bubble on the left side is used to initiate the 

streamer by using field emission. For the positive streamer in Figure 2-38 (a), the 

positive ion density is higher in the micro bubbles than other positions due to the higher 

impact ionization charge generation rate inside the bubbles than the molecular 
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ionization charge generation rate in deionized water. When the initial streamer channel 

reaches another two bubbles, two new filamentary streamer branches are triggered due 

to the re-distribution and re-adjustment of the electric field by the two bubbles. For the 

negative streamer in Figure 2-38 (b), a single broad distribution of negative ions occurs 

with a much wider and bushier streamer channel than the positive one. No internal 

branching into two or three streamers is evident, which may be due to the fast mobility 

of electrons that results in a single, overall smeared distribution [58]. 

  

(a) 

 

(b) 

Figure 2-38 Effects of voltage polarity on streamer branching characteristics in a needle-

plane geometry with a gap distance of 200 µm. 𝒙 = 𝟎 represent the position of the needle 

tip while 𝒙 = 𝟐𝟎𝟎 𝝁𝒎 means the ground potential. (a) Distribution of positive ion density 

at 63.26 ns. (b) Distribution of negative ion density at 192.00 ns. The initial microbubble 

positions are shown as blue circles at the right top corner of (a) and (b). Note that the blue 

circles represent bubbles and are not drawn to scale [58]. 
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2.4.4.4 Cavity formation 

Although the streamer process under a fast voltage rise time (several nanoseconds) [9] 

or DC voltage [10, 11] has been simulated in mineral oil, no cavity formation process 

has been considered, which may be an over-simplification when compared with 

experimental phenomena. Due to lack of knowledge on cavity formation in mineral oil 

and cyclohexane, only the simulation results for the cavity formation process in 

deionized water discharge are introduced here.  

The simulation of deionized water discharge under impulse voltage has been simulated 

in [113-116]. The applied voltage waveform in experiments is shown in Figure 2-39 

[114], which includes a relatively linear rise time, a flat period and a relatively linear 

tail time. The voltage waveform used in the simulation is more ideal.  

The pressure distribution of electrostrictive force pressure 𝑝𝐸𝐹 , thermodynamic 

pressure 𝑝 and total pressure 𝑝𝑡𝑜𝑡𝑎𝑙 along the axis of symmetry from the needle tip to 

oil bulk at 𝑡 = 𝑡0 = 3 ns (𝑡0 is the voltage rise time) is shown in Figure 2-40 (a) [115]. 

The distribution of liquid velocity 𝑣𝑙⃗⃗  ⃗ is shown in Figure 2-41 (a) [115]. Under the effect 

of electrostrictive force, liquid is pushed towards the needle tip. As a result, the 

thermodynamic pressure (line 2) in the vicinity of the needle tip is larger than 

atmospheric pressure, meaning that the liquid density is higher than 𝜌𝑙_0 . The total 

pressure, shown in line 3, is negative. When the negative total pressure reaches a preset 

threshold, a cavity is able to form. In Figure 2-40 (b), due to a longer voltage rise time 

𝑡 = 𝑡0 = 100 ns, the liquid has sufficient time to move towards the needle tip with 

higher velocity, as shown in Figure 2-41 (b), which increases the thermodynamic 

pressure locally. Therefore, the magnitude of total pressure in Figure 2-40 (b) is not as 

high as that in Figure 2-40 (a). 

 

Figure 2-39 Voltage waveform of pulsed voltage used in the experimental study of the 

cavity process [114]. 
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                                    (a)                                                                        (b) 

Figure 2-40 The pressure dependence on the distance from the needle tip into the oil bulk 

at (a) 𝒕 = 𝒕𝟎 = 𝟑 𝒏𝒔 and (b) 𝒕 = 𝒕𝟎 = 𝟏𝟎𝟎 𝒏𝒔, where 𝒕𝟎 is the voltage rise time. Line 1: 

electrostrictive force pressure, Line 2: thermodynamic pressure, and Line 3: total pressure 

[115]. 

The total pressure distribution 𝑝𝑡𝑜𝑡𝑎𝑙  at different time moments along the axis of 

symmetry under different voltage rise times is shown in Figure 2-42 [113]. It is shown 

that during the voltage rise period, the total pressure gradually decreases because of the 

increase in electric field magnitude at the needle tip. Concerning Figure 2-42 (a) and 

(b) when 𝑡0 = 1 ns and 5 ns, 𝑝𝑡𝑜𝑡𝑎𝑙  is well below −30 MPa, the threshold set for cavity 

formation in deionized water. Areas with pressure lower than −30 MPa means the 

cavity formation areas where a rupture of continuity of fluids occurs due to the tensile 

force caused by electrostrictive force. Cavities mainly form in the vicinity of the needle 

tip during the voltage rise period. In comparison, in Figure 2-42 (c) with slower 𝑡0, 

𝑝𝑡𝑜𝑡𝑎𝑙  is always above −30 MPa. This means that if the voltage rise time 𝑡0 is slow 

enough, the flow of liquid has time to reduce the total pressure to such an extent that 

cavity rupture cannot form in the liquid during voltage rise time.  

         

(a)                                                                         (b) 

Figure 2-41 The liquid velocity on the distance from the needle tip into the oil bulk at (a) 

𝒕 = 𝒕𝟎 = 𝟑 𝒏𝒔 and (b) 𝒕 = 𝒕𝟎 = 𝟏𝟎𝟎 𝒏𝒔, where 𝒕𝟎 is the voltage rise time [115]. 
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(a)                                            (b)                                           (c) 

Figure 2-42 Longitudinal distribution of total pressure 𝒑𝒕𝒐𝒕𝒂𝒍. Voltage rise time (a) 𝒕𝟎 =

𝟏 𝒏𝒔, (b) 𝒕𝟎 = 𝟓 𝒏𝒔, (c) 𝒕𝟎 = 𝟏𝟎 𝒏𝒔. Line 1 to line 4 represents the time moment at 𝒕 𝒕𝟎⁄ =

𝟎.𝟐𝟓,𝟎. 𝟓, 𝟎. 𝟕𝟓, and 𝟏, respectively [113]. 

Concerning the liquid thermodynamic pressure during the tail time, the distribution of 

thermodynamic pressure along the axis of symmetry at different times is shown in 

Figure 2-43 [113]. Before t = 0 ns , the voltage has already been applied to the 

deionized water for a while so that the liquid has reached a stable condition where the 

thermodynamic pressure equals the electrostrictive force pressure. At t= 0 ns in Figure 

2-43, the applied voltage is removed. Due to lack of an electric field, the electrostrictive 

force pressure is also removed so that the liquid is only under a thermodynamic pressure 

force. Due to the stress before 𝑡 = 0 ns, the liquid is pushed towards the needle tip, 

leading to a higher liquid density than 𝜌0 and larger positive pressure than 0.1 MPa. 

After the voltage is removed, higher pressure in the vicinity of the needle tip pushes the 

liquid outwards, forming a pressure wave propagating from the needle tip into the liquid 

bulk, as shown from 0.5 ns to 5 ns in Figure 2-43. The magnitude of thermodynamic 

pressure decreases since the initial higher liquid density is compensated by the 

movement of the liquid. 

 

Figure 2-43 Distribution of thermodynamic pressure along the axis of symmetry at 

different times after voltage interruption [113]. 
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2.4.4.5 Low-density channel formation 

According to [13, 34], the streamer channel will begin to switch from liquid phase to 

low-density phase when the temperature reaches the vaporisation threshold. Therefore, 

the variables mentioned above in the liquid phase will change during the transition 

between phases.  

The phase diagram for cyclohexane shows that at atmospheric pressure (~0.1 MPa), 

cyclohexane will turn into the low-density phase when the temperature is over 

approximately 353 K, while at 4 MPa (critical pressure), the temperature for 

vaporisation is around 554 K [109, 138, 222, 223]. For mineral oil, it is estimated that 

it will begin to vaporise if the local oil temperature is over 498 K [7]. However, 

additional energy is also required for the latent heat from the liquid phase to low-density 

phase [7].  

The threshold for phase transition from liquid phase to low-density phase in simulations 

is generally based on the local dissipation energy density 𝑊  for simplification, as 

calculated in Equation 2-35. 

𝑊 = ∫ ∅𝑑𝑑𝑡
𝑡

0
  Equation 2-35 

The simplified form of the thermal diffusion equation is shown in Equation 2-36, which 

uses the energy density threshold 𝑊0 for liquid vaporisation shown in Table 2-12. The 

latent heat of cyclohexane is found to be 2.59 × 108 Jm−3 [224-226]. 

𝜌𝑙𝑐𝑣∆𝑇 = W = ∫∅𝑑 𝑑𝑡   Equation 2-36 

Table 2-12 Summary of threshold 𝑾𝟎 for dielectric liquid vaporisation. 

Source 𝑊0 (Jm−3) ∆𝑇 (K) Dielectrics Reference 

Calculations 

based on 

experiments 

4 × 108 200+latent heat Mineral oil [7, 162] 

5.3 × 107 ~55 Cyclohexane [109, 138, 223, 227] 

8 × 107 55 Cyclohexane [224-226] 

Simulations 
6 × 107 45 Mineral oil [7, 162] 

1 × 108 75 Cyclohexane [11] 

It is generally assumed that if 𝑊 is over the threshold 𝑊0, the values of variables such 

as charge mobility, permittivity, charge generation rate and recombination rate will be 

switched from the liquid phase to the low-density phase. The variation in parameter 

values is generally calculated according to the variation in molecular number density in 

the phase, as shown in Table 2-13 [11]. It should be noted that in the low-density phase, 

all authors agree that impact ionization dominates the streamer process [7, 11, 162]. 
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Table 2-13 Charge mobility and relative permittivity values in the low-density phase [11]. 

Variables 
Relationship between parameter values and 

phase molecular number density 

Ion/Electron mobility 𝜇±𝑒_𝑔 =
𝑁𝑙

𝑁𝑘
𝜇±𝑒_𝑙 

Relative permittivity 𝜀𝑟_𝑔 = 1 + (𝜀𝑟_𝑙 − 1)
𝑁𝑘

𝑁𝑙
  

Impact ionization coefficient 𝐴𝑔𝑁𝑘𝜙(𝑁𝑘)exp (−
𝐵𝑔𝑁𝑘𝜙(𝑁𝑘)

|�⃗� |
)  

Where 𝜇±𝑒_𝑔 , 𝜇±𝑒_𝑙 , 𝜀𝑟_𝑔 , 𝜀𝑟_𝑙  are the mobility of positive ions, negative ions and 

electrons and permittivity of low-density phase and liquid phase, respectively, 𝑁𝑙 is the 

molecular number density of liquids (typically 5.6 × 1027 m−3 for cyclohexane [11]), 

𝑁𝑘 is the molecular number density in the low-density phase and ranges from 𝑁𝑙 to 𝑁𝑔, 

𝑁𝑔 is the molecular number density of the corresponding gas which is related to ambient 

pressure 𝑝 (typically 2.5 × 1025 m−3 [11] at atmospheric pressure). For simplification, 

the mobility of charge carriers is also assumed to be 100 times larger in the low-density 

phase than the liquid phase under atmospheric pressure [7]. 𝐴𝑔𝑁𝑘𝜙(𝑁𝑘)  and 

𝐵𝑔𝑁𝑘𝜙(𝑁𝑘) are the impact ionization coefficients in gas at different 𝑁𝑘, whilst 𝜙(𝑁𝑘) 

is an interpolation formula as in Equation 2-37. 

𝜙(𝑁𝑘) =  𝜉[1 + (𝑁𝑘 𝑁𝑖𝑛𝑡⁄ )3] [𝜉 + (𝑁𝑘 𝑁𝑖𝑛𝑡⁄ )3]⁄   Equation 2-37 

Where 𝜉  is a coefficient related with 𝑁𝑔  and 𝑁𝑙  and is assumed to be 0.27 [11] for 

cyclohexane, 𝑁𝑖𝑛𝑡 is an interpolation number between 𝑁𝑔 and 𝑁𝑙 and is taken as 1027 

m−3 [11]. 

Although the charge generation mechanism is considered to be impact ionization in the 

low-density phase, the charge recombination mechanism is different in simulations 

conducted by different groups [7, 11]. The charge recombination mechanism is 

considered be zero in [7] due to consideration of the very low relative concentrations 

of free species in the low-density region [58]. In comparison, the effects of two-body 

and three-body recombination with varying molecular number density 𝑁𝑘 [228, 229] 

are considered in [11]. Table 2-14 summarises the charge recombination rates variation 

from the liquid phase to the low-density phase in [7, 11, 162]. All results show a smaller 

𝑅+𝑒 in the low-density phase than in the liquid phase due to the higher charge kinetic 

energy. However, the values used by different authors still are significantly different 

and similar to those used in the liquid phase. 
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Table 2-14 Summary of the recombination rates in liquid and the low-density phase used by 

different groups. 

Reference [7, 162] [11] 

Dielectrics Mineral oil Cyclohexane 

Phase Liquid Low-density Liquid to low-density 

𝑹+𝒆_𝑫 (𝐦𝟑𝐬−𝟏) 1.64 × 10−17 0 1.08 × 10−13~1.08 × 10−11 

𝑹𝟐 + 𝑹𝟑𝑵𝒌 (𝐦𝟑𝐬−𝟏) --- --- 2.24 × 10−11~1.00 × 10−13 

𝑹+𝒆 (𝐦𝟑𝐬−𝟏) 1.64 × 10−17 0 1.07 × 10−13~0.99 × 10−13 

In order to achieve varying parameter values between the liquid phase and low-density 

phase mentioned above, two methods have been used.  

The first method is a direct transition based on Heaviside function switching from 0 to 

1 [7, 162]. The phase state directly changes between the liquid and low-density phase 

when energy density reaches the threshold and no intermediate state exists. This means 

the interface between two phases is represented by a surface of zero thickness. 

Therefore, physical quantities, such as mobility and permittivity, are discontinuous 

across the interface.  

The second method represents a smooth transition phase based on the gradual decrease 

in molecular number density from 𝑁𝑙 to 𝑁𝑔 when the streamer channel expands due to 

Joule heating [11]. The ambient pressure-dependent 𝑁𝑔 is calculated as in Equation 

2-38.  

𝑁𝑔 =
𝑝

𝑝0
𝑁𝑔_0  Equation 2-38 

Where 𝑝0 is the atmospheric pressure and equals 0.1 MPa, 𝑁𝑔_0 is the number density 

of gas molecules under atmospheric pressure.  

Considering the “phase field model” concept initially proposed in [230] to generally 

study the physics on the interface between two or three liquids, the second method that 

can well describe the smooth transition phase is more appropriate than the direction 

transition. 

In order to study the streamer dynamics under consideration of the low-density channel 

formation by a simpler model, a so-called 1.5D model was proposed in [11, 231-234] 

with some pre-set variables that constrained streamer shapes according to experiments. 

For example, in [11], the streamer channel radius was set as 2 μm and the radially 

expanding velocity of the low-density channel was assumed to be 300 m/s according to 

experiments [34] when energy density reached the liquid vaporisation threshold. The 

streamer channel tip was also assumed as a hyperbolic shape [11], which was similar 
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to the discrete model when calculating the local electric field at the needle tip [10, 87]. 

The electric field dynamics under consideration of the low-density channel formation 

is shown in Figure 2-44 (a) [11]. The variable variation is calculated based on the 

smooth transition phase.  

It is found that the average electric field inside the low-density phase is 5~6×106 V/m, 

which is much smaller than that without consideration of the low-density channel as 

shown in Figure 2-44 (b), and is closer to the value calculated by the applied voltage 

over streamer stopping length from experimental results [13]. This lower voltage drop 

inside the streamer channel allows the streamer to propagate at a relatively constant 

speed ~2 km/s when compared with Figure 2-44 (b) in which the streamer only 

propagates at an average velocity of ~0.6 km/s from 3 ns to 11 ns and will stop quickly. 

A clear transition phase can also be found and is shown in Figure 2-44 (a). 

             

(a)                                                                             (b) 

Figure 2-44 The distribution of electric field (a) with and (b) without gaseous phase 

consideration under positive 30 kV DC voltage with a needle tip radius of 2 µm and a gap 

distance of 3 mm and in a needle-plane geometry [11]. 

The effects of ambient pressure on streamer length are also studied in [11], and shown 

in Figure 2-45 [11]. Similar to experiments [13], increasing ambient pressure will 

decrease streamer stopping length. When the ambient pressure is as high as 22 MPa, no 

low-density channel is formed in the simulation. However, the vaporisation threshold 

in the simulation remains constant under different ambient pressure in [11], which 

contradicts the findings in [109, 138, 222]. 
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Figure 2-45 Effects of ambient pressure on streamer stopping length [11]. 

It should be noted that although the above-mentioned results on the low-density channel 

formation show similar results to experiments, the gaseous nature of streamers was only 

considered in [7, 11, 162]. The reason for this gap in the gaseous nature of streamer in 

other studies may be the complex physics involved and poor convergence between 

calculating partial differential equations that suddenly change and limited calculating 

resources. Besides, the effect of low-density phase expansion on liquid movement, thus 

causing shockwave during streamer propagation, is another difficult phenomenon to 

simulate. 

[11] simplified the model by changing it into 1.5D with a relatively fixed streamer 

channel diameter that can lower the required calculating resources and speed up 

calculation. Channel expansion is also simplified by assuming constant channel radial 

expansion velocity. However, the limitation is that streamer dynamics will be then 

strictly constrained by the pre-set parameters and may not fully reflect its dynamics 

during streamer initiation and propagation under different conditions such as different 

voltage magnitudes and rise times. For example, since it was found that shorter voltage 

rise time may lead to a visibly larger diameter in gaseous media in experiments [205, 

235] and in dielectric liquids in simulations [61], it is hard to estimate the ultimate 

gaseous channel diameter and its time variation under different voltage rise times. 
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2.5 Summary 

This chapter has provided a detailed review and summary of streamer simulation 

literature.  

Firstly, the streamer simulation models used during previous years can be catalogued 

as the discrete model and the continuous model. According to the physics involved, the 

continuous model is based on mechanisms from both microscopic and macroscopic 

views, including space charge densities and electric field distribution, charge generation 

and recombination mechanism. These mechanisms can also be studied in space and 

time, which affect streamer patterns. In comparison, the discrete model is mainly based 

on electric field distribution from a macroscopic view, which will affect the probability 

at the tip of the streamer channel where the streamer channel arises. Although charge 

generation has been considered and added in later discrete model modifications [87], it 

is mainly taken as a condition for streamer initiation and propagation, and is simplified 

during calculation. The benefit of the discrete model is that it is easier to show the 

stochastic properties of streamer dynamics (branching) with certain assumptions. 

However, it is hard for the discrete model to provide as detailed a picture of streamer 

properties from a microscopic view as the continuous model does.  

Concerning the drawbacks of the continuous model, in most cases, it can only show a 

single-column streamer channel due to a lack of stochastic factors which increase the 

difficulty in solving highly non-linear controlling equations. In terms of computational 

resources, compared to the discrete model, although the continuous model generally 

requires more computing resources, it can also reflect more detailed physical 

phenomena in simulation results. Therefore, the continuous model is chosen for use in 

this current research project. 

Secondly, although researchers have tried to explain the reason for the formation of 2nd, 

3rd and 4th mode streamers [8], the reproduced results from [8] in Figure 2-30 show that 

the instant streamer velocity is not in the 2nd mode. This indicates that current 

mathematical model cannot correctly reflect the propagation characteristics of 2nd mode 

streamer. Therefore, a new mechanism needs to be considered to explain the stable 

velocity of 2nd mode streamers.  

Thirdly, due to a lack of previous research, the cavity formation process in cyclohexane 

needs to be considered during the streamer initiation process. Besides, electronic and 

liquid dynamics during the streamer initiation process should also be studied.  
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Finally, due to the difficulty of solving highly non-linear partial differential equations, 

low-density channel of streamer is rarely simulated in most studies based on charge-

drift model. However, due to the gaseous nature of streamer channel, the streamer 

propagation process with consideration of the low-density channel formation is also 

worthy of simulating in order to include more physics in the continuous model and 

better understand streamer dynamics.  
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3 Modelling of 2nd Mode Positive Streamers in 

Cyclohexane by Considering Electron Saturation 

Velocity 

3.1 Introduction 

Streamer velocity is the determining parameter used to describe different modes of 

streamer propagation. For most studied 2nd mode streamers, the relatively stable 

velocity over a wide range of voltage magnitude is recognised as one of the key 

characteristics. It is generally agreed that the mechanism dominating streamer velocity 

must remain in the liquid phase rather than in the low-density phase of the streamer [4]. 

Previously, the shielding effects of streamer branches and the voltage drop inside the 

streamer channel are assumed to be the main reasons for the 2nd mode streamer’s stable 

velocity [63, 67]. However, a recent study [59] suggested that increasing pressure 

during streamer propagation, which decreased streamer branching extent, had little 

effect on the streamer acceleration voltage Va. This result indicates that the branching 

extent increases from a macroscopic perspective may not be the underlying mechanism 

for the stable velocity of a 2nd mode streamer. Therefore, a new mechanism may be 

needed to explain this phenomenon.  

Currently, the streamer simulation models in the literature [8, 11, 58, 60, 61, 236] 

consider the movement of different kinds of charge carriers that are driven by the 

electric field, which is based on the ion-drift model [105].  In simulations, streamer 

velocity is calculated to be the velocity of the moving electric field peak. The effects of 

voltage excitation and electrode geometry on the characteristics of 2nd mode streamers 

in mineral oil were simulated by assuming that molecular ionization dominated the 

streamer process  [60, 61]. However, Figure 2-30, which is derived according to [60, 

61], shows that under a voltage level of 130 kV (< 𝑉𝑎) and gap distance of 25 mm, 

although the average streamer velocity is in the range of a 2nd mode streamer, instant 

streamer velocities show an increasing trend, indicating that the streamer may go 

beyond the 2nd mode after further propagation. Concerning the five remaining cases in 

Figure 2-30 [60, 61], even the average streamer velocities are higher than that for the 

2nd mode Therefore, improvement of the charge-drift model is necessary to solve this 

problem. 
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In this study, electron saturation velocity (ESV) is included to explain and simulate the 

stable velocity of the 2nd mode positive streamer. The effect of ESV was considered in 

[236]. However, the mobility of electrons under a low electric field was 41 times larger 

than the electron mobility mentioned in [11, 142], which led to an unreasonably abrupt 

velocity increase during streamer propagation [236].  

In this chapter, a streamer in cyclohexane is simulated using the charge-drift model and 

the same needle-plane geometry specified in the experiment by [1]. A detailed 

explanation on the factors affecting positive streamer velocity is initially presented in 

Section 3.2. Secondly, the simulation methodology is introduced in Section 3.3. Next, 

streamer propagation dynamics in the simulation, such as electric field distribution and 

streamer head radius, are explained in detail in Section 3.4. Then, a sensitivity study on 

the effects of different ESVs on streamer properties, such as propagation velocity and 

channel radius, is carried out in Section 3.5. Next, streamer velocities under a wide 

range of voltage magnitudes are modelled and compared to the experimental results in 

[1] in Section 3.6, followed by a detailed discussion on using ESV to explain the stable 

velocity of 2nd mode positive streamer in Section 3.7. Finally, a conclusion of this 

chapter is presented in Section 3.8. 

 

3.2 Factors Affecting Positive Streamer Propagation Velocity 

A positive streamer is accepted to be composed of a low-density phase and liquid phase 

according to [13, 34] but the factors affecting streamer velocity are believed to mainly 

occur in the liquid phase [4]. A schematic diagram of streamer propagation is presented 

in Figure 3-1. The positive needle tip is shown on the left side. A streamer is composed 

of a low-density phase (light blue area) and liquid phase (sky blue area), with the dark 

blue area representing the dielectric liquid at the streamer tip where the local electric 

field is the highest and where ionization occurs. 

During streamer propagation, molecular ionization happens at the streamer tip, 

generating both positive ions and electrons. Under positive polarity, electrons are pulled 

towards the positive needle at a much faster velocity than positive ions that are being 

pushed in the opposite direction due to their charge mobility and polarity differences. 

Some electrons are also attached to the neutral molecules to form negative ions during 

the movement. The separation of positive and negative charges for a positive streamer 

leaves a positive space charge cluster at the streamer tip, which further enhances the 

electric field and pushes the electric field peak to move forward. Therefore, the electric 
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field peak movement in a simulation represents the propagation of the streamer tip. The 

movement of charges, mainly highly mobile electrons, can generate Joule heating, 

which contributes to the local liquid temperature rise caused by heat accumulation. 

Therefore, the streamer channel close to the ionizing tip is still the liquid phase, with 

the other parts gradually transforming to the low-density phase after heat accumulation. 

Here, the term “low-density phase” is adopted since during its expansion, the pressure 

inside low-density channel is reducing, which means the molecular number density is 

decreasing. 

 

Figure 3-1 Schematic diagram of a streamer during propagation. 

From the description above, it can be concluded that streamer velocity is determined by 

how fast the electric field at the streamer tip moves forward. From a microscopic 

perspective, the movement velocity of the electric field peak during streamer 

propagation is mainly dominated by the positive space charge peak behind it. When the 

positive space charge peak forms more quickly, the electric field peak can be enhanced 

faster and correspondingly move farther, meaning that the streamer velocity is faster. 

Considering the formation process of the positive space charge peak, two parameters 

should be taken into consideration, namely electron velocity 𝑣𝑒 = 𝜇𝑒𝐸  and electron 

attachment time 𝜏𝑎.  

Electrons with smaller 𝑣𝑒  cannot leave the ionizing zone fast enough to form the 

positive space charge peak. Besides, smaller 𝜏𝑎  represents an easier attachment to 

neutral molecules to form negative ions. The velocity of generated negative ions is 

slower than electrons, which further slows down the formation of the positive space 

charge peak. Therefore, both smaller 𝑣𝑒  and 𝜏𝑎 can constrain positive streamer velocity. 

Due to 2nd mode streamers existing over a wide range of applied voltage magnitudes, 
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the highly electric-field-dependent nature of electron velocity is assumed to be the key 

reason for the 2nd mode positive streamer’s stable velocity. 

Under a low to moderate electric field, 𝜇𝑒  is calculated to be 𝜇𝑒_0 = 1 ×

10−4 m2V−1s−1 [146, 147] and electron velocity 𝑣𝑒  equals 𝜇𝑒_0𝐸, where 𝐸 is the local 

electric field and 𝜇𝑒_0 is electron mobility under a zero electric field. The previous 

charge-drift model [8, 11, 58] assumed constant electron mobility under an electric field 

ranging from zero to several MV/cm, as shown in the black line (labelled ‘No ESV’) in 

Figure 3-2. However, electron velocity may reach saturation velocity under an 

extremely high electric field possibly due to the transfer of energy and momentum from 

electrons to phonons, and the increase of effective electron mass based on the well-

known Shockley theory and its follow up studies [150-153]. 

ESV has been confirmed in different dielectric liquids by [109, 237] and is estimated 

to be on the order of 10 km/s, which occurs when the electric field is over 1 MV/cm in 

liquid argon [154]. Although electron velocity, without considering ESV, may reach 

30-40 km/s at 3~4 MV/cm in previous simulations [8, 58, 60, 61], it is worth examining 

whether this is too high for electron velocity in cyclohexane. 

Within a wide range of electric field magnitudes, the widely adopted empirical equation 

describing electron velocity in semiconductors is shown in Equation 3-1 [238]. For 

simplification, 𝛽 is set as 1 in this study. Therefore, ESV equals 𝜇𝑒_0𝐸0 at extremely 

high electric field magnitude. The simplified expression form of ESV in Equation 3-1 

is the same as that adopted in [236] and shown in Equation 3-2, when 𝑣1 𝐸1⁄ = 𝜇𝑒_0. A 

comparison between ESV calculated by Equation 3-1 and Equation 3-2 [236] is shown 

in Figure 3-2. It is found that 𝑣𝑒  increases linearly when the electric field is a low to 

moderate electric field and then gradually reaches ESV, which is a similar trend as 

mentioned in [237]. However, the values of 𝑣1 and 𝐸1 are selected separately in [236], 

making electron mobility under a low to moderate electric field 41 times larger than the 

electron mobility mentioned in [11, 142]. Therefore, Equation 3-1 is more 

representative and hence adopted in this study. 

𝑣𝑒 = 𝜇𝑒_0
𝐸

(1+(𝐸/𝐸0)𝛽)
1/𝛽   Equation 3-1 

𝑣𝑒 = 𝑣1
𝐸

𝐸1+𝐸
  Equation 3-2 

Where 𝐸0 , 𝛽 , 𝑣1  and 𝐸1  are fitting parameters. 𝑣1 = 41 km/s and 𝐸1 = 0.1 MV/cm 

are used in [236]. 
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Figure 3-2 Electric-field-dependent electron velocity using simplified equation (6), with the 

results compared to [236]. Note that ESV ranging from 2.5 km/s to 30 km/s is based on the 

simplified form of Equation 3-1. ESV is assumed to be 41 km/s in [236]. 

 

3.3 Simulation Methodology 

According to the literature review in Chapter 2, there are two main methods simulating 

streamer dynamics that have been developed in the field, namely the discrete model and 

the continuous models, respectively. The continuous model has been selected for this 

study since it can reflect more physics processes and hence, better describe streamer 

dynamics. 

 

3.3.1 Controlling Equations 

3.3.1.1 Poisson equation 

The Poisson equation [106], as is shown in Equation 3-3, describes the relationship 

between space charge density and electric field distribution. 

−𝛻 ∙ (𝜀0𝜀𝑟�⃗� ) = 𝑐+ + 𝑐− + 𝑐𝑒  Equation 3-3 

Where �⃗� = −∇𝑉 is the local electric field, 𝑉 is the local voltage potential, 𝑐+,−,𝑒 are the 

charge densities of positive ions, negative ions and electrons, and 𝜀0 and 𝜀𝑟  are the 

vacuum permittivity and relative permittivity of dielectric liquids.  
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3.3.1.2 Charge continuity equation 

The charge continuity equations [105] for positive ions, electrons and negative ions 

express how the distribution of free charges are modified by the drift of the electric 

field, liquid movement and charge generation and recombination. Since the velocity of 

liquid movement is much smaller than free charge velocity during the streamer process, 

the liquid movement effects on charge distribution are neglected in this study. The 

charge continuity equations simulated in this study are summarised from Equation 3-4 

to Equation 3-6. 

𝜕𝑐+

𝜕𝑡
+ 𝛻 ∙ 𝑐+𝜇+�⃗� = 𝐺+(|�⃗� |) +

𝑐+𝑐𝑒𝑅+𝑒

𝑒
+

𝑐+𝑐−𝑅±

𝑒
   Equation 3-4 

𝜕𝑐𝑒

𝜕𝑡
+ 𝛻 ∙ −𝑐𝑒𝜇𝑒(𝐸)�⃗� = 𝐺𝑒(|�⃗� |) −

𝑐+𝑐𝑒𝑅+𝑒

𝑒
−

𝑐𝑒

𝜏𝑎
        Equation 3-5 

𝜕𝑐−

𝜕𝑡
+ 𝛻 ∙ −𝑐−𝜇−�⃗� = 𝐺−(|�⃗� |) −

𝑐+𝑐−𝑅±

𝑒
+

𝑐𝑒

𝜏𝑎
  Equation 3-6 

Where 𝜇+,−,𝑒  are the mobilities for positive ions, negative ions and electrons, 𝜇𝑒(𝐸) 

means electron mobility is highly electric field dependent, 𝐺+(|�⃗� |) , 𝐺𝑒(|�⃗� |)  and 

𝐺−(|�⃗� |) are the charge generation rates for positive ions, electrons and negative ions, 

respectively. 

In this study, molecular ionization is assumed to be the dominating charge generation 

mechanism for positive streamers in cyclohexane. The calculation of 𝐺+(|�⃗� |)  and 

𝐺𝑒(|�⃗� |) is shown in Equation 3-7, with 𝐺−(|�⃗� |) equalling zero. However, negative 

ions can be generated by the attachment of electrons to the neutral molecules. 

G+(|�⃗� |) = −G𝑒(|�⃗� |) =
𝑞2𝑛0𝑎|�⃗� |

ℎ
𝑒𝑥𝑝(−

𝜋2𝑚∗𝑎

𝑞ℎ2
(

∆0

√|�⃗� |

− 𝛾)

2

)   Equation 3-7 

The meanings and values of the parameters used in Equation 3-3 through Equation 3-7 

are shown in Table 3-1. It should be noted that the electric field dependent electron 

mobility values will be discussed under model modification in the following sections. 

Table 3-1 Meanings and values of parameters from Equation 3-3 to Equation 3-7. 

Parameter Meaning Value Reference 

𝜀0 Permittivity of vacuum 8.854 × 10−12  F m⁄   

𝜀𝑟 
Relative permittivity of 

cyclohexane 
2 [11, 135, 142] 

𝜇+, 𝜇− Charge mobility of ions 1 × 10−8 m2V−1s−1 [11, 142] 
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𝜇𝑒 
Charge mobility of 

electrons 

1 × 10−4 m2V−1s−1 (under low 

electric field) 
[11, 142] 

𝑅+𝑒 
Recombination rate of 

positive ions and electrons 
1.64 × 10−16 m3s−1 

Calculated based 

on [7, 11, 142] 

𝑅± 
Recombination rate of 

positive and negative ions 
1.64 × 10−16 m3s−1 

Calculated based 

on [7, 11, 142] 

𝜏𝑎 Electron attachment time 200 ns [61, 155] 

𝑛0 
Density of ionisable 

molecules 
1023 m−3 [61, 155] 

𝑎 Molecular separation 3.0 × 10−10 m [61, 155] 

ℎ Planck’s constant 6.62608 × 10−34 m2kgs−1 [180] 

𝑞 Electronic charge 1.602 × 10−19 C [180] 

𝑚∗ Effective electron mass 9.1 × 10−32 kg [61, 155] 

∆0 

Ionization potential of 

cyclohexane under no 

electric field 

8.5 eV [9, 168] 

𝛾 

Coefficient of electric field 

dependent ionization 

potential of cyclohexane 

6.9875 × 10−5 eV ∙ (V/m)−1/2 [9] 

 

3.3.2 Electrode Geometry, Voltage Excitation and Boundary Conditions 

A needle-plane geometry with a needle tip radius of 40 µm and a gap distance of 50 

mm has been selected as the simulation geometry, which is the same as those used in 

experiments [1]. The needle-plane geometry built in COMSOL Multiphysics version 

5.4 in a 2D planar view is shown in Figure 3-3. The geometry in COMSOL 

Multiphysics interface can be built by adding different shapes of geometry, such as 

rectangular, arc and circle. It should be noted that the boundaries B1, B2 and B3 are the 

boundaries of calculating domain rather than the testing cell in experiments since a 

small separation distance will greatly distort the electric field in the vicinity of the 

needle tip. The plane diameter and separation distance have been tuned large enough to 

eliminate their effects on the needle tip electric field. The needle tip geometry is built 

according to Ogura needle shape which is widely used in experiments [239-241]. The 

details of the effects of needle tip shape on needle tip electric field were discussed in 

[242].  
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Figure 3-3 Schematic diagram of a needle-plane geometry plotted in COMSOL 

Multiphysics. 

For the voltage application, the boundary condition on the needle electrode is set to a 

positive high voltage 𝑉 = 𝑉0(𝑡), while on the ground plane it is set to 𝑉 = 0 V. The 

applied voltage waveform is step voltage with a fixed voltage rise time. The voltage 

rise time is selected as 400 ns, as shown in Figure 3-4, which is the same as the voltage 

rise time used in experiments [1]. 

For the charge density, the boundary condition on the needle and plane electrode is set 

as zero diffusion flux, which is �⃗� ∙ ∇𝑐±𝑒 = 0, where �⃗�  is the normal vector on the 

electrodes. On B1, B2 and B3, the boundary condition is set as zero charge flux, which 

is ∇ ∙ 𝑐±𝑒𝜇±𝑒�⃗� = 0.  

 

Figure 3-4 Voltage waveform of step voltage at a voltage magnitude of 100 kV and rise time 

of 400 ns. 
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3.3.3 Simulation Refinement 

3.3.3.1 Refinement methodology 

For finite element method, meshing refinement study is a very important process to 

conduct to increase the accuracy of the calculation and reliability of the conclusion. For 

the geometry selected with a needle tip radius of 40 μm and a gap distance of 50 mm, 

the meshing strategy close to the needle tip is of great importance and a challenge, due 

to the much smaller needle tip, when compared with the large electrode scale. Besides, 

since a streamer is a dynamic process, the maximum time step size and relative 

tolerance in COMSOL Multiphysics are another two vital settings to refine for a time-

dependent study. A detailed introduction to these settings is presented in Table 3-2 

[243]. 

Table 3-2 Factors affecting simulation accuracy [243]. 

Factor Explanation 

Meshing size 

and area 

 In order to solve partial differential equations, discretization should be 

used to divide the simulation domain into small units of simple shapes, 

which is called “mesh”. “Free triangular” size is generally selected since 

it can mesh all kinds of geometries. 

 Meshing size is an important factor affecting calculation accuracy. 

Apparently smaller meshing size leads to more reliable results but may 

significantly increase calculating time and the required RAM. 

 Generally, dense meshing size is only needed in an area where intensive 

variations in variable values occur or in areas where the physical scale of 

the geometry is small. Typically, in streamer simulations, the area is in the 

vicinity of the needle tip. A large area with dense meshing will result in 

high accuracy and also lead to long calculating time and more RAM being 

needed. 

Maximum time 

step size 

 The maximum time step size is the one taken by COMSOL to calculate 

time-dependent partial differential equations over pre-set time interval. 

 The real time step size may not always be the maximum pre-set time step 

size. If the calculated results for each time step do not meet the pre-set 

relative tolerance, the real time step size taken by COMSOL will be 

automatically reduced, as shown in Figure 3-5. 

 A smaller maximum time step size will be more accurate but require a 

longer calculating time. 

Relative 

tolerance 

 For a time-dependent study, relative tolerance is a parameter used to 

describe the maximum difference between two calculating time instances. 
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If the time interval is infinitesimal, the relative difference will also be 

infinitesimal 

 Different COMSOL versions set different relative tolerance values by 

default. The relative tolerance default value is 0.01 before COMSOL v5.3 

and is 0.005 after v5.4. 

 It is suggested in the COMSOL reference manual that changing the 

relative tolerance is generally unnecessary unless the simulation does not 

behave as expected.  

Figure 3-5 shows the convergence/time step size plot generated by COMSOL 

Multiphysics. The initial time step size at time step 0 is set as 10−5 ns which is small 

enough in order to avoid a sudden jump in the variable values during simulation 

calculation. The maximum time step size and relative tolerance are set as 1 ns and 0.001, 

respectively. With time increasing, the calculating time step size automatically 

decreases to fit relative tolerance after the time step is over 160. 

 

Figure 3-5 Convergence/time step size plot generated by COMSOL Multiphysics. The 

values in the figure are non-dimension values.  

Briefly speaking, smaller meshing size, larger dense meshing area, smaller maximum 

time step and smaller relative tolerance will all result in a more accurate calculated 

result. However, these strategies will gradually lead to unaffordable calculating time 

and computing resources. Besides, an even looser strategy of meshing and dynamic 

setting was adopted in simulations [7-9] to obtain results in a reasonable time period. 

Therefore, it may not be necessary in this study to get the most accurate refinement 

results but it is necessary to select a relatively reasonable setting when compared with 

in the literature. The schematic diagram of the refinement study as defined in this study 

is shown in Figure 3-6. It is necessary to conduct a meshing refinement study to 

maintain the accuracy of every position before the time-dependent refinement study, 

thus ensuring the accuracy of every instant. 
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Figure 3-6 Schematic diagram of the refinement study for a time-dependent study. 

 

3.3.3.2 Refinement study results 

This chapter describes the simulation results of the effects of electron saturation 

velocity (ESV) on streamer characteristics that mainly include electric field dynamics. 

Therefore, the dynamics of the electric field position and magnitude at the streamer tip 

are both of significant interests to be focused on as refinement variables. 

The meshing areas close to the needle tip are shown in Figure 3-7 (a). The meshing 

elements are selected as a free triangular shape. A zoomed-in plot of the meshing 

elements is shown in Figure 3-7 (b) with maximum meshing size of 0.5 μm along the 

axis of symmetry and needle tip boundary and 0.65 μm in the area nearby. Note that 

the ESV setting in the refinement study is 10 km/s. The voltage application is a step 

voltage with a voltage magnitude of 110 kV and rise time of 400 ns. A summary of all 

the refinement study cases for this chapter are shown in Table 3-3. The detailed results 

of the refinement study are shown as follows. 
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(a) 

 

(b) 

Figure 3-7 Meshing set-up used in Chapter 3 (a) boundaries of different meshing areas (b) 

zoomed-in plot of the meshing elements. Note that the meshing size in the central rectangular 

is discussed in Table 3-3. The meshing sizes in other areas are relatively coarse. 
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Table 3-3 A summary of refinement study in Chapter 3. 

R3-Case Length Width Line meshing size Area meshing size Maximum time step size Relative tolerance RAM required Simulation time 

1 0.73 mm 150 μm 0.5 μm 0.65 μm 0.1 ns 0.0008 75 G 3d2h 

2 0.83 mm 150 μm 0.5 μm 0.65 μm 0.1 ns 0.0008 75 G 3d23h 

3 1.03 mm 150 μm 0.5 μm 0.65 μm 0.1 ns 0.0008 75 G 4d3h 

4 0.73 mm 175 μm 0.5 μm 0.65 μm 0.1 ns 0.0008 67 G 3d17h 

5 0.73 mm 200 μm 0.5 μm 0.65 μm 0.1 ns 0.0008 69 G 4d4h 

6 0.73 mm 150 μm 0.45 μm 0.6 μm 0.1 ns 0.0008 70 G 3d16h 

7 0.73 mm 150 μm 0.5 μm 0.65 μm 0.08 ns 0.0008 61 G 3d13h 

8 0.73 mm 150 μm 0.5 μm 0.65 μm 0.06 ns 0.0008 52 G 4d14h 

9 0.73 mm 150 μm 0.5 μm 0.65 μm 0.04 ns 0.0008 66 G 6d15h 

10 0.73 mm 150 μm 0.5 μm 0.65 μm 0.06 ns 0.0006 34 G 2d7h 

The simulation time, for example 3d2h, is short for 3 days and 2 hours. The relative tolerance default value set in COMSOL Multiphysics v5.4 is 

0.005.  
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(1) Results of the meshing refinement study 

The first step in the meshing refinement study is refining the meshing area length. A 

comparison of the refinement study cases, which are from R3-Case 1 to R3-Case 3, is 

shown in Figure 3-8. The meshing area length of 1.03 mm is set as the comparative 

base. Variations in the electric field peak position and magnitude begin to show 

differences among different meshing settings from ~275 ns. The electric field 

distribution along the axis of symmetry from the needle tip into cyclohexane is shown 

in Figure 3-9. The electric field leaves the needle tip at 180 ns and reaches its maximum 

magnitude at 275 ns. Since R3-Case 3 is not the finally refined case, the electric field 

after 275 ns in R3-Case 3 then decreases and finally increases again. Note that for the 

finally refined cases in this chapter, the electric field will then decrease and finally reach 

a relatively stable value. Since the electric field at 275 ns reaches its maximum value, 

the variation of the variable in R3-Case 3 at 275 ns is also the most intensive. Therefore, 

the variation of the variable among the different cases also begins to vary intensively. 

       

(a)                                                                        (b) 

Figure 3-8 Results of the refinement study for the meshing area length on electric field 

dynamics at the streamer tip of Chapter 3. (a) Electric field peak position and (b) electric 

field peak magnitude. 
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Figure 3-9 Electric field distribution along the axis of symmetry in case R3-Case 3. 

In the studied time interval, the variations in the electric field peak position and 

magnitude for R3-Case 1 and R3-Case 2 are all smaller than 2%. Therefore, a meshing 

area length of 0.73 mm is selected for further refinement. 

The second meshing refinement study step is to refine the meshing area width. A 

comparison of the refinement study cases, which are R3-Case 1, R3-Case 4 and R3-

Case 5, is shown in Figure 3-10. When setting the meshing area width of 200 μm as the 

comparative base, variations in the electric field peak position and magnitude for R3-

Case 1 and R3-Case 4 are all smaller than 3.5%. Therefore, a meshing area width of 

150 μm is selected for further refinement. 

       

(a)                                                                        (b) 

Figure 3-10 Results of the refinement study for the meshing area width on electric field 

dynamics at the streamer tip of Chapter 3. (a) Electric field peak position and (b) electric 

field peak magnitude. 
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The third meshing refinement study step is to refine the maximum meshing size on the 

axis of symmetry and in the dense meshing area. A comparison of the refinement study 

cases, which are R3-Case 1 and R3-Case 6, is shown in Figure 3-11. When setting the 

meshing size on the axis of symmetry of 0.45 μm and the meshing size in the dense 

meshing area of 0.6 μm as the comparative base, variations in the electric field peak 

position and magnitude for R3-Case 1 are all smaller than 2.5%. Therefore, a meshing 

size on the axis of symmetry of 0.5 μm and a meshing size in the dense meshing area 

of 0.65 μm are selected for further refinement. 

       

(a)                                                                        (b) 

Figure 3-11 Results of the refinement study for the meshing size on the axis of symmetry 

and dense meshing area on electric field dynamics at the streamer tip of Chapter 3. (a) 

Electric field peak position and (b) electric field peak magnitude. 

(2) Results of time-dependent refinement study 

The first time-dependent refinement study step is to refine the maximum time step size. 

A comparison of the refinement study cases, which are R3-Case 1, and R3-Case 7 to 

R3-Case 9, is shown in Figure 3-12. When setting the maximum time step size of 0.04 

ns as the comparative base, variations in the electric field peak position and magnitude 

for R3-Case 8 are all smaller than 2%. Therefore, a maximum time step size of 0.06 ns 

is selected for further refinement. 
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(a)                                                                        (b) 

Figure 3-12 Results of the refinement study for the maximum time step size on electric field 

dynamics at the streamer tip of Chapter 3. (a) Electric field peak position and (b) electric 

field peak magnitude. 

The second time-dependent refinement study step is to refine the relative tolerance. A 

comparison of the refinement study cases, which are R3-Case 8 and R3-Case 10, is 

shown in Figure 3-13. When setting the relative tolerance of 0.0006 as the comparative 

base, variations in the electric field peak position and magnitude for R3-Case 8 are all 

smaller than 2%. Therefore, a relative tolerance of 0.0008 is selected for further 

refinement. 

       

(a)                                                                        (b) 

Figure 3-13 Results of the refinement study for the relative tolerance on electric field 

dynamics at the streamer tip of Chapter 3. (a) Electric field peak position and (b) electric 

field peak magnitude. 

Based on the refinement study above, the simulation condition of R3-Case 8 is selected 

as the refinement case and used for further study.  
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3.4 Description of Streamer Dynamics during Streamer Propagation 

Since the velocity of the movement of the electric field peak is generally regarded as 

streamer velocity in a simulation, the electric field distribution at a different time with 

a voltage magnitude of 100 kV when ESV is set at 7.5 km/s is shown in Figure 3-14. 

The reason for using an ESV of 7.5 km/s will be explained from Section 3.5 to Section 

3.6.  

In Figure 3-14 (a), initially with a voltage increase during rise time from 0 to 180 ns, 

the electric field magnitude along the axis of symmetry from the needle tip into 

cyclohexane gradually rises, which is similar to the Laplace field. The electric field 

peak leaves the needle tip and propagates into cyclohexane at 180 ns with a magnitude 

of 3.07 MV/cm due to the effects of the accumulated space charges generated by 

molecular ionization. The electric field peak magnitude shows an initial increasing and 

then decreasing trend until it reaches a stable magnitude which equals ~3.7 MV/cm 

during propagation. Since this study only considers one single streamer branch due to 

the limitation of the 2D-axisymmetric model, the streamer shape looks like a tube 

during propagation as shown in Figure 3-14 (b), which can be regarded as an extension 

of the positive needle tip into cyclohexane. According to the calculation method used 

in [7, 11], the average voltage drop of the flat electric field area inside the streamer 

channel is ~1.76 × 107 V/m.  

Due to lack of discussion on how to define the streamer radius in previous simulations, 

a sensitivity discussion on streamer radius during streamer propagation is shown in 

Figure 3-15. The streamer radius is defined as the maximum radius of the boundary of 

the pre-defined electric field tube at the streamer head. The boundary of the pre-defined 

electric field tube is from 30% to 70% of the maximum electric field at streamer tip 

𝐸𝑚𝑎𝑥 , as shown in the 2D distribution of the electric field in Figure 3-15. It is found 

that during streamer propagation, the streamer radius keeps relatively stable at different 

streamer lengths, while the percentile of the pre-defined electric field tube at the 

streamer head greatly affects the streamer radius. For a streamer length of 0.6 mm, the 

streamer radius decreases from 68.0 μm to 33.7 μm with the pre-defined percentile 

increasing from 30% to 70%. In the following chapters, the streamer radius is reported 

as the boundary of the electric field tube at 50% 𝐸𝑚𝑎𝑥  at the streamer head when the 

streamer length equals 0.6 mm. 
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(a) 

 

(b) 

Figure 3-14 Distribution of the electric field during streamer propagation in (a) 1D plot 

along the axis of symmetry and (b) 2D plot with voltage magnitude of 100 kV. ESV=7.5 

km/s. 

Instant streamer velocity at different streamer lengths and the corresponding peak 

electric field magnitude and space charge density at the streamer tip are shown in Figure 

3-16. The space charge density equals the sum of the charge density of positive ions, 

negative ions and electrons. It shows that the instant streamer velocity initially increases 

to ~4 km/s and then decreases to a relatively stable value of ~1.91 km/s. This initial 

increasing and then decreasing trend to a stable stage phenomenon of streamer velocity 

has also been observed in experiments based on high resolution shockwave observation 

[244]. The stable stage of streamer velocity is termed ‘propagation velocity’ in this 

study. 
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(a) 

 

(b) 

Figure 3-15 (a) Streamer head radius at different streamer lengths under different 

measurement standards. (b) 2D distribution of a predefined electric field tube at the 

streamer head with a streamer length at 0.6 mm and standard from 30% to 70% 𝑬𝒎𝒂𝒙. 

Voltage magnitude equals 100 kV and ESV equals 7.5 km/s. 

 

Figure 3-16 Instant streamer velocity and corresponding electric field magnitude and space 

charge density at the streamer tip at different streamer lengths when ESV equals 7.5 km/s 

with a voltage magnitude of 100 kV. 
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It is important to observe that the streamer velocity variation correlates with the local 

electric field magnitude variation at the streamer tip, which supports the argument in 

Section 3.2 that positive streamer velocity is partially dependent on electric field 

dependent 𝑣𝑒 . The electric field peak magnitude variation could be explained by the 

distance between the local electric field peak position and space charge density peak 

position at streamer tip 𝑑𝐸𝜌. The corresponding time-dependent relationship between 

the electric field peak magnitude and 𝑑𝐸𝜌  during streamer propagation is shown in 

Figure 3-17. The electric field and space charge distributions along the axis of 

symmetry from the needle tip into cyclohexane from 200 ns to 270 ns are shown in 

Figure 3-18. It is found that the electric field peak is always some distance ahead of the 

space charge density peak. As shown in Figure 3-16 and Figure 3-17, the electric field 

peak leaves the needle tip after 180 ns at 3.07 MV/cm while the space charge density 

peaks stay at the needle tip so that the distance between them, 𝑑𝐸𝜌, increases. With time 

increasing, the electric field peak moves further into the cyclohexane while the space 

charge density peak remains at the needle tip. From 0 ns to 250 ns, only the space charge 

density volume increases, as shown in Figure 3-18, which leads to a consistent increase 

in the distance 𝑑𝐸𝜌 . The electric field distribution in cyclohexane is also mainly 

determined by the Laplace field induced by applied voltage, rather than space charge 

induced electric field as shown in Figure 3-19.  

At 250 ns, the position of the space charge density peak switches from the needle tip to 

the position just behind the electric field peak, leading to a sudden decrease in distance 

𝑑𝐸𝜌, with the space charge induced electric field from this point beginning to dominate 

the total electric field in cyclohexane. Afterwards, the variation of distance 𝑑𝐸𝜌 has an 

opposite relationship with that of the electric field peak magnitude. The distance 𝑑𝐸𝜌 

initially decreases to its smallest value ~1.5 μm  at 325 ns when the electric field 

magnitude reaches its highest value ~4.4 MV/cm. Then the distance 𝑑𝐸𝜌  gradually 

increases to a stable value of ~3.5 μm when the electric field magnitude decreases to 

~3.7 MV/cm. 
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Figure 3-17 Time-dependent distribution of electric field peak magnitude and the distance 

𝒅𝑬𝝆 between electric field peak and space charge density peak during streamer propagation 

with a voltage magnitude of 100 kV. ESV is 7.5 km/s. 

 

Figure 3-18 Distribution of electric field and space charge density along the axis of 

symmetry from 200 ns to 270 ns. 
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Figure 3-19 Comparison between the electric field distribution in cyclohexane during the 

streamer process and the corresponding Laplace field generated by applied voltage in 

cyclohexane along the axis of symmetry from 125 ns to 325 ns. “−LF” means Laplace 

field. 

 

3.5 Effects of Electron Saturation Velocity on Streamer Dynamics 

The effects of ESV on the electric field peak magnitude during propagation is shown 

in Figure 3-20. It is found that the streamer peak electric field magnitudes when electric 

field peak leaves needle tip are all ~3.07 MV/cm under different ESVs. The 

corresponding charge generation rate is calculated to be 16.6 C ns ∙ m3⁄  according to 

Equation 3-7. For the studied ESV range, all the electric field magnitude distributions 

show an initially increasing and then decreasing trend. With the decrease of ESV value 

from 30 km/s to 2.5 km/s, the maximum electric field peak magnitude decreases from 

5.07 MV/cm to 3.73 MV/cm. Besides, decreasing ESV reduces the electric field peak 

magnitudes during streamer propagation from 4.35 MV/cm to 3.25 MV/cm. According 

to Equation 3-1 and Figure 3-2, the corresponding electron velocity decreases from 17.8 

km/s to 2.32 km/s. 
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Figure 3-20 Effects of electron saturation velocity on electric field peak magnitude at the 

streamer peak with voltage magnitude of 100 kV. 

The effect of ESV on instant streamer velocity is shown in Figure 3-21. The 

corresponding streamer propagation velocity and voltage drop inside streamer channel 

are shown in Figure 3-22. When ESV reduces from 30 km/s to 2.5 km/s, streamer 

propagation velocity also decreases from ~4.15 km/s to ~0.50 km/s correspondingly, 

which decreases 87.95%. Besides, the voltage drop inside streamer channel decreases 

from 34.80 kV/mm to 10.63 kV/mm. 

 

Figure 3-21 Effects of electron saturation velocity on instant streamer velocity with voltage 

magnitude of 100 kV. 
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Figure 3-22 Effects of electron saturation velocity on streamer propagation velocity and 

voltage drop with voltage magnitude of 100 kV. 

In this chapter, matching streamer propagation velocity with experiments [1] is 

considered to be more important than matching voltage drop because the voltage drop 

might be related with the low-density channel formation inside streamer body which is 

not simulated in this chapter. Streamer radius also increases from 18 μm to 73.6 μm 

with the decrease of ESV as shown in Figure 3-23. Streamer radius of 44 μm  in 

simulation is also close to the experimental observations of 2nd mode streamer channel 

radius of ~50 μm in [1, 34]. Therefore, ESV equal to 7.5 km/s is selected as the best 

optimized value to fit experimental results with voltage magnitude at 100 kV. 

 

Figure 3-23 Effects of electron saturation velocity on streamer radius during streamer 

propagation with voltage magnitude of 100 kV. Streamer radius is defined as the boundary 

of 50% 𝑬𝒎𝒂𝒙 at the streamer head at 0.6 mm. 
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3.6 Effects of Applied Voltage on Streamer Dynamics with Consideration of 

Electron Saturation Velocity 

The optimized ESV value of 7.5 km/s based on experiment at voltage of 100 kV is 

further applied to other voltage levels ranging from 80 kV to 95 kV to confirm the 

optimized model. The effects of voltage magnitudes on instant streamer velocity and 

the distance between electric field peak and space charge density peak have been first 

shown in Figure 3-24. As expected, increasing applied voltage magnitudes increases 

streamer propagation velocity slightly from ~1.59 km/s to ~1.91 km/s. The instant 

streamer velocities all show an initially increasing and then decreasing trend until they 

reach relatively stable values.  

Besides, the maximum distances between electric field peak and space charge density 

peak 𝑑𝐸𝜌_𝑚𝑎𝑥 for voltage magnitude rising from 80 kV to 100 kV all happen very close 

to the needle tip where space charge density peaks jump from needle tip to further into 

the oil which is similar with Figure 3-17. 𝑑𝐸𝜌_𝑚𝑎𝑥 at this position ranges from 12 μm 

to 13 μm. The maximum 𝑑𝐸𝜌_𝑚𝑎𝑥 happens at voltage magnitude of 80 kV.  

The positions of the minimum distance between electric field peak and space charge 

density peak 𝑑𝐸𝜌_𝑚𝑖𝑛 at streamer tip for voltage magnitude rising from 80 kV to 100 

kV are always at the same positions where instant streamer velocities reach the peak 

values. The positions of 𝑑𝐸𝜌_𝑚𝑖𝑛 are similar among all the selected voltage magnitudes, 

which are close to 0.1 mm. 𝑑𝐸𝜌_𝑚𝑖𝑛 is found to be from 1.5 μm to 2 μm. The minimum 

value of 𝑑𝐸𝜌_𝑚𝑖𝑛 is 1.5 μm at voltage magnitude of 100 kV. Then, the distance between 

electric field peak and space charge density peak 𝑑𝐸𝜌_𝑠𝑡𝑎𝑏𝑙𝑒  gradually increases to from 

3 μm to 3.5 μm and keeps relatively stable.  

The effect of applied voltage magnitudes on streamer propagation velocity is shown in 

Figure 3-25 which is also compared with experimental results [1]. With the magnitude 

of applied voltage increasing from 80 kV to 100 kV, streamer propagation velocity in 

simulation shows a good agreement with experimental results of cyclohexane in [1]. 

The deviation between simulations and experimental results is smaller than 3%.  

Besides, as shown in Figure 3-26 (a) and (b), streamer radius also shows an increasing 

trend from 37.5 μm to 44.0 μm when the applied voltage increases. The voltage drop 

inside streamer channel also increases from 12.72 kV/mm to 17.65 kV/mm when 

increasing voltage magnitudes from 80 kV to 100 kV as is shown in Figure 3-27. 
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Figure 3-24 Effects of the external voltage on instant streamer velocity and the distance 

between electric field peak and space charge density peak. ESV is 7.5 km/s. 

 

Figure 3-25 Comparison of streamer propagation velocity in simulations and experiments 

under different voltage magnitudes. Black dots are from [1]. 
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(a) 

 

(b) 

Figure 3-26 (a) Effects of voltage magnitudes on streamer radius during streamer 

propagation. ESV is 7.5 km/s. (b) Streamer tip shape at different voltage levels. Streamer 

radius is defined as the boundary of 50% 𝑬𝒎𝒂𝒙 at the streamer head at 0.6 mm. 

 

Figure 3-27 Effects of voltage magnitudes on the voltage drop inside the streamer channel. 

ESV is 7.5 km/s. 
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3.7 Discussion 

The aim of this chapter is to explain the reason for the stable velocity of 2nd mode 

positive streamers by using ESV. It has been confirmed that ESV can successfully 

constrain streamer velocity to a reasonable level when compared with experimental 

results [1]. Therefore, it is necessary to further explain whether ESV could happen in 

cyclohexane during streamer propagation. 

Due to a lack of experiments confirming ESV in cyclohexane to the author’s best 

knowledge, only theoretical analysis is presented in this section. According to the 

argument in [145], at a sufficiently high electric field, when electrons gain more energy 

than 𝑘𝐵𝑇 between collisions with molecules, electron mobility goes down, where 𝑘𝐵 is 

the Boltzmann constant and 𝑇 is local temperature. As described above, a streamer 

consists of a low-density phase and liquid phase, with the mechanism dominating 

streamer velocity should be occurring in the liquid phase [4, 13, 34]. Assuming the 

maximum temperature at the streamer tip under atmospheric pressure in cyclohexane 

is the same as the liquid boiling temperature 353 K [109], 𝑘𝐵𝑇 equals 0.030 eV. Under 

a local electric field of 3.7 MV/cm at the streamer tip according to Figure 3-16, an 

electron could gain 𝑊𝑒 = 𝑒𝐸𝑎 = 0.111 eV before collision with neutral molecules, 

which is high enough to justify the existence of ESV. 

Besides, due to the complexity of the nature of streamers and the challenge of 

computational resources, some phenomena have been simplified and are further 

discussed in the following. 

The first simplification is that the model in this chapter does not consider the physics 

inside the low-density phase of the streamer channel. As is presented in Figure 3-1, the 

low-density phase inside the streamer channel will be formed due to the temperature 

rise induced by Joule heating. Inside the low-density phase of the streamer, the 

parameter values, such as charge mobility, charge generation and recombination rate, 

and the relative permittivity of dielectric material, will all change accordingly [11], and 

are not the same as the parameters in the liquid phase. The main difficulties associated 

with simulating streamers with the low-density channel are the complexity of the 

physics involved and the hard convergence when solving the highly non-linear partial 

differential equations. Modelling of the low-density phase will be presented in Chapter 

6. 
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Besides, when considering the factors affecting streamer velocity by the low-density 

phase of streamer, the most important effect from a macroscopic perspective is to lower 

the voltage drop inside the streamer channel. The voltage drop inside the streamer 

channel is calculated to be ~2 × 106 V/m in cyclohexane in the experiments in [1], 

while it is ~1.76 × 107 V/m in the flat area of electric field in the simulation in this 

chapter when ESV is assumed to be 7.5 km/s under a voltage magnitude of 100 kV. 

The higher voltage drop decreased the voltage potential at the streamer tip and then 

slightly slowed down the streamer velocity. Therefore, the true ESV might be a bit 

smaller than estimated in this chapter. 

Secondly, this chapter does not simulate the effects of electron attachment time 𝜏𝑎 on 

streamer velocity. 𝜏𝑎 is closely related to the components and purity of the dielectric 

liquids. 𝜏𝑎  has been found to be ~500 ns in cyclohexane [134] and ~100 ns in 

hydrocarbons [109, 138] in experiments, while it is argued to be much smaller and also 

electric field dependent in simulation [49]. The value 𝜏𝑎 = 200 ns  is somewhat a 

compromise for different values in the literature. The further effects of 𝜏𝑎 in liquid are 

unable to be simulated in this chapter because a too small 𝜏𝑎 will significantly increase 

the voltage drop when excluding the low-density phase inside the streamer channel. 

Thirdly, this chapter only simulates the propagation of a single streamer branch instead 

of streamer with multiple branches due to the limitation of the 2D-axisymmetric model 

and demanding computational resources of the 3D model. Although streamer branching 

may have some shielding effects on the velocity of streamer branches to some extent, 

the recent results in [59], as discussed in Section 3.1, indicated that the shielding effects 

of streamer branching are not the dominant reason constraining streamer velocity. 

Therefore, it is acceptable to only simulate a single streamer channel. 

Based on the descriptions above, although there are limitations when simulating a low-

density channel inside a streamer channel and the multiple streamer branches, this 

chapter has presented a valuable modelling of the stable propagation velocity of a 2nd 

mode positive streamer, which is dominated by electron velocity in the liquid phase of 

the streamer. 

 

3.8 Summary 

This chapter has presented the effects of electron saturation velocity on streamer 

dynamics by modelling in order to explain the reason for the stable velocity of 2nd mode 
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positive streamers. The variation of instant streamer velocity is found to be positively 

related to the electric field magnitude at the streamer tip. The magnitude of the electric 

field at the streamer tip initially increases and then decreases to a relatively stable value, 

which is explained by the peak distance between the electric field and space charge 

density during streamer propagation. The mechanism of the stable propagation velocity 

of a 2nd mode positive streamer in cyclohexane is thought to be the constrain of ESV. 

The simulation found that reducing ESV from 30 km/s to 2.5 km/s decreased streamer 

propagation velocity from 4.15 km/s to 0.50 km/s. Besides, the streamer channel radius 

also increased from 18 μm to 73.6 μm. ESV of 7.5 km/s was optimised according to 

experimental observation of streamer velocity at 100 kV. The streamer model with ESV 

of 7.5 km/s was further applied to other different voltage levels. Streamer propagation 

velocity in the simulation increased from 1.59 km/s at 80 kV to 1.91 km/s at 100 kV, 

which all closely matched the experimental observations under the same conditions in 

experiments [1]. 
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4 Modelling of the Electrostrictive-force-induced 

Cavity Formation in Dielectric Liquids  

4.1 Introduction 

A streamer is composed of an initiation stage and propagation stage. However, the 

streamer initiation stage is not well defined in most simulations. In some cases 

simulating streamer dynamics, DC voltage was directly applied on the needle in the 

simulation without clearly defining the voltage rise time [10, 11, 81, 87, 97]. The 

mechanism involved during the streamer initiation stage may not be necessarily the 

same as during the streamer propagation stage. In recent years, a cavity, which can be 

formed under fast voltage rise rates, has gradually gained more interest among 

researchers [62, 112-116, 128, 245]. Accordingly, it will be interesting to investigate 

whether a cavity can be formed in dielectric liquids under fast voltage rise rates during 

streamer initiation.  

In this chapter, the cavity formation mechanism induced by electrostrictive force during 

streamer initiation is initially introduced in Section 4.2 with the simulation 

methodology introduced in Section 4.3. Then, a description of the dynamics of cavity 

formation in cyclohexane and the effects of voltage rise rates on cavity formation in 

cyclohexane are studied in Section 4.4. Next, the differences in cavity formation among 

cyclohexane, rapeseed oil and deionised water are compared in Section 4.5. Finally, a 

summary of this chapter is presented in Section 4.6. 

 

4.2 Description of Electrostrictive-force-induced Cavity Formation in 

Dielectric Liquids 

When speaking of cavity formation in dielectric liquids, electrostrictive force is 

commonly regarded as the key factor. The expression of electrostrictive force is shown 

in the third components on the right side of Equation 2-18. Since electrostrictive force 

is related to dielectric polarisation, a schematic diagram of a molecule with and without 

electric field is shown in Figure 4-1. Without electric field, a molecule, consisting of a 

positive ion and a negative ion, is electrically neutral. Since the external electric field 

could slightly shift the positive and negative electric charge in opposite directions 

within the dielectric liquids, the opposing force will stretch the liquid. Therefore, the 

electrostrictive force tends to always stretch the liquid. 
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(a) 

 

(b) 

Figure 4-1 Schematic diagram of a molecule (a) without and (b) with electric field. 

In experimental and modelling studies on cavities, the most commonly investigated 

liquid is deionised water [62, 112-116, 128, 245]. It is argued that a negative pressure 

[246] of around −10 MPa to −30 MPa is enough for cavity formation in deionised 

water [62, 113]. Experiments also confirm that cavity can form under electrostrictive 

force in deionised water. A schematic diagram explaining the effects of cavity on 

streamer initiation is presented in Figure 4-2 [129]. The cavity, a kind of nanopore, is 

thought to be almost a vacuum, thus having a much longer electron mean free path than 

in dielectric liquid. Therefore, electrons are able to be accelerated to such an extent 

inside the nanopores that an electron avalanche is also able to occur outside the 

nanopores. Under the electric field drift inside a nanopore, which is larger than in the 

liquid due to differences in permittivity, an electron can gain energy higher than 10 eV 

in the vicinity of the needle tip during the movement inside a nanopore even when the 

radius of the nanopore is assumed to be 2 nm [115]. This high electron energy is 

sufficient to enable ionization by electron avalanche in dielectric liquids. The impact 

ionization will further generate more charges inside the dielectric liquids and, therefore, 

accelerate the streamer initiation process. It should be also mentioned that in such 

studies, only electrostrictive force is considered, with no space charge assumed to be 

involved in the simulation. 
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Figure 4-2 A schematic diagram explaining the effects of a cavity on streamer initiation 

[129]. 

 

4.3 Simulation Methodology 

4.3.1 Controlling Equations 

In this Chapter, the controlling equations involved are Poisson equation [106] as shown 

in Equation 3-3 and Navier-stokes [111] equations as shown in Equation 2-14 and 

Equation 2-15. In Equation 3-3, the space charge density is assumed to be zero. In 

Equation 2-15 in general, volumetric force 𝐹  is determined using the Helmholtz 

equation [120-122] shown in Equation 4-1. 

𝐹 = ∑𝑐±𝑒 ∙ �⃗� −
𝜀0

2
|�⃗� |

2
∇𝜀𝑟 +

𝜀0

2
∇ (|�⃗� |

2 𝜕𝜀𝑟

𝜕𝜌𝑙
𝜌𝑙)  Equation 4-1 

The first term on the right-hand side of Equation 4-1 is Coulomb force. The second 

term represents the force acting on an inhomogeneous dielectric liquid and the third 

term is the electrostrictive forces in a non-uniform electric field associated with the 

tensions within the dielectric liquids [113]. The second term is always ignored when 

assuming the extremely small variation of permittivity in space. For non-polar dielectric 

liquid such as cyclohexane and polar dielectric liquid such as deionized water, 
𝜕𝜀

𝜕𝜌𝑙
𝜌𝑙  

can be simplified using the Clausius-Mosotti formula [124] as in Equation 2-19 and 

Equation 2-20. Therefore, 𝐹  can be expressed as Equation 4-2 for non-polar dielectric 

liquids and Equation 4-3 for polar dielectric liquids, which is related to the Coulomb 

force and electrostrictive force. 

𝐹 = ∑𝑐±𝑒 ∙ �⃗� +
𝜀0(𝜀𝑟−1)(𝜀𝑟+1)
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∇ (|�⃗� |
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𝐹 = ∑𝑐±𝑒 ∙ �⃗� +
𝛼𝜀𝑟
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∇ (|�⃗� |

2
)  Equation 4-3 
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Where �⃗�  is local electric field and 𝛼 ≤ 1.5 the empirical factor for most of the studied 

polar dielectric liquids, including deionized water [113, 125]. 𝛼 = 1.5 is used in this 

study. 

Combining Equation 2-15 and Equation 4-1, when considering electrostrictive force 

and Coulomb force, the total pressure in dielectric liquid  𝑝𝑡𝑜𝑡𝑎𝑙  can be expressed by 

Equation 4-4. The second and third components on the right-hand side of Equation 4-4 

are termed as Coulomb force pressure 𝑝𝐶𝐹  and electrostrictive force pressure 𝑝𝐸𝐹  in this 

study. 

𝑝𝑡𝑜𝑡𝑎𝑙 = 𝑝 + ∫ �⃗� ∑ 𝑐±𝑒 ∙ 𝑑𝑙 
𝑙 

−
𝜀0

2

𝜕𝜀𝑟

𝜕𝜌𝑙
𝜌𝑙|�⃗� |

2
  Equation 4-4 

The relationship between the thermodynamic pressure and liquid density of 

cyclohexane [118] and rapeseed oil [119] can be described by the equation of state, as 

shown in Equation 2-16. In comparison, the equation of state of deionized water can be 

described as in Equation 2-17 [113, 114]. This will allow us to describe the state of 

liquid under the effects of Coulomb force and electrostrictive force.  

 

4.3.2 Electrode Geometry, Voltage Excitation and Boundary Conditions 

The needle-plane geometry is the same as in Chapter 3 and is shown in Figure 3-3. The 

boundary conditions of Poisson equation of Equation 3-3 is the same as in Chapter 3. 

The boundary conditions of Navier-stokes equations of Equation 2-14 and Equation 

2-15 as follows. 

For the liquid velocity, all the boundaries are set as zero normal flux, which is �⃗� ∙ 𝑣𝑙⃗⃗  ⃗ =

0.  

For the pressure, on boundary B1, B2 and B3 in Figure 3-3, 𝑝 is set as 𝑝 = 𝑝0, where 

𝑝0 is ambient atmospheric pressure.   

The applied voltage waveforms are ramping voltage waveforms with different voltage 

rise rates. A typical voltage waveform of a ramping voltage with a voltage rise rate of 

50 kV/ns is as shown in Figure 4-3. 
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Figure 4-3 Typical voltage waveform of ramping voltage with a voltage rise rate of 50 

kV/ns. 

 

4.3.3 Simulation Refinement 

In this section, the detailed refinement study results are not shown. Only the dense 

meshing area and the refined setting are shown here.  

The dense meshing area is shown in Figure 4-4 (a). Due to the rapid variation in the 

electric field and corresponding electrostrictive force, a mapped mesh strategy is 

adopted to achieve a much denser meshing size close to the needle tip. A zoomed-in 

plot of the meshing elements close to the needle tip is shown in Figure 4-4 (b). The 

element number on line 1, Arc 2 and Line 3 is 450, 600 and 900, respectively. The 

meshing element is similar to a rectangular shape with a minimum length and width of 

0.2 μm and 0.1 μm, respectively, close to the needle tip. The maximum time step size 

and relative tolerance are refined to 0.06 ns and 0.0008. 
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(a) 

 

(b) 

Figure 4-4 Meshing set-up used in Chapter 4 (a) boundaries of different meshing areas (b) 

zoomed-in plot of the meshing elements. 

 

4.4 Cavity Formation in Cyclohexane 

4.4.1 Dynamics of Electronic and Liquid Properties under Fixed Voltage Rise 

Rates 

The distribution of time-dependent electric field magnitude along the axis of symmetry 

from the needle tip into cyclohexane with a voltage rise rate of 50 kV/ns is presented 

in Figure 4-5. Since no space charge density is considered in this chapter, the 

distribution of the electric field is in the shape of a Laplace field. From 2 ns to 8 ns, the 

maximum electric field magnitude happens at the needle tip from 7.37 MV/cm to 29.49 

MV/cm. 

The distribution of time-dependent electrostrictive force along the axis of symmetry 

from the needle tip into cyclohexane with a voltage rise rate of 50 kV/ns is shown in 
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Figure 4-6. The magnitude of electrostrictive force is defined to be positive when the 

direction of the electrostrictive force is upside towards the needle tip. According to 

Equation 4-3, the magnitude of electrostrictive force is positively related to the 

magnitude of the electric field magnitude. Therefore, with time ranging from 2 ns to 8 

ns, the magnitude of the electrostrictive force also increases from 2.38×1011 N m3⁄  to 

3.81×1012 N m3⁄ . 

 

Figure 4-5 Distribution of electric field magnitude along the axis of symmetry from the 

needle tip into cyclohexane with a voltage rise rate of 50 kV/ns. Position 0 mm means the 

needle tip. 

 

Figure 4-6 Distribution of electrostrictive force along the axis of symmetry from the needle 

tip into cyclohexane with a voltage rise ate of 50 kV/ns. Position 0 mm means the needle 

tip. 
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The corresponding direction of electrostrictive force in a 2D plot is shown in Figure 

4-7. The directions of the red arrows represent the electrostrictive force direction. The 

lengths of the red arrows represent the magnitude of electrostrictive force in a 

logarithmic scale. According to the expression of electrostrictive force, as shown in 

Equation 4-3, the direction of the electrostrictive force is always towards where the 

electric field magnitude increases. Therefore, the direction of electrostrictive force is 

always towards the needle tip in the needle-plane geometry.  

 

Figure 4-7 2D plot of the direction of electrostrictive force at 8 ns with a voltage rise rate of 

50 kV/ns. Position 0 mm means the needle tip. 

The distribution of time-dependent electrostrictive force pressure along the axis of 

symmetry from the needle tip into cyclohexane with a voltage rise rate of 50 kV/ns is 

shown in Figure 4-8. The minimum value of electrostrictive force pressure happens at 

the needle tip. With time increasing from 2 ns to 8 ns, the minimum value of the 

electrostrictive force pressure 𝑝𝐸𝐹  decreases from −2.5 MPa to −38 MPa.  

Under the drive of electrostrictive force, the local cyclohexane near the needle tip is 

pushing towards the needle tip at a velocity of several m/s, as shown in Figure 4-9. The 

liquid velocity increases with the increase in electrostrictive force.  

Under the drive of electrostrictive force and the movement of liquid, local liquid density 

also varies accordingly. The liquid density variation is calculated by Equation 4-5. In 

Figure 4-10, liquid density close to the needle tip is larger than 𝜌𝑙_0, while liquid density 

a bit further from the needle tip is smaller than 𝜌𝑙_0. The liquid density variation varies 

from −0.17% to 2.7%. The corresponding liquid thermodynamic pressure is shown in 

Figure 4-11. Due to the equation of state used to describe the relationship between 
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liquid density and its thermodynamic pressure, liquid thermodynamic pressure shows a 

similar trend to liquid density. Thermodynamic pressure is larger than atmospheric 

pressure when liquid density is higher than 𝜌𝑙_0 close to the needle tip. 

𝜌% = (𝜌𝑙 − 𝜌𝑙_0) 𝜌𝑙_0⁄ × 100%   Equation 4-5 

 

Figure 4-8 Distribution of electrostrictive force pressure along the axis of symmetry from 

the needle tip into cyclohexane with a voltage rise rate of 50 kV/ns. Position 0 mm means 

the needle tip. 

 

Figure 4-9 Distribution of liquid velocity along the axis of symmetry from the needle tip 

into cyclohexane with a voltage rise rate of 50 kV/ns. Position 0 mm means the needle tip. 
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Figure 4-10 Distribution of liquid density variation along the axis of symmetry from the 

needle tip into cyclohexane with a voltage rise rate of 50 kV/ns. Position 0 mm means the 

needle tip. 

 

Figure 4-11 Distribution of thermodynamic pressure along the axis of symmetry from the 

needle tip into cyclohexane with a voltage rise rate of 50 kV/ns. Position 0 mm means the 

needle tip. 

A summary of three kinds of pressure at 4 ns, which are the components of total 

pressure, is presented in Figure 4-12. As described above, the thermodynamic pressure 

𝑝 close to the needle tip is positive and much larger than atmospheric pressure 𝑝0 = 0.1 

MPa because liquid density 𝜌𝑙 is larger than 𝜌𝑙_0 under the drive of electrostrictive force. 

The electrostrictive force pressure 𝑝𝐸𝐹  is negative. The absolute value of 𝑝𝐸𝐹  is larger 

than 𝑝 because the inertia of liquid prevents the quick variation of 𝑝 under the drive of 
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electrostrictive force. Therefore, the total pressure 𝑝𝑡𝑜𝑡𝑎𝑙  in the vicinity of the needle 

tip is negative. 

 

Figure 4-12 Distribution of total pressure, electrostrictive force pressure and 

thermodynamic pressure along the axis of symmetry from the needle tip into cyclohexane at 

4 ns with a voltage rise rate of 50 kV/ns. Position 0 mm means the needle tip. 

As mentioned in [113], when the total pressure of dielectric liquid is below a negative 

threshold, a cavity is likely to form. The theoretical calculation of the critical negative 

threshold for cavity formation 𝑝𝑐 is expressed by Equation 4-6 according to nucleation 

theory [247]. 𝑝𝑐 of deionised water is calculated to be from −184 MPa to −150 MPa 

based on Equation 4-6. However, in experiments, 𝑝𝑐 in deionised water has been tested 

to range between −50 MPa and −6 MPa, which is an enormous overestimation [113, 

248]. The reason for this over-estimation may be that 𝑝𝑐 is sensitive to the degree of the 

purity of the liquid and the presence of dissolved gas and dust particles [113]. 

𝑝𝑐 = 𝑝𝑠𝑎𝑡 − √(
16𝜋𝜎3

3𝑘𝑇𝑙𝑛(𝑁𝐵/𝐽𝑁𝑅)
)  Equation 4-6 

Where 𝑝𝑠𝑎𝑡 is the vapour pressure of liquid, 𝜎 is the surface tension coefficient, 𝑘 is the 

Boltzmann constant, 𝑁  is the density of molecules and is 1027~1028 m−3  for 

cyclohexane, 𝐵  is the kinetic coefficient and is 1011~1015 s [113, 249], 𝐽𝑁𝑅  is the 

nucleation rate equal to the density of vapour bubbles of a critical size appearing per 

one second and generally ranges from 1018~1022, and 𝑇 is temperature. 

In simulation [113], 𝑝𝑐 in deionised water was assumed to be 𝑝𝑐_𝑤𝑎𝑡𝑒𝑟 = −30 MPa. 

According to Equation 4-6, since 𝑝𝑐 should be mainly dependent on the surface tension 

coefficient 𝜎 of liquid than on other parameters, and due to a lack of experimental 
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results on 𝑝𝑐  for other liquids; in this current study, we simply assume that the 

differences in 𝑝𝑐 of different dielectric liquids to be also dependent on 𝜎. Comparing 

the surface tension coefficient of cyclohexane, which is 0.024  N/m3  [250], with 

deionised water, which is 0.072 N/m3  [251], the threshold for cavity formation in 

cyclohexane is estimated to be 𝑝𝑐_𝑐𝑦𝑐𝑙𝑜ℎ𝑒𝑥𝑎𝑛𝑒 = −6 MPa. Therefore, in this study, when 

the total pressure of cyclohexane is smaller than −6 MPa, a cavity is assumed to form. 

The total pressure along the axis of symmetry from 2 ns to 8 ns is shown in Figure 4-13. 

It should be noted that the minimum value of 𝑝𝑡𝑜𝑡𝑎𝑙  is always at the needle tip, which 

is decreasing from −1.68 MPa to −12.02 MPa, with time decreasing from 2 ns to 8 ns. 

A 2D plot of the area where total pressure is smaller than the threshold for cavity 

formation is shown in Figure 4-14. It is indicated that the cavity formation area is very 

close to the needle tip. The distance from the needle tip is not far from 50 μm. 

The time dependent variation of 𝑝𝐸𝐹 , 𝑝 and 𝑝𝑡𝑜𝑡𝑎𝑙  at the needle tip with a voltage rise 

rate of 50 kV/ns is shown in Figure 4-15. At the needle tip, 𝑝 keeps increasing, which 

means liquid density is always larger than 𝜌𝑙_0  at the needle tip, while 𝑝𝐸𝐹  keeps 

decreasing alongside increasing time. 𝑝𝑡𝑜𝑡𝑎𝑙  gradually decreases to around −13.5 MPa 

and then becomes relatively stable.  

 

Figure 4-13 Time-dependent distribution of total pressure along the axis of symmetry from 

the needle tip into cyclohexane at different time moments with a voltage rise rate of 50 

kV/ns. Position 0 mm means the needle tip. 
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Figure 4-14 2D plot of the area where total pressure is smaller than the threshold for cavity 

formation at 8 ns with a voltage rise rate of 50 kV/ns.  

 

Figure 4-15 Time-dependent distribution of total pressure, electrostrictive force pressure 

and thermodynamic pressure at the needle tip at different time moments in cyclohexane 

with a voltage rise rate of 50 kV/ns. 

 

4.4.2 Effects of Voltage Rise Rates on Cavity Formation in Cyclohexane 

It is known that a faster voltage rise rate gives liquid a shorter time to come into motion 

due to inertia, which helps trigger cavity formation [113]. Since it is presented in Figure 

4-15 that 𝑝𝑡𝑜𝑡𝑎𝑙  may reach a stable value with an increase of applied voltage when the 

voltage rise rate equals 50 kV/ns, it will be interesting to study the effects of the voltage 

rise rate on the possibility of cavity formation.  
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As shown in Figure 4-16, the total pressure reaches the threshold for cavity formation 

faster under higher voltage rise rates. For voltage rise rates from 30 kV/ns to 70 kV/ns, 

the total pressures all reach a minimum value and then slightly increase or remain 

relatively stable. When the voltage rise rate is 30 kV/ns, the minimum 𝑝𝑡𝑜𝑡𝑎𝑙  at the 

needle tip only reaches around −6 MPa. This means that when the voltage rise rate is 

smaller than 30 kV/ns, the minimum 𝑝𝑡𝑜𝑡𝑎𝑙  may not reach the threshold for cavity 

formation due to electrostrictive force alone, even though the applied voltage 

magnitude keeps increasing.  

By extracting the intersection points of the data lines with the black line of threshold 

for cavity formation in Figure 4-16, the required voltage magnitudes and time for cavity 

formation under different voltage rise rates are shown in Figure 4-17. It is found that 

the voltage magnitudes when 𝑝𝑡𝑜𝑡𝑎𝑙 just reaches 𝑝𝑐_𝑐𝑦𝑐𝑙𝑜ℎ𝑒𝑥𝑎𝑛𝑒  and the corresponding 

time both decrease with the increase in the voltage rise rate.  

The time-dependent distribution of electrostrictive force and corresponding 

electrostrictive force pressure at the needle tip under different voltage rise rates ranging 

from 30 kV/ns to 90 kV/ns are shown in Figure 4-18 (a) and (b), respectively. Based on 

the time when a cavity has just formed in Figure 4-17, it is found that the electrostrictive 

force when a cavity has just formed decreases from 2.80 × 1012  N m3⁄   to 8.52 ×

1011  N m3⁄  when the voltage rise rates increase from 30 kV/ns to 90 kV/ns. The 

corresponding electrostrictive force pressure also decreases from −7.80 MPa to −28.14 

MPa.  

 

Figure 4-16 Effects of voltage rise rates on the total pressure variation at the needle tip in 

cyclohexane. 
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Figure 4-17 Applied voltage magnitude and the corresponding time when a cavity is just 

formed at different voltage rise rates in cyclohexane. 

 

(a) 

 

(b) 

Figure 4-18 Time-dependent distribution of (a) electrostrictive force and (b) corresponding 

electrostrictive force pressure at the needle tip under different voltage rise rates. 
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In addition, when a cavity has just formed under different voltage rise rates, the 

maximum liquid velocity also decreases from 4.9 m/s to 1.7 m/s when the voltage rise 

rate increases from 30 kV/ns to 90 kV/ns, as shown in Figure 4-19. Besides, less liquid 

volume is pushed towards the needle tip under higher voltage rise rates.  

 

Figure 4-19 Comparison of liquid velocity along the axis of symmetry in cyclohexane under 

different voltage rise rates when the voltage magnitude reaches the threshold for cavity 

formation. Position 0 mm means the needle tip. 

 

4.5 Comparison of Cavity Formation in Different Dielectric Liquids 

Besides cyclohexane, rapeseed oil and deionised water are another two important 

dielectric liquids. Non-polar dielectric liquids such as mineral oil have been preferred 

in power transformers ever since the late 19th century. In recent years, new alternatives, 

namely ester liquids, have gradually been used due to their better biodegradability, 

higher flash/fire points and superior moisture tolerance than mineral oil [130, 252, 253]. 

In comparison, deionised water, as a kind of polar liquid, is suitable in pulsed 

applications and works well for short-term high-energy density storage due to high 

conductivity and relative permittivity, respectively [254]. Besides, deionised water is 

widely used when studying cavities by researchers [113, 115, 116, 245]. Therefore, it 

will be interesting to compare cavity formation dynamics among these dielectric 

liquids. Based on an estimation of the total pressure threshold of cavity formation in 

Section 4.4.1, 𝑝𝑐_𝑟𝑎𝑝𝑒𝑠𝑒𝑒𝑑 𝑜𝑖𝑙  is estimated to be −9.31 MPa according to the surface 

tension of rapeseed oil, equalling 0.033 N/m3 [255]. 

 



 

147 | P a g e  

 

4.5.1 Under a Voltage Rise Rate of 50 kV/ns 

The distributions of electrostrictive force in the three dielectric liquids along the axis of 

symmetry at 2.5 ns with a voltage rise rate of 50 kV/ns are shown in Figure 4-20. The 

directions of the electrostrictive force of the three dielectric liquids are all towards the 

needle tip. It is found that the electrostrictive force in cyclohexane is around 2.5 times 

smaller than that in rapeseed oil due to their relative permittivity difference. However, 

due to the much larger relative permittivity of deionised water, the electrostrictive force 

in deionised water is more than 40 times larger than in cyclohexane and rapeseed oil. 

The maximum electrostrictive force at 2.5 ns for cyclohexane, rapeseed oil and 

deionised water is 3.72 × 1011 N m3⁄ , 1.07 × 1012 N m3⁄  and 4.52 × 1013 N m3⁄ , 

respectively, which all always happen at the needle tip.  

The distributions of absolute values of electrostrictive force pressure of the three liquids 

along the axis of symmetry at 2.5 ns with a voltage rise rate of 50 kV/ns are shown in 

Figure 4-21. Note that all of the electrostrictive force pressures are a negative value but 

only the magnitudes are compared here. Due to the relative permittivity of deionised 

water being around 40 times larger than cyclohexane and rapeseed oil and the different 

simplified forms of (𝜕𝜀𝑟/𝜕𝜌𝑙) ∙ 𝜌𝑙  based on the Clausius-Mosotti formula, the 

electrostrictive force pressure in deionised water is around 125 times and 50 times 

larger than that in cyclohexane and rapeseed oil, respectively. The absolute value of 

electrostrictive force pressure in rapeseed oil is around 2.5 times larger than that in 

cyclohexane.  

Under the effects of different electrostrictive forces, a comparison of liquid density 

variation among cyclohexane, deionised water and rapeseed oil is shown in Figure 4-22. 

Since the electrostrictive force in deionised water is much larger than that in 

cyclohexane and rapeseed oil, the liquid density variation in deionised water at the 

needle tip is also at least 50 times larger than that in cyclohexane and rapeseed oil at 

2.5 ns. Besides, the liquid density variations in cyclohexane and rapeseed oil at the 

needle tip at 2.5 ns are only 0.15% and 0.89%, respectively. 

Since the lowest pressure always happens at the needle tip, it is reasonable to regard the 

voltage under which the total pressure in dielectric liquids 𝑝𝑡𝑜𝑡𝑎𝑙  at the needle tip just 

reaches 𝑝𝑐  as the voltage threshold for cavity formation. The time-dependent total 

pressure at the needle tip in the three dielectric liquids under a voltage rise rate of 50 

kV/ns is shown in Figure 4-23. With the increase of time, the total pressure of deionised 
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water decreases extremely fast due to the large electrostrictive force. Therefore, the 

total pressure quickly reaches the threshold for cavity formation. In comparison, the 

total pressure of cyclohexane and rapeseed oil gradually drops but can also lead to 

cavity formation. Based on the estimated threshold of cavity formation among the three 

dielectric liquids, the voltage magnitude thresholds to form a cavity in cyclohexane, 

rapeseed oil and deionised water are around 215 kV, 330 kV and 35 kV, respectively. 

The required voltage to form a cavity in rapeseed oil is larger than that in cyclohexane. 

 

Figure 4-20 Comparison of the distribution of electrostrictive force along the axis of 

symmetry among cyclohexane, rapeseed oil and deionised water at 2.5 ns with a voltage rise 

rate of 50 kV/ns. Position 0 mm means the needle tip. 

 
Figure 4-21 Comparison of the distribution of electrostrictive force pressure along the axis 

of symmetry among cyclohexane, rapeseed oil and deionised water at 2.5 ns with a voltage 

rise rate of 50 kV/ns. Position 0 mm means the needle tip. 
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Figure 4-22 Comparison of the distribution of liquid density variation along the axis of 

symmetry among cyclohexane, rapeseed oil and deionised water at 2.5 ns with a voltage rise 

rate of 50 kV/ns. Position 0 mm means the needle tip. 

 

Figure 4-23 Time-dependent total pressure variation at the needle tip among cyclohexane, 

rapeseed oil and deionised water with a voltage rise rate of 50 kV/ns. 

 

4.5.2 Under a Voltage Rise Rate of 90 kV/ns 

Besides the comparison of the dynamics of cavity formation among the three dielectric 

liquids under a voltage rise rate of 50 kV/ns, differences in the cavity formation 

dynamics among the three dielectric liquids are also investigated under a voltage rise 

rate of 90 kV/ns.  
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The absolute value of the electrostrictive force pressure among the three dielectric 

liquids along the axis of symmetry at 1.5 ns is shown in Figure 4-24. Similar to the 

trend in Figure 4-21, the maximum value of the absolute value of electrostrictive force 

also occurs at the needle tip. The absolute value of electrostrictive force pressure is the 

highest in deionised water but lowest in cyclohexane. The absolute value of 

electrostrictive force pressure in rapeseed oil is around 3 times larger than that in 

cyclohexane. 

The time-dependent total pressure at the needle tip in the three dielectric liquids under 

a voltage rise rate of 90 kV/ns is presented in Figure 4-25. The intersection points of 

the three solid lines with three dash lines are the cavity formation thresholds of the three 

dielectric liquids with a voltage rise rate of 90 kV/ns. Compared with Figure 4-23, when 

increasing the voltage rise rate from 50 kV/ns to 90 kV/ns, the cavity formation 

thresholds in cyclohexane, rapeseed oil and deionised water all decrease to 189 kV, 171 

kV and 33.6 kV, respectively. It is also found that the differences in the thresholds for 

cavity formation of cyclohexane and rapeseed oil decrease with the increase of the 

voltage rise rate. At a voltage rise rate of 90 kV/ns, cyclohexane and rapeseed oil require 

relatively similar voltage magnitudes to form a cavity. Besides, the required voltage for 

cavity formation in deionised water is always larger than that in cyclohexane and 

rapeseed oil.  

 

Figure 4-24 Comparison of the distribution of the absolute value of electrostrictive force 

pressure along the axis of symmetry among cyclohexane, rapeseed oil and deionised water 

at 1.5 ns with a voltage rise rate of 90 kV/ns. Position 0 mm means the needle tip. 
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Figure 4-25 Time-dependent total pressure variation at the needle tip among cyclohexane, 

rapeseed oil and deionised water with a voltage rise rate of 90 kV/ns. 

 

4.6 Summary 

When considering cavity formation, electrostrictive force is the first thing to consider. 

Accordingly, this chapter conducted a detailed simulation of electrostrictive-force-

induced cavity formation during streamer initiation, but without considering charge 

generation. The pressure thresholds of cavity formation in cyclohexane and rapeseed 

oil were estimated to be −6 MPa and −9.31 MPa, respectively, which were smaller 

than for deionised water due to their smaller surface tensions. The direction of 

electrostrictive force was always towards the needle tip. Besides, electrostrictive force 

always tended to stretch the liquid, making the electrostrictive force pressure negative. 

Under electrostrictive force, cyclohexane was pushed towards the needle tip at several 

m/s. In all the studied cyclohexane cases, the total pressure was always negative and 

reached its minimum value at the needle tip. Besides, a decrease in voltage rise rate 

increased the magnitude of the voltage required for cavity formation. When the voltage 

rise rate was smaller than 30 kV/ns, a cavity might be unable to form in cyclohexane 

due to electrostrictive force alone.   

Compared with deionised water, the absolute values of electrostrictive force in 

cyclohexane and rapeseed oil were much smaller due to the relatively smaller relative 

permittivity of cyclohexane and rapeseed oil. Therefore, it was much more difficult to 

form a cavity in cyclohexane and rapeseed oil than in deionised water. Besides, under 
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a higher voltage rise rate, the differences in the threshold for cavity formation in 

cyclohexane and rapeseed oil were smaller.  

According to the voltage magnitudes summarised in Figure 4-17, the corresponding 

electric field magnitude was summarised in Figure 4-26. It should be noted that the 

electric field magnitudes are already high enough for molecular ionization in 

cyclohexane under the selected electrode geometry, meaning that charge generation and 

the Coulomb force will also have effects on streamer and liquid dynamics. Therefore, 

besides electrostrictive force, the Coulomb force, shown as the first term on the right of 

Equation 4-1, should also be considered in order to provide more detailed descriptions 

about the streamer initiation stage.  

 

Figure 4-26 Electric field magnitude at the needle tip when a cavity just forms under 

voltage rise rates ranging from 30 kV/ns to 90 kV/ns. 
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5 Modelling of the Streamer Initiation Process in 

Cyclohexane 

5.1 Introduction 

Streamer initiation is the starting process of streamer phenomenon and of importance 

for insulation design. When speaking of simulating the streamer initiation process, 

charge dynamics are always simulated, while the cavity formation process is less 

considered. In general, electrostrictive force is usually considered to be responsible for 

cavity formation during streamer initiation (see the results in Chapter 4). However, 

space charge density, which can induce Coulomb force under an electric field, should 

also be considered based on the discussion in Section 4.6. Therefore, in this chapter, 

the positive streamer initiation process is simulated with the consideration of both 

electrostrictive force and Coulomb force. The mechanism involved during streamer 

initiation are initially discussed in Section 5.2, with the simulation methodology in 

Section 5.3. The electrical and liquid dynamics during streamer initiation process are 

described in detail in Section 5.4. The possibility of cavity formation under different 

voltage rise rates is discussed in Section 5.5, with the effect of voltage rise rates on the 

streamer initiation process then studied in Section 5.6. Finally, a summary of this 

chapter is presented in Section 5.7. 

 

5.2 Description on the Mechanisms Involved in Streamer Initiation 

Based on the experimental observation of streamer initiation, i.e. a visible streamer 

channel formed by a low-density area in a positive streamer [13, 34], the streamer 

initiation process in this study is defined as the period from the application of external 

voltage to the moment when local Joule heating energy density reaches the liquid 

vaporisation threshold.  

A framework describing the streamer initiation mechanisms is proposed, as shown in 

Figure 5-1. Under slow-rising voltage waveform, direct ionization, which is considered 

as molecular ionization in this thesis, is induced by an increase in the local electric field. 

Under the electric field drift, free charges generated by molecular ionization lead to 

Joule heating and vaporise local dielectric liquids. The variation of liquid density 

caused by vaporisation can then be obverved by optical imagining in experiments, 

which is often treated as the moment of streamer initiation. When the voltage rise rate 
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is fast, according to Equation 4-2, the intensive variation of the local electric field can 

generate electrostrictive force. Besides, the generated charges caused by molecular 

ionization in the dielectric liquids can also lead to the generation of Coulomb force. The 

volumetric force acting on the dielectric liquids will push or stretch local liquid and 

force the liquid to move. When the total pressure 𝑝𝑡𝑜𝑡𝑎𝑙  calculated by Equation 4-4 

reaches a pre-defined negative threshold [126], a cavity is thought to be formed.  

 

Figure 5-1 Mechanism during the streamer initiation process when considering charge 

generation and cavity formation. 

Although the possibility of cavity formation based on the total pressure induced by 

Coulomb force and electrostrictive force can be simulated by the controlling equations 

introduced in Chapter 2, cavity formation (like shape and size), acceleration of electrons 

inside the cavity and the following impact ionization on the surface of the cavity are 

hard to simulate in one go due to the lack of references on the parameters related to the 

process. Therefore, the red blocks shown in Figure 5-1, once a cavity has been formed, 

are not simulated in this thesis. 

 

5.3 Simulation Methodology 

5.3.1 Controlling Equations 

In this Chapter, the controlling equations are Poisson equation [106] as shown in 

Equation 3-3, charge continuity equations [105] are shown in Equation 3-4 to Equation 

3-6 and Navier-stokes equations [111] as shown in Equation 2-14 and Equation 2-15. 

The description of energy density distribution in liquid due to Joule heating is expressed 

by the thermal diffusion equation as shown in Equation 5-1. The required energy 

density for raising the temperature of liquid from room temperature to boiling 

temperature can be calculated using Equation 5-2.  

𝑊 = ∫�⃗� ∙ ∑ 𝑧𝑖𝜇𝑖𝑐𝑖�⃗� ±𝑒  𝑑𝑡  Equation 5-1 
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𝑊𝑅 = ∫ 𝑐𝑙𝜌𝑙𝑑𝑇
𝑇𝑏

𝑇0
  Equation 5-2 

Where 𝑊 is Joule heating energy density in liquid, 𝑇0 is room temperature (298 K), 𝑇𝑏 

is boiling temperature (353 K under atmospheric pressure for cyclohexane) [224, 225], 

𝑐𝑙 is temperature dependent specific heat, 𝑧𝑖 is a polarity factor and equals 1 for positive 

ion and equals −1 for negative ion and electron. For cyclohexane, 𝑊𝑅 = ∫ 𝑐𝑙𝜌𝑙𝑑𝑇
𝑇𝑏

𝑇0
 is 

the energy density required for a temperature rise from ambient temperature to boiling 

temperature and is calculated to be 8 × 107  J m3⁄  [224-226].  

 

5.3.2 Electrode Geometry, Voltage Excitation and Boundary Conditions 

The needle-plane geometry is the same as in Chapter 3 and is shown in Figure 3-3. The 

boundary condition of Poisson equation is the same as in Chapter 3. The boundary 

conditions of charge continuity equations are the same as in Chapter 3. The boundary 

conditions of Navier-stokes equations are the same as in Chapter 4. The applied voltage 

waveforms are ramping voltage waveforms with fixed voltage rise rates which are 

similar with in Chapter 4. 

 

5.3.3 Simulation Refinement 

In this section, the detailed refinement study results are not shown. Only the dense 

meshing area and the refined setting are shown.  

The dense meshing area is shown in Figure 5-2. The meshing elements in the meshing 

area are in a free triangular shape. After the refinement study, the meshing area width 

and mesh area length are refined to 200 μm and 0.35 mm, respectively. The meshing 

size on the line and arc mesh is 0.1 μm. The meshing size on the axis of symmetry 

inside the dense meshing area is 0.45 μm. The meshing size in the small meshing area 

and in the dense meshing area is 0.65 μm. The maximum time step size and relative 

tolerance are refined to 0.045 ns and 0.0007, respectively.  
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(a) 

 

(b) 

Figure 5-2 Meshing set-up used in Chapter 5. (a) boundaries of different meshing areas (b) 

zoomed-in plot of the meshing elements. 

 

5.4 Streamer Dynamics during the Initiation Process 

In experimental research [1], a 2nd mode streamer occurred under the step voltage with 

a magnitude below 100 kV and a voltage rise time of 400 ns. During the time interval 

before 400 ns, the voltage waveform with a rise rate of 0.25 kV/ns is the same as that 

with a voltage magnitude of 100 kV and rise time of 400 ns. Besides, it should be noted 

that the simulation results in Chapter 3 were also compared with the experimental 

results in [1]. Therefore, for the sake of consistency and convenience, a voltage rise rate 

of 0.25 kV/ns is adopted initially in this section to describe streamer dynamics during 

the streamer initiation process. 
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5.4.1 Electronic Dynamics 

The electric field distribution along the axis of symmetry from 125 ns to 325 ns is shown 

in Figure 5-3. The electric field distribution from 125 ns to 325 ns in Figure 5-3 is the 

same as that in Figure 3-14 (a). The electric field peak leaves the needle tip and 

propagates into cyclohexane at 180 ns at 3.07 MV/ns. Then, the electric field peak 

magnitude keeps increasing to 325 ns at 4.27 MV/ns. This is also the maximum electric 

field magnitude before Joule heating energy density reaches the liquid vaporisation 

threshold.  

 

Figure 5-3 Electric field distribution along the axis of symmetry with a voltage rise rate of 

0.25 kV/ns. 

The corresponding space charge density distribution along the axis of symmetry is 

shown in Figure 5-4. The space charge density distribution trend is similar to the electric 

field distribution, both of which propagate into the liquid and show an increasing trend 

over time from 125 ns to 325 ns. The space charge density at the streamer tip is positive 

due to the separation of positive ions and electrons generated by molecular ionization. 

However, the space charge density inside the streamer channel close to the needle tip 

is negative, as shown by the purple line at 315 ns and the yellow line at 325 ns in Figure 

5-4 (b). This is due to the motion of electrons towards the positive needle tip. It should 

be noted that when compared to the positive space charge density at the streamer tip, 

the negative space charge density inside the streamer channel close to the needle tip is 

much smaller. 
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(a) 

 

(b) 

Figure 5-4 Space charge density distribution along the axis of symmetry with a voltage rise 

rate of 0.25 kV/ns. Note that (b) is a zoom-in plot of (a) from needle tip to the 0.1 mm 

position. 

 

5.4.2 Liquid Dynamics 

Apart from the electronic dynamics, liquid dynamics during streamer initiation is also 

of significant importance. Based on Figure 5-3 and Figure 5-4, according to the thermal 

diffusion equation, the Joule heating energy density distribution along the axis of 

symmetry can be calculated and is shown in Figure 5-5. Since the Joule heating energy 

density 𝑊 is the integration of �⃗� ∙ 𝐽  over time interval, both electric field magnitude 

and space charge density magnitude have an effect on 𝑊. At the needle tip, both the 



 

159 | P a g e  

 

electric field and space charge density are smaller than those in the middle of the 

streamer channel. Therefore, the maximum Joule heating energy density is also inside 

the streamer channel instead of at the needle tip. The energy density just reaches 8 ×

107  J m3⁄  when the time instant is 325 ns, which means that a low-density channel 

should begin to form. Therefore, the time before 325 ns is defined as the streamer 

initiation stage under a voltage rise rate of 0.25 kV/ns.  

 

Figure 5-5 Joule heating energy density distribution along the axis of symmetry with a 

voltage rise rate of 0.25 kV/ns. 

Based on the electric field distribution, the time-dependent distributions of 

electrostrictive force along the axis of symmetry are shown in Figure 5-6 (a). By the 

mathematical definition during FEM calculation, if the magnitude of electrostrictive 

force is positive, the direction of electrostrictive force is from the needle tip towards the 

ground plane, and vice versa. According to the second expression on the right side of 

Equation 4-2, the direction of electrostrictive force is towards the increase in the electric 

field magnitude. Therefore, according to the electric field distribution shown in Figure 

5-3, the direction of electrostrictive force is towards the electric field peak at the 

streamer tip. The directions of electrostrictive force are opposite on both sides of the 

electric field peak. A 2D plot of the direction of electrostrictive force at 325 ns is shown 

in Figure 5-6 (b). The direction of the red arrows represents the direction of 

electrostrictive force, while the length of the red arrows represents the magnitude of 

electrostrictive force in a logarithmic scale. The electric field distribution in a 2D plot 

at 325 ns is also plotted. The streamer channel is defined by the electric field shell where 

the local electric field magnitude is the maximum. With reference to the electric field 
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shell, it is found that the directions of electrostrictive force are all towards the electric 

field shell on both sides. Besides, with time increasing, the magnitudes of 

electrostrictive force in both directions near the streamer tip also increase. The 

maximum magnitude is 1.3 × 1011  N m3⁄  at 325 ns.  

 

(a) 

 

(b) 

Figure 5-6 Distribution of electrostrictive force with a voltage rise rate of 0.25 kV/ns (a) 

along the axis of symmetry, and (b) in a 2D plot at 325 ns with the corresponding electric 

field distribution in a 2D plot. 

Based on electric field distribution and space charge density distribution, the 

distribution of Coulomb force along the axis of symmetry is shown in Figure 5-7 (a). 

Since the electric field direction is towards the ground plane and the space charge 

density at the streamer tip is positive, the magnitude of Coulomb force is negative at 

streamer tip, meaning that the direction of Coulomb force is towards the ground plane. 

The magnitude of Coulomb force also increases with time and reaches a maximum of 
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7.0×1011 N m3⁄  at 325 ns. In addition, due to the negative space charge density inside 

the streamer channel close to the needle tip, the Coulomb force direction here is positive 

and towards the needle tip, as shown in the small zoomed-in figure in Figure 5-7 (a). 

However, the magnitude of Coulomb force close to the needle tip inside the streamer 

channel is smaller than 5×109 N m3⁄  due to the small electric field magnitude and space 

charge density. The 2D plot of the direction of Coulomb force at 325 ns is shown in 

Figure 5-7 (b), which clearly shows the direction of Coulomb force. However, the 

direction of Coulomb force at the needle tip is not shown due to its much smaller 

magnitude. Since the position of the streamer tip is ~0.1 mm, the space charge density 

some distance away from the streamer tip is zero, meaning that the corresponding 

Coulomb force is also zero.  

 

(a) 

 

(b) 

Figure 5-7 Distribution of Coulomb force with a voltage rise rate of 0.25 kV/ns (a) along 

the axis of symmetry, and (b) in a 2D plot at 325 ns. 
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Combining the electrostrictive force and Coulomb force together, the total volumetric 

force inside cyclohexane along the axis of symmetry is shown in Figure 5-8. The 

negative peak magnitude of total volumetric force is 7-10 times larger than the positive 

peak magnitude during streamer propagation. Comparing the magnitude of Coulomb 

force, electrostrictive force and total force, Coulomb force can be regarded as the 

dominating force during streamer initiation. Therefore, when the electric field peak 

leaves the needle tip and propagates into cyclohexane, the total volumetric force pushes 

the liquid outwards the needle tip. The liquid velocity induced by the total volumetric 

force is shown in Figure 5-9. The maximum liquid velocity is ~6 m/s with its direction 

moving towards the ground plane. Besides, the volume of moving liquid is increasing 

with the movement of the streamer tip, meaning that more liquids are pushed by the 

total volumetric force. 

 

Figure 5-8 Distribution of total volumetric force along the axis of symmetry with a voltage 

rise rate of 0.25 kV/ns. 

Due to the total volumetric force, liquid density will also change accordingly. Liquid 

density variation extent 𝜌% along the axis of symmetry is shown in Figure 5-10. Liquid 

density variation is calculated according to Equation 4-5. At the streamer tip, since the 

total volumetric force is pushing the liquid towards the ground plane, liquid moves 

towards the ground plane so that the liquid density is larger than the initial liquid density 

𝜌𝑙_0, with the liquid density smaller than 𝜌𝑙_0 inside the streamer channel. The variation 

in liquid density at the streamer tip increases to the maximum at 0.4% at 325 ns, while 

the liquid density variation inside the streamer channel is always around −0.15%. 

Besides, the volume of liquid with a density smaller than 𝜌𝑙_0 increases with time.  
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Figure 5-9 Distribution of liquid velocity along the axis of symmetry with a voltage rise rate 

of 0.25 kV/ns. 

 

Figure 5-10 Distribution of liquid density variation along the axis of symmetry with a 

voltage rise rate of 0.25 kV/ns. 

Based on the equation of state of cyclohexane, the distribution of thermodynamic 

pressure 𝑝 of cyclohexane is shown in Figure 5-11, which has a similar shape to that in 

Figure 5-10. The thermodynamic pressure of cyclohexane is 0.1 MPa under 

atmospheric pressure. At the streamer tip, thermodynamic pressure increases with time 

and is ~3.2 MPa at 325 ns. The thermodynamic pressure remains around −1 MPa inside 

the streamer channel because the liquid density variation inside the streamer channel is 

only about −0.15%.  
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Figure 5-11 Distribution of thermodynamic pressure along the axis of symmetry with a 

voltage rise rate of 0.25 kV/ns. 

In addition to the effects on the movement of liquid and the variation in liquid density, 

the volumetric force may also lead to cavity formation when the total pressure is below 

a pre-defined threshold, as shown in Chapter 4. The calculations of electrostrictive force 

pressure and Coulomb force pressure are shown in Equation 4-4. The time-dependent 

distribution of electrostrictive force pressure along the axis of symmetry is shown in 

Figure 5-12. The shape of electrostrictive force pressure is similar to that of electric 

field distribution. The value of electrostrictive force pressure is always negative, 

meaning that the electrostrictive force is always stretching the liquid. The minimum 

value of electrostrictive force pressure is −0.8 MPa. Compared with the threshold of 

the negative pressure of cavity formation of −6 MPa in cyclohexane, the magnitude of 

electrostrictive force pressure is too small.  

 
Figure 5-12 Distribution of electrostrictive force pressure along the axis of symmetry with a 

voltage rise rate of 0.25 kV/ns. 
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The distribution of Coulomb force pressure along the axis of symmetry is shown in 

Figure 5-13. Different from the nature of electrostrictive force that always stretches the 

liquid and generates negative pressure, Coulomb force pressure under positive polarity 

is always positive with a voltage rise rate of 0.25 kV/ns. The magnitude of Coulomb 

force pressure increases with time. The magnitude of Coulomb force pressure peak is 

~4 MPa at 325 ns, which is 5 times larger than that of electrostrictive force pressure. 

The position of the peak of Coulomb force pressure is slightly behind the space charge 

density peak. 

 

Figure 5-13 Distribution of Coulomb force pressure along the axis of symmetry with a 

voltage rise rate of 0.25 kV/ns. 

The distribution of total pressure 𝑝𝑡𝑜𝑡𝑎𝑙 , which is the sum of electrostrictive force 

pressure, Coulomb force pressure and thermodynamic pressure, is shown in Figure 5-14. 

The total pressure of a positive streamer in cyclohexane is always positive in the present 

simulation. The maximum total pressure is 3.0 MPa at 325 ns. Since a negative 

threshold is required for cavity formation, it is noted that it is hard to form a cavity 

during the streamer initiation process under this voltage rise rate of 0.25 kV/ns.  
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Figure 5-14 Distribution of total pressure along the axis of symmetry with a voltage rise 

rate of 0.25 kV/ns 

 

5.5 Possibility of Cavity Formation during Streamer Initiation 

In Section 5.4, streamer dynamics with a voltage rise rate of 0.25 kV/ns have been 

studied. However, it is also found that it is hard to form a cavity under a low voltage 

rise rate. In Chapter 4, simulation results showed that a cavity is likely to form under 

electrostrictive force alone in cyclohexane under an extremely high voltage rise rate 

higher than 30 kV/ns. Therefore, in this section, higher voltage rise rates of 70 kV/ns 

and 30 kV/ns are applied to study the possibility of cavity formation during positive 

streamer initiation in cyclohexane.  

Based on calculation, under a relatively fast voltage rise rate, the Joule heating energy 

density distribution reaches the threshold for liquid vaporisation at 2.3 ns at a voltage 

rise rate of 70 kV/ns and 5 ns at a voltage rise rate of 30 kV/ns. Since the maximum 

variation of different kinds of force and pressure usually occurs at time 𝑡𝑊 when Joule 

heating energy density reaches the threshold for liquid vaporisation, the distributions of 

different pressure are compared at 𝑡𝑊 in the following study. 

The distributions of the thermodynamic pressure along the axis of symmetry at 𝑡𝑊 with 

voltage rise rates of 70 kV/ns and 30 kV/ns are shown in Figure 5-15. The 

thermodynamic pressure is positive at the streamer tip and negative inside the streamer 

channel. Compared with the thermodynamic pressure under a voltage rise rate of 0.25 

kV/ns in Figure 5-11, higher voltage rise rates of 70 kV/ns and 30 kV/ns show a smaller 

positive thermodynamic pressure at the streamer tip and smaller negative 
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thermodynamic pressure inside the streamer channel. The magnitude of thermodynamic 

pressure is related to the variation of liquid density. Since the time for liquid to react 

with the volumetric force is too short under voltage rise rates of 70 kV/ns and 30 kV/ns 

in comparison with a small voltage rise rate of 0.25 kV/ns, liquid has less time to react 

with the volumetric force. Therefore, the magnitudes of thermodynamic pressure are 

smaller under extremely higher voltage rise rates. 

 

Figure 5-15 Effects of voltage rise rates on the distribution of thermodynamic pressure 

along the axis of symmetry at the time when Joule heating energy density reaches the 

threshold for liquid vaporisation with voltage rise rates of 70 kV/ns and 30 kV/ns. 

The distributions of electrostrictive force pressure along the axis of symmetry under 

voltage rise rates of 70 kV/ns and 30 kV/ns at 𝑡𝑊 are presented in Figure 5-16. The 

minimum electrostrictive force pressure under a voltage rise rate of 30 kV/ns is 

~ −0.84 MPa. Increasing the voltage rise rate from 30 kV/ns to 70 kV/ns decreases the 

minimum value of electrostrictive force pressure to ~ −0.95 MPa. Besides, compared 

to the electrostrictive force pressure shown in Figure 5-12 with a voltage rise rate of 

0.25 kV/ns, the electrostrictive force pressure with voltage rise rates of 70 kV/ns and 

30 kV/ns shows two minimum peaks. However, it has to be noted that this phenomenon 

is not fully understood yet. Besides, the minimum values of the electrostrictive force 

pressure are both smaller than that with a voltage rise rate of 0.25 kV/ns.  
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Figure 5-16 Effects of voltage rise rates on the distribution of electrostrictive force pressure 

along the axis of symmetry at the time when Joule heating energy density reaches the 

threshold for liquid vaporisation with voltage rise rates of 70 kV/ns and 30 kV/ns. 

The distributions of Coulomb force pressure along the axis of symmetry with voltage 

rise rates of 70 kV/ns and 30 kV/ns at 𝑡𝑊 are shown in Figure 5-17. Different from the 

electrostrictive force value which is always negative, Coulomb force pressure is 

calculated to be always positive. The maximum values of Coulomb force pressure 

inside the streamer channel occur at the needle tip and are 4.6 MPa and 3.8 MPa with 

voltage rise rates of 70 kV/ns and 30 kV/ns, respectively. 

 

Figure 5-17 Effects of voltage rise rates on the distribution of Coulomb force pressure 

along the axis of symmetry at the time when Joule heating energy density reaches the 

threshold for liquid vaporisation with voltage rise rates of 70 kV/ns and 30 kV/ns. 
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The total pressure distribution along the axis of symmetry under different voltage rise 

rates at  𝑡𝑊 is shown in Figure 5-18. Under voltage rise rates of 30 kV and 70 kV/ns, 

the total pressure is positive close to the needle tip and negative near the streamer tip. 

Increasing the voltage rise rate from 30 kV/ns to 70 kV/ns decreases the total pressure 

to a small extent. In comparison, it should be mentioned that the total pressure with a 

voltage rise rate of 0.25 kV/ns is always positive. However, the total pressure under 

voltage rise rates of 30 kV/ns and 70 kV/ns still does not reach the threshold for cavity 

formation of −6 MPa in cyclohexane before 𝑡𝑊. Therefore, it is indicated that a cavity 

may not form during the initiation stage in the present modelling. 

 

Figure 5-18 Effects of voltage rise rates on the distribution of total pressure along the axis 

of symmetry at the time when Joule heating energy density reaches the threshold for liquid 

vaporisation with voltage rise rates of 70 kV/ns and 30 kV/ns. 

 

5.6 Effects of Voltage Rise Rates on Streamer Initiation 

As direct cavity formation is less likely to occur in a positive streamer in cyclohexane, 

Joule heating induced streamer initiation is assumed to be the key mechanism for 

initiating a positive streamer in this study.  

For general voltage excitation, such as a standard lightning impulse, a voltage rise rate 

of 0.25 kV/ns means that the peak voltage magnitude is 300 kV at the voltage rise time 

of 1200 ns. 300 kV is high enough for a breakdown occurrence in the needle-plane 

geometry with a tip radius of 40 μm and gap distance of 50 mm. Therefore, relatively 

small voltage rise rates ranging from 0.25 kV/ns to 0.075 kV/ns are excited on the 

needle geometry to study their effects on streamer initiation. It should be noted that a 
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voltage of 0.075 kV/ns represents the peak voltage magnitude of 90 kV at the voltage 

rise time of 1200 ns. 

The effect of voltage rise rates on streamer initiation time is shown in Figure 5-19. With 

voltage rise rate decreases from 0.25 kV/ns to 0.075 kV/ns, the streamer initiation time 

increases from 325 ns to 912 ns. However, the corresponding streamer initiation voltage 

(see Figure 5-20), decreases from 81.25 kV to 61.4 kV, which conforms to the 

experimental observations on the relationship between voltage rise rate and streamer 

initiation voltage [62].  

 

Figure 5-19 Effects of voltage rise rates on streamer initiation time. 

 

Figure 5-20 Effects of voltage rise rates on streamer initiation voltage. 

The effects of voltage rise rates on the relationship between streamer initiation length 

and time are shown in Figure 5-21. With voltage rise rates decreasing from 0.25 kV/ns 
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to 0.075 kV/ns, the time for the electric field peak leaves the needle tip increases from 

180 ns to 563 ns. Besides, the streamer initiation length, which is defined by the position 

of the electric field peak, decreases from 0.1057 mm to 0.0611 mm as shown in the 

black dash line in Figure 5-21.  

 

Figure 5-21 Effects of voltage rise rates on time-dependent streamer initiation length. 

 

5.7 Summary 

This chapter has presented a detailed description of the dynamics of streamer initiation 

by considering both electrostrictive force and Coulomb force. During streamer 

initiation with a voltage rise rate of 0.25 kV/ns, the electrostrictive force pressure was 

negative and the Coulomb force pressure positive. The minimum electrostrictive force 

pressure existed at the streamer tip with a minimum value of ~−0.8 MPa. The maximum 

Coulomb force pressure also occurred close to the streamer tip with a maximum value 

of ~4 MPa. The total pressure inside the streamer channel during streamer initiation 

was always positive, indicating that a cavity may not form during the streamer initiation 

stage with a voltage rise rate of 0.25 kV/ns.  

For higher voltage rise rates of 70 kV/ns and 30 kV/ns, the electrostrictive force 

pressure was still negative and the Coulomb force pressure positive. Increasing the 

voltage rise rate from 30 kV/ns to 70 kV/ns slightly decreased the minimum 

electrostrictive force pressure from − 0.84 MPa to − 0.95 MPa. The Maximum 

Coulomb force pressure however increased from 3.8 MPa to 4.6 MPa. The total 

pressure close to the needle tip was positive and the total pressure close to the streamer 

tip was negative. Overall, the total pressure still did not reach the threshold for cavity 
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formation inside the streamer channel, indicating that a cavity may not form during the 

positive streamer initiation stage based on the present study.  

For relatively slow voltage rise rates decreasing from 0.25 kV/ns to 0.075 kV/ns, Joule 

heating induced streamer initiation was assumed to be the key mechanism for initiating 

a positive streamer. The streamer initiation voltage decreased from 81.25 kV to 61.4 

kV, while the streamer initiation time increased from 325 ns to 912 ns. The 

corresponding streamer initiation length also decreased from 0.1057 mm to 0.0611 mm. 

The effects of voltage rise rates on streamer dynamics in the simulation were similar to 

the trend observed in experimental studies [62], which confirms that decreasing voltage 

rise rate reduces streamer initiation length and streamer initiation voltage but increases 

streamer initiation time. 
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6 Modelling of the Low-density Channel Formation 

during Streamer Propagation 

6.1 Introduction 

Chapter 5 discussed and simulated the electrical and liquid dynamics during streamer 

initiation. Another important aspect of the streamer process is the dynamics during the 

propagation stage. As is introduced in Chapter 2, although many researchers have been 

simulating streamer propagation using the continuous model or discrete model, the low-

density channel formation inside streamer channel is still one of the most difficult issues 

to study. In Chapter 3, the voltage drop inside the streamer channel was relatively high 

when compared with other experiments [1], which may be due to a lack of consideration 

of the low-density channel formation. In this chapter, the streamer propagation 

dynamics that with consideration of the low-density channel formation are simulated. 

The simulation methodology is initially introduced in Section 6.2, with simulation 

results on the dynamics of streamer propagation when considering the low-density 

channel formation presented in Section 6.3, followed by a detailed discussion of the 

results in Section 6.4. and finally, a summary of this chapter in Section 6.5. 

 

6.2 Simulation Methodology  

6.2.1 Controlling Equations 

The basic controlling equations used to describe the streamer propagation dynamics 

with consideration of the low-density channel formation are the Poisson equation [106], 

charge continuity equations [105] and the thermal diffusion equation. However, since 

the variables in the low-density phase are not always the same as those in the liquid 

phase, the above equations have been modified and presented from Equation 6-1 to 

Equation 6-5.  

It is assumed that the relative permittivity and charge mobility will change when the 

Joule heating energy density 𝑊  reaches the threshold of 8 × 107  J m3⁄  for liquid 

vaporisation in cyclohexane. Assuming the molecular number density in the liquid 

phase and low-density phase at atmospheric pressure are 5×1027 m−3 and 2.5×1025 

m−3, respectively [11], the variation of charge mobility from liquid cyclohexane to 

gaseous cyclohexane is 𝜇±𝑒_𝑔 = 200 𝜇±𝑒_𝑙 according to Table 2-13 [11]. The variation 

of relative permittivity from liquid cyclohexane to gaseous cyclohexane is 𝜀𝑟_𝑙 = 2𝜀𝑟_𝑔. 
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Meanwhile, inside the low-density channel during its formation from the liquid phase 

to low-density phase, the charge generation rate and recombination rate also gradually 

changes. Inside the low-density phase, the charge generation mechanism is assumed to 

be impact ionization, with charge recombination not considered [7]. Concerning the 

streamer channel expansion in a radial direction, the streamer channel in the liquid 

phase will then expand at a relatively stable velocity on the order of 100 m/s [11]. 

Considering a streamer low-density channel radius of 50 μm  in experiments, the 

channel expansion time 𝑡𝑒𝑥𝑝𝑎𝑛𝑠𝑖𝑜𝑛 , in other words, phase transition time interval, may 

range from 100 ns to 500 ns. Therefore, the relative permittivity variation and charge 

mobility variation extent 𝜇±𝑒 𝜇±𝑒_𝑙⁄ , which are based on Joule heating energy density 

and time, can be schematically shown as in Figure 6-1 (a) and (b). A step function 

𝑘(𝑡,𝑊), which ranges from 0 (total liquid channel) to 1 (total gaseous channel), is built 

to represent the variation of ionization and the recombination process, as shown in 

Figure 6-2. The parameters begin to change at time 𝑡0 when 𝑊 = 8 × 107  J m3⁄  and 

finish the change after 100 ns. It should be noted that the variation shown in Figure 6-1 

and Figure 6-2 are all assumed to be linearly related with time for simplification. 

 −𝛻 ∙ (𝜀0𝜀𝑟(𝑡,𝑊)�⃗� ) = 𝑐+ + 𝑐𝑒 + 𝑐− Equation 6-1 

 
𝜕𝑐+

𝜕𝑡
+ 𝛻 ∙ 𝑐+𝜇+(𝑡,𝑊)�⃗� = (𝐺+(|�⃗� |) +

𝑐+𝑐𝑒𝑅+𝑒

𝑒
+

𝑐+𝑐−𝑅±

𝑒
) (1 −

𝑘(𝑡,𝑊)) + 𝐺𝐼(|�⃗� |)𝑘(𝑡,𝑊)   

Equation 6-2 

 
𝜕𝑐𝑒

𝜕𝑡
+ 𝛻 ∙ (−𝑐𝑒𝜇𝑒(𝐸, 𝑡,𝑊)�⃗� ) = (𝐺𝑒(|�⃗� |) −

𝑐+𝑐𝑒𝑅+𝑒

𝑒
−

𝑐𝑒

𝜏𝑎
) (1 −

𝑘(𝑡,𝑊)) − 𝐺𝐼(|�⃗� |)𝑘(𝑡,𝑊) 

Equation 6-3 

 
𝜕𝑐−

𝜕𝑡
+ 𝛻 ∙ (−𝑐−𝜇−(𝑡,𝑊)�⃗� ) = (𝐺−(|�⃗� |) −

𝑐+𝑐−𝑅±

𝑒
+

𝑐𝑒

𝜏𝑎
) (1 −

𝑘(𝑡,𝑊)) 

Equation 6-4 

 𝑊 = ∫ �⃗⃗� ∙ ∑(𝑐+𝜇+
(𝑡,𝑊) − 𝑐𝑒𝜇𝑒

(𝐸, 𝑡,𝑊) − 𝑐−𝜇−
(𝑡,𝑊)) �⃗⃗� 𝑑𝑡 Equation 6-5 

Where 𝜀𝑟(𝑡,𝑊) , 𝜇+(𝑡,𝑊)  and 𝜇−(𝑡,𝑊)  means that the relative permittivity and 

charge mobility of positive ions, and negative ions are dependent on both Joule heating 

energy density 𝑊  and time. 𝜇𝑒(𝐸, 𝑡,𝑊) means that charge mobility of electrons is 

dependent on Joule heating energy density 𝑊, time and local electric field. 
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(a) 

 

(b) 

Figure 6-1 Schematic diagram of the variation of (a) relative permittivity and (b) charge 

mobility variation  𝝁±𝒆 𝝁±𝒆_𝒍⁄  during the low-density channel formation. 
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Figure 6-2 Step function of 𝒌(𝒕,𝑾) to describe streamer channel transition from liquid 

phase to the low-density channel. 

 

6.2.2 Electrode Geometry, Voltage Excitation and Boundary Conditions 

The needle-plane geometry is the same as in Chapter 3 and is shown in Figure 3-3. The 

boundary conditions of Poisson equation of Equation 3-3 and charge continuity 

equations are the same as in Chapter 3. The applied voltage waveform is step voltage 

with a fixed voltage rise rate which is the same as in Chapter 3. 

 

6.2.3 Simulation Refinement 

In this section, the detailed refinement study results are not shown. Only the dense 

meshing area and the refined setting are shown here.  

The dense meshing area used in Chapter 6 is shown in Figure 6-3. In order to achieve 

simulation convergence, the width of the dense meshing area is set at 600 μm. Besides, 

in order to save computational resources, the maximum meshing size on the axis of 

symmetry line 1 and on Arc 2 and Line 3 of the needle tip is set at 1 μm. In the dense 

meshing area, the maximum meshing size is set at 2 μm. 
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(a) 

 

(b) 

Figure 6-3 Dense meshing area used in Chapter 6. 

 

6.3 Streamer Dynamics with Consideration of the Low-density Channel 

Formation 

Under atmospheric pressure 𝑝0, the parameter variations are shown in Figure 6-1 and 

Figure 6-2. However, due to the limited availability of computational resources for the 

present study, when solving the controlling equations from Equation 6-1 to Equation 

6-5 in COMSOL Multiphysics based on the parameter variations in Figure 6-1 and 

Figure 6-2, the modelled results showed strong instability. This means that the 

simulation either can only run with extremely small time step size (over 1000 times 

smaller than the pre-set maximum time step size) or is not convergent. In order to solve 

the instability problem, the following strategy was adopted.  

Since the strong instability in the simulation may be caused by the large variation in 

charge mobility, relative permittivity and charge generation, a small variation of these 
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parameters was adopted. Therefore, 𝜇±𝑒_𝑔 = 3 𝜇±𝑒_𝑙  was chosen as the variation of 

charge mobility in the low-density phase. Accordingly, the variation of relative 

permittivity and step function were all assumed to vary by the same extent. Based on 

the above-mentioned settings, the instability problem was avoided.  

The time-dependent electric field distribution along the axis of symmetry from the 

needle tip into cyclohexane is shown in Figure 6-4. The electric field leaves the needle 

tip at 220 ns at 3.0 MV/cm. The electric field peak magnitude then shows an initially 

increasing and then decreasing trend until reaching a stable magnitude at ~3.6 MV/cm.  

 

Figure 6-4 Electric field distribution along the axis of symmetry from the needle tip into 

cyclohexane with consideration of the low-density channel formation. 

Similar to the electric field peak magnitude variation trend, the space charge density 

peak also shows an initially increasing and then decreasing trend until reaching a 

relatively stable value of ~700 C m3⁄ . Besides, a small negative space charge density 

peak appears close to the needle tip, while a small positive space charge density peak 

appeared at ~0.1 mm, both of which show a decreasing trend over time in their 

magnitudes. As is illustrated in Chapter 3, the positive space charge density peak at the 

streamer tip is formed due to the separation of positive ions and negative charges, 

including the electrons and negative ions. With the electric field peak moving towards 

the ground plane, newly generated negative charges move towards the positive needle 

and then compensate for the positive space charge density peak previously generated. 

Therefore, the positive space charge density peak also moves towards the ground plane, 

leaving a relatively low space charge density inside the streamer channel. From 220 ns 

to 390 ns, since the electric field magnitude is increasing, the positive space charge 
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density peak is also increasing. The newly generated negative charges over-compensate 

for the previous positive space charges. Therefore, a small negative space charge 

density peak forms near the needle tip. At 390 ns, both the electric field and space 

charge density reach their peak values at ~0.1 mm. Since after 390 ns and up to ~470 

ns, the electric field peak magnitude decreases, the newly generated space charge 

density peak is also smaller than that at 390 ns. Therefore, the movement of newly 

generated negative charges cannot fully compensate the previous positive space charges. 

Therefore, a small positive space charge density remains but gradually reduces to zero. 

 

(a) 

 

(b) 

Figure 6-5 Space charge density distribution along the axis of symmetry from the needle tip 

into cyclohexane with consideration of the low-density channel formation. Note that (b) is a 

zoom-in plot of (a) from the needle tip to the 0.2 mm position. 
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Besides the distribution of electric field peak magnitude and space charge density at the 

streamer tip, the time-dependent variation of electric field magnitude and space charge 

density at the needle tip is shown in Figure 6-6. Four stages can be divided according 

to the variation of the electric field magnitude. Stage 1 is from 0 ns to 220 ns. The 

electric field magnitude at the needle tip keeps increasing due to the increase in external 

voltage. Space charge density gradually increases due to the molecular ionization. Stage 

2 is from 220 ns to 346 ns. Since the electric field peak leaves the needle tip at 220 ns, 

the electric field magnitude gradually decreases at the needle tip. The space charge 

density is positive and initially increases before leaving the needle tip at 260 ns. After 

space charge density peak leaves the needle tip, the space charge density at the needle 

tip is also decreasing. Stage 3 is from 346 ns to 419 ns. The external voltage keeps 

increasing from 346 ns to 400 ns before becoming constant after 400 ns. The positive 

space charge density decreases from 168.9 C/m3 to 0 C/m3 from 346 ns to 362 ns. 

Therefore, the negative effect of the positive space charge density on the increase in the 

electric field magnitude gradually decreases. Besides, from 362 ns to 419 ns, the space 

charge density becomes negative due to the movement of electrons towards needle tip. 

The space charge density decreases from 0 C/m3 to -69.6 C/m3. Since the negative space 

charge density can increase the electric field at the needle tip, decreasing space charge 

density contributes to the increase in the electric field at the needle tip. Therefore, the 

electric field begins to increase during stage 3. Stage 4 is from 419 ns to the end of the 

simulation. The space charge density gradually increases from -69.6 C/m3 to -7.7 C/m3 

since the electrons are driven to the positive electrode. The smaller negative space 

charge density leads to a lower electric field magnitude increase. Therefore, the electric 

field magnitude at the needle tip decreases again. 

Based on Equation 6-5, the Joule heating energy density distribution along the axis of 

symmetry from the needle tip into cyclohexane is shown in Figure 6-7. Since both the 

electric field and space charge density reach the maximum at position of ~0.1 mm, the 

position of maximum Joule heating energy density also happens here. In Figure 6-7, 

from the position 0.8 mm (in cyclohexane) towards 0 mm (the needle tip), the positions 

where the Joule heating energy density begins to increase to over zero are regarded as 

the Joule heating energy density tip. From the Joule heating energy density tip towards 

the needle tip, the Joule heating energy density initially shows a relatively flat stage of 

2~3×108 J/m3 and then increases quickly over the liquid vaporisation threshold.  
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Figure 6-6 Time-dependent electric field magnitude and space charge density variation at 

the needle tip with consideration of the low-density channel formation. 

 

Figure 6-7 Joule heating energy density distribution along the axis of symmetry with the 

consideration of the low-density channel formation. 

Based on the Joule heating energy density distribution, the variation extent of charge 

mobility is shown in Figure 6-8. The charge mobility variation begins at 385 ns when 

the Joule heating energy density just reaches the vaporisation threshold. The charge 

mobility at more parts along the axis of symmetry inside the streamer channel begins 

to vary afterwards. At 485 ns, the first point inside the low-density channel just reaches 

the pre-defined low-density channel values because the parameter variation time 

reaches the pre-set time for the radial expansion of the streamer channel 𝑡𝑒𝑥𝑝𝑎𝑛𝑠𝑖𝑜𝑛 . 

Therefore, at this point, 𝜇±𝑒_𝑔 = 3𝜇±𝑒_𝑙. After 485 ns, the charge mobility in more parts 
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along the axis of symmetry (inside the streamer channel) reaches the pre-set variation 

extent (three times larger) and finally all finishes variation so that the charge mobility 

inside the low-density channel is three times larger than that in the liquid phase.  

 

Figure 6-8 Time-dependent charge mobility variation along the axis of symmetry with 

consideration of the low-density channel formation. 

With the aim of ascertaining the impact of the low-density channel on the voltage drop 

along the streamer, a comparison of the electric field distribution along the axis of 

symmetry between cases with and without the low-density channel when the streamer 

reaches 0.5 mm is shown in Figure 6-9. The length of the low-density channel at 600 

ns is 0.17 mm, as shown by the red line. Comparing the electric field inside the streamer 

channel from the needle tip to this point, it is clearly shown that the maximum electric 

field in the case without the low-density channel is 1.2 MV/cm, while it is ~0.6 MV/cm 

in the case with the low-density channel. The average electric field, which is also the 

voltage drop in this area, decreases from 0.68 MV/cm in the case without the low-

density channel to 0.36 MV/cm in the case with the low-density channel. This illustrates 

the existence of the low-density channel that reduces the voltage drop along the 

streamer. However, it should be noted that when compared to the voltage drop inside 

the low-density channel calculated by experimental results [1], the voltage drop in the 

simulation is still higher. 
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Figure 6-9 Comparison of the electric field distribution between cases with and without the 

low-density channel along the axis of symmetry when the streamer tip reaches 0.5 mm. 

 

6.4 Discussion 

Section 6.3 confirms that the existence of the low-density channel can decrease the 

voltage drop inside the streamer channel by around half when only a small variation in 

the parameters from liquid state to gas state is considered. Therefore, the consideration 

of the low-density channel is of significant importance during streamer propagation 

since it can significantly affect the voltage drop inside the streamer channel. However, 

there are two phenomena worthy of further discussion. 

The first point concerns the voltage drop inside the low-density channel. The present 

voltage drop close to the needle tip in the case with consideration of the low-density 

channel is smaller than that without consideration of the low-density channel. However, 

it is still higher than the voltage drop calculated according to experiments in [1], as 

mentioned in Chapter 3.  

The second point is related to propagation of the low-density channel tip. Combining 

Figure 6-4, Figure 6-5 and Figure 6-7, the electric field, space charge density and Joule 

heating energy density distribution along the axis of symmetry at 600 ns with 

consideration of the low-density channel formation is shown in Figure 6-10. At 600 ns, 

Joule heating energy density reaches the threshold for vaporisation at a position of 0.171 

mm, meaning that the low-density channel along the axis of symmetry exists from the 

needle tip to the 0.171 mm position. A secondary electric field peak happens inside the 

streamer channel at 0.170 mm. Besides, a secondary space charge density peak also 
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happens inside the low-density channel at 0.169 mm. Inside the low-density channel, 

charge mobility increases when compared that in the liquid phase. Therefore, electrons 

and negative ions are more mobile at propagating to the needle tip, while positive ions 

propagate towards the ground plane faster. Therefore, the separation of charges is faster, 

leading to the secondary positive space charge density peak being formed, which 

contributes to the formation of the secondary electric peak ahead of the secondary space 

charge density peak.  

 

Figure 6-10 Distribution of the electric field, space charge density and Joule heating 

energy density along the axis of symmetry at 600 ns with consideration of the low-density 

channel formation. 

In the experiments, the observed streamer channel based on different optical methods 

is likely due to the formation of the low-density channel. Therefore, the velocity of the 

low-density channel tip is also of significant importance and could be represented by 

the velocity of the secondary electric field peak. The instant streamer velocities of the 

first and secondary electric field peaks are shown in Figure 6-11. Both the first and 

secondary electric field peak velocities reach a relatively stable stage after propagating 

for some time. However, the velocity of the secondary electric field peak in the stable 

state is only ~0.1 km/s, which is much smaller than the first electric field tip of ~1.5 

km/s.  

The main reason for the relatively high voltage drop inside streamer channel and 

relatively small velocity of the secondary electric field peak may be due to the small 

variation of charge mobility, relative permittivity and charge generation considered in 

the present simulation. When the charge mobility variation is larger, positive ions, 

negative ions and electrons are more mobile, leading to the voltage drop inside the low-



 

185 | P a g e  

 

density channel being smaller. Besides, a larger charge generation rate inside the low-

density channel will generate more charges, further increasing the secondary electric 

field peak magnitude. In the meantime, the velocity of the secondary electric field peak 

position is also increased. Therefore, in future research, a higher extent of parameter 

variations should be considered if the simulation instability problem is solved and 

computational resource abundant.  

 

Figure 6-11 Time-dependent instant velocity of the first and secondary electric field peak 

with consideration of the low-density channel formation. 

 

6.5 Summary 

In this Chapter, streamer dynamics with consideration of the low-density channel 

formation have been simulated. The charge mobility, relative permittivity of dielectrics 

and charge generation were all assumed to vary from the liquid phase to the low-density 

phase. The phase transition time from the liquid phase to the low-density phase was 

assumed to be 100 ns. The voltage drops along the streamer in the cases with and 

without the low-density channel formation were compared. Based on the variation of 

charge mobility, relative permittivity and charge generation, it has been found that the 

voltage drop inside the streamer channel close to the needle tip decreased from 0.68 

MV/cm in the case without considering the low-density channel formation to 0.36 

MV/cm in the case with consideration of the low-density channel formation. Therefore, 

it was confirmed that the formation of the low-density channel played a significant role 

in controlling the streamer channel voltage drop during streamer propagation. However, 

due to the limited computational resources available to the present study, only small 
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variations in charge mobility, relatively permittivity and charge generation rate were 

adopted in this chapter in order to achieve simulation convergence. Accordingly, future 

research should focus on more significant parameter variations.  
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7 Conclusions and Future Research 

7.1 Conclusions 

7.1.1 General  

This Ph.D. study has focused on modelling streamer initiation and propagation 

phenomena in dielectric liquids. A set of equations, including Poisson equation, charge 

continuity equations, Navier-stokes equations and thermal diffusion equations, have 

been adopted to describe the physical processes of streamer initiation and propagation. 

Based on modelling using the finite element method in COMSOL Multiphysics v5.4, 

the research objectives have been achieved, producing some useful conclusions and 

findings. 

The research topics investigated in this study cover the following: 

(1) Modelling of 2nd mode positive streamers in cyclohexane by considering electron 

saturation velocity 

 Effects of electron saturation velocity on streamer dynamics 

 Comparison of streamer dynamics with experiments under different voltage 

levels 

(2) Modelling of the electrostrictive-force-induced cavity formation in dielectric 

liquids 

 Cavity formation dynamics induced by electrostrictive force in cyclohexane 

 Effects of voltage rise rates on cavity formation dynamics in cyclohexane 

 Comparison of cavity formation dynamics among cyclohexane, rapeseed oil 

and deionized water 

(3) Modelling of the streamer initiation process in cyclohexane 

 Mechanisms involved during the positive streamer initiation process 

 Possibility of cavity formation during streamer initiation 

 Effects of voltage rise rates on Joule heating induced streamer initiation 

(4) Modelling of the low-density channel formation during streamer propagation 

 Streamer dynamics with consideration of the low-density channel formation 

 Comparison of voltage drops along the streamer with and without the low-

density channel formation 
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7.1.2 Summary of the Key Results and Main Findings 

In order to study the underlying mechanism to ascertain a stable velocity for 2nd mode 

positive streamers, needle-plane geometry with a needle tip radius of 40 μm and a gap 

distance of 50 mm was adopted in the simulation, which was chosen for its similarity 

to an experiment conducted in [1]. Streamer velocity was regarded as the velocity of 

the moving electric field peak in this study. The electric field peak left the needle tip 

and propagated into cyclohexane at ~3 MV/cm. The electric field peak magnitude 

showed an initially increasing and then decreasing trend until a relatively stable value 

was ascertained. A positive space charge density followed the electric field tip with 

some μm behind. The distance between the electric field tip and space charge density 

peak showed an opposite relationship to the variation of electric field peak magnitude. 

During the streamer process, the instant streamer velocity also showed an initial 

increasing and then decreasing trend until a relatively stable velocity was 

ascertained, which is recognised as the streamer propagation velocity. Without 

considering electron saturation velocity, the streamer propagation velocity was larger 

than the typical velocity of a 2nd mode streamer. Decreasing electron saturation 

velocity to 7.5 km/s in cyclohexane can reduce the streamer propagation velocity 

to a reasonable value. When applying an electron saturation velocity of 7.5 km/s 

to other voltage levels, the streamer propagation velocities in cyclohexane 

increased with a voltage magnitude increase, replicating consistency with 

experimental results [1] under the same conditions. Besides, the streamer tip radius, 

which is defined by the electric field outline from 50% 𝐸𝑚𝑎𝑥  to 𝐸𝑚𝑎𝑥 , also showed an 

increasing trend with the applied voltage and was also similar to previous experimental 

observations [1]. 

The dynamics of electrostrictive-force-induced cavity formation in cyclohexane were 

then investigated. Electrostrictive force was induced by variation in electric field 

magnitudes. The direction of electrostrictive force was in the same direction as the 

increase in electric field magnitude. Without consideration of space charge generation, 

the electric field distribution was in the form of the Laplace field. Therefore, the 

direction of electrostrictive force was always moving towards the needle tip. The liquid 

was also pushed towards the needle tip. Besides, it has been found that 

electrostrictive force always tended to stretch the liquid due to dielectric 

polarization, so the electrostrictive force pressure was always negative. A slower 
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voltage rise rate led to smaller negative pressure in cyclohexane. When the voltage 

rise rate was smaller than 30 kV/ns, it was hard to form a cavity in cyclohexane by 

the electrostrictive force alone.  The required voltage for cavity formation in 

cyclohexane, rapeseed oil and deionised water under fixed voltage rise rates were then 

compared. It was more difficult to form a cavity in both cyclohexane and rapeseed 

oil than it was in deionized water due to much smaller relative permittivity in 

cyclohexane and rapeseed oil. 

Streamer dynamics during streamer initiation were also investigated. In addition to 

electrostrictive force, Coulomb force which was induced by the space charge and 

electric field, was also considered. Coulomb force was more dominating than 

electrostrictive force. It was found that the total force of electrostrictive force and 

Coulomb force pushed the liquid outwards the needle tip at several m/s. The liquid 

density increased at the streamer tip while it was reduced inside the streamer channel. 

Over a wide range of voltage rise rates from 0.075 kV/ns to 70 kV/ns, the total 

pressure in cyclohexane did not reach the threshold for cavity formation before 

Joule heating energy density reached the threshold for liquid vaporisation. This 

indicated that cavity may not form during positive streamer initiation in the 

present study. Defining the period until Joule heating energy density reaches the 

threshold for liquid vaporisation as the streamer initiation process, it was found that 

decreasing voltage rise rates increased the streamer initiation time. However, the 

corresponding streamer initiation voltage decreased. Besides, streamer initiation 

length also decreased with the decrease in voltage rise rate. 

Streamer propagation was finally modelled by consideration of the low-density channel 

formation. Charge mobility increased from the liquid phase to the low-density channel, 

while the relative permittivity reduced from the liquid phase to the low-density channel. 

The charge generation mechanism was assumed to be impact ionization in the low-

density channel, rather than the molecular ionization in the liquid phase. Compared 

with the streamer dynamics without considering the low-density channel 

formation, the average electric field within the low-density channel decreased by 

half. This indicated that the low-density channel helped decrease the voltage drop 

inside the streamer channel. However, due to computational resource limitations, 

larger parameter variations for charge mobility, relative permittivity and charge 

generation would lead to simulation instability and were thus unachievable in this study.  
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7.2 Future Research 

This thesis presented some useful conclusions concerning the mechanisms controlling 

2nd mode positive streamer velocity, streamer initiation mechanisms and streamer 

propagation dynamics with consideration of the low-density channel formation. 

Additionally, the following interesting topics were also raised and ideal for exploration 

in future research. 

 

Investigating the streamer velocity: 

i. The stable velocity of a 2nd mode positive streamer is explained using electron 

saturation velocity in this study. However, due to the difficulty of simulating streamer 

branching in a 3D model, the simulation only focused on a single streamer channel in 

a 2D-axisymmetic model. The experiments speculate that streamer branching may also 

play an important role in controlling streamer velocity. Therefore, it would be 

interesting to study streamer velocity in 3D dimensions.  

 

ii. When the applied voltage magnitude is over a threshold, namely acceleration 

voltage, the streamer mode suddenly jumps from 2nd mode to 3rd mode, with the 

streamer velocity also increasing from 1-2 km/s to ~10 km/s. However, the current 

model can only simulate the dynamics of a 2nd mode streamer. Therefore, a new 

mechanism may be involved in leading to a 3rd mode streamer, something worthy of 

further investigation. 

 

iii. The experiments also found that adding molecules with lower ionization 

potentials can greatly reduce the breakdown voltage and increase the acceleration 

voltage. Therefore, it would also be interesting to study the mechanism that changed 

the breakdown voltage and acceleration voltage in the simulation. 

 

Investigating the cavity formation during streamer initiation: 

i. Cavity formation is speculated as being hard to form during positive streamer 

initiation. However, whether a cavity can form during negative streamer initiation is 

unclear and worthy of future research. 

 

ii. If a cavity can form under certain circumstances, the dynamics of cavity 

formation, shape variation of a cavity under both electrostrictive force and Coulomb 
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force, electron acceleration inside a cavity and the impact of ionization occurring on 

the surface of a cavity are all interesting areas for future investigation. 

 

iii. After cavity formation, the effects of the charge dynamics inside and on the 

surface of a cavity on streamer initiation are worthy of investigation. The effects of 

voltage rise rate and magnitude on the streamer initiation process in cyclohexane and 

comparisons with different dielectric liquids need deeper research. 

 

Investigating the low-density channel formation: 

i. The low-density channel formation has been simulated in this study. However, 

due to the convergence problem met in COMSOL Multiphysics, the variation extent of 

charge mobility, relative permittivity and charge generation is not changed fully from 

the liquid phase to the low-density phase. Further simulation should focus more on the 

FEM in order to achieve better convergence.  

 

ii. The formation of a shockwave is speculated to be closely related to the 

formation and elongation of the low-density channels during streamer propagation. 

Since a shockwave can also reflect some mechanisms during the streamer process, 

further research should focus attention on the relationship between the low-density 

channel formation, elongation and shockwave dynamics. 

 

Investigating the liquid types: 

i. The main dielectric liquid in this study was cyclohexane because its structure is 

similar to the main components in cyclohexane: paraffinic/naphthenic molecules. 

Besides, the parameter values in cyclohexane are easier to obtain. However, oils such 

as mineral oils and ester liquids are more commonly used in reality. Therefore, future 

research could focus on simulations using the parameters obtained from mineral and 

ester liquids in order to offer more guidance in experiments and applications. 
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