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ABSTRACT 
__________________________________________________________________________________ 

The intestinal immune system provides protection from potential pathogens and promotes 

beneficial interactions with the commensal microbiota. In turn, the commensal microbiota 

confers protection to the host from invading pathogens and plays a major role in producing diet-

derived nutrients which are essential for host development and survival. Dysregulated immune 

responses towards commensal microbes manifest in a wide variety of inflammatory and 

metabolic disorders. Thus, immune regulation of the intestinal microbiota is closely linked with 

mammalian health and metabolism. However, the pathways governing this relationship are 

incompletely understood.  

Intestinal plasma cells produce several grams of immunoglobulin (Ig)A each day, which promotes 

mutualism with the commensal microbiota and intestinal homeostasis. The constitutive 

production of large quantities of IgA suggests that significant metabolic resources may be utilised 

to maintain mucosal antibody responses. To minimise metabolic cost, several biological processes 

are imprinted with rhythmicity over the 24-hour (circadian) day. Peak responses align with the 

time of greatest exposure to environmental challenge and/ or nutrient resources, to maximise 

the response around the time of greatest need. 

Whether intestinal IgA responses are imprinted with circadian rhythmicity in the steady state is 

not known. We hypothesised that IgA-mediated regulation of the microbiota is subject to 

temporal entrainment by circadian cues. We further postulated that dysregulation of rhythmicity 

in mucosal antibody secretion could have important consequences for host metabolism. 

Here, I found that intestinal plasma cell-intrinsic IgA secretion exhibits circadian rhythmicity, 

which was subject to entrainment by dietary-derived metabolic cues and a cell-intrinsic circadian 

clock. Moreover, I found that compositional and functional oscillations in the intestinal 

commensal microbiota, and microbial metabolites, are altered in the absence of mucosal 

antibodies, suggesting that IgA may in part entrain circadian rhythmicity of the microbiota and 

nutrient availability. Together, these data suggest a previously unappreciated circadian dialogue 

exists between dietary cues, IgA and the commensal microbiota. This has clinical implications for 

furthering our understanding of the progression of human metabolic diseases, which are 

recognised to associate with circadian misalignment.  
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1.1 The intestinal barrier  

Barrier sites comprise a complex network of cells which include the skin, lungs and 

gastrointestinal (GI) tract. Collectively, these sites have fundamental roles in UV protection, 

gas exchange and nutrient absorption and act as a first line of defence against external 

pathogens [1]. However, these barrier sites – particularly the intestinal tract – also foster 

mutualistic interactions with commensal microbes which are important for host development 

and survival [2]. Disruption in the integrity or homeostatic function of these tissues can lead 

to a wide range of chronic inflammatory diseases both locally within barrier tissues, such as 

psoriasis [3], asthma [4] and inflammatory bowel disease (IBD) [5], as well as malignancy [6], 

and diseases at peripheral sites, including the joints [7], brain [8], pancreas [9], liver [10] and 

heart [11]. Thus, the maintenance of homeostasis at barrier sites is essential for mammalian 

health. 

The GI tract comprises one of the largest mucosal barrier sites in the body and is primarily 

responsible for dietary nutrient and water absorption [12]. The length of the intestines is 

colonised from birth by a microbial community consisting mainly of bacteria, but can also 

include fungi, viruses and archea [13, 14]. The proximal small intestine has a relatively low 

density of microorganisms, while densities increase down the length of the GI tract and peak 

at around 1014 in the large intestines [15, 16]. The commensal microbes within the intestines 

fulfil a critical role in the metabolism of dietary components, and in providing signalling cues 

that promote the development and maturation of immune cells both within the intestines 

and systemically throughout the body [17-20]. Thus, for the host to maintain health, a highly 

regulated response must prevent inflammation and promote mutualism towards beneficial 

commensal microbes, and also provide effective protective immunity against pathogens [21].  

Host surveillance and tolerance of the microbiota is largely mediated by the intestinal 

immune system [22]. The intestinal epithelial cell (IEC) layer, as well as the organised mucus 

layers and secreted antimicrobial peptides, also fulfil important roles in both host protection 

and fostering the colonisation of beneficial microbes – the mucus layer physically segregates 

bacteria from the epithelium to minimise contact and antimicrobial peptides act to prevent 

microbial residence within the mucus and control the balance of the species present within 

the niche [23, 24]. In this manner, the epithelial barrier, mucus layer and intestinal immune 

system act in concert to maintain GI homeostasis [25].  
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Importantly, failure to maintain mutualistic and tolerogenic immune responses towards gut 

commensal microbes can adversely impact mammalian health [26]. Indeed, human and 

murine studies have shown that loss of immunoregulatory mechanisms within the GI tract 

are linked with the development of IBD [27] and colorectal cancer [28], as well as peripheral 

and systemic disease, including rheumatoid arthritis [29], neurodegenerative disease [30], 

chronic liver disease [31, 32] and metabolic disorders such as obesity, diabetes and 

atherosclerosis [11, 33, 34]. Moreover, while dietary components themselves do not cause 

disease, failure to maintain regulatory immune responses towards dietary antigens can lead 

to the development of food allergy and coeliac disease [35, 36]. These conditions are common 

and debilitating and have been shown to have significant impact on the quality of life, 

morbidity and mortality of sufferers [37-42]. Thus, it is important to understand the 

mechanisms that promote and maintain immune tolerogenic responses towards beneficial 

gut microorganisms, and dietary antigens, to enable better identification, treatment and in 

some cases prevention, of a wide range of human diseases. 

1.2 Orchestration of tolerance and GI homeostasis by the intestinal immune system 

Under steady state conditions, the intestinal immune system generates a multitude of 

immune responses tasked with inducing a state of tolerance and mutualism, while regulating 

and suppressing inflammatory responses towards commensal microbes and dietary antigens 

[22]. Collectively, these responses maintain tissue health and homeostasis within the GI tract. 

Cells of the immune system which are primarily responsible for generating these responses 

include dendritic cells (DCs), group 3 innate lymphoid cells (ILC3s), CD4+ T cell subsets 

(especially regulatory T cells [Tregs] and T helper 17 [Th17] cells) and B lymphocytes. 

Dendritic cells: Dendritic cells (DCs) comprise two major subsets – conventional (c)DCs and 

plasmacytoid DCs [43]. CDCs are the major antigen presenting cell (APC) within the intestines 

[44]. They are present within gut-associated organised lymphoid tissue (GALT) such as the 

Peyer’s patches (PPs) and mesenteric lymph nodes (mLN), as well as the intestinal lamina 

propria (LP) of the small and large intestines [45]. CDCs continuously acquire antigens from 

the gut lumen via several different mechanisms, including goblet cell-associated antigen 

passages [46], via specialised microfold cells (M) cells which are present within the epithelium 

overlying PPs [47], or indirectly from non-migratory macrophages (expressing CX3CR1), which 

sample intestinal antigens by extending trans-epithelial processes into the lumen [48]. 
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Soluble materials that have crossed the epithelium by paracellular or transcellular routes may 

also be sampled by DCs residing within the LP [49].  

Antigen-loaded DCs typically migrate to areas within organised lymphoid tissue that are rich 

in naïve lymphocytes, such as the T cell zone within the mLN, which is densely populated with 

naïve CD4+ T cells [50]. At these sites, antigen presented on Major Histocompatibility 

Complex (MHC) class II on APCs can bind to the T-cell receptor (TCR) expressed on the surface 

of naïve CD4+ T cells, which, in conjunction with co-stimulatory signals, leads to T cell 

activation and polarisation towards a specific subset [44]. During activation, DCs imprint the 

ability of lymphocytes to home to the intestines by inducing the expression of gut homing 

receptors, such as the pan-gut homing receptor α4β7, and the small intestine-specific 

receptor CCR9 [51-53].  

CD4+ T cells: Naïve CD4+ T cells can differentiate towards several different subtypes upon 

antigen-specific interactions with DCs or other APCs. The major cell subsets include Th1, Th2, 

Tregs, T follicular helper (TfH) cells and Th17 cells [54]. The function and phenotype of each 

subtype is determined by a different transcription factor – induced by APC-derived cues – 

meaning differentiated T cells acquire the capacity to respond to different infections or 

inflammatory stimuli, and are functionally distinct from one another [54].  

Th1 cells express the major intracellular transcription factor Tbet and primarily produce pro-

inflammatory cytokines (such as interferon-ƴ, tumour necrosis factor-α and lymphotoxins, 

among others) which are responsible for the control of intracellular pathogens such as viruses 

and bacteria [55]. In contrast, Th2 cells express GATA3 and produce cytokines including IL-4, 

IL5 and IL-13 which contribute to tissue regeneration and repair, as well as defence against 

extracellular pathogens such as helminths [56].  

Tregs, on the other hand, express the transcription factor FoxP3 and have a critical role in 

maintaining GI tolerance and homeostasis by modulating innate and adaptive immune 

responses [57]. This is illustrated in individuals with immune dysregulation 

polyendocrinopathy enteropathy X-linked (IPEX) syndrome, which is caused by loss of 

function mutations in the FoxP3 gene, who develop a broad clinical phenotype including a 

severe enteropathy, often with fatal consequences [58]. The regulatory Treg response is 

largely mediated via the local production of cytokines such as IL-10 [59], TGF-β [60] and IL-35 
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[62], as well as cytotoxic T-lymphocyte-associated protein 4 (CTLA-4) [61] expression, which 

have a suppressive effect on inflammatory effector T cell differentiation, cytokine responses 

and proliferation [63]. Treg-derived cytokines such as transforming growth factor-β (TGF-β) 

can also modulate the generation of antibody (humoral) responses towards the commensal 

microbiota [64]. As will be discussed further, immunoglobulin (Ig)A responses towards gut 

microbes play an increasingly appreciated role in fostering the colonisation of an 

appropriately diverse microbial community within the intestines [65-67] and are also an 

important component of host protective immunity against foreign pathogens in the GI tract 

[68].  

Furthermore, a subset of Tregs, called T follicular regulatory cells (TfR), indirectly regulates 

gut humoral responses by modulating another subset of CD4+ T cells – TfH cells – within 

organised lymphoid tissue [69]. TfH cells themselves are present within the PP and mLN at 

sites close to clusters of naïve B cells called B cell follicles [70]. From here, TfH cells can form 

cognate TCR-MHCII interactions with activated B cells and provide survival and co-stimulatory 

signals which ‘help’ B cells to differentiate into antibody secreting plasma cells (PCs) [71].  

Naïve CD4+ T cells can differentiate into TfH cells in the presence of DC-derived signals during 

antigen presentation [72, 73], but can also be derived from Th17 cells [74]. Th17 cells 

themselves express retinoic acid receptor-related orphan receptor (ROR)ƴt and differentiate 

in response to APC-derived cues [75], as well as those derived from commensal microbes such 

as segmented filamentous bacterium (SFB) [19, 76]. Th17 cells fulfil key roles in promoting 

barrier function via the secretion of cytokines such as IL-17 and IL-22 [77, 78]. For instance, 

IL-17 indirectly acts to modulate gut microbes via the regulation of AMPs and the polymeric 

immunoglobulin receptor (pIgR) [79, 80], which is the major transport mechanism that 

delivers IgA into the intestinal lumen [81]. Notably, however, both protective and pathogenic 

roles for IL-17 have been demonstrated both in experimental models of colitis and in patients 

with IBD [82-84]. Th17 cells also produce IL-22 which acts to reinforce the epithelial barrier in 

part through the maintenance of crypt stem cells which give rise to IECs [85-87], as well as via 

promoting differentiation of mucous producing goblet cells and inducing antimicrobial 

peptide production [88]. Furthermore, IL-22 induces the regulation of the epithelial enzyme 

fucosyltransferase 2, which promotes the addition of fucose residues to epithelial glycans 
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which can be utilised by beneficial gut commensals as an energy source to enhance their 

colonisation resistance within the intestinal niche [89]. 

ILC3s: The major source of IL-22 within the intestines are ILC3s. ILCs are family of tissue-

resident effector lymphocytes that respond rapidly to host, microbial or environmental 

stimuli to promote immunity, wound healing or tissue homeostasis [90]. ILCs comprise several 

distinct subsets that are subdivided into distinct groups based on transcription factor 

expression and cytokine production that mirror the effector profiles of Th cells [91]. In this 

manner, major ILC subsets include T-bet+ IFN-γ producing group 1 ILCs, GATA-3+ IL-5 and IL-

13 producing group 2 ILCs and RORγt+ IL-17 and IL-22 producing ILC3s, which mirror Th1, Th2 

and Th17 cells respectively [91, 92]. 

Aside from their ability to produce IL-17 and IL-22, ILC3s also promote mutualistic and 

tolerogenic responses in the gut via direct or indirect interactions with the adaptive immune 

system [93]. In this manner, ILC3s have been shown to promote negative selection of 

commensal-reactive effector T cells in the gut, through establishing MHCII:TCR interactions 

which lead to activation of apoptotic programming in commensal-specific effector T cells [88]. 

In addition, ILC3s integrate signals from macrophages to produce granulocyte-macrophage 

colony-stimulating factor (GM-CSF) which supports the differentiation of Treg cells by DCs 

[94]. As well as modulating T cell responses, ILC3s can also regulate the generation of IgA 

antibody responses [95-97]. In this manner, interactions between ILC3s and TfH cells at the 

interfollicular border of the mLN modulates the production of IgA antibodies towards gut 

commensals [98]. Moreover, interactions between ILC3s and stromal cells are critical for the 

formation of lymphoid aggregates called cryptopatches, which develop shortly after birth at 

the bottom of the crypts within the intestinal LP [17, 97]. Cryptopatches can give rise to more 

organised lymphoid structures called isolated lymphoid follicles (ILFs) in response to signals 

derived from the commensal microbiota [96], which serve as activation sites for B cells and 

the generation of IgA antibody responses towards commensal microbes [95-97].  

B cells: B cells are a population of lymphocytes which mediate the production of antibodies 

[99]. Antibodies can either be surface expressed and act as the B cell antigen receptor (BCR), 

or be secreted in soluble form and bind foreign antigens during homeostasis [99].   
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Within in the intestines, antigen-naïve mature B cells typically reside within the GALT such as 

the PPs, mLNs and ILFs [100]. They express IgM antibodies on their cell surface which act as 

the BCR [101, 102], although IgD antibodies can also be surface expressed [102-105]. Antigen 

binding the BCR leads to B cell activation and maturation towards short-lived antibody-

secreting plasmablasts and, in turn, fully differentiated antibody-secreting PCs [101]. During 

the early stages of B cell activation, class switch recombination (CSR) occurs, whereby B cells 

switch the subclass (isotype) of antibody they produce from IgM to IgD, IgG, IgE or IgA [103]. 

The Ig isotype selected depends on the nature of the antigen, as well as the presence of 

cytokines produced within the local microenvironment, and determines the effector profile 

of the antibody [106]. 

Within the GI tract, IgA is the most abundant antibody isotype produced, with around 80-90% 

of the PCs within the intestinal LP producing IgA antibodies in the steady state [107]. IgM- and 

IgG-secreting PCs can be found within the intestines at steady state, albeit at lower 

frequencies than IgA-secreting PCs, whereas IgD and IgE secreting PCs are scarcely found 

within the intestines in health [108]. The number of IgA+ PCs in the intestines actually 

outnumbers the total number of PCs present in health in the rest of the body combined [107], 

which results in the production of around 3 to 5 grams of intestinal IgA per day [109]. Together 

with recent evidence which demonstrates that PCs have elevated metabolic requirements 

and activity [110, 111], suggests that the body commits significant metabolic (energetic) 

resources towards the abundant production of intestinal IgA during homeostasis [100].  

Intestinal IgA has an established role in re-enforcing the epithelial barrier against invading 

pathogenic microbes via mechanisms which enhance pathogen clearance from the gut [112-

114]. However, a significant proportion of the intestinal commensal microbiota are bound by 

IgA in the steady state [66, 115-117] and it is increasingly appreciated that IgA targeting 

commensal microbes helps foster mutualism and their appropriate colonisation of the gut 

both in early life and throughout adulthood [118-121]. It is widely regarded that the 

microbiota itself is a critical determinant for intestinal and systemic health and metabolism 

[65, 122-125], suggesting that intestinal IgA responses towards commensal microbes may 

have broad consequences for host health.  

In summary, within the GI tract, immune cells execute distinct and complementary functions 

that together suppress inflammation and tissue damage towards gut-luminal antigens, 



24 
 

maintain the integrity of the intestinal epithelial barrier and promote the appropriate 

colonisation of a beneficial microbial community. Collectively, this promotes mutualism and 

tolerance towards commensal microbes and GI homeostasis [25]. IgA-mediated regulation of 

the commensal microbiota is a topic of great recent interest. However, much remains unclear 

about how IgA regulates the composition and function of the gut microbiota in homeostasis. 

The increasingly appreciated role that the gut microbiota has on health, alongside the 

mounting evidence that IgA directly interacts with and regulates the gut microbiota, 

underscores the requirement to better understand intestinal IgA responses towards intestinal 

commensals. Doing so, may provide further insights into how microbial mutualism impacts 

host health and metabolism. 

1.3 The generation and maintenance of intestinal IgA responses  

1.3.1 The origins of intestinal IgA responses 

There are two principal classes of B cells in mice and humans – B1 and B2 B cells [108]. B2 B 

cells develop from common lymphoid progenitors of haematopoietic stem cells within the 

bone marrow in response to signals released from stromal cells [126]. Conventionally, B2 B 

cells differentiate into PCs with help from TfH cells in organised lymphoid structures, such as 

the PPs and mLNs in the intestines [127, 128]. Interactions between CD40 and CD40 ligand on 

the surface of TfH and B cells, as well as TfH-derived IL-21, encourages CSR and the formation 

of a germinal centre (GC) within the B cell follicle of the lymph node [129, 130]. Within the 

GC, B cells undergo multiple rounds of proliferation, Ig gene mutation and positive and 

negative selection based on their affinity towards the presented antigen [131-134], termed 

somatic hypermutation, which results in a B cell pool that produces antibodies with high 

affinity towards specific antigens, such as soluble proteins [135]. T-cell dependent (TD) B cell 

activation in this manner typically leads to the generation of PCs that secrete high affinity 

antibodies towards specific protein antigens, as well as the generation of memory B cells [66, 

136].  

By contrast, B1 B cells reside within the peritoneal cavity [137] and develop from precursors 

that originate either within the bone marrow –  B1b B cells – or are a self-renewing population 

that originate in the foetal liver – B1a B cells [138, 139]. B1 B cells typically differentiate into 

PCs in the absence of T cell help, so-called T-cell independent (TI) B cell activation [140]. In 
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this instance, local production of B cell survival and antibody generating factors such as TGF-

β, lymphotoxin, B cell activating factor (BAFF) and a proliferation inducing ligand (APRIL), by 

connective tissue stromal cells, IECs, ILC3s and/ or DCs, drives B cell differentiation into PCs 

[97, 141-143]. TI B cell activation typically occurs in the absence of GCs and produces PCs that 

secrete polyreactive antibodies with low affinity for non-protein antigens, such 

lipopolysaccharides present within the cell wall of microbes [144, 145]. 

The specific contributions of each subset of B cells to the intestinal IgA+ PC pool is unclear 

[146]. However, recent work has demonstrated that IgA responses towards the commensal 

microbiota typically originate from bone marrow derived B1b and B2 B cells, in both a TI and 

TD manner [66].  

1.3.2 IgA class switch recombination  

The basic structure of a single antibody molecule consists of two Ig light (IgL) and two Ig heavy 

(IgH) chains linked by disulphide bonds (Figure 1) [147]. Each chain contains a variable (V) 

region and a constant (C) domain [148]. The antigen-binding fragment region (Fab) of the 

antibody molecule comprises the terminal end of the IgL and IgH chains [149]. The fragment 

crystallizable (Fc) region is composed solely of the C domains of the IgH chain and confers the 

isotype and effector function of the antibody.  

 

 

 

 

 

 

 

 

 

Figure 1. The basic structure of a single antibody 

molecule (adapted from [149]). Each antibody 

molecule consists of two light (IgL) and two heavy 

(IgH) chains linked by disulphide bonds. Each 

chain contains a variable (V) region and a 

constant (C) domain; the IgL chain contains only a 

single V and C domain, whereas the IgH chain 

contains a single V region and three or four C 

domains. The antigen-binding fragment region 

(Fab) of the antibody molecule is composed of 

the terminal end of the IgL and IgH chains. The 

fragment crystallizable (Fc) region which confers 

the effector function of the antibody molecule is 

composed solely of C domains. Image generated 

with BioRender. 
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During CSR, the genes encoding the C domain of the IgH chain are switched from Cµ and Cδ, 

which encode IgM and IgD, to Cƴ, Cε, or Cα, which encode IgG, IgE or IgA, respectively [150]. 

Central to all CSR is the expression of activation-induced cytidine deaminase (AID) by the 

activated B cell, as mice with deletion of the AID gene (Aicda) [151], or individuals who have 

loss of function mutations in Aicda [152] (Hyper-IgM Syndrome Type 2), have defective CSR 

and are only able to produce IgM antibodies. 

Induction of AID expression typically requires activation of B cells by antigen binding the BCR 

and cell proliferation [153], as well as IL-4, IL-21 and CD40 signalling [130, 154-156], the latter 

two of which are provided by TfH cells [157]. In the absence of T-cell interactions, local 

production of BAFF and APRIL by DCs or ILC3s can induce AID expression within B cells, by 

binding to their respective B cell surface receptors, which include the BAFF receptor, B cell 

maturation antigen (BCMA) or transmembrane activator and calcium-modulating cyclophilin-

ligand interactor (TACI) [158-161]. The AID enzyme introduces DNA breaks into specific 

regions of the IgH locus called switch regions [68, 151, 162, 163]. Repair of these breaks leads 

to rearranging of the IgH C domains from Cµ and Cδ, to Cƴ, Cε, or Cα [164].  

The class of antibody isotype that results from CSR is determined by the integration of 

multiple inputs by the B cell including the type of antigen and local production of growth 

factors and cytokines [71]. Within the GALT, the presence of cytokines such as TGFβ [165-

167], IL-10 [168] and IL-21 [169], have been implicated in directing CSR towards IgA [71]. Of 

particular importance is TGFβ, as mice deficient for the TGFβ receptor on B cells have almost 

complete loss of all IgA responses [165]. TGFβ is produced locally by antigen-loaded DCs and/ 

or Tregs within the intestines [64, 143]. DCs are also a local source of vitamin A-derived 

retinoic acid (RA) which can enhance TGFβ-induced Cα transcription [168, 170].  

ILC3s modulate the presence of DCs within the GALT via expression of membrane bound 

lymphotoxins [143] and can also regulate inducible nitric oxide synthase (iNOS) expression by 

DCs, which can promote TI IgA production possibly via regulation of TGF-β receptor 

expression on B cells [142, 159]. TfH cells and/ or ex-Th17 cells, which can adopt a TfH cell 

phenotype within the PPs [74], can also induce IgA responses via the production of IL-21 [169] 

and TGFβ, the latter of which has been shown to have a co-operative effect alongside CD40L 

on generating TD IgA responses [166, 167]. Moreover, the local production of BAFF and APRIL 

by ILC3s, T cells, DCs, as well as other cells, such as IECs, also enhances CSR towards IgA [141, 
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158-161, 171]. Therefore, under steady state conditions, immune and non-immune cells 

within the intestines produce cytokines and growth factors which direct CSR within the 

activated B cell towards the IgA isotype. 

1.3.3 Somatic hypermutation and affinity maturation within the GALT  

Following activation and the initiation of CSR, B cells differentiating in a TD manner typically 

expand to form the GC around specialised antigen-loaded stromal cells called follicular DCs 

(fDCs) [172]. This process is dependent on CD40L:CD40 interactions between TfH and B cells 

respectively, as blocking this interaction disrupts the formation of GCs in PPs [173, 174]. The 

GC is organised into distinct components called the ‘light’ and ‘dark’ zones [172]. B cells within 

the dark zone undergo rapid proliferation during which random mutations are introduced into 

the IgH and IgL chains [175]. Following this, B cells with random clonal variants transition to 

the light zone [175, 176] where fDCs and TfH cells provide positive selection signals including 

BAFF and TGFβ to B cells with BCRs demonstrating high affinity for the antigen [177]. These 

cells then shuttle back towards the dark zone where they undergo further expansion and 

SHM, before transitioning back towards the light zone to repeat the process [178]. It is 

thought that several rounds of SHM and affinity-based selection and maturation occur before 

B cells exit the GC to develop into memory B cells or proliferative plasmablasts [178]. A subset 

of FoxP3+ Tregs present within the lymphoid tissue called TfR cells [179] evolve as the GC is 

developed and regulate the magnitude of the output of the GC response, in part by supressing 

IL-4 and IL-21 production by TfH cells [180]. Modifying the rearranged Ig sequences in this 

manner enables B cells expressing antibodies with high affinity variants for the antigen to be 

selected and undergo expansion and maturation into either plasmablasts and subsequently 

PCs that secrete high affinity antibodies for specific antigen, or into memory B cells that retain 

specificity for the antigen over the long-term [172]. 

B cell responses towards foreign pathogens and model protein antigens demonstrate typical 

TD B cell differentiation with SHM and affinity maturation within the GALT as part of the initial 

immune response [181]. However, the mechanisms governing IgA responses towards 

commensal microbes under homeostatic conditions are less well defined. On the one hand, 

GCs are continuously present in the PPs – the primary site for IgA production against 

commensal microbes in the steady state [174] – and commensal-reactive IgA antibodies are 

often highly mutated [182], suggesting that IgA responses towards the microbiota are derived 
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from TD B cell differentiation [66, 136, 183]. However, SHM in GC PP B cells has been 

demonstrated in mice that are deficient of their BCR [184], suggesting that PP B cells can enter 

the GC reaction in the absence of cognate antigen recognition, and thus without T cell help 

[145]. In line with this, PP GCs were able to form independently of T cells [185] and IgA 

targeting commensal microbes is almost entirely preserved in the absence of T cells [66]. 

Therefore, to account for these findings, it has been suggested that commensal-reactive IgA 

likely represents both polyreactive/ non-antigen specific responses [66, 183], and specific IgA 

responses that may result from a progressive process of repeated rounds of affinity B cell 

selection in constitutively active GCs over time [186]. 

1.3.4 The maintenance of plasma cell responses 

B cells that have undergone differentiation via TD/ TI programmes exit the lymph node as 

plasmablasts in a S1PR1-dependent manner [187]. Plasmablasts migrate in lymphatic vessels 

via the thoracic duct into the circulation where they circulate towards different tissue niches 

depending on the presence of chemokines imprinted within the cell during their 

differentiation [168, 169, 188]. The presence of CCR9 directs the cells towards the small 

intestinal LP, while the presence of CCR10 directs them towards the colonic LP [53, 189]. The 

specific point at which dividing plasmablasts become post-mitotic terminally differentiated 

PCs is unclear, but coincides with downregulation of canonical B cell transcription factors such 

as Pax-5 [190] and upregulation of the major PC transcription factor B lymphocyte-induced 

maturation protein-1 (Blimp-1) [191]. Along with Interferon Regulatory Factor 4 (IRF-4) and 

X-box binding protein 1 (Xbp1), Blimp-1 regulates pathways that enable appropriate PC 

secretory function and metabolism [191-199]. 

The bone marrow and spleen are typically considered as the primary tissue niches that 

support long-term PC responses [200]. Within these tissues, PCs have access to pro-survival 

signals such as APRIL and BAFF which support their survival [201], along with locally derived 

cytokines including IL-4, IL-5, IL-6, and signalling via PC surface expressed CD44, CD93, CD138 

and CD28 [202-206]. In addition, recent work has shown that the ability of bone marrow and 

splenic PCs to uptake key nutrients such as glucose and amino acids is an important 

determinant of their secretory capacity and survival [110, 111].  
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Studies using radioactive isotopes [207], flow cytometry to detect antigen-specific PCs [208], 

or auxotrophic bacterial mutants [209] have identified the presence of long-lived PCs within 

the intestines of mice. In line with this, carbon dating studies have identified that PCs can 

persist for more than two decades in the human small intestines [210]. These findings indicate 

that the intestines can also support long-term PC responses. Interestingly, the small intestines 

are the major site of dietary nutrient exposure and absorption within the body. While dietary 

factors such as microbial-derived short-chain fatty acids (SCFAs) [211], vitamin B1 [212] and 

lipids [122] have been shown to modulate IgA+ B cell and PC responses within the gut, the 

regulation of intestinal IgA+ PC function by nutrient cues is not fully understood. 

1.3.5 IgA structure and subtypes 

Unlike other antibody isotypes, IgA exists in multiple forms within different anatomical 

compartments throughout the body [108]. Mucosal secretory (s)IgA is typically produced in 

dimeric form, whereas circulating IgA is composed mainly of monomers [108]. Dimeric IgA is 

assembled prior to secretion by PCs by linking monomeric Igs via a polypeptide synthesised 

by PCs, called the joining (J) chain (Figure 2) [213, 214]. Following secretion, the J chain of 

dimeric IgA interacts with the pIgR at the basolateral surface of the intestinal epithelium 

[215]. Dimeric IgA is subsequently transcytosed across the epithelium and released into the 

intestinal lumen along with the cleaved pIgR ectodomain, which forms the secretory 

component that enwraps the IgA molecules and completes the secretory sIgA complex [216]. 

The secretory component confers mucophilic properties to the antibody complex and may 

also enable interactions with the microbiota [217].  

 

 

 

 

 

 

 

Figure 2. The secretory (s)IgA complex 

(adapted from [108]). IgA monomers are 

attached by a joining (J) chain. The ectodomain 

of the polymeric immunoglobulin receptor 

ensheaths the dimeric IgA complex following 

successful transport across intestinal epithelial 

cells, to form sIgA. Image generated with 

BioRender. 

Secretory IgA (sIgA) 
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A major fundamental difference in the IgA system of mice and humans is that there are two 

subclasses of human IgA, IgA1 and IgA2, while only one subtype in mice [147]. These human 

subtypes differ in the structure of their hinge region and in the number of glycosylation sites 

[218], which confer different functional properties to these subtypes. Structural differences 

in the hinge region of IgA2 make is less susceptible to degradation by proteases [219] and the 

glycosylation of profile of IgA2 renders it more pro-inflammatory than IgA1 [220]. Systemic 

IgA is enriched for IgA1 (around 90% of the IgA monomers), whereas mucosal IgA is composed 

of both subtypes [108]. However, dominance of IgA1 has been demonstrated in the small 

intestines and IgA2 in the colon [221], which may be the result of preferential induction of 

IgA1 responses by dietary protein antigens and IgA2 by conserved microbial products such as 

LPS [108, 222]. In this respect, regional differences in mucosal IgA responses may be imprinted 

by their local environment. 

1.4 IgA responses towards intestinal bacteria 

Intestinal sIgA has an established role in protective humoral immunity against enteric 

pathogens [223, 224]. This has been studied closely in the context of bacterial infections with 

Shigella flexneri, Vibrio cholerae, Salmonella typhimurium and Enterococcus faecium [112-

114, 225, 226]. These studies have demonstrated that sIgA binding can reduce bacterial 

motility, or can entrap, or agglutinate, bacteria which facilitates their clearance from the gut 

[112-114, 225-227]. More recent work in the setting of non-Typhoidal Salmonellosis has 

demonstrated that vaccine-induced sIgA can crosslink dividing bacteria at the point of 

separation which leads to ‘enchained growth’ and the generation of clonally-related sIgA-

bound bacterial clumps, which facilitates transit from the intestines [114]. Furthermore, sIgA 

has been shown to neutralise pathogen associated molecular patterns such as LPS during its 

transport across epithelial cells, leading to a reduction in the development of acute local 

inflammation [228]. Moreover, sIgA can protect against enteric viral pathogens such as 

rotavirus and reovirus, by blocking replication and assembly of virus particles during pIgR-

mediated transcytosis across the epithelial barrier [229-232]. Thus, sIgA can promote the 

exclusion, and/ or reduce the pathogenicity, of microbes to promote protective immunity 

[114].    

Aside from binding pathogenic microbes, sIgA also binds intestinal commensal microbes in 

the steady state [66, 115-117], which is increasingly understood to shape the composition of 
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the intestinal microbial community [67, 233]. The mechanisms through which sIgA exerts this 

effect are partially understood. IgA has been shown to promote adherence of certain 

commensal strains, such as Bifidobacterium lactis, Lactobacillus rhamnosus [234] and 

Bacteroides fragilis [67], to the surface of cultured epithelial cells by binding capsular 

polysaccharides on the bacterial cell wall [67]. By binding to these sites, IgA was further shown 

to enhance colonisation resistance of Bacteroides fragilis against competing strains in vivo 

[67]. In addition, non-Fab-dependent interactions between a heavily glycosylated monoclonal 

IgA and Bacteroides thetaiotaomicron was shown to promote its survival within the intestinal 

niche and cross-fostered the expansion of other beneficial microbes within the colon [65, 

235]. By contrast, IgA has been shown to bind conserved epitopes on commensal bacterial 

flagellins [123, 183, 236], which reduces bacterial motility in vitro [236] and thus may 

accelerate the intestinal clearance of certain commensal microbes in vivo [125]. Moreover, 

sIgA may regulate the composition of the intestinal microbial community by enchained 

growth of rapidly dividing commensals [114, 237].  

Recent work has begun to elucidate the importance of IgA-mediated regulation of the gut 

microbiota. Preterm infants who do not receive passive transfer of sIgA in maternal milk are 

at increased risk of necrotizing enterocolitis due to reduced diversity within the developing 

intestinal microbial community [118]. These findings convey an important role for sIgA in 

promoting the establishment of an appropriately diverse microbial community during the 

period of early development. Early life gut microbial dysbiosis has been associated with an 

increased risk for obesity [238, 239], asthma [240], allergies [240] and inflammatory diseases, 

such as IBD [241], in later life, suggesting that IgA-mediated regulation of the early microbial 

colonisation period may be a critical determinant of general health.  

Individuals with IBD mount robust IgA responses towards disease driving gut microbes, that 

have transferable colitogenic potential in GF mice [117]. Similarly, severely malnourished 

children have reduced IgA binding of beneficial gut commensals [120] and exaggerated IgA 

responses towards enteropathogenic microbes including the family Enterobacteriaceae, that 

promote the development of diet-dependent enteropathy upon transmission into GF mice 

[242]. Therefore, aberrant microbiota-reactive IgA responses may contribute to the 

development of inflammation within the gut. However, it is not clear whether these findings 

are due to dysbiosis, epithelial barrier disruption and/ or aberrant immune responses in these 
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individuals [120]. Interestingly, malnutrition itself may drive adaptive changes in the 

microbiota which may alter the binding ability of sIgA. In this manner, recent data has 

demonstrated that undernutrition leads to metabolic adaptations of beneficial microbes such 

as Lactobacillus, resulting in impaired sIgA binding and reduced mucosal colonisation [120]. 

Thus, dietary factors may influence IgA-mediated modulation of the intestinal microbiota 

[120].  

The intestinal microbiota itself generates nutrient metabolites from the diet which exerts an 

important role in host metabolism. Indeed, faecal microbial transfer from lean or obese twins 

into GF mice leads to recapitulation of the donor phenotype in the recipient animal [243]. 

Studies since have shown that obesity and related metabolic disorders such as T2DM are 

associated with intestinal dysbiosis [244-248]. Interestingly, mice with enhanced anti-flagellar 

IgA responses that develop following immunisation, have altered microbiota compositions 

and are protected against diet-induced obesity [123], suggesting that IgA-mediated regulation 

of the microbiota may modulate metabolic outcomes for the host. In support of this, IgA 

deficient mice have more impaired glucose homeostasis following high fat diet (HFD) feeding 

than wild-type control mice [122]. Moreover, mice which lack mucosal antibodies have 

altered dietary lipid absorption across intestinal epithelium [124] and increased circulating 

levels of non-esterified fatty acids [125], suggesting that mucosal antibody responses may 

regulate the local and systemic availability of nutrient metabolites within the host [125].   

In summary, several lines of evidence demonstrate that IgA responses targeting commensal 

microbes modulates the composition of the intestinal microbial community in the steady 

state. This is increasingly recognised to be important for mammalian health and metabolism 

and may, in part, explain why the host dedicates a significant metabolic cost to the continuous 

abundant production of intestinal IgA. Many energetically demanding and constitutive 

homeostatic processes are regulated by evolutionary mechanisms to regulate biological 

function over the course of a day in line with its requirement. One way this is achieved in 

mammals is via circadian (~24 hour) rhythmicity, which may help limit bioenergetic cost by 

co-ordinating cell responses around temporal changes in environmental cues, or by 

partitioning their maximal response around the time of greatest need [249]. Below we discuss 

the emerging evidence for circadian regulation of immunity and provide a rationale that 

formed the basis of my thesis. 



33 
 

1.5 Circadian rhythmicity within the body 

1.5.1 Overview 

Multiple physiological processes including sleep/ wake cycles, cardiovascular reflexes, feeding 

and digestion, energy metabolism and immune cell function, are imprinted with rhythmicity 

over the 24-hour (circadian) day [250, 251]. This enables the host to anticipate, or adapt to, 

changing environmental cues, such as light/ dark cycles generated by the earth rotating 

around its axis, or temporal fluctuations in temperature, food availability or pathogen 

exposure [249]. In doing so, circadian rhythmicity is thought to provide an evolutionary 

advantage that favours survival for the host [252], for example through limiting bioenergetic 

expenditure, or via the temporal partitioning of beneficial responses from detrimental ones 

[251], although the precise reasons why such a vast number of biological processes oscillate 

over the circadian day are not fully understood [253].   

A major mechanism responsible for regulating these circadian rhythms are biological clocks 

[254]. These molecular timing systems comprise intracellular mechanisms that generate self-

sustained circadian oscillations in a set of specific proteins, called clock proteins [255]. 

Oscillations in clock proteins, in turn, regulate rhythmic gene expression within cells, which 

leads to near 24-hour oscillations in a range of biological processes [256]. Biological clock 

genes are present within nearly all mammalian cells [257]. However, it is increasingly 

apparent that not all clock systems within cells oscillate [258, 259]. That said, clock gene 

disruption, or impaired circadian rhythmicity (for example due to shift work, jet-lag, or dietary 

changes), can lead to adverse metabolic consequences including altered glucose homeostasis 

[260], diabetes [261] and obesity [262, 263], cardiovascular disease [263], as well as the 

exacerbation of chronic inflammatory diseases such as IBD [264], and even various types of 

cancer [265, 266], which underscores the importance that the biological clock system and 

circadian rhythmicity has on general mammalian health. 

1.5.2 The organisation and regulation of biological clocks within the body 

Biological clocks oscillate in a cell autonomous manner and can persist in constant conditions 

and/ or the absence of external stimuli [251, 267]. Therefore, in order to synchronise 

responses across all levels, biological clocks are entrained by a range of systemic and 

environmental cues, often referred to as Zeitgebers [268]. Light is the principle Zeitgeber in 
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mammals [269]. Light signals are detected by retinal ganglionic cells which entrain the master 

clock, which is located in the supra-chiasmatic nucleus (SCN) of the hypothalamus [270, 271]. 

In turn, the master clock sends out signals which synchronise oscillations in peripheral clocks 

within cells throughout the body [268, 270, 271]. The mechanisms through which the master 

clock mediates its control over peripheral oscillators are not fully understood, but the key 

pathways involve neuronal signalling, body temperature and the modulation of systemic 

hormone levels such as glucocorticoids and melatonin [257, 272]. The result is near 24-hour 

co-ordinated oscillations in cellular functions across different organs, tissues and cells [251, 

271, 273]. 

Feeding, is the other major Zeitgeber in mammals [269]. Feeding behaviour demonstrates 

clear diurnal rhythmicity in most mammals, with the majority of food consumption occurring 

during wakefulness [269]. In this manner, nocturnal mice housed under 12hour light:dark 

lighting schedules with access to food ad libitum, consume around 75% of their food during 

the dark period [274]. Notably, restricting access to food during the light (resting) phase leads 

to phase inversion (reversal) of peripheral clock oscillators, such as those within the intestines 

and liver [275-277], but does not alter the phase of oscillation of the master clock [276, 277], 

demonstrating that feeding cues can uncouple biological clocks within peripheral tissues from 

signals emitted from the master clock [275-277]. Importantly, feeding-related cues involve 

numerous complex pathways including behavioural, metabolic and endocrine pathways 

[255], that may provide additional layers of control of circadian rhythmicity within the body 

[272], but this is not well understood. Moreover, it is apparent that rhythmic food intake itself 

can drive rhythmic gene expression in peripheral tissues such as the liver independent of the 

liver clock [274], highlighting the complex dialogue between light signals, food intake, 

biological clocks and circadian rhythmicity within the body.  

1.5.3 Molecular aspects of the biological clock 

The molecular mechanism of the biological clock is considered to be the same throughout the 

body [251]. At the cellular level, transcriptional-translational feedback loops of molecular 

clock protein expression drive oscillations in the transcription of clock-controlled genes [251] 

(Figure 3). At the centre of this, are the core molecular clock proteins Circadian Locomotor 

Output Cycles protein Kaput (CLOCK) and Brain and Muscle Arnt-like 1 (Bmal1) [278, 279]. 

CLOCK and Bmal1 (encoded by Arntl gene) form a dimer and bind to the binding site E-box, 
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which leads to the transcription of a broad range of clock-controlled genes [278, 279]. The 

binding of the CLOCK:Bmal1 complex to the E-box region also leads to the transcription of 

genes that, once translated, provide negative feedback on the CLOCK:Bmal1 complex, such 

as Period 1 and 2 (Per1 and Per2) [280], and Cryptochrome 1 and 2 (Cry1 and Cry2) [281], as 

well as nuclear receptors Rev-erb alpha (Rev-erbα; encoded by Nr1d1 gene) [282] and RORα, 

which repress and activate Bmal1, respectively [283]. Over the course of the day, 

conformational changes in Bmal1, as well as degradation of the period and cryptochrome 

proteins, leads to loss of inhibition of the CLOCK:Bmal1 complex, which results in the 

generation of an oscillation in gene transcription [256, 284].  

 

 

 

 

 

 

 

 

 

 

Figure 3. Schematic of the biological clock. 

Schematic overview of the core molecular clock (adapted from [269). Core molecular clock proteins 

Circadian Locomotor Output Cycles protein Kaput (CLOCK) and Brain and Muscle Arnt-like 1 (Bmal1) 

form dimer and bind to the binding site E-box, which leads to the transcription of a broad range of 

clock-controlled genes that once translated, either provide negative feedback on the CLOCK: 

BMAL1 complex such as Period 1 and 2 (Per1 and Per2) and Cryptochrome 1 and 2 (Cry1 and Cry2), 

or modulate Bmal1 gene (Arntl) expression such as Rev-erbα and RORα. The result is near 24-hour 

co-ordinated oscillations in cellular functions within different tissues or organs. Image generated 

with BioRender.  
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1.5.4 Circadian regulation of the immune system 

It is well established that inflammatory diseases follow a circadian rhythm, as a result of 

temporal variation of immune cell responses over the course of the day. In this manner, 

asthma symptoms are worse at night, which times with increased inflammation in the lungs 

[285] and individuals with rheumatoid arthritis suffer with more joint stiffness and pain in the 

early morning, which times with early morning rises in pro-inflammatory cytokines in these 

patients [286]. In addition, susceptibility to bacterial or viral infection is highest at the 

beginning of the resting period (in mice), which times with greater pathogen colonisation and 

replication, as well as increased inflammation, within the host [287]. 

The oscillatory immune mechanisms underlying these effects have more recently been 

investigated. Over the last decade, studies have demonstrated the presence of a cell-intrinsic 

biological clock system across several immune cell subsets including, but not limited to, 

natural killer (NK) cells [288, 289], macrophages [290, 291], DCs [275, 291], ILC3s [292, 293], 

CD4+ T cells [259, 294], and B cells [291]. These biological clocks are necessary for the 

appropriate development of lymphocytes such as ILC3s and Th17 cells [295-299] and several 

lines of evidence also demonstrate a role for these clocks in regulating rhythmic cytokine 

secretion [253, 275, 290, 292, 293, 300, 301] and rhythmic trafficking of immune cells around 

the body [273, 302-305]. It is considered that oscillatory immune function may align these 

processes around anticipated temporal changes in environmental challenges such as peak 

dietary antigen and potential pathogen exposure [272]. Optimising the immune response 

when it is most needed may consequently help limit the utilisation of metabolic resources 

associated with these responses, and thus benefit host survival [269]. 

To this end, NK cell activity – which help mediates the elimination of microbe-infected or 

tumour cells via the production of effector cytokines such as IFN-ƴ or cytolytic factors such as 

perforin and granzyme B [306] – peaks during wakefulness [307-309], which times with the 

anticipated greatest risk of exposure to environmental challenges. Loss of rhythmic IFN-ƴ 

production and the secretion of perforin and granzyme B by splenic NK cells is apparent in 

Per1-deficient mice [288, 310], indicating the importance of the biological clock in driving 

these rhythms. Similarly, splenic macrophages stimulated with LPS at different times of the 

day produce different levels of pro-inflammatory cytokines such as IL-6, tumour necrosis 

factor-α (TNF-α) and IL-12(p40) [253, 290], an effect which is lost in macrophages with a 
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deletion of the gene encoding Bmal1 (Arntl), or Rev-erbα (Nr1d1) [253], indicting the 

importance of the cell-intrinsic clock in this process. More recent studies have also 

demonstrated that IL-22 production by ILC3s demonstrates rhythmicity over the 24-hour day 

[292, 301]. In these studies, genetic disruption of the ILC3 cell-intrinsic clock, via deletion of 

Arntl or Nr1d1, leads to altered IL-22 secretion [293, 301, 311]. Furthermore, Nr1d1 deletion 

leads to increased IL-17 in ILC3s, which is also evident in Th17 cells [272, 299, 311]. Thus, 

immune cell clocks drive oscillations in both inflammatory and tolerogenic cytokine secretion.  

Early studies also identified that mice subjected to circadian disruption through altering the 

lighting schedule to induce chronic jet lag, displayed dysregulated cytokine secretion and cell-

intrinsic clock disruption [312], suggesting that rhythmic cytokine secretion was entrained by 

environmental factors via the cell-intrinsic clock. More recent data has demonstrated that the 

ILC3 cell-intrinsic clock is entrained by SCN-derived cues [293], providing a mechanism 

through which environmental cues may entrain rhythmic immune cell cytokine secretion. 

However, others have shown that that feeding cues can also drive rhythmic IL-22 production 

from ILC3s via the neuronal-derived signalling mediator vasoactive intestinal peptide (VIP), in 

a pathway that does not involve the cell-intrinsic clock [292, 300]. Therefore, rhythmic 

immune cell cytokine secretion may be entrained by environmental cues which may converge 

on, or act independently of, the circadian clock system. 

Biological clocks also fulfil an important role in co-ordinating lymphocyte trafficking around 

the body. Indeed, the migration of lymphocytes into and out of the circulation and/ or 

peripheral lymph nodes, such as the mLN, axillary, brachial and inguinal lymph nodes, 

demonstrates rhythmicity over the 24-hour day [273, 302, 303, 305], which is dependent on 

biological clock-regulated expression of receptor-ligand pairs on lymphocytes and endothelial 

cells lining lymph and blood vessels [273, 302]. Adrenergic tone and hormonal signals may 

provide further layers of regulation of rhythmic cell trafficking around the body [303, 305].  

Oscillatory lymphocyte trafficking around the body may have functional consequences on the 

generation of rhythmic adaptive immune responses. In this manner, peak lymphocyte 

accumulation appears to time with DC ingress into lymph modes, which suggests that antigen-

presentation and consequent adaptive immune cell-priming may be subject to diurnal 

regulation [273]. In support of this, mice immunized to induce experimental T cell-mediated 

autoimmune encephalomyelitis at a time when cell counts are high in the lymph nodes (mid-
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light phase) develop more significant disease than mice immunized at a time when lymph 

node cell counts are low (mid-dark phase) [273]. Furthermore, mice infected with Listeria 

monocytogenes develop a greater pathogen-specific T cell response when exposed at a time 

that correlates with greater numbers of lymphocytes in the lymph nodes [303]. Additionally, 

mice infected with the helminth Trichuris muris at different times of the day, generate 

different parasite-specific T cell and humoral responses, which results in different levels of 

effective parasite expulsion and consequently disease burden between the groups [275]. 

Moreover, others have shown that injection of a model dietary TD antigen (NP-ovalbumin) at 

a time when lymphocyte counts are highest in peripheral lymph nodes (in this instance the 

early-dark phase), leads to increased circulating antigen-specific antibodies, compared with 

mice administered with antigen at a time when lymphocyte numbers were at their lowest 

(the early light phase) [303, 305]. Thus, circadian entrainment of lymphocyte migration into 

and out of lymph nodes may have clinical implications in disease development, pathogen 

susceptibility and humoral immunity. 

In summary, several lines of evidence demonstrate that innate and adaptive immune 

responses – including cytokine secretion and cell trafficking around the body – are subject to 

diurnal regulation, which may have functional consequences on host immune responses. 

However, much remains to understood about the scope of circadian rhythmicity across 

different immune cell subsets and in tissue specific compartments. Indeed, whether humoral 

responses in tissue compartments such as the GI tract demonstrate rhythmicity is unclear. 

This is intriguing, as the GI tract is a major site of temporal changes in environmental cues 

associated with feeding. Moreover, recent evidence also suggests that the commensal 

microbiota itself demonstrates circadian rhythmicity.    

1.5.5 Circadian regulation of the gut microbiota  

Several recent studies have demonstrated that the intestinal microbiota displays robust 

oscillations in its composition, location and function over the circadian day [313-319]. In this 

manner, around a fifth of the entire composition of the microbiota oscillates each day, leading 

to specific time of day compositional configurations of microbes within the intestines [313, 

316]. The location of mucosal dwelling commensals within the colonic niche also oscillates, 

with bacteria demonstrating increased adherence to the colonic epithelium when mice are 

awake and feeding [314]. Furthermore, bacterial function is rhythmic, with pathways relating 
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to energy metabolism and cell growth increased when mice are awake (dark phase) and those 

relating to detoxification, chemotaxis and nutrient sensing increased when mice are asleep 

(light phase) [314, 320].   

These rhythms are predominantly entrained by both host circadian clock and feeding cues 

[313] and have important consequences for maintaining host physiology [321]. Rhythmic 

bacterial adherence to the epithelium regulates the appropriate oscillatory gene expression 

in intestinal tissue [314], which includes nutrient uptake into small intestinal epithelial cells 

[322]. Furthermore, oscillatory commensal microbes were recently shown to entrain 

rhythmic MHCII expression on small intestinal IECs, which is important in regulating the 

tolerogenic intra-epithelial T cell responses and barrier function [323]. Moreover, oscillatory 

bacterial function leads to the rhythmic production of bacterial metabolites, such as SCFAs, 

lipids, amino acids and carbohydrates [314, 317, 324, 325]. These are present both locally 

within the GI tact and are disseminated systemically through the circulation, suggesting that 

bacterial rhythmicity has a systemic effect on host metabolism [314, 317, 320, 324, 325].     

Indeed, circadian disruption leads to dysbiosis [313, 314, 326, 327] and is associated with an 

increased risk of metabolic diseases such as obesity and T2DM [313, 328-330]. Furthermore, 

obesity and T2DM are associated with loss of oscillations of microbial abundance in humans 

[331] and loss of functional rhythmicity of microbial pathways that process metabolic 

intermediates such as fatty acids in mice [318], suggesting a causative link. Moreover, faecal 

microbial transfer from jet-lagged humans or mice can confer an obesity phenotype into non-

jet-lagged GF mice [313], providing mechanistic evidence that aberrant gut microbial 

oscillations may drive adverse systemic metabolic outcomes for the host. Thus, intestinal 

microbial rhythmicity is entrained by host-derived and environmental cues and in-turn has 

important consequences on host health and metabolism. Intriguingly, sIgA promotes 

host:microbial mutualism in homeostasis, but there is a lack of understanding of how 

IgA:microbial interactions manifest over the circadian day. 
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1.6 Hypothesis of the research  

IgA-mediated regulation of the gut microbiota is important for host health and metabolism. 

Continuous abundant IgA production within the intestines would impart a significant 

metabolic cost on the host. Increasing evidence suggests that immune cells are imprinted 

with circadian rhythmicity, which may be co-ordinated around optimal environmental 

conditions, or optimised around the time of greatest need, and consequently limit 

bioenergetic expenditure. It is unclear whether IgA responses within the gut are imprinted 

with circadian rhythmicity.  

We hypothesise that intestinal IgA responses are subject to temporal entrainment by 

environmental and/ or circadian cues.. We further postulated that rhythmicity in mucosal 

antibody secretion could have important consequences for IgA-mediated regulation of the 

microbiota in homeostasis and host metabolism. 

In order to explore this hypothesis, this project aims to:  

1. Characterise intestinal IgA responses over the course of the circadian day. To do this, 

we aim to explore whether the amount of IgA produced by the intestines varies over 

the course of the day and determine whether this is the result of time-of-day 

differences in PC frequencies, or in the amount of IgA produced by PCs, over the 

course of the day.  

2. Determine the mechanisms that entrain intestinal IgA rhythmicity over the circadian 

day. To do this, we aim to explore whether environmental factors such as the circadian 

clock and/ or feeding cues entrain oscillations in intestinal IgA.  

3. Determine the consequences of rhythmic intestinal IgA secretion on host-microbial 

interactions. To do this, we aim to characterise whether oscillatory IgA regulates 

compositional and functional oscillations in the commensal microbiota in the steady 

state.          
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2.0 MATERIALS AND METHODS 
__________________________________________________________________________________ 
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2.1 Animals 

2.1.1 Mouse strains  

C57BL/6 mice were purchased from Envigo laboratories. IgMi mice were obtained from Ari 

Waisman (University of Mainz, Germany) and Mb1Cre x Arntlflox mice were obtained from Kai-

Michael Toellner (University of Birmingham). Both strains were bred in-house, within the 

Biological Services Unit (BSU), University of Manchester. Other transgenic strains used during 

this fellowship included Villincre x Arntlflox and Camk2aCre x Arntlflox mice. Mice from these 

strains were kindly provided by Dr Julie Gibbs (University of Manchester) and Professor 

Henrique Veiga-Fernandes (Champalimaud Research, Portugal), respectfully.  

All mice were maintained under specific pathogen-free conditions within the BSU. Mice were 

maintained under a strict 12-hour light/ dark lighting schedule and had access to food and 

water ad libitum, unless otherwise indicated. For circadian experiments, mice were 

maintained in ventilated cabinets that were set to individual 12-hour light/ dark lighting 

schedules. In this instance, mice were left to acclimatise to the lighting schedule for at least 2 

weeks before experiments were undertaken. Experiments were performed in either female, 

or mixed male and female cohorts, aged between 8-14 weeks of age as indicated. Where 

indicated, mice were euthanised in complete darkness. All animal experiments were 

conducted in accordance with the Animal (Scientific Procedures) Act 1986 and all protocols 

were approved by the University of Manchester Animal Welfare and Ethical Review Board. 

2.1.2 Genotyping of IgMi and Mb1Cre x Arntlflox mice 

Routine genotyping of Mb1Cre x Arntlflox mice was outsourced to Transnetyx® (Cordova, USA). 

Genotyping of IgMi mice was performed inhouse by polymerase chain reaction (PCR). DNA 

was extracted from ear punches by incubating each ear punch with 6.25µl of tissue 

preparation solution (Sigma Aldrich) and 25 µl of extraction solution (Sigma Aldrich) for ten 

minutes at room temperature, followed by 5 minutes at 95°C. Subsequently, 25µl of 

neutralisation buffer (Sigma Aldrich) was added to each sample.  

DNA was amplified by adding 2µL of DNA extract, to 10µL GoTaq (Sigma Aldrich), 7µL nuclease 

free water and 0.5µL of forward primer ((Life Technologies) CCTTCCTCCTACCCTACAAGCC) 

and 0.5µL of reverse primer ((Life Technologies) GAGACGAGGGGGAAGACATTTG). For the PCR 
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cycles, samples were first heated to 94°C for 5 minutes, followed by 35 cycles of the following 

temperatures: 94°C for 30 seconds, 55°C for 30 seconds and 72°C for 30 seconds. Following 

35 cycles, samples were heated to 72°C for 10 minutes and then cooled to 4°C. The 

polymerase chain reaction (PCR) products were run on a 1.5% agarose gel (in 1x 

Tris/Borate/EDTA [TBE] buffer containing SYBR® Safe DNA stain (Invitrogen, USA) at 120 

voltages for 1 hour). The PCR product bands were identified on a benchtop UV transluminator 

(Fisher Scientific).  

2.2 Administration of diets  

2.2.1 Reverse feeding   

To reverse the feeding schedule, groups of age and sex-matched mice (6-8 week old) were 

first housed in ventilated cabinets with opposing 12-hour light:dark lighting schedules for two 

weeks with access to normal mouse chow (NC) and water ad libitum. Subsequently, food 

access was restricted over a two-week period, by physically removing food hoppers from the 

cages each day at a time that corresponded with 3 hours into the light (ZT3), or dark (ZT15) 

phase. Food hoppers were then replaced 6 hours later, meaning that mice had access to food 

only during the mid-light (ZT3-ZT9) or mid-dark (ZT15-ZT21) phase. To ensure no cross-

contamination from food dropping through the hopper, mice were transferred to a new cage 

at the end of each feeding period.  

2.2.2 High fat diet and high/ low protein diet experiments 

For HFD-feeding experiments, age and sex-matched mice (6-8 weeks old) were fed either NC 

or a HFD (D12492, Research Diets, Inc, USA) ad libitum for 6 weeks. Mice were weighed before 

the dietary treatment phase (baseline) and weekly, thereafter. Resting (morning) glucose was 

measured in ad libitum feeding conditions at baseline, week 2 and week 6 of the dietary 

treatment phase by tail pricking mice at ZT1 and using a blood glucose meter (AccuCheck®, 

Roche, Switzerland). Fasting serum glucose was measured in mice after an 8 hour fast (ZT3-

ZT11) at baseline, week 2 and week 6 of the dietary treatment phase by tail pricking mice at 

ZT11 and using a blood glucose meter (AccuCheck®, Roche, Switzerland). 
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For high/ low protein diet experiments, age and sex-matched mice (6-8 weeks old) were fed 

either a high or low protein diet (Envigo, USA) for 3 weeks. Mice were weighed before the 

dietary treatment phase (baseline) and weekly, thereafter.  

2.3. In vivo 2-NBDG and bodipy experiments  

Animals were injected with either 100μg 2-NBDG (ThermoFisher, USA) reconstituted in sterile 

PBS (Sigma, UK), or 50μg bodipy (ThermoFisher, USA) reconstituted in sterile dimethyl 

sulfoxide (DMSO) (Sigma, UK), via the intraperitoneal (IP) route and euthanized 20, or 60 

minutes later, respectively. Single cell suspensions of small intestinal LP cells were then 

prepared, stained with fluorophore-labelled antibodies and analysed by flow cytometry (as 

described below). 

2.4 Preparation of single cell suspensions  

2.4.1 Intestinal lamina propria 

For LP single cell suspensions, the small intestine and colon were removed at necropsy, cut 

longitudinally and washed thoroughly in 1x PBS (Sigma, UK) to remove faecal and luminal 

contents. To remove IECs, the tissues were suspended in stripping buffer (3% bovine serum 

albumin, 1 mM EDTA, 1 mM DTT in 1x PBS (Sigma-Aldrich, St Louis, MO)) and placed on a 

water shaker at 37⁰C for 10 minutes. Subsequently, the stripping buffer was renewed and 

placed back on the water shaker for a further 20 minutes. The remaining tissue was 

suspended in digestion buffer (20 μg/ml DNase [Sigma-Aldrich, St Louis, MO] and 1mg/mL 

collagenase D [small intestines; Roche, Switzerland], or 1 mg/mL collagenase/dispase [large 

intestines; Roche, Switzerland], in RPMI-1640 containing 2% FCS, 500 IU/ml penicillin, 500 

μg/ml streptomycin and 2mM L-glutamine [all from Sigma-Aldrich, St Louis, MO]) on a water 

shaker at 37⁰C for 45 minutes. The media was then poured through 70µm nylon filters 

(Falcon, USA) into fresh falcon tubes. Following this, single cell suspensions were centrifuged 

at 1500rpm for 5 minutes, re-suspended in fresh complete media (RPMI-1640 containing 2% 

FCS, 500 IU/ml penicillin, 500 μg/ml streptomycin and 2mM L-glutamine [all from Sigma-

Aldrich, St Louis, MO]) and transferred to 96 well plates (Thermo Fisher Scientific, USA) for 

flow cytometry antibody staining. Cell counts were performed using a Casy TT counter (Roche 

Innovatis, Germany). 
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2.4.2 Peyer’s patches and mesenteric lymph nodes 

Four to six PPs were excised from small intestines at necropsy and placed in media containing 

0.16mg/ml liberase (Roche, Switzerland) and 40 μg/ml DNAse (Sigma-Aldrich, St Louis, MO) 

and placed on ice. Subsequently, PPs incubated within the media were placed on a water 

shaker at 37⁰C for 30 minutes. Cells were then mashed through 70µm nylon filters (Falcon, 

USA) into complete media.  

For mLN cell suspensions, mLNs isolated at necropsy were mashed through 70µm nylon filters 

(Falcon, USA) into complete media. Following isolation of PP and mLN single cell suspensions, 

cells were centrifuged at 1500rpm for 5 minutes, re-suspended in fresh complete media and 

transferred to 96 well plates (Thermo Fisher Scientific, USA) for flow cytometry antibody 

staining. 

2.5 Flow cytometry 

2.5.1 Surface staining  

For surface staining, single cell suspensions were incubated at 4◦C in the dark for 30 minutes 

with fluorophore-labelled antibodies (Table 1) diluted in FACS buffer (4% bovine serum 

albumin in 1x PBS (both Sigma-Aldrich, St Louis, MO). Subsequently, cells were washed with 

FACS buffer, centrifuged at 1500rpm for 5 minutes, resuspended in fresh FACS buffer and 

either maintained at 4°C or analysed immediately. For circadian experiments including 4 

timepoints, cells were fixed in 2% paraformaldehyde (PFA) for 10 minutes at room 

temperature following extracellular staining. Cells were then washed twice with PBS and 

resuspended in 200µl FACS buffer until sample acquisition. 

2.5.2 Sample acquisition  

Flow cytometric analysis was performed using a Fortessa flow cytometer (BD Bioscience, 

Oxford, UK) and analysed with FlowJo software (Tree Star). Where mean fluorescence 

intensity (MFI) was calculated, fluorescence minus one (FMO) samples were included in the 

analysis as controls. 
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Table 1. Antibodies and fluorochromes used for flow cytometry analysis 

 

2.6 In vitro 2-NBDG uptake assay   

For assessment of 2-NBDG uptake in vitro, 1x106 small intestinal cells were cultured in glucose-

free DMEM medium (Seahorse, USA) supplemented with 2mM L-glutamine and 100μM 2-NBDG 

(Thermo Fischer, USA) for 10 minutes at 37◦C. Surface antibody staining of samples was then 

performed and acquisition of samples on the flow cytometer was undertaken within 2 hours. 

2.7 In vitro assessment of lipid accumulation within cells  

For assessment of lipid accumulation within cells in vitro, 1x106 small intestinal cells were cultured 

in glucose-free DMEM medium (Seahorse, USA) supplemented with 2mM L-glutamine and 

LipidTOX (Thermo Fischer, USA) for 30 minutes at 37◦C. Cells were then washed, surface antibody 

staining of samples was then performed and acquisition of samples on the flow cytometer was 

undertaken within 2 hours. 

 

Marker Clone Source 

Aqua Dead Cell Stain - Life Technologies 

CD45 30-F11 BioLegend 

CD3 145-2C11 eBioscience 

MHCII M5/114.15.2 eBioscience 

B220 RA3-6B2 eBioscience 

IgD 11-26c.2a BioLegend 

IgA mA-6E1 eBioscience 

CD138 281–2 BioLegend 

GL7 GL7 BioLegend 

Fas 15A7 eBioscience 

CXCR5 L138D7 BioLegend 

CD4 GK1.5 BD Biosciences 

PD-1 RMP1-30 BioLegend 

CD98 RL388 BioLegend 
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2.8 Kynurenine uptake assay 

Assessment of kynurenine uptake in vitro was performed as previously described [332]. Briefly, 

after surface antibody staining, 2x106 cells were resuspend in 200μl warmed Hanks Balanced Salt 

Solution (HBSS; Sigma, UK) in FACS tubes. 100μl of HBSS, or BCH (40mM, in HBSS), or leucine 

(20mM, in HBSS) was added to appropriate samples. 100μl kynurenine (800μM, in HBSS) was then 

added to all samples, apart from the no kynurenine controls (which had 100μl HBSS added to 

them). Kynurenine uptake was stopped after 4 minutes by adding 125μl 4% PFA for 30min at room 

temperature in the dark. After fixation, cells were washed twice in HBSS and then resuspend in 

HBSS prior to acquisition on the flow cytometer.  

2.9 Fluorescence activated cell sorting  

For cell sorting experiments, single cell suspensions were prepared for flow cytometry as 

described and acquired on a FACSAria Fusion cell sorter (BD Bioscience, Oxford, UK). Cells were 

sorted to a purity of >90% directly into lysis buffer (Qiagen, Germany; for RNA extraction) or sterile 

complete media (for cell culture/ extracellular flux analysis).   

2.10 Antibody secretion assays  

For antibody secretion assays, IgA+ PCs (+/- IgA+ B cells, +/- IgD+ B cells where indicated), were 

FACS-sorted from pooled small intestinal LP single cell suspensions, or PPs, into complete media. 

Cells were plated in 96-well round-bottom plates at a density of 104 cells/ well and left for 16 

hours in a humidified incubator at 37°C (5% O2, 5% CO2). After the incubation period, plates were 

spun at 1500rpm for 5 minutes and supernatants removed and stored at -80◦C. IgA antibody 

concentrations in the supernatants were measured by ELISA (as described below).  

To determine the effects of metabolic substrate availability on IgA secretion, IgA+ PCs were 

incubated in either leucine free media (US Biological, USA) or glucose free media (Gibco, UK), with 

IL-6 (10ng/ml) (Peptrotech, USA) and BAFF (200ng/ml) (Biolegend, UK), supplemented with either 

low, or physiological, concentrations of leucine (0mM & 0.15mM, respectively), or glucose (1mM 

& 9mM, respectively) (both Sigma, UK). Physiological ranges for leucine and glucose 

concentrations were calculated as previously described [111]. To determine the effects of 

inhibiting nutrient uptake or metabolic signalling on IgA secretion, IgA+ PCs were cultured in 

complete media with IL-6 (10ng/ml) and BAFF (200ng/ml) with/ without the addition of metabolic 
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inhibitors including pp242 (500nM), BCH (10mM), 2-Deoxy-D-glucose (2DG) (1mM) (all Sigma, 

UK). Cells were incubated for 16 hours at 37◦C, following which culture supernatants were 

removed and IgA concentrations determined by ELISA. Cell viability was determined under 

different culturing conditions, by either staining cells with Trypan Blue (Sigma, UK) and counting 

live cells using a haemocytometer, or cells were re-stained with viability dye for 15 minutes and 

analysed on the flow cytometer.  

2.11 Extracellular flux analysis 

For the glycolytic stress test, a XF96e extracellular flux analyser (Seahorse Bioscience/Agilent, 

USA) was used to measure extracellular acidification rate (ECAR) in real-time. IgA+ PCs and IgD+ 

B cells were isolated from the small intestines as described previously and washed in Seahorse 

medium (Seahorse/Agilent, USA). 1.5x105 cells were adhered to each well of the Seahorse plate 

(Seahorse/Agilent, USA) using CellTak (Corning, USA). Cells were rested in Seahorse medium 

(glucose-free DMEM) at 37oC without CO2 for at least 30 minutes prior to the run. For the test, 

Seahorse medium was supplemented with 2mM of L-glutamine (Sigma, UK) and pH was adjusted 

to 7.35±0.05 (at 37oC). Glucose (10mM final concentration) (Fischer Scientific, USA), oligomycin 

(1µM final concentration (Sigma, UK) and 2-DG (100mM final concentration; Sigma), were added 

to individual ports to complete this assay.  

2.12 RNA quantification 

2.12.1 RNA purification 

For whole tissue, tissue segments taken at necropsy were placed in eppendorfs and snap frozen, 

pending storage at -80◦C. RNA was purified from whole tissue using the RNeasy RNA purification 

mini kit (Qiagen, Netherlands) following the manufacturer’s instructions. Briefly, tissue was 

transferred to a lysing matrix tube (MP Biomedicals, USA) and 600μl of RLT buffer was added. The 

tissue was homogenised for 30seconds at 4.0m/s on a tissue homogeniser (Fastprep 24, MP 

Biomedicals). Following this, an equal volume of 70% ethanol was added. The lysate was then 

transferred to a spin column and centrifuged at 8000xg for 30seconds, after which the flow 

through was discarded. 700μl of RW1 buffer was then added to the spin column and following a 

further centrifugation, the flow through was discarded. 500μl of buffer RPE was then added and 

the flow through was discarded after a further centrifugation. This step was then repeated. 

Finally, the spin column was placed in a new tube and the RNA was eluted in 50μl of nuclease-

free water. Purified RNA was kept at -80◦C for further downstream applications. 
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For sorted cells, isolated IgA+ PCs and IgD+ B cells were stored at -20◦C in lysis buffer prior to RNA 

extraction. RNA was purified from cells using the RNeasy RNA purification micro kit (Qiagen, 

Netherlands) following the manufacturer’s instructions. Briefly, the cells were thawed, and an 

equal volume of 70% ethanol was added. The lysate was transferred to a spin column and 

centrifuged at 8000xg for 30seconds, after which the flow through was discarded. 700μl of RW1 

buffer was then added to the spin column and following a further centrifugation, the flow through 

was discarded. 500μl of buffer RPE was then added and the flow through was discarded after a 

further centrifugation. 80% ethanol was then added to the spin column and following a further 

centrifugation, the flow through was discarded. Finally, the spin column was placed in a new tube 

and the RNA was eluted in 14μl of nuclease-free water. Purified RNA was kept at -80◦C for further 

downstream applications.  

2.12.2 Reverse transcription PCR 

For sorted cells, all eluted RNA was reverse transcribed to cDNA, using a commercial RNA to cDNA 

kit (Applied biosystems, Thermo Fisher Scientific). Each reaction consisted of RNA (14µl), 10x RT 

buffer (2 µl), 25x dNTP mix (0.8 µl), 10x RT Random Primers (2 µl), Multiscribe RT (1 µl), nuclease-

free water (0.2 µl). For RNA extracted from whole tissue, 2μg RNA was converted to cDNA using 

the RNA to cDNA kit (Applied biosystems, Thermo Fisher Scientific). Each reaction consisted of 

RNA plus nuclease free water (2mM), 10x RT buffer (2 µl), 25x dNTP mix (0.8 µl), 10x RT Random 

Primers (2 µl), Multiscribe RT (1 µl), nuclease-free water (up to a final volume of 20µl). PCR was 

undertaken using a benchtop thermocycler (Applied Biosystems, USA). For the PCR cycles, 

samples were first heated to 25◦C for 5 min, followed by 1hour at 42◦C and finally 95◦C for 5 

minutes. The PCR products were either used immediately or stored at -20◦C for future use. 

2.12.3 Realtime PCR 

Realtime (RT-)PCR was performed in 96, or 384, well plates (Thermo Fisher Scientific, USA) on a 

StepOne plus machine (Thermo Fisher Scientific, USA), using Taqman probes and primers (listed 

in Table 2) and Takyon MasterMix (Eurogentec, Belgium). Each reaction consisted of 1µl cDNA, 

3.4µl nuclease-free water, 5µl master mix and 0.2µl of each primer/ probe. Samples without cDNA 

were included as controls and where possible, samples were run in duplicate. For the RT-PCR 

cycles, samples were heated to 95°C for 2 minutes, followed by 40 cycles of the following 

temperatures: 95°C for 1 minute and 60°C for 10 minutes. Following this, the baseline and 

threshold were reviewed and adjusted manually where necessary.  
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Table 2. Primers/ probes used for RT-PCR analysis 

2.13 RNA sequencing 

2.13.1 Sample preparation  

IgA+ PCs and IgD+ B cells were sorted from the small intestines and RNA was extracted from cells 

as described previously. The concentration of RNA was assessed using the Qubit™ RNA HS Assay 

Kit (Thermo Fisher Scientific, USA) according to the manufacturer’s instructions. Subsequently, 

RNA samples were frozen and shipped on ice packs to NovogeneUK (Cambridge, UK) for 

sequencing.  

2.13.2 Data analysis 

Raw FASTQ files underwent quality control and normalisation inhouse by NovogeneUK. 

Normalised reads (Fragments per kilobase of transcript per million mapped reads, FPKM) were 

used to generate comparison plots, whilst fold change was calculated and used for volcano plots 

and z-scores were calculated and plotted on heatmaps. Kyoto Encyclopedia of Genes and 

Genomes (KEGG) enrichment of differentially expressed genes (DEGs) between paired timepoints 

was performed by NovogeneUK (Cambridge, UK). Ingenuity Pathway Analysis (IPA) of DEGs across 

all timepoints was performed using QIAGEN IPA (link: www.qiagen.com/ingenuity).  

2.14 Evaluation of intestinal IgA 

2.14.1 Processing of small intestinal washes  

At necropsy, the small intestines were excised and laid out longitudinally; the terminal ileum was 

identified as the distal 8cm and was separated from the rest of the tissue. The terminal ileum was 

then flushed with 5mls of ice-cold sterile PBS (Sigma, UK) using a mouse gavage needle. The flow 

through was collected directly into a 50ml falcon (Fisher Scientific, USA) and placed on ice. The 

Gene  Forward Reverse Probe 

Gapdh CAA TGT GTC CGT CGT CGA 
TCT  

GTC CTC AGT GTA GCC 
CAA GAT G 

CGT GCC GCC TGG AGA AAC 
CTG CC (FAM, TAMRA) 

Arntl CCA AGA AAG TAT GGA 
CAC AGA CAA A 

GCA TTC TTG ATC CTT 
CCT TGG T 

TGA CCC TCA TGG AAG GTT 
AGA ATA TGC AGA A 

Per2 GCC TTC AGA CTC ATG ATG 
ACA GA 

TTT GTG TGC GTC AGC 
TTT GG 

ACT GCT CAC TAC TGC AGC 
CGC TCG T 

Nr1d1 Applied Biosystems Mm00520708_m1 (FAM, NFQB) 
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luminal contents were then vortexed at maximum speed for 1 minute, followed by centrifugation 

at 150g for 10 minutes to remove large debris. The supernatants were passed through 70µm nylon 

filters (Falcon, USA) then spun at 8000g for 5minutes. The bacterial pellet was saved and stored 

at -80⁰C for future use. The supernatant was retrieved and spun at a further 10000g to remove 

remaining debris. The supernatant was then recovered and stored at -80⁰C for further analysis. 

2.14.2 Processing of faeces  

Fresh faecal pellets were collected and placed into pre-weighed 1.5mL Eppendorf tubes (Starlab). 

Tubes were then re-weighed and faecal pellets were resuspended in sterile PBS (at 10µl/mg) 

(Sigma, UK). Contents were then homogenised for 30seconds at 4.0m/s on a tissue homogeniser 

(Fastprep 24, MP Biomedicals). Samples were then centrifuged for 10 minutes at 150g to remove 

large debris. The supernatant was filtered through 70µm nylon filters (Falcon, USA) then spun at 

8000g for 5minutes. The bacterial pellet was saved and stored at -80⁰C for future use. The 

supernatant was retrieved and spun at a further 10000g to remove remaining debris. The 

supernatant was then recovered and stored at -80⁰C for further analysis. 

2.14.3 IgA bacterial coating assay 

The bacterial pellet was thawed and washed with sterile FACS buffer. Following centrifugation at 

8000g for 5 minutes, the pellet was resuspended in SYTO-60 (1:600; Thermo Fisher Scientific, USA) 

and anti-mouse IgA (1:200) diluted in FACS buffer; samples were incubated for 30 minutes at 4°C 

in the dark. Samples were then washed with FACS buffer, centrifuged at 8000g for 5 minutes and 

then resuspended in fresh FACS buffer and either maintained at 4°C or analysed by flow cytometry 

immediately. For sample acquisition, the flow cytometer threshold was changed to side scatter.  

2.14.4 IgA ELISA  

The total concentration of sIgA within faecal supernatants was determined by ELISA using a 

commercial kit (Bethyl laboratories, USA) according to the manufacturer’s instructions. Briefly, 

purified coat anti-mouse IgA antibody was diluted (1:100) in 0.05M carbonate-bicarbonate 

coating buffer (pH 9.6) and coated on 96 well ELISA plates (Thermo Fisher Scientific, USA). After 

60 minutes, plates were washed three times in 1xPBS-0.05% tween 20 (Acros Organics). 

Subsequently, wells were blocked with 1% bovine serum albumin (BSA) (Sigma-Aldrich, St Louis, 

MO). After 60 minutes, plates were washed three times in PBS-0.05% tween 20 and then 50µl of 

standards (including blanks; prepared according to manufacturer’s protocol) and stool 

supernatants (1:100-1:200 dilutions) were added in duplicate to plates. Plates were incubated for 
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1 hour following which plates were washed three times in PBS-0.05% tween 20 and then 50µl of 

horseradish peroxidase detection antibody (0.1 mg/ml diluted to 1:15000 in 1% BSA) was added 

to wells. Plates were incubated for 60 minutes at room temperature after which they were 

washed five times in PBS-tween 20 and 100ul of TMB substrate solution (BD Bioscience, Oxford, 

UK) was added. Plates were incubated in the dark for 15 minutes after which 50µl of 0.18M H2SO4 

was added to stop the reaction. Plates were read on a plate spectrophotometer (Versamax, 

Molecular Devices) at an optical density of 450nm. 

2.14.5 BCA protein assay  

To determine the total protein concentration of stool supernatants, the Pierce BCA Protein Assay 

Kit (ThermoFisher Scientific) was used according to the manufacturer’s instructions. Briefly, each 

standard and sample replicate were pipetted onto a 96-well plate; the working solution was 

added at a sample:working solution ratio of 1:20. The plates were then covered and incubated at 

37◦C for 30 minutes, after which the plates were cooled and absorbance was determined on a 

spectrophotometer (Versamax, Molecular Devices) at an optical density of 562nm. 

2.15 16S rRNA sequencing 

2.15.1 Sample preparation  

Bacterial DNA from faecal bacteria was isolated using the PowerSoil DNA Isolation Kit (Qiagen, 

Netherlands) according to the manufacturer’s instructions. Pre-amplification of the V3V4 region 

of 16S rRNA was performed by PCR in triplicate using 2xKAPA HiFi Hot Start ReadyMix (Roche) 

using primer pairs containing adaptor sequences for down-steam use on Illumina platforms, as 

follows:  

16S Amplicon PCR Forward Primer =  

5' TCGTCGGCAGCGTCAGATGTGTATAAGAGACAGCCTACGGGNGGCWGCAG  

16S Amplicon PCR Reverse Primer =  

5' GTCTCGTGGGCTCGGAGATGTGTATAAGAGACAGGACTACHVGGGTATCTAATCC  

For the PCR cycles, samples were first heated to 95°C for 3 minutes, followed by 25 cycles of the 

following temperatures: 95°C for 30 seconds, 55°C for 30 seconds and 72°C for 30 seconds. 

Following 25 cycles, samples were heated to 72°C for 5 minutes and then cooled to 4°C. Following 

this, AMPure XP beads (Fisher Scientific) were used to purify the 16S V3V4 amplicon away from 
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free primers and primer dimer species. Illumina sequencing adapters were then attached using 

the Nextera XT Index Kit (Illumina Inc, USA), according to the manufacturer’s instructions. For the 

PCR stage, samples were first heated to 95°C for 3 minutes, followed by 8 cycles of the following 

temperatures: 95°C for 30 seconds, 55°C for 30 seconds and 72°C for 30 seconds. Following 8 

cycles, samples were heated to 72°C for 5 minutes and then cooled to 4°C. Following this, the 

samples underwent a further cleaning stage using AMPure XP beads. The concentration of DNA 

(ng/µl) was then assessed using the Qubit DNA HS Assay Kit (Thermo Fisher Scientific, USA) 

according to the manufacturer’s protocol. The size of the DNA amplicons was determined by using 

an Agilent 4200 TapeStation system (Aglient, USA) as per the manufacturer’s protocol. Using 

these data, the DNA concentration, in nM, was then determined using the following formula:  

(Concentration in ng/µl)/ (660g/mol × library size) × 106 = concentration in nM 

Each library was finally diluted to 4nM using 10 mM Tris pH 8.5 (Sigma, UK). For pooling libraries 

with unique indices, 5µl of diluted DNA from each sample was then transferred into a single 1.5ml 

Eppendorf. 16S sequencing was performed by using the Illumina MiSeq platform (Illumina, USA). 

2.15.2 Data analysis 

Initial processing, quality assessment and normalisation of the sequencing data was performed 

by the Department of Bioinformatics, University of Manchester, Manchester, UK. Normalised 

abundance values were subsequently either potted against individual ZT times, or used to 

calculate z-scores which were plotted on heatmaps.  

2.16 Shotgun metagenomics sequencing 

Whole faecal pellets were sent for bacterial DNA extraction and shotgun metagenomics 

sequencing at CosmosID (Rockville, USA). Data generation, quality control and normalisation was 

conducted by CosmosID using an in-house pipeline. Normalised reads were subsequently 

compared across each time-point and group. 

2.17 Metabolomic analysis  

Whole faecal samples were sent for metabolomic analysis by Jon Swann, University of Southampton. 

The metabolic profiles of fecal samples were measured using 1H nuclear magnetic resonance 

spectroscopy as previously described [333]. 
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2.18 Data handling and statistical analysis 

All graphs were created, and statistical analysis performed, using GraphPad Prism 7.02 (GraphPad, 

USA), unless otherwise specified. Data represents mean ± standard error of the mean (SEM), 

unless otherwise indicated. The Unpaired T-Test, or ANOVA with appropriate post hoc testing, 

was employed to evaluate differences between groups of parametric data. To evaluate 

statistically significant variance in the data across different timepoints, we used Kruskal-Wallis 

test or analysis of variance (ANOVA) tests, for non-parametric and parametric data, respectively. 

The JTK_CYCLE algorithm was used to determine statistically significant circadian rhythmicity 

(defined as having a period ranging between 20 to 28 hours) [334]. P values were plotted on 

individuals graphs as represented by asterixis (*); p values were adjusted using the Bonferroni 

correction when multiple comparisons were made. When large datasets were analysed (for 

example RNA sequencing, 16S sequencing and metagenomics data) we used a false discovery rate 

(FDR) threshold (as indicated in the text) to identify significance within the data, which was 

determined using the Benjamini-Hochberg Procedure, as previously reported [313, 334].     
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3.0 CHARACTERISING INTESTINAL IGA RESPONSES OVER THE 
CIRCADIAN DAY  
__________________________________________________________________________________ 
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3.1 Introduction 

Under homeostatic conditions, intestinal IgA acts to both protect against foreign pathogens 

and modulate the composition of the commensal microbial community [66, 183]. IgA 

responses targeting commensal microbes are linked with mammalian health and metabolism, 

as dysregulated intestinal antibody responses can lead to adverse health outcomes including 

an increased susceptibility to infections, the development of chronic intestinal inflammation 

and impaired metabolic homeostasis [122, 124]. 

PCs have enhanced metabolic activity [110, 111] and IgA-mediated regulation of the 

microbiota by continuous, abundant production of intestinal IgA could impose a significant 

metabolic cost to the host. It is increasingly appreciated that numerous immune cell 

processes are imprinted with circadian rhythmicity, which may help limit bioenergetic cost, 

by co-ordinating cell responses around temporal changes in environmental cues, or 

partitioning their maximal response around the time of greatest need [249, 253, 272, 273, 

292, 300, 302, 335]. However, whether intestinal IgA secretion and/ or PC function are 

imprinted with circadian rhythmicity is unclear.   

Several lines of evidence suggest a link between the circadian system and B cell/ antibody 

responses. Indeed, splenic B cells have a cell-intrinsic clock system [291] and mice with 

disrupted clock function, via global deletion of circadian clock proteins Cry1 and Cry2, have 

altered circulating levels of IgG antibodies [336]. In addition, B cells migrate into and out of 

peripheral lymph nodes at specific times of the day [273, 302], which effects the magnitude 

of the humoral response towards administered antigens [305], suggesting that antibody 

responses may fluctuate over the course of the day in homeostasis. In accordance with this, 

the concentration of faecal sIgA in mice and rats varies over the course of the day [337-340], 

suggesting temporal changes in IgA production may occur within the GI tract.   

Together, these findings provoke the hypothesis that intestinal IgA responses are imprinted 

with circadian rhythmicity in homeostasis. In this chapter, we interrogated this hypothesis, by 

characterising intestinal IgA responses over the circadian day.  
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3.2 Results  

3.2.1 The concentration of sIgA within the intestines is rhythmic over a 24-hour period   

To begin to evaluate our hypothesis, we sought to determine whether the amount of sIgA 

produced within the intestines varies over the course of the day. To do this, age and sex-

matched mice were housed under strict 12 hour light:dark cycles. Mice were left undisturbed 

for 1 week, after which fresh faecal pellets were collected from each mouse at 5 timepoints, 

6 hours apart over a single 24-hour period. Following normalisation (by pellet weight) and 

processing, the concentration of sIgA in the faecal pellets was measured by ELISA. Comparing 

the variance of means across the different timepoints revealed a significant difference in the 

amount of sIgA present in the faeces over the 24-hour period (Figure 3.1A-C).  

We next employed the commonly used analysis tool JTK_CYCLE (hereafter referred to as JTK), 

to evaluate rhythmic elements in the data and determine whether the data exhibited a 

significant oscillation over a circadian timeframe, which was defined as having a period 

ranging between 20 to 28 hours [334]. In doing so, we consistently detected significant 

oscillations in faecal sIgA over the circadian day (Figure 3.1A-C).  

We reasoned that the volume, composition, and total protein content of faecal pellets within 

the intestines may also vary over a 24-hour period, in line with active and resting periods as 

well as feeding [186]. To evaluate whether intrinsic differences within in the quality of faeces 

could account for the observed time of day changes, we further normalised the 

concentrations of sIgA to the total protein concentration in each sample, determined by BCA 

assay. Analysis revealed both significant variance and circadian oscillations were still present 

(Figure 3.1D-F), suggesting that the temporal changes that we detected were a result of 

differences in the amount of sIgA present within the intestines across different timepoints. 
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C. A. B. 

sIgA in faeces normalised by weight 

F. D. E. 

sIgA in faeces normalised by weight and total protein 

Figure 3.1. Faecal sIgA varies over the course of the circadian day 

Example data from 2 independent cohorts of mice (n=5/ group; C57BL/6 female mice aged 8-10 

weeks) prospectively sampled for faeces over the circadian day, from which the concentration of 

sIgA was determined. Mice were housed under strict 12-hour light:dark conditions and fed ad 

libitum. Faecal samples were sampled at 5 timepoints, six hours apart over a 24-hour period, 

illustrated by Zeitgeber times (ZT; time after light onset) 0 to 24 on graph x-axis. (A&B) 

Concentration of faecal secretory (s)IgA normalised by weight over the circadian day in two 

independent cohorts of n=5 mice determined by ELISA. (C) Mean faecal sIgA concentration over 

the circadian day, with data pooled from cohort 1 and 2. (D&E) Concentration of faecal sIgA 

normalised by weight and total faecal protein over the circadian day in each cohort. (F) Mean 

normalised faecal sIgA concentration over the circadian day, with data pooled from cohort 1 and 

2. Variance in the data across the experimental timepoints assessed by Analysis of Variance 

(ANOVA). Rhythmicity assessed by JTK analysis. *= p<0.05; **= p<0.01; ***= p<0.001; ****= 

p<0.0001. Data representative of 8 independent experiments. Horizontal bars represent 

mean±SEM. Shaded area on graphs represents the dark phase.  



59 
 

Most of the IgA+ PCs in the GI tract reside within the small intestinal LP [66]. Therefore, we 

next sought to determine whether the circadian oscillations in sIgA were also evident in the 

luminal contents of the small intestines. To achieve this, we isolated and flushed the terminal 

ileum of mice housed in opposing 12 hour light:dark cycles at 2 times, 6 hours apart, with an 

equal volume of sterile PBS (Figure 3.2A). Following processing, the concentration of sIgA in 

the terminal ileal washes was measured by ELISA. Analysis revealed that the concentrations 

of terminal ileal sIgA exhibited rhythmicity over the experimental timepoints in a similar 

manner to that found in the faeces (Figure 3.2B). Together, these data suggest that the 

concentration of intestinal sIgA oscillates over the circadian day. 

 

 

 

 

 

 

 

 

 

 

Figure 3.2. Small intestinal sIgA varies over the course of the circadian day 

(A) Schematic of the experiment. Mice were housed in cabinets with opposing 12-hour light:dark 

schedules and fed ad libitum. One group of mice from each cabinet was euthanised in the morning 

(7am; representing ZT 0 and 12 – blue boxes) and one from each cabinet in the afternoon (1pm; 

representing ZT6 and 18 – green boxes). The terminal ileum was isolated and flushed with 5mls 

PBS. Image created with BioRender. (B) Concentration of sIgA in the terminal ileal washes at each 

timepoint determined by ELISA. ZT0 is double plotted as ZT24 to facilitate viewing the data. 

Variance in the data across the experimental timepoints assessed by ANOVA. Rhythmicity assessed 

by JTK analysis. **= p<0.01; ****= p<0.0001. Data representative of one experiment; n=5 mice/ 

timepoint; C57BL/6 female mice aged 8-10 weeks. Horizontal bars represent mean±SEM. Shaded 

area on graphs represents the dark phase. 
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3.2.2 Oscillatory intestinal IgA is not the result of time of day differences in PC 

differentiation 

We postulated that time of day differences in IgA CSR and/ or IgA+ PC differentiation could 

lead to the observed oscillations in intestinal sIgA. To evaluate this, we used the same 

experimental approach (Figure 3.2A) to sample mice at 6-hourly intervals over the period of 

a single day. At necropsy, the PPs, small and large intestines were removed and processed. 

We then used a flow cytometry-based approach to determine the frequency and number of 

relevant lymphocyte subsets within each tissue. 

Analysis of the PPs demonstrated consistent time of day differences in the frequency of CD4+ 

T cells that expressed CXCR5 and PD-1 (TfH cells) (Figure 3.3A). However, when normalised to 

the total CD45+ pool, the overall frequency of TfH cells in the tissue was not significantly 

rhythmic (Figure 3.3B). To determine the significance of any potential time of day difference 

in TfH on B cell differentiation, we next identified GC B cells from naive B cells on the basis of 

GL7 and Fas expression, which further enabled us to evaluate the proportion of IgA class-

switched B cells undergoing affinity maturation (GC IgA B cells; Figure 3.3C). Analysis revealed 

no significant variation or rhythmicity in the frequency of IgA+ B cells undergoing affinity 

maturation over the experimental timepoints (Figure 3.3D).  
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Following, CSR and maturation in the PP, B cells differentiate into PCs which reside within the 

intestinal LP [71]. Therefore, we then analysed the frequency and number of IgA+ PCs within the 

intestinal LP. Over several experimental repeats, we did not detect any consistent, significant 

variation or rhythmicity in the frequency or number of IgA+ PCs over the experimental timepoints 

(Figure 3.4A&B). IgA+ PCs were distinguished based on their expression of surface-bound IgA, the 

transmembrane proteoglycan syndecin-1 (CD138) and downregulated expression of B220 [333]. 

This gating strategy worked appropriately in the small intestines, but we found the flow cytometry 

staining to be variable in the large intestines, despite using the same fluorescently tagged anti-

CD138 antibodies (data not shown). Therefore, we used an alternative, previously optimised [98], 

gating strategy to identify IgA+ PCs in the large intestines (Figure 3.5A). Again, analysis revealed 

no consistent time-of-day differences in the frequency or number of IgA+ PCs in the large 

intestines (Figure 3.5B). Together, this suggested that the frequency of IgA+ PCs within the 

intestines is stable over a 24-hour period. 

 

Figure 3.3. No consistent time of day variation in IgA induction within Peyer’s patches 

At necropsy, the Peyer’s patches (PP) were removed from each mouse and processed for flow 

cytometry. (A) Gating strategy for T-follicular helper (TfH) cells in the PP. (B) Frequency of TfH cells, 

in the PP as a % of their parent population (left) and as a % of total CD45+ cells (right). (C) Gating 

strategy for germinal centre (GC) IgA+ B cells and non-GC IgA+ B cells. (D) Frequency of GC IgA+ B 

cells in the PP as a % of their parent population (left) and as a % of total CD45+ cells (right). ZT0 is 

double plotted as ZT24 to facilitate viewing the data. Variance in the data across the experimental 

timepoints assessed by Krushkal Wallis (KW) test. Rhythmicity assessed by JTK analysis. *p=<0.05; 

****p= <0.0001. Bars indicate mean±SEM. Shaded areas on graphs represent the dark phase. Data 

representative of two independent experiments (n=5 mice/ timepoint; C57BL/6 female mice aged 

8-12 weeks).  
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Figure 3.4. No consistent differences in the frequency or cell counts of small intestinal IgA+ PCs 

over the circadian day 

(A) Flow cytometry gating strategy for small intestinal CD138+ IgA+ PCs. (B) Frequency (left) and 

counts (right) of small intestinal IgA+ PCs assessed by flow cytometry. ZT0 is double plotted as 

ZT24 to facilitate viewing the data. Variance in the data across the experimental timepoints 

assessed by Krushkal Wallis (KW) test. Rhythmicity assessed by JTK analysis. (n=5 mice/ timepoint; 

C57BL/6 female mice aged 8-12 weeks). Bars indicate mean±SEM. Data representative of two 

independent experiments. Shaded areas on graphs represent the dark phase. 
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Figure 3.5. No change in the frequency or counts of large intestinal IgA+ PCs over the circadian 

day 

(A) Flow cytometry gating strategy for large intestinal B220- IgA+ PCs. (B) Frequency (left) and 

counts (right) of large intestinal IgA+ PCs assessed by flow cytometry. ZT0 is replotted as ZT24 to 

facilitate viewing the data. Variance in the data across the experimental timepoints assessed by 

Krushkal Wallis (KW) test. Rhythmicity assessed by JTK analysis. (n=5 mice/ timepoint; C57BL/6 

female mice aged 8-12 weeks). Bars indicate mean±SEM. Shaded areas on graphs represent the 

dark phase. Data representative of two independent experiments.  
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To ensure that non-significant fluctuations in the frequency of B cell subsets in the PPs were 

not biologically significant in contributing to oscillations in faecal sIgA, we then sought to 

determine the relative amount of IgA secreted by both IgA+ PCs cells and IgA+ B cells. To do 

this, we FACS-sorted IgA+ B cells from the PPs (Figure 3.6A) and IgA+ PCs from the small 

intestines, along with a population of naïve IgD+ B cells as a control (post-sort purity >95%; 

Figure 3.6B). Cells were then cultured in complete media and left for 16 hours, after which 

the concentration of IgA in the supernatants was determined by ELISA. This demonstrated 

that IgA+ B cells have limited secretory capacity in contrast to terminally differentiated IgA+ 

PCs, which were the major IgA-secreting cell subset within the small intestinal tissues (Figure 

3.6C).  

Collectively, these results demonstrate that intestinal sIgA rhythms are not accounted for by 

changes in the absolute frequencies or numbers of IgA+ cells within the intestines over the 

circadian day and provoke the hypothesis that IgA secretion may instead be regulated at the 

level of cell-intrinsic secretory activity. 
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3.2.3 PC IgA production and secretion varies over the course of the day  

To determine whether PCs themselves secrete varying amounts of IgA at different times of 

the day, we FACS-sorted IgA+ PCs from the small intestinal LP of mice housed in opposing 12-

hour light:dark cabinets, at a time that corresponded with the beginning, or end, of the light 

phase (Figure 3.7A). An equal number of cells were then plated and cultured for 16 hours in 

complete media, and the concentration of IgA determined in the supernatants by ELISA. This 

demonstrated a strong trend towards increased IgA secretion by PCs isolated at ZT0 

compared to ZT12 (Figure 3.7B).  

Figure 3.6. IgA+ PCs are the major IgA-secreting B cell subset in the intestines 

IgD+ B cells, IgA+ B cells and IgA+ PCs were FACS-sorted from the Peyer’s patches and small 

intestinal lamina propria, respectively. Cells were plated at 10k cells/ well in complete media and 

cultured for 16 hours at 37◦C. (A) Gating strategy for IgD+ and IgA+ B in Peyer’s patches. IgA+ 

CD138+ PCs were pre-gated as CD45+ CD3- MHCII+ B220- IgD-. (B) Post-sorting purity plots of IgD+ 

B cells, IgA+ B cells and IgA+ PCs (left to right). Number represents frequency of all events. (D) 

Concentration of IgA in the supernatants of sorted cells post-culture determined by ELISA. ANOVA 

with post-hoc Tukey test used to determine differences between groups; ****= p<0.0001. Data 

representative of two independent experiments; n=4 mice/ experiment; C57BL/6 male and female 

mice aged 6-12 weeks).      

   



67 
 

 

 

 

 

 

 

 

 

 

 

We then reasoned that time of day differences in IgA secretory capacity may therefore be 

determined by oscillations in PC-intrinsic function and general activity. To evaluate this, we 

performed bulk RNA sequencing on FACS-sorted small intestinal IgA+ PCs at multiple 

timepoints over a 24-hour period. As a quality control measure, to ensure that our RNA 

sequencing data was truly representative of IgA+ PCs, we simultaneously FACS-sorted and 

performed RNA sequencing on a population of IgD+ B cells at a single timepoint. 

For the analysis, we first determined differences between the IgA+ PC and IgD+ B cell 

sequencing data. IgA+ PCs and IgD+ B cells displayed distinct transcriptomes with 14397 

transcripts being significantly altered (2275 upregulated in IgA+ PCs and 12122 

downregulated, compared with IgD+ B cells) (Figure 3.8A). Differentially expressed genes 

(DEGs) highly upregulated within IgA+ PC group included Jchain, Igha and Igkc genes, which 

Figure 3.7. Time of day difference in PC secretion of IgA 

(A) Schematic of the experiment. Mice were housed in cabinets with opposing 12-hour 

light:dark schedules. One group of mice from each cabinet were euthanised at the same 

time (representing ZT0 and ZT12 – blue boxes). IgA+ PCs were FACS sorted from the small 

intestines and cultured for 16 hours in complete media. Image created using BioRender. 

(B) Concentration of IgA in the supernatants of cultured IgA+ PCs as determined by ELISA. 

Data pooled from two independent experiments (n=4-5 mice/ timepoint; C57BL/6 female 

mice aged 10-12 weeks); bars indicate mean±SEM. Unpaired T test performed to 

determine differences between the groups (p value included on graph).  
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are specific to the IgA+ PC subsets expected, while there was a relative lack of expression of 

B cell genes including the transcription factor gene Pax5. This confirmed that the 

transcriptome of our FACS-sorted IgA+ PCs was truly representative of this cell population. 

  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

We next evaluated whether PC gene expression oscillated over the experimental timepoints. 

To do this, we performed JTK analysis on the entire IgA+ PC RNA sequencing dataset. We 

considered values with an adjusted p<0.01 and a FDR <0.01 as significantly oscillatory. This 

analysis identified robust oscillations in 2713 genes (Figure 3.9A). Unbiased analysis of the top 

20 genes identified as having the greatest amplitude of oscillation, included those encoding 

IgH and IgL chain components, including the constant alpha region of IgA, Igha, and those 

regulating protein translation and processing including Xbp1, Hsp90ab1, Hsp90b1, Eef1a1, 

Eef2, Rps24, Sec11c (Figure 3.9B). Among the 2713 oscillating genes, Igha was identified as 

having the greatest amplitude of oscillation (Figure 3.9C).   

Figure 3.8. The transcriptional profile of IgA+ PCs is 

appropriately different to that of IgD+ B cells 

(A) Volcano plot illustrating differentially expressed 

genes (DEGs) in IgA+ PCs compared with IgD+ B cells. 

14397 transcripts were significantly different (coloured 

red); 2275 upregulated and 12122 downregulated (p 

adj. <0.05). Normalised reads (Fragments per kilobase of 

transcript per million mapped reads; FPKM) from 

biological replicates were averaged for DEG comparison 

(n=3 mice for IgD+ B cell and n=20 mice for IgA+ PC 

group; C57BL/6 female mice aged 10 weeks). Data 

representative of one experiment.    
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IgA PCs 

A. B. 

Figure 3.9. The transcriptional profile of IgA+ PCs oscillates over the circadian day 

(A) Heatmap of 2713 genes identified as significantly oscillatory by JTK analysis (adj. p<0.01; false 
discovery rate <0.01). Normalised reads in FPKM are expressed as mean z-scores (red, high; blue, 
low). (B) Heatmap of the top twenty genes demonstrating the greatest oscillatory amplitude by 
JTK analysis, clustered according to phase of oscillation. Normalised reads in FPKM are expressed 
as mean z scores (red, high; blue, low). (C) Normalised reads in FPKM of Igha over the experimental 
timepoints. ZT0 is double plotted as ZT24 to facilitate viewing the data. Variance in the data 
assessed by Kruskal Wallis (KW) test. *= p<0.05; ****= p<0.0001. Data representative of one 
experiment (n=5 mice/ timepoint; C57BL/6 female mice aged 10 weeks). Horizontal bars represent 
mean±SEM. Shaded area on graphs represents the dark phase. 
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To infer the biological processes within IgA+ PCs that were differentially expressed during 

light/ dark cycles, and rest/ wake periods, we next performed functional enrichment analysis 

of DEGs at ZT0 (light)/ ZT12 (dark), and ZT6 (rest)/ ZT18 (wake), by using Kyoto Encyclopedia 

of Genes and Genomes (KEGG) pathways analysis (Figure 3.10A-D). Excluding the disease-

associated pathways, this analysis identified that genes mapping to IgA production were 

consistently within the top five significantly differentially expressed pathways across the 

analysed timepoints (Figure 3.10A-D). 
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B. 

Figure 3.10. Differentially expressed genes in IgA+ PCs at light/ dark and rest/ wake periods 

consistently map to IgA production  

Volcano plots of differentially expressed genes (DEGs) (left) and functional enrichment analysis of 

DEGs by KEGG analysis (right) in IgA+ PCs at (A) ZT12 vs ZT0 and (B) ZT18 vs ZT6. The top five most 

significant KEGG pathways are shown (disease-associated pathways are omitted). Data 

representative of one experiment (n=5 mice/ timepoint; C57BL/6 female mice aged 10 weeks). 

Downreg. = downregulated; upreg. = upregulated. Columns in dark blue represent pathways which 

are consistently different across both datasets.  

A. 
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To explore further the functional relevance of rhythmic gene expression in IgA+ PCs, we then 

performed Ingenuity Pathway Analysis (IPA) on all genes that were identified as significantly 

oscillatory by JTK analysis, at all timepoints. This identified that genes enriched in pathways 

relating to B cell survival, metabolism, proliferation and protein translation, as well as 

cholesterol biosynthesis pathways, had significant enrichment of oscillating genes. Key 

examples of these pathways are plotted in Figures 3.11-3.13.  

Of note, genes encoding proteins relating to the BAFF/ APRIL signalling pathway, such as the 

cell surface receptors BCMA (encoded by Tnfrsf17) and TACI (Tnfrsf13b), genes encoding 

intracellular signalling proteins (such as the tumour necrosis factor receptor-associated factor 

[TRAF] proteins), as well those encoding transcription factors such as nuclear factor-κB1 (NF-

κB1), NF-κB2 and ETS Like-1 (Elk1) – which regulate T cell-independent antibody production 

and the maintenance of PCs, respectively [341] – were significantly rhythmic within IgA+ PCs 

over the course of the day (Figure 3.11A-F).  
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Figure 3.11. Genes mapping to the BAFF/ APRIL signalling pathway display rhythmicity over the 

circadian day in IgA+ PCs 

(A) Schematic overview of the BAFF/ APRIL signalling pathway in PCs (adapted from [341]). Both BAFF 

and APRIL can engage the two PC surface receptors, B cell maturation antigen (BCMA, encoded by the 

Tnfrsf17 gene) and transmembrane activator and calcium-modulating cyclophilin ligand interactor 

(TACI, Tnfrsf13b) [341]. In PCs, BAFF/ APRIL engagement with TACI/ BCMA leads to the activation of 

the tumour necrosis factor receptor-associated factor (TRAF) family of intracellular signalling proteins 

and subsequent activation of transcription factors nuclear factor-κBs (NF-κB1 and NF-κB2) and ETS 

transcription factor ELK1 (Elk1) [341]. In PCs, the TACI pathway regulates T cell-independent antibody 

production, whereas BCMA modulates the maintenance of PCs within their tissue niche [341]. Genes 

encoding receptors/ signalling proteins outlined in red were found to oscillate significantly by JTK 

analysis (adjusted p <0.01; FDR <0.01). Image created in BioRender.   

(B-F) Selected plots of genes encoding proteins highted in (A), including (B) Tnfrsf17 (encoding BCMA), 

(C) Tnfrsf13b (TACI), (D) NF-κB1 (NF-κB1) (E) NF-κB2 (NF-κB2) and (F) Elk1 (Elk1). Mean FPKM values 

are plotted over each timepoint. ZT0 is double plotted as ZT24 to facilitate viewing the data. Variance 

in the data across the experimental timepoints assessed by Krushkal Wallis (KW) test. Rhythmicity 

assessed by JTK analysis. *= p<0.05; **= p<0.01; ***= p<0.001; ****= p<0.0001. Data representative 

of one experiment (n=5 mice/ timepoint; C57BL/6 female mice aged 10 weeks). Horizontal bars 

represent mean±SEM. Shaded area on graphs represents the dark phase.  

 

 

 

 

 

 

 

 

Furthermore, circadian oscillations were detected in the expression of key genes involved in 
the mTOR signalling pathway (Figure 3.12A). Specifically, we found enrichment of genes 
relating to mTOR1 signalling (Figure 3.12B), such as Ribosomal Protein S6 Kinase B1 (Rps6kb1), 
Ribosomal protein S6 (Rps6), Eukaryotic Translation Initiation Factor 4E-Binding Protein 1 
(Eif4ebp1) and Eukaryotic translation initiation factor 4B (Eif4b) (Figures 3.12C-F). These 
genes encode proteins which regulate intracellular protein synthesis in response to 
environmental cues such as nutrient availability and cellular energy status [342]. 
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Figure 3.12. Genes mapping to the mTOR1 signalling pathway display rhythmicity in IgA+ PCs over 

the circadian day 

(A) Schematic overview of the mTOR signalling pathway (adapted from [342]). The mTOR signalling 

pathway comprises two complexes (mTOR1 and mTOR2) which integrate nutritional and 

environmental cues and subsequently regulate the metabolism, growth, proliferation and survival of 

the cell [342]. (B) Schematic of the major components of the mTOR1/ protein synthesis signalling 

pathway (adapted from [342]. MTORC1 promotes protein synthesis by phosphorylating the eukaryotic 

initiation factor 4E (eIF4E)-binding protein 1 (4E-BP1) and the p70 ribosomal S6 kinase 1 (S6K1) [342]. 

The phosphorylation of 4E-BP1 prevents its binding to eIF4E, enabling eIF4E to enhance 5’cap-

dependent translation [342]. The stimulation of S6K1 activity by mTORC1 leads to increases 5’cap-

dependent translation and the translation of ribosomal proteins, such as ribosomal protein S6 (Rps6) 

[342]. The net result is increase in protein translation within the cell. Genes encoding proteins/ 

processes in A&B outlined in red were found to oscillate significantly by JTK analysis (adjusted p <0.01 

and false discovery rate <0.01). Image created using BioRender.   

(C-F) Selected plots of genes encoding proteins highted in (B). Mean FPKM values are plotted over 

each timepoint. ZT0 is double plotted as ZT24 to facilitate viewing the data. Variance in the data across 

the experimental timepoints assessed by Krushkal Wallis (KW) test. Rhythmicity assessed by JTK 

analysis. *= p<0.05; **= p<0.01; ***= p<0.001; ****= p<0.0001. Data representative of one 

experiment (n=5 mice/ timepoint; C57BL/6 female mice aged 10 weeks). Horizontal bars represent 

mean±SEM. Shaded area on graphs represents the dark phase. 

 

 

 

 

Moreover, analysis identified that genes enriched in pathways relating to cholesterol 

biosynthesis demonstrated significant circadian oscillations within IgA+ PCs (Figure 3.13A). 

This included genes encoding enzymes involved in the mevalonate pathway, which is an 

essential metabolic pathway that converts Acetyl-CoA to isoprenoids, such as cholesterol, 

which play important roles in multiple cellular processes including cell growth, organelle 

assembly and the post-translational modification of proteins (Figure 3.13B). We also 

identified that major regulators of cholesterol synthesis and cellular uptake (such as Srebf2 – 

which encodes sterol regulatory element binding transcription factor 2 [SREBP-2]] and Ldlr – 

encoding the lipoprotein receptor [LDLR]), as well as cholesterol efflux (such as Nr1h2 – which 

encodes liver X receptor beta [LXRβ] and Abca1 – encoding ATP-binding cassette subfamily A 

member 1 [ABCA1]) were significantly rhythmic over the circadian day in IgA+ PCs (Figure 

3.13A; Figure3.13C-F).  
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Figure 3.13. Genes mapping to the cholesterol transport and biosynthesis pathway display 

rhythmicity in IgA+ PCs over the circadian day  

(A) Schematic overview of cholesterol homeostasis in cells (Adapted from [343]. (1) In the setting of 

lipid deprivation, or in the presence of ER stress, low pH and/ or inflammatory cytokines, ER-

membrane bound sterol regulatory element binding protein 2 (SREBP-2) undergoes activation and 

processing in the glogi and subsequently translocation to the nucleus, where it modulates 

transcription of genes required for endogenous cholesterol synthesis via the Mevalonate pathway (2), 

and exogenous cholesterol uptake via upregulation of the low-density lipoprotein (LDL) receptor 

(LDLR) (3+4) [344]. Cholesterol can negatively regulate its own levels through the inhibition of 

processing of SREBP-2 (5), or through its conversion to oxysterols that activate liver X receptors, such 

as liver X receptor beta (LXRβ), which lowers cellular cholesterol levels, in part by upregulating 

expression of the cholesterol efflux pump, ABCA1 (7) [343, 344]. Genes encoding receptors/ signalling 

proteins outlined in red were found to oscillate significantly by JTK analysis (adjusted p<0.01; false 

discovery rate <0.01). Image created using BioRender.  

(B) Schematic overview of the Mevalonate pathway (adapted from [345].  Metabolites of the pathway 

are shown in black and enzymes of the pathway are shown in red. Genes encoding all enzymes in red 

were identified as significantly oscillatory by JTK analysis (adjusted p<0.01; FDR <0.01).   

(C-F) Selected plots of genes encoding (C) SREBP-2, (D) LDLR, (E) LXRβ, (F) ABCA1 receptor proteins, 

over the course of the day. Mean FPKM values are plotted over each timepoint. ZT0 is double plotted 

as ZT24 to facilitate viewing the data. Variance in the data across the experimental timepoints 

assessed by Krushkal Wallis (KW) test. Rhythmicity assessed by JTK analysis. *= p<0.05; **= p<0.01; 

***= p<0.001; ****= p<0.0001. Data representative of one experiment (n=5 mice/ timepoint; C57BL/6 

female mice aged 10 weeks). Horizontal bars represent mean±SEM. Shaded area on graphs represents 

the dark phase. 
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In addition, other select genes identified as significantly oscillatory included Slc7a5, Hk2 and 

Prdm1, which encode the Large Amino Acid Transporter 1 (LAT1), Hexokinase 2 and Blimp1, 

which are important genes involved in nutrient sensing, PC metabolism and Ig production, 

respectively (Figure 3.14A-C). 

 

 

 

 

 

 

Interestingly, JTK analysis also identified that the expression of genes encoding core biological 

clock components, including Arntl (encoding Bmal1), Per2 (Per2) and Nr1d1 (Rev-erbα), 

displayed significant rhythmicity, suggesting that IgA+ PCs may have a cell-intrinsic biological 

clock (Figure 3.15A-C). 

In summary, this data provides evidence that PC secretion of IgA varies over the course of the 

day and that the cell-intrinsic transcriptome relating to metabolism and IgA synthesis 

demonstrates circadian rhythmicity over a 24-hour period. Taken together, this suggests that 

diurnal regulation of PC IgA production drives the observed rhythms in intestinal sIgA. 

Figure 3.14. Key genes involved in nutrient sensing, metabolism and immunoglobulin production 

oscillate in IgA+ PC over the circadian day  

(A-C) Selected plots of significantly oscillating genes involved in (A) nutrient sensing: Slc7a5 

(encoding LAT1), (B) metabolism: Hk2, and (C) immunoglobulin production: Prdm1 (encoding 

Blimp1). Mean FPKM values are plotted over each timepoint. ZT0 is double plotted as ZT24 to 

facilitate viewing the data. Variance in the data across the experimental timepoints assessed by 

Krushkal Wallis (KW) test. Rhythmicity assessed by JTK analysis (A and C have an adjusted p<0.01 

and FDR <0.01; B has an adjusted p<0.01 and FDR of 0.014). *= p<0.05; **= p<0.01; ***= p<0.001; 

****= p<0.0001. Data representative of one experiment (n=5 mice/ timepoint; C57BL/6 female 

mice aged 10 weeks). Horizontal bars represent mean±SEM. Shaded area on graphs represents the 

dark phase. 

A. B. C. 
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Figure 3.15. Biological clock genes within IgA+ PCs oscillate over the circadian day  

(A-C) Selected plots of significantly oscillating core molecular clock genes (JTK analysis adjusted 

p<0.01; FDR <0.01). Mean FPKM values are plotted over each timepoint. ZT0 is double plotted as 

ZT24 to facilitate viewing the data. Variance in the data across the experimental timepoints 

assessed by Krushkal Wallis (KW) test. Rhythmicity assessed by JTK analysis. *= p<0.05; **= p<0.01; 

***= p<0.001; ****= p<0.0001. Data representative of one experiment (n=5 mice/ timepoint; 

C57BL/6 female mice aged 10 weeks). Horizontal bars represent mean±SEM. Shaded area on 

graphs represents the dark phase. 

A. B. C. 
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3.4 Discussion  

In this chapter, we have identified circadian oscillations in the concentration of faecal sIgA. 

We have also shown that PCs secrete different amounts of IgA antibodies at different times 

of the day and that components of the PC transcriptome relating to IgA production display 

robust oscillations over a 24-hour period. In accordance with this, we found that cell-intrinsic 

gene pathways relating to nutrient sensing, metabolism and biological clock genes exhibited 

rhythmicity within IgA+ PCs. Together, this data demonstrates that intestinal IgA is imprinted 

with circadian rhythmicity and that oscillatory IgA may be the result of cell-intrinsic regulation 

of IgA+ PC function – potentially by both circadian clock and environmental nutrient cues.  

In agreement with previous studies [337-340], we found time of day changes in the 

concentration of murine faecal sIgA, with peak concentrations occurring in the early to mid-

light (resting) phase. We also demonstrated that sIgA within small intestinal washes 

demonstrated a similar rhythmic profile to sIgA within the faeces. These findings provoke the 

question of the relevance of the timing of peak sIgA values. It could be hypothesised that 

enhanced sIgA responses are present during the light phase to anticipate a period of host 

vulnerability to foreign pathogens during resting. By contrast, elevated sIgA responses 

identified in the faeces and intestinal washes around the early to mid-light phase may actually 

be the result of enhanced intrinsic PC function during the active phase, owing to the time-lag 

between initiation of PC Ig synthesis, secretion and detection of sIgA in intestinal content, 

which could be up to several hours [346-348]. In either instance, the functional consequence 

of oscillatory IgA is intriguing and given the known role of gut IgA responses, may have 

relevance for host protective immunity, or the modulation of the intestinal commensal 

microbiota.    

Our data suggests that rhythmic intestinal sIgA is in part the result of cell-intrinsic regulation 

of IgA+ PC function. In support of this, and in line with previous observations, we found no 

time of day differences in the generation of class-switched B cells within the PPs [303]. 

Furthermore, we found no consistent differences in the frequency of IgA+ PCs within the 

intestines over the period of the circadian day. This is not surprising, as terminally 

differentiated PCs are typically considered as tissue resident cells and to exert their effect 

over a period of days to weeks (and even years) [209, 349], which argues against dynamic 

changes in the total number of PCs within a 24hour period.   
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Another major finding was that around 14% of the PC transcriptome demonstrated robust 

circadian oscillations. While this only accounts for a minority of the whole gene network, 

previous work has identified that only around 8% of the macrophage transcriptome 

demonstrates rhythmicity [290], but this accounts for oscillations in the major functional 

capacity of macrophages, such as cytokine production [253], phagocytosis [335] and 

antibacterial activity [350].  

Of particular interest from our RNA sequencing data in IgA+ PCs, was that genes encoding 

upstream and downstream effectors of the mTOR pathway were found to be oscillatory. The 

mTOR pathway integrates intracellular and extracellular environmental cues such as nutrient 

availability, to regulate key cell-intrinsic process including protein, lipid and nucleic acid 

synthesis, as well as cell metabolism, proliferation and survival [342]. Within B cells, signalling 

via mTOR promotes the differentiation of PCs from naïve B cell subsets [351-354]. In fully 

differentiated bone marrow PCs, mTOR1 signalling is important for the generation of antibody 

responses. Indeed, inhibition of mTORC1 signalling leads to reversible inhibition of antibody 

production [352]. By contrast, PCs that have hyperactive mTOR signalling, by deletion of the 

negative regulator TSC1, have enhanced antibody secretion [353], together highlighting the 

importance of mTOR signalling on PC antibody production. Previous work has identified that 

mTOR activity is rhythmic and oscillatory mTOR activity leads to rhythmic protein synthesis in 

non-immune cells such as fibroblasts [355-357]. Thus, our data suggest the possibility that 

oscillatory mTOR may drive rhythmic IgA production within PCs. Moreover, leucine is an 

amino acid that stimulates mTOR upon entry into the cell via a heterodimeric amino acid 

transporter comprising LAT1 and the glycoprotein CD98 [342]. In PCs, surface CD98 

expression and mTOR activity is regulated by Blimp1 [196]. Intriguingly, we identified that the 

genes encoding LAT1 (Scl7a5) and Blimp1 (Prmd1) were rhythmic in IgA+ PCs. This suggests 

that a dialogue may exist between nutrient cues and rhythmic IgA, via mTOR signalling, in 

intestinal PCs. 

Extending this further, we also found that genes promoting fatty acid and cholesterol 

metabolism demonstrated robust circadian oscillations in IgA+ PCs. Recent data suggests that 

cholesterol metabolism plays an important role in modulating immunoregulatory responses 

in B cells [358] and in regulating B cell differentiation towards IgA+ PCs in the PPs [359]. 

Moreover, the ability of PCs to accommodate high Ig synthesis is dependent on massive ER 
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expansion during differentiation [196, 197], which itself is in part reliant upon de novo 

synthesis of fatty acids such as cholesterol [360]. However, there is a lack of data evaluating 

cholesterol metabolism in fully differentiated PCs and/ or in the setting of Ig production [200]. 

Intriguingly, individuals with genetic defects in cholesterol metabolism, such as mevalonate 

kinase deficiency – caused by mutations in the Mvk gene, leading to reductions in kinase 

activity – demonstrate increased serum levels of antibodies, including increased circulating 

IgA titres [361], suggesting a mechanistic link between fatty acid synthesis/ cholesterol 

metabolism and antibody production. Furthermore, prior work has demonstrated that 

SREBP1 is a highly circadian transcription factor whose activity regulates genes involved in 

fatty acid biosynthesis [362] and is strongly regulated by nutrient availability [363]. Therefore, 

our findings also suggest an interplay between nutrient cues, fatty acid and cholesterol 

metabolism and IgA rhythmicity in PCs. 

Analysis of the RNA sequencing data also identified circadian oscillations in the expression of 

genes encoding BCMA and TACI, as well as those relating to their downstream signalling 

mediators. BCMA and TACI are able to bind locally produced APRIL and BAFF [364], which 

primarily mediates PC survival within the tissue niche via activation of NFκB and Elk-1 which, 

in turn, regulate anti-apoptotic and cell survival pathways within the cell [196, 197, 201, 365, 

366]. In addition, Sdc1 (encoding CD138), which is upregulated during PC differentiation [367], 

promotes the longevity of mature PCs via augmenting pro-survival cell-intrinsic signalling 

pathways [206], and was also identified as rhythmic. The significance of oscillations in the 

expression of genes belonging to cell survival and anti-apoptotic pathways within PCs is 

unclear. Intriguingly, BCMA, TACI and CD138 are overexpressed in multiple myeloma cells and 

interactions with their cognate ligands are critical for myeloma cell growth and survival [368-

370]. Epidemiological studies have identified that circadian misalignment (for example 

through jet lag, shift work or sleep deprivation) is a risk factor for tumourigenesis [371]. While 

the underlying mechanisms are not well understood, recent data has identified that circadian 

dysregulation leads to altered cell survival and proliferation [372]. Thus, it could be speculated 

that loss of rhythmicity of signalling pathways that regulate PC survival, may be implicated in 

part, in the multistep neoplastic process in multiple myeloma. 

The RNA sequencing data also demonstrated the presence of oscillating core biological clock 

genes within IgA+ PCs. Core biological clock proteins have been characterised in splenic B cells 
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previously [291] and some evidence suggests that oscillatory Nr1d1 is required for co-

ordinating the rhythmic trafficking of B cells around the body [273, 302]. While B-cell specific 

Bmal1 is not required for the differentiation PCs [259], the role of the biological clock in PCs 

and/or in the generation of antibody responses remains poorly defined. Mice deficient of the 

biological clock genes Cry1 and Cry2 have elevated titres of serum IgG antibodies towards TI 

antigens and bone marrow B cells isolated from Cry1/Cry2-deficient mice showed a significant 

upregulation of recombinant Ig heavy and light chain genes, including Igha, suggesting a link 

between the biological clock and antibody production [336]. Furthermore, across different 

cells, biological clock outputs generate rhythmicity in cell-intrinsic processes relating to 

nutrient sensing, metabolism and protein synthesis [355, 373-376]. This includes the mTOR 

pathway [375] and unfolded protein response, which involves genes such as Xbp1 [376], 

which were identified as oscillatory in our RNA sequencing data, and which are critical for IgA 

production within PCs [196, 352]. Therefore, rhythmic IgA PC production may be regulated by 

a PC-intrinsic biological clock.  

Collectively, these findings demonstrate circadian rhythmicity of intestinal PC IgA production, 

which may be entrained by circadian clock and/ or environmental nutrient cues. The 

mechanisms driving rhythmic IgA PC production are explored in the following chapter.   
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4.0 DEFINING THE MECHANISMS THAT ENTRAIN INTESTINAL 

IGA RHYTHMICITY OVER THE CIRCADIAN DAY  

______________________________________________________________________________ 
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4.1 Introduction 

Our findings indicate that PC-intrinsic IgA production exhibits rhythmicity over the circadian 

day. However, the factors entraining rhythmicity in intestinal PC IgA production are unclear. 

Circadian rhythms of immune cell responses involved in maintaining health in the gut and 

host-commensal interactions may be imprinted by a range of cell-intrinsic and cell-extrinsic 

cues. In this manner, surgical ablation of, or genetic deletion of Arntl in, the master clock has 

been shown to result in loss of oscillations in ILC3 responses, suggesting that immune cell 

rhythmicity within the gut can be entrained by environmental light cues via centrally-

mediated SCN-driven signals [292, 293]. Alternatively, feeding cues can also provide 

synchronising signals for immune cell clocks within the gut, as time-specific feeding has been 

shown to alter daily circadian rhythms in clock-related genes within ILC3s [293] and the 

magnitude of the immune cell response [377]. However, feeding may also entrain rhythmic 

gut immune cell function without involving the cell-intrinsic clock, via pathways involving the 

enteric nervous system and neuropeptide secretion [292, 300, 378], suggesting that 

environmental and systemic cues may converge on, or act independently of, cell-intrinsic 

biological clocks to entrain rhythmicity in gut immune cell processes.  

We have demonstrated the presence of rhythmic clock genes within IgA+ PCs and oscillations 

in nutrient sensing pathways such as mTOR, but whether the PC-intrinsic clock and/ or 

nutrient cues mediates rhythmic IgA production or oscillations in PC IgA transcription has not 

yet been determined. Intriguingly, diurnal oscillations in salivary IgA are evident in mice [379], 

humans [380, 381] and elephants [382]. In mice, salivary IgA rhythms are impaired following 

surgical ablation of the SCN, or in CLOCK-deficient mice, suggesting that environmental cues 

may entrain rhythms in mucosal IgA via the (central) circadian clock system [379]. However, 

PCs, like other immune cells, located within different tissue niches may be regulated via 

distinct pathways defined by the local environment [12, 383].    

Together, these observations provoke the question of which cell-intrinsic and/ or cell-extrinsic 

cues entrain rhythmicity in intestinal PC IgA production. In this chapter, we address this by 

defining the mechanisms that entrain rhythmic PC IgA production over the circadian day.  
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4.2 Results  

4.2.1 IgA+ PCs have a cell-intrinsic biological clock 

Our RNA-seq data suggested IgA+ PCs may be subject to cell-intrinsic regulation by circadian 

clock genes. It is well regarded that the liver and intestinal tissue have a prominent circadian 

clock system [384, 385]. Therefore, to validate that we could detect expected circadian 

rhythmicity in whole tissue, we evaluated clock gene expression in liver and terminal ileal 

samples from mice taken at necropsy over four, six-hourly intervals over the period of a single 

day. RT-PCR analysis revealed that the oscillatory profile of biological clock gene expression 

within whole tissue was consistent with what is known within the literature (Figure 4.1 A&B) 

[384, 385].  
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We then FACS-sorted IgA+ PCs from the small intestinal LP of mice over the same four 

timepoints. For comparison, we simultaneously sorted naive IgD+ B cells from the same small 

intestinal single cell suspensions, over the same experimental timepoints. RT-PCR analysis 

demonstrated diurnal oscillations in expression of core clock genes within IgA+ PCs including 

Arntl1, Per2 and Nr1d1 in a similar manner to that observed in our RNA sequencing data 

(Figure 4.2A). Gene expression over the experimental timepoints was also consistent with 

oscillatory phase detected in the liver and TI samples, although the amplitude of oscillations 

tended to be higher in whole tissue preparations. Interestingly, there was no evidence of 

significant time of day variation in Arntl1 nor Per2 expression in IgD+ B cells. Surprisingly 

however, IgD+ B cell Nr1d1 expression displayed diurnal oscillations which aligned with those 

found in IgA+ PCs (Figure 4.2B). Together, these findings are in support of a rhythmic 

biological clock system within IgA+ PCs, but not within IgD+ B cells. 

 

Figure 4.1. Diurnal oscillations of expression of core biological clock genes in the liver and small 

intestines   

(A) Expression of Arntl (Bmal1), Per2 and Nr1d1 (Rev-erb alpha) (left to right) analysed by RT-PCR 

relative to the housekeeping gene Gapdh in liver tissue over the course of the day. (B) Expression 

of Arntl (Bmal1), Per2 and Nr1d1 (Rev-erb alpha) (left to right) analysed by RT-PCR relative to the 

housekeeping gene Gapdh in liver tissue over the course of the day. Delta CT values obtained were 

normalised to ZT0 to calculate relative gene expression. ZT0 is double plotted as ZT24 to facilitate 

viewing the data. Variance in the data across the experimental timepoints assessed by Krushkal 

Wallis (KW) test. Rhythmicity assessed by JTK analysis. Data represents mean+/-SEM. Data 

representative of two independent experiments (n=4-5 mice per ZT time point; C57BL/6 female 

mice aged 8-12 weeks). *= p<0.05; ***= p<0.001; ****= p<0.0001. Shaded area on graphs 

represents dark phase.    
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Figure 4.2. Core biological clock genes oscillate in IgA+ PCs, but are variably rhythmic in IgD+ B 

cells, over the circadian day 

(A) Expression of Arntl (Bmal1), Per2 (Per2) and Nr1d1 (Rev-erb alpha) (left to right) in FACS-sorted 

IgA+ PCs from the small intestines. (B) Expression of Arntl (Bmal1), Per2 (Per2) and Nr1d1 (Rev-erb 

alpha) (left to right) in FACS-sorted IgD+ B cells from the small intestines. Gene expression levels 

analysed by RT-PCR relative to the housekeeping gene GAPDH. Delta CT values obtained were 

normalised to ZT0 to calculate relative gene expression. ZT0 is double plotted as ZT24 to facilitate 

viewing the data. Variance in the data across the experimental timepoints assessed by Krushkal 

Wallis (KW) test. Rhythmicity assessed by JTK analysis. *= p<0.05; **= p<0.01; ***= p<0.001; ****= 

p<0.0001. Data representative of three independent experiments (n=3-5 mice/ timepoint; C57BL/6 

female mice aged 8-12 weeks). Horizontal bars represent mean±SEM. Shaded area on graphs 

represents the dark phase. 

FACS-sorted IgA+ PCs A. 

FACS-sorted IgD+ B cells 
B. 
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4.2.2 Generation of a mouse model of biological clock disruption in IgA+ PCs  

To assess the role of the PC-intrinsic clock on biological function, we generated mice with 

deletion of Bmal1 in the B cell lineage (Arntl) (Mb1Cre+/- x Arntlflox/flox) (Figure 4.3A). This 

construct has previously been shown to effectively disrupt the circadian clock system within 

B cells [259]. Deletion of Arntl was confirmed by RT-PCR analysis of FACS-sorted small 

intestinal IgA+ PCs. As expected, IgA+ PCs from Mb1Cre+/- x Arntlflox/flox mice had markedly 

reduced Arntl and Nr1d1 gene expression, at a single timepoint (ZT0), compared with 

littermate control mice (Mb1Cre-/- x Arntlflox/flox) (Figure 4.3B). In accordance with previous 

work [258], Mb1Cre+/- x Arntlflox/flox mice had similar expression of Per2 as littermate controls 

at a single timepoint. We further demonstrated that the frequency and number of small 

intestinal IgA+ PCs was similar between Mb1Cre+/- x Arntlflox/flox and control mice (Figure 4.3C), 

which mirrors previous findings that B cell and PC differentiation is not affected by B-cell 

specific deletion of Bmal1 [259]. Together, this data validates this model of biological clock 

disruption in IgA+ PCs and confirms that B cell-intrinsic clock disruption does not affect PC 

differentiation in the intestines.  
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Figure 4.3. Characterisation of a mouse model of B-cell specific Arntl (Bmal1) deletion  

(A) Schematic of the Mb1Cre+/- x Arntlflox/flox mouse. Mb1Cre+/- x Arntlflox/flox mice had a humanised cre 

recombinase (hCre) integrated into one of the Mb1 loci (Mb1) and LoxP sites flanking both Arntl 

(Bmal1) gene loci. Wild type littermate control mice were bred as Mb1Cre-/- x Arntlflox/flox. (B) 

Expression of Arntl, Per2 and Nr1d1 (left to right) analysed by RT-PCR relative to the housekeeping 

gene Gapdh in IgA+ PCs FACS-sorted from the small intestinal lamina propria of wild type and 

Mb1Cre+/- x Arntlflox/flox (Mb1Cre x Arntlfl) mice. Delta CT values obtained were normalised to mean 

control values to calculate relative gene expression. (C) Frequency (left) and cell counts (right) of 

IgA+ PCs in small intestinal single cell suspensions from wild type and Mb1Cre+/- x Arntlflox/flox (Mb1Cre 

x Arntlfl) mice. IgA+ CD138+ PCs were pre-gated as Live CD45+ CD3- MHCII+ B220- IgD-. Data from 

one experiment plotted (n=3-5 mice/ group; male and female mice aged 8-12 weeks); bars indicate 

mean ± SEM. **= p<0.01; ****= p<0.0001.    
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4.2.3 Bmal1 is not required for rhythmicity of intestinal sIgA responses 

We next sought to determine whether the PC-intrinsic clock entrained rhythmicity in sIgA. To 

do this, we collected fresh faecal pellets from Mb1Cre+/- x Arntlflox/flox mice and littermate 

controls at four, six-hourly intervals over the course of a single day. Analysis surprisingly 

revealed that deletion of Bmal1 in PCs did not alter the diurnal rhythmicity of faecal sIgA 

(Figure 4.4).  

 

    

 

 

 

 

 

 

 

 

 

Despite these findings, to determine whether Bmal1 regulated the IgA+ PC transcriptome, we 

performed bulk RNA-sequencing on FACS-sorted small intestinal IgA+ PCs from Mb1Cre+/- x 

Arntllflox/flox and littermate control mice at two timepoints (ZT0 and ZT12). Analysis revealed 

that in total, 1893 genes were differentially expressed across the timepoints in both Mb1Cre+/- 

x Arntllflox/flox and littermate control mice (Figure 4.5A). Further analysis revealed time of day-

dependent signatures in control animals that were lost (Figure 4.5A cluster I and IV), 

suppressed (Figure 4.5A cluster II and V), or retained (Figure 4.5A cluster III) in the absence of 

a functional PC-intrinsic clock. In addition, we also identified a time of day-dependent 

signature that was expressed only in Mb1Cre+/- x Arntllflox/flox mice (Figure 4.5A cluster VI). 

Figure 4.4. Sustained oscillations in faecal sIgA in the 

absence of PC-Bmal1  

The concentration of faecal secretory (s)IgA normalised 

by weight was determined by ELISA in Mb1Cre+/- x 

Arntlflox/flox and wild type littermates (Mb1Cre-/- x 

Arntl1flox/flox). Mice were housed under strict 12-hour 

light:dark conditions and had access to food ad libitum. 

Fresh faecal pellets were sampled at 4 timepoints, six 

hours apart over the period of one day; sampling times 

illustrated by Zeitgeber times (ZT). ZT0 is double plotted 

as ZT24 to facilitate viewing the data. Variance in the 

data across the experimental timepoints assessed by 

ANOVA test. Rhythmicity assessed by JTK analysis. ***= 

p<0.001; ****= p<0.0001. Data representative of two 

independent experiments (n=4-5 mice/ group; male 

and female mice aged 8-12 weeks). Horizontal bars 

represent mean±SEM. Shaded area represents dark 

phase.      
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As expected, analysis of clock gene expression in the Mb1Cre+/- x Arntllflox/flox mice confirmed 

disrupted time of day profiles of core clock genes (Figure 4.5B). The data also confirmed time 

of day variation in the expression of major genes associated with PC function that we had 

previously identified as rhythmic (Chapter 3.4), including Igha, Xbp1 and Sdc1 (Figure 4.5C). 

Interestingly, these genes did not demonstrate time of day variation in IgA+ PCs from clock-

disrupted Mb1Cre+/- x Arntllflox/flox mice (Figure 4.5C). In addition, genes encoding mTOR protein 

subunits 1 and 2, (Raptor and Rictor, respectively), as well as Hk2 which mediates the initial 

step in glycolysis, displayed time of day variation in littermate control mice, but not in 

Mb1Cre+/- x Arntllflox/flox mice (Figure 4.5D). By contrast, a group of other genes involved in 

metabolism and nutrient transport, including Mvk, Srebf2 and Ldlr – genes of the cholesterol 

metabolism pathway, as well as Slc7a5 – a key amino acid transporter, that we had previously 

determined as rhythmic (Chapter 3.4), showed a similar temporal expression profile in both 

Mb1Cre+/- x Arntllflox/flox and littermate control mice (Figure 4.5E).  

Therefore, collectively, this data suggests that while Bmal1 modulates the temporal 

expression of key genes involved in PC function, Ig synthesis, and some aspects of 

metabolism, others involved in nutrient transport, cholesterol metabolism and biosynthesis 

appear to retain rhythmicity in the absence of Bmal1. 
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Figure 4.5. Altered temporal expression of genes associated with the cell-intrinsic clock, PC 
function and metabolism in in Mb1-Cre+/- x Arntlflox/flox mice 

(A) Heatmap of 1893 genes identified as differentially expressed (adjusted p <0.01) across ZT0 and 
ZT12 timepoints in either wild type littermates and/ or in Mb1Cre+/- x Arntlflox/flox mice, clustered 
according to whether they were (I and II) differentially expressed across timepoints in wild type 
mice only with peak expression at ZT0; (III) differentially expressed across timepoints in both wild 
type littermate and in Mb1Cre+/- x Arntlflox/flox mice; (IV and V) differentially expressed across 
timepoints in wild type only with peak expression at ZT12; (VI) differentially expressed across 
timepoints in in Mb1Cre+/- x Arntlflox/flox only. Normalised reads in FPKM are expressed as mean z-
scores (red, high; blue, low) for each repeat. (B) Heatmap of selected molecular clock genes at ZT0 
and ZT12 in each group. (C) Heatmap of selected PC function genes at ZT0 and ZT12 in each group. 
(D) Heatmap of selected metabolic genes that were different in wild type mice, but not in in 
Mb1Cre+/- x Arntlflox/flox mice. (E) Heatmap of selected metabolic genes that had conserved 
differences across timepoints in wild type and in Mb1Cre+/- x Arntlflox/flox mice. Data representative 
of one experiment (n=5 mice/ timepoint; male and female mice aged 8-12 weeks). Normalised 
reads in FPKM are expressed as mean z-scores for (A) each repeat, or, (B-E) the average is displayed 
for each group. *= gene expression not significantly different between ZT0 and ZT12 in the wild 
type littermate group. 
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IECs are the major site of IgA transport [216]. Dimeric IgA secreted by PCs binds to the pIgR 

at the basolateral surface of the intestinal epithelium and is transported to the apical surface, 

where it is released into the intestinal lumen along with the receptor ectodomain to form sIgA 

[216]. Therefore, having observed that oscillatory IgA may be the result of cell-intrinsic 

regulation of IgA+ PC function and that the transcriptome within PCs is disrupted in the 

absence of a functional clock, we next sought to determine that rhythmic IgA was not 

controlled at level of transcytosis over IECs. To do this, we used a mouse model with an 

epithelial-cell specific deletion of Bmal1 (Arntl) (Villincre+/- x Arntlflox/flox). This construct has 

previously been shown to effectively disrupt the circadian clock system within IECs (data not 

shown). Fresh faecal pellets were sampled from Villincre+/- x Arntlflox/flox mice and littermate 

controls as previously described (Chapter 3). Analysis revealed that deletion of Bmal1 in IECs 

did not alter the diurnal rhythmicity of faecal sIgA (Figure 4.6A). To confirm these findings, we 

analysed by RT-PCR pIgR gene expression in small intestinal tissue taken at serial timepoints 

over the course of the day. Analysis revealed no difference in intestinal pIgR expression over 

the course of the day (Figure 4.6B).   

 

 

 

 

 

 

 

Figure 4.6. The pIgR does not drive oscillations in intestinal sIgA 

(A) The concentration of faecal secretory (s)IgA normalised by weight was determined by ELISA in 
VillinCre+/- x Arntlflox/flox and wild type littermates (VillinCre-/- x Arntl1flox/flox). Fresh faecal pellets were 
sampled at 4 timepoints, six hours apart over the period of one day; sampling times illustrated by 
Zeitgeber times (ZT). (B) Polymeric immunoglobulin receptor (pIgR) gene expression was analysed 
by RT-PCR relative to the housekeeping gene GAPDH in terminal ileal samples collected at 
necropsy. ZT0 is replotted as ZT24 to facilitate viewing the data. Variance in the data assessed by 
ANOVA or Kruskal-Wallis (KW) test. Rhythmicity assessed by JTK analysis. Bars indicate mean±SEM. 
*= p<0.05; **= p<0.01. Shaded areas on graphs represent the dark phase. Data representative of 
two independent experiments (n=5mice/ ZT; male and female mice; aged 8-12 weeks).      
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We next hypothesised that extrinsic entrainment as mediated by the SCN could be 

responsible for maintaining rhythmicity in IgA secretion. Therefore, to determine the 

influence of the master clock within the SCN on intestinal IgA rhythmicity, we sampled faecal 

pellets from mice with genetic ablation of Bmal1 (Arntl) in the SCN, (Camk2aCre+/- x Arntlflox/flox) 

[293]. To exclude confounding SCN-independent rhythms, mice were housed in complete 

darkness for at least 4 weeks prior to faecal pellet collection [293]. Analysis demonstrated 

that impairment in the master clock did not ablate rhythmic intestinal IgA production (Figure 

4.7). Collectively, this data suggests that the circadian clock system is dispensable for 

oscillatory secretion of IgA under normal feeding and lighting conditions. However, a dialogue 

may exist between nutrient sensing, metabolic and survival pathways and the cell-intrinsic 

clock, which act together to regulate PC responses over the course of the circadian day.  

 

  

 

 

 

 

 

 

 

4.2.4 Feeding cues drive rhythmicity in sIgA and augment the expression of IgA+ PC-intrinsic 

biological clock genes  

Prior work has demonstrated that feeding cues can entrain rhythmic biological processes in 

peripheral tissues and immune cells, independent of-, or in concert with-, cell-autonomous 

clocks [274, 292, 300]. To determine whether food availability entrains rhythmicity in 

intestinal sIgA production, we restricted mice access to food, to a six-hour window during the 

Figure 4.7. Sustained oscillations in faecal sIgA in the 

absence of SCN Bmal1  

The concentration of faecal secretory (s)IgA 

normalised by weight was determined by ELISA in 

Camk2aCre+/- x Arntlflox/flox and wild type littermates 

(Camk2aCre-/- x Arntl1flox/flox). Mice were maintained in 

constant darkness for 4 weeks prior to the collection 

of faecal pellets. Faecal pellet collected as previously 

described. ZT0 is double plotted as ZT24 to facilitate 

viewing the data. Variance in the data assessed by 

ANOVA. Rhythmicity assessed by JTK analysis. *= 

p<0.05; **= p<0.01. Data representative of one 

independent experiments (n=5mice/ timepoint; male 

and female mice aged 10-12 weeks). Horizontal bars 

represent mean±SEM. Shaded area represents dark 

phase.      
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mid-dark phase (dark-fed) or mid-light phase (light-fed) for a 2-week period. Following this, 

we collected fresh faecal pellets from both groups of mice at four, six-hourly intervals over a 

single day (Figure 4.8A). In doing so, we found that feeding mice exclusively during the light-

phase resulted in a phase inversion in the rhythmicity of sIgA, in comparison with mice fed 

exclusively during the dark-phase (Figure 4.8B). As previously demonstrated (Chapter 3), we 

did not identify any rhythmic variation in the frequency of small intestinal IgA+ PCs over the 

experimental timepoints from either group (Figure 4.8C). 
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Previous work has suggested that prolonged fasting (>36 hours) reduces lymphocyte numbers 

in the PPs and attenuates IgA responses within the intestines [386]. To confirm that short-

term fasting (6 hours) did not alter small intestinal IgA responses, we adjusted the 

experimental design to enable a direct comparison of lymphocyte numbers from mice in a 

relative fed and fasted state (Figure 4.9A). In doing so, we found no differences in the 

frequency or number of small intestinal IgA+ PCs, TfH or IgA+ B cell subsets within the PPs, in 

mice housed under either condition (Figure 4.9B&C), suggesting that variation in IgA could 

not be explained by previously reported effects of fasting on PP response [386]. 

 

Figure 4.8. Inverting the feeding schedule reverses the rhythmic profile of sIgA 

(A) Schematic of the feeding regime. Mice were housed under strict 12-hour light:dark conditions 

and had access to food for a 6-hour window during the mid-dark phase (dark-fed) or mid-light 

phase (light-fed). Mice had access to water ad libitum. Faecal samples were collected at 4 

timepoints, six hours apart over the period of one day; sampling times illustrated by dashed arrows 

and boxes. (B) Concentration of faecal secretory (s)IgA normalised by weight over the experiment 

determined by ELISA. (C) Frequency of small intestinal IgA+ PCs in dark-fed and light-fed mice 

assessed by flow cytometry. IgA+ B220- PCs were pre-gated as CD45+ MHCII+ IgD- B220-. (B&C) 

Pooled data from two independent experiments (n=4-5 mice per ZT time point; C57BL/6 female 

mice aged 8-10 weeks). ZT0 is double plotted as ZT24 to facilitate viewing the data. Variance in the 

data across the experimental timepoints assessed by ANOVA. Rhythmicity assessed by JTK analysis. 

**= p<0.01; ****= p<0.0001. Horizontal bars represent mean±SEM. Shaded area represents dark 

phase.       
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Figure 4.9. No differences in small intestinal IgA+ PCs, or T and B cell subsets within the Peyer’s 

patches, during feeding or fasting.  

(A) Schematic of the feeding regime. Mice were housed under the same strict 12-hour light:dark 

conditions and had access to food for a 12-hour window during the mid-dark phase or mid-light 

phase. Mice had access to water ad libitum. Mice from each group were euthanised at ZT18 which 

represented a relative fasting-, or fed-, state for light-, and dark-, fed mice respectively (ZT times 

represented by the boxed numbers). (B) Frequency (left) and cell counts (right) of small intestinal 

lamina propria IgA+ PCs assessed by flow cytometry. IgA+ CD138+ PCs were pre-gated as CD45+ 

MHCII+ IgD- B220-. (C) Frequency of TfH cells, germinal centre (GC) IgA+ B cells and non-GC IgA+ B 

cells in the Peyer’s patches of fed and fasted mice assessed by flow cytometry. PD-1, CXCR5 double 

+ve TfH cells were pre-gated as live, single, CD45+CD3+B220-CD4+MHCII- cells. GC IgA+ B cells 

were pre-gated as live, single. CD45+CD3-B220+GL7+Fas+ cells; non-GC IgA+ B cells were pre-gated 

as live, single, CD45+CD3-B220+GL7-Fas- cells. Data representative of two experiments (n=5 mice/ 

timepoint; C57BL/6 female mice aged 8-10 weeks); bars indicate mean±SEM. Unpaired T-test 

applied to all illustrated datasets.  
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Peripheral circadian clock oscillators can be entrained by feeding cues [276]. Therefore, we 

next determined whether, by manipulating the feeding schedule, we could alter the 

expression of biological clock genes in IgA+ PCs. To do this, we placed mice on the same 

restricted feeding regime (Figure 4.8) and FACS-sorted small intestinal IgA+ PCs and IgD+ B 

cells at ZT0 and ZT12 timepoints from dark-fed and light-fed mice and acquired liver tissue at 

necropsy. Clock gene expression was determined in whole tissue and sorted cells by RT-PCR 

analysis. Time of day differences were seen in clock genes from liver tissue in dark fed mice 

and reversing the feeding led to reversal of Arntl and Per2 gene expression (Figure 4.10A), as 

has been demonstrated previously [275]. There was a statistically significant difference in 

Nr1d1 expression in whole tissue from dark-fed mice, with loss of this difference in light-fed 

animals (Figure 4.10A). In IgA+ PCs, time of day differences were seen in clock genes in dark 

fed mice (Figure 4.10B). By contrast, reversing feeding led to reversal of Arntl, and loss of 

difference in Nr1d1, but surprisingly no difference in Per2 expression levels (Figure 4.10B). As 

previously, Arntl and Per2 gene expression in IgD+ B cells from dark fed animals did not follow 

the expected pattern across the experimental timepoints, whilst differences in Nr1d1 

expression in dark fed animals were lost in light-fed animals (Figure 4.10C). This data suggests 

that feeding cues modulate Bmal1 (Arntl) expression, but misaligned feeding (i.e. feeding 

during the resting phase) may disrupt the expression of PC-intrinsic clock genes.        

Collectively, this data indicates that feeding cues entrain rhythmicity in intestinal IgA and 

modulates the temporal expression of the PC-intrinsic circadian clock, thus suggesting that 

nutritional and metabolic cues act in concert with clock-mediated signals to regulate PC-

transcription. 
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4.2.5 IgA+ PCs have a higher metabolic activity than IgA+ B cells and IgD+ B cells 

Having established that feeding cues entrain rhythmicity in sIgA and that the expression of 

genes regulating nutrient sensing and metabolism oscillate in IgA+ PCs (Chapter 3.4), we next 

sought to characterise the cellular uptake and processing of major metabolic substrates 

(glucose, amino acids and lipids) that are required to fuel immune cell activity and cell intrinsic 

metabolism [200]. For comparison, we evaluated differences between small intestinal IgA+ 

PCs, class-switched IgA+ B cells and naïve IgD+ B cells. Initial analysis revealed marked cell size 

differences between IgA+ PCs, IgA+ B cells and IgD+ B cells – a crude indicator of cellular 

proliferation or metabolic capacity (Figure 4.11A). As a proxy measure of glucose uptake, we 

analysed fluorescently labelled glucose analogue 2-NBDG uptake into cells in vivo. To ensure 

that potential differences in mean fluorescent intensity of 2-NBDG was not the consequence 

of differences in cell size between groups, we normalised 2-NBDG fluorescence to cell size. In 

doing so, the data showed that IgA+ PCs displayed significantly higher 2-NBDG uptake than 

both B cells subsets, and IgA+ B cells had greater uptake of 2-NBDG than IgD+ cells (Figure 

4.11B). We next sought to evaluate the capacity of IgA+ PCs and B cell subsets to metabolise 

glucose via glycolysis. To do this, we subjected FACS-sorted small intestinal IgA+ PCs and IgD+ 

B cells to the Agilent Seahorse Extracellular Flux Analyser Glycolysis Stress Test. Using this 

test, we demonstrated that IgA+ PCs have a higher metabolic activity but similar overall 

glycolytic capacity to IgD+ B cells (Figure 4.11C). The basal ECAR reflects non-glycolytic 

acidification, whereas the glycolytic capacity rate reflects the production of lactate from 

pyruvate in the presence of glucose – resulting in changes in pH.  Therefore, together, this 

demonstrates that ex vivo IgA+ PCs have a higher metabolic rate than naive IgD+ B cells; 

however, this difference is unlikely to be driven solely by glycolysis.  

Figure 4.10. Inverting the feeding schedule alters the expression of core-clock genes in IgA+ PCs 

and peripheral tissues  

Mice had access to food for a 6-hour window during the mid-dark phase (dark-fed) or mid-light 

phase (light-fed). (A) Expression of Arntl, Per2 and Nr1d1 (left to right) analysed by RT-PCR relative 

to the housekeeping gene Gapdh in (A) liver tissue and (B) IgA+ PCs and (C) IgD+ B cells FACS-sorted 

from small intestinal lamina propria. To calculate relative gene expression, delta CT values 

obtained were normalised to dark-fed (dark-fed group) or light-fed (light-fed group) ZT0. Statistical 

analysis was conducted by ANOVA and post-hoc Tukey’s Test. Bars indicate mean+/-SEM; (A) data 

represents two experiments; (B&C) data representative of one experiment (n=3-5 mice per ZT time 

point; C57BL/6 female mice aged 8-10 weeks). **= p<0.01; ***= p<0.001; ****= p<0.0001. 

 

Tukey test of data from (B).      
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Figure 4.11. IgA+ PCs uptake more glucose but have similar glycolysis rates to B cells.  

(A) Analysis of cell size; enumerated forward scatter (FSC) mean fluorescence intensity (MFI) for 

each group. (B) Analysis of in vivo uptake of the glucose analogue 2-NBDG. (Left) Example 

histogram plot of MFI. FMO gated on IgA+ PCs. IgD+ B cells were pre-gated as CD45+B220+CD3-

IgA-CD138-; IgA+ B cells were pre-gated as CD45+B220+CD3-IgD-CD138-; IgA+ CD138+ PCs were 

pre-gated as CD45+MHCII+CD3-B220-IgD-; (right) enumerated 2-NBDG MFI normalised to cell size 

determined by FSC MFI. Statistical analysis was conducted by ANOVA and post-hoc Tukey’s Test. 

Data representative of three independent experiments (n=6 mice per experiment). (C) Seahorse 

Glycolysis Stress Test in FACS-sorted small intestinal IgA+ PCs and IgD+ B cells. Cells were plated at 

150,000 cells/well; n=4-6 replicates per experiment. Plot indicates representative trace of mean 

extracellular acidification rate (ECAR). The ECAR value was not normalised. (D) (Left) Mean basal 

ECAR values; (right) glycolysis levels; glycolysis data was calculated by subtracting the last basal 

ECAR measurement from the maximum measurement after glucose injection. Mean±SEM plotted. 

Data representative of two independent experiments (C57BL/6 female mice aged 8-10 weeks). 
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Our RNA sequencing data showed diurnal rhythms in Slc7a5 gene expression (encoding LAT1) 

in IgA+ PCs. LAT1 together with CD98 forms a transmembrane protein complex – system L 

transporter – that acts as the major transporter for large neutral amino acids such as leucine, 

which upon entry into the cell, licenses mTOR and enables protein translation [200, 332]. To 

evaluate amino acid uptake by IgA+ PCs, we initially evaluated the surface expression of CD98 

in cells by flow cytometry. We observed that IgA+ PCs displayed greater surface expression of 

CD98 than both IgA+ B cells and IgD+ B cells (Figure 4.12A). We next confirmed high amino 

acid uptake in these cells by incubating small intestinal single cell suspensions with the auto-

fluorescent tryptophan metabolite, kynurenine – shown to accurately reflect amino acid 

uptake by large neutral amino acid transporters [332]. After normalising to cell size, we found 

higher kynurenine uptake in IgA+ PCs compared with naïve IgD+ and IgA+ class-switched B 

cells (Figure 4.12B).  

The transport of kynurenine into the cell has been shown to be competitively blocked using 

excess concentrations of leucine, to a comparable level as seen with inhibition of the system 

L transporter using the inhibitor BCH [332]. Therefore, we next validated the specificity of 

kynurenine uptake in IgA+ PCs in the presence of excess leucine or BCH. The data showed that 

uptake of kynurenine into IgA+ PCs was inhibited by both excess leucine and BCH (Figure 

4.12C), which demonstrates that kynurenine transport in IgA+ PCs is likely mediated by the 

System L transporter. Together, these data demonstrate that IgA+ PCs have a greater capacity 

to uptake amino acids via the System L transporter family compared with IgA+ or IgD+ B cells. 
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Fatty acids are critical for organelle function and membrane formation within the cell [111, 

200]. To evaluate the uptake of fatty acids by cells, we analysed fluorescent fatty acid (Bodipy 

FL C16) uptake into cells in vivo. After normalising for cell size, IgA+ PCs had greater uptake of 

Bodipy than IgD+ B cells, but not IgA+ B cells, suggesting that the capacity to take up fatty acid 

was similar between PCs and IgA+ B cells, although overall the fluorescence intensity was low 

across all groups (Figure 4.13A). We next assessed the accumulation of lipids within PCs and 

B cell precursors, by incubating single cell suspensions with LipidTOX, which binds to 

intracellular neutral lipid droplets. IgA+ PCs showed greater staining with LipidTOX than B cell 

precursors, indicating greater neutral lipid content (Figure 4.13B). Overall, these findings 

suggest that IgA+ PCs uptake greater amounts of the major metabolic substrates than class-

switched IgA+ B cells and naïve IgD+ B cells. 

Figure 4.12. IgA+ PCs uptake large amounts of amino acids via the LAT1 transporter. 

(A) Surface CD98 expression in small intestinal IgD+ B cells, IgA+ B cells and IgA+ PCs. (Left) 

Enumerated CD98 mean fluorescence intensity (MFI) normalised to cell size determined by 

forward scatter (FSC) MFI; (right) example histogram plot of MFI. FMO gated on IgA+ PCs. (B) 

Analysis of in vitro uptake of the amino acid derivative kynurenine. Small intestinal single cell 

suspensions were treated with kynurenine (kyn) at 37 °C for 4 minutes and then analysed by flow 

cytometry. (Left) Enumerated kynurenine MFI normalised to cell size determined by FSC MFI; 

(right) example histogram plot of fluorescence intensity. FMO gated on IgA+ PCs. (C) Kynurenine 

uptake assay in small intestinal IgA+ PCs. Small intestinal single cell suspensions were treated with 

kynurenine in the presence or absence of BCH (10 mM), Leucine (Leu; 5 mM) or Lysine (Lys; 5 mM) 

at 37 °C for 4 min. (Left) Enumerated MFI for each group; (right) example histogram plot of 

fluorescence intensity. (A) Data representative of three independent experiments (n=6 mice per 

experiment; C57BL/6 female mice aged 8-10 weeks). (B&C) Data representative of two 

independent experiments (n=8 mice per experiment; C57BL/6 female mice aged 8-10 weeks). 

Statistical analysis was conducted by one-way ANOVA and post-hoc Tukey’s Test. Bars indicate 

mean+/-SEM. ***= p<0.001; ****= p<0.0001. 
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Figure 4.13. IgA+ PCs contain more lipids than B cell precursors.  

(A) Analysis of in vivo uptake of the lipid analogue Bodipy. Mice were injected intra-peritoneally 

with Bodipy and euthanised 60 min later; small intestinal single cell suspensions were the analysed 

by flow cytometry. (Left) Enumerated Bodipy mean fluorescence intensity (MFI) normalised to cell 

size determined by forward scatter (FSC) MFI; (right) example histogram plot of MFI. FMO gated 

on IgA+ B cells. (B) Analysis of intracellular lipid content in vitro. (Left) Enumerated Lipidtox MFI 

normalised to cell size determined by FSC MFI; (right) example histogram plot of MFI. FMO gated 

on IgA+ PCs. IgD+ B cells were pre-gated as CD45+B220+CD3-IgA-CD138-; IgA+ B cells were pre-

gated as CD45+B220+CD3-IgD-CD138-; IgA+CD138+ PCs were pre-gated as CD45+MHCII+CD3B220-

IgD-. Data representative of (A) one, (B) and two experiments (n=8-10 mice per experiment; 

C57BL/6 female mice aged 8-10 weeks). Statistical analysis was conducted by one-way ANOVA and 

post-hoc Tukey’s Test. Bars indicate mean+/-SEM. *= p<0.05; ****= p<0.0001.  

B. 

A. 
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4.2.6 No difference in the uptake of nutrients or metabolic capacity of IgA+ PCs over the 

course of the day 

Based on our earlier observations, we hypothesised that intrinsic differences in the capacity 

of IgA+ PCs to uptake and process nutrients over the course of the day might drive rhythmic 

IgA responses. Therefore, we next employed the same flow cytometry and Seahorse 

approaches (Chapter 4.2.5) to determine whether differences existed in the capacity of small 

intestinal IgA+ PCs to uptake these nutrients at different times of the day. We reasoned that 

potential differences might be apparent during a time of relative nutrient excess (i.e. during 

feeding), compared with relative nutrient deprivation (i.e. during fasting). Therefore, we 

housed mice in cabinets with opposing 12 hour light:dark lighting schedules and sampled mice 

at a single timepoint that corresponded with ZT6 and ZT18, which reflected mid-fasting and 

mid-feeding, respectively. Using this approach, we found no differences in the capacity of 

small intestinal IgA+ PCs to take up nutrients, metabolise glucose via glycolysis, or in the lipid 

content of cells at different times of the day (Figure 4.14A-F).  
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While mice are known to eat predominantly during the night-time [274], ad libitum feeding 

during the daytime may have reduced our ability to detect time of day differences in nutrient 

uptake. Therefore, to confirm that nutrient uptake into IgA+ PCs is not altered during feeding 

or fasting, we placed mice on the previously described restricted feeding regime (Figure 4.7A). 

Mice from each group were then euthanised at a time which represented the mid-point of 

feeding or fasting, following which we evaluated ex vivo uptake of 2-NBDG and kynurenine in 

small intestinal IgA+ PCs. Analysis of the data showed no difference in the uptake of neither 

2-NBDG nor kynurenine into IgA+ PCs from mice under fed or fasting conditions (Figure 

4.15A&B). Together, this data suggests that the capacity of small intestinal IgA+ PCs to take 

up nutrients does not change at different times of the day, nor under different states of 

nutrient availability. These findings raise the possibility that temporal changes in the 

availability of nutrients in vivo due to feeding and fasting may regulate IgA production rather 

than the capacity of the cell to utilize those substrates at any given time. 

Figure 4.14. No time of day differences in the capacity of IgA+ PCs to take up nutrients, 

metabolise glucose via glycolysis, or in the lipid content of cells 

Mice were housed in opposing 12hour light:dark cabinets and fed ad libitum for 2 weeks. 

Subsequently, mice were euthanised at a single timepoint, representative of ZT6 and ZT18 in each 

cabinet. Small intestinal single cell suspensions were prepared and analysed by flow cytometry. 

Enumerated mean fluorescence intensity (MFI) plots depicting of (A) in vivo uptake of 2NBDG, (B) 

Seahorse Glycolysis Stress Test in FACS-sorted small intestinal IgA+ PCs, (C) cell surface CD98 

expression, (D) in vitro uptake of kyneurinine, (E) in vivo uptake of bodipy and (F) lipidtox staining, 

at ZT6 and ZT18 timepoints. (B) Data represents mean extracellular acidification rate (ECAR). 150k 

sorted cells were plated per replicate; n=3 replicates per group. (A-F) IgA+CD138+ PCs were pre-

gated as CD45+MHCII+IgD-B220- cells. B&E data representative of one experiment (B, n=8 mice/ 

timepoint pooled into 3 replicates per group; E, n=5 mice/ timepoint; C57BL/6 female mice aged 

8-10 weeks). A,C-F data representative of two independent experiments (n=3-5 mice/ timepoint; 

female mice aged 8-10 weeks). Statistical analysis was conducted by Unpaired T test (A,C-F). Bars 

indicate mean+/-SEM. ZT = Zeitgeber time.  
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4.2.7 Modulation of metabolic substrate availability alters the magnitude of IgA secretion 

To investigate whether differences in the availability of nutrients might drive rhythmic IgA 

secretion, we next cultured FACS-sorted small intestinal IgA+ PCs in media containing 

different concentrations of amino acids and glucose overnight and determined the 

concentration of IgA in culture supernatants. The data showed that PC IgA production was 

significantly reduced when the concentration of leucine or glucose was limited (Figure 

4.16B&C). To further investigate the role of nutrient sensing and cellular metabolism 

downstream of metabolic substrate availability, we then cultured IgA+ PCs in media 

containing inhibitors of mTOR signalling (PP242), the System L transporter (BCH) and 

glycolysis 2-DG. Inhibiting each of these pathways reduced the amount of IgA produced, in 

comparison with PCs cultured in the absence of inhibitors (Figure 4.16D). These data show 

that PC IgA production is significantly reduced when the availability and usage of metabolic 

substrates, particularly glucose or leucine, are limited. 
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Figure 4.15. No difference in the capacity of small intestinal IgA+ PCs to take up nutrients during 

feeding or fasting.   

Mice were housed under the same 12-hour light:dark lighting conditions and had access to food 

during a restricted 12-hour window confined to either the light-phase or dark-phase. After 2 

weeks, mice were euthanised at the mid-point of the dark phase (representative of ZT18), such 

that ‘fed’ mice were 6 hours into their feeding period and ‘fasted’ mice were 6 hours post their 

feeding period. Small intestinal single cell suspensions were treated with 2-NBDG or kynurenine at 

37 °C for 4 minutes and then analysed by flow cytometry. Mean fluorescence intensity (MFI) plots 

representative of in vitro uptake of (A) 2-NBDG and (B) kynurenine, in small intestinal IgA+ PCs. 

IgA+CD138+ PCs were pre-gated as CD45+MHCII+IgD-B220- cells. Data representative of one 

experiment (n=5 mice/ group; C57BL/6 female mice aged 8-10 weeks). Analysis by Unpaired T test. 

Small intestinal IgA+ PCs 
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Figure 4.16. Modulation of metabolic substrate availability alters the magnitude of IgA secretion 

in vitro. 

(A) Schematic of the experiment. Mice were euthanised and the small intestinal lamina propria was 

removed. CD138+IgA+ PCs were FACS-sorted from small intestinal lamina propria single cell 

suspensions. 10,000 cells were plated per well in media with either (B) leucine (0mM & 0.15mM), 

(C) glucose (1mM & 9mM), or (D) metabolic inhibitors including pp242 (500nM), BCH (10mM), 2-

Deoxy-D-glucose (2DG) (1mM). Cells were incubated for 16 hours at 37◦C, following which the 

culture supernatants were removed and IgA concentrations determined by ELISA. Data 

representative of two independent experiment (n=4-5 mice/ experiment; C57BL/6 female mice 

aged 8-10 weeks); bars indicate mean±SEM. Statistical analysis was conducted by Unpaired T test 

**= p<0.01, ***= p<0.001, ****= p<0.0001.  
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Thus, our data shows that feeding cues entrain IgA rhythmicity in vivo and that availability of 

metabolic substrates ex vivo acts as a critical regulator of IgA secretory capacity, in part by 

fuelling downstream metabolic function. We next sought to determine whether 

perturbations in nutrient levels also modulate IgA secretory capacity and rhythmicity in vivo, 

by evaluating sIgA responses in the setting of excess metabolic substrates. To do this, age and 

sex matched mice were placed either on a HFD (60% fat) or normal mouse chow diet (~10% 

fat) for 6 weeks. Fresh faecal pellets were sampled at four, six-hourly timepoints over a single 

day before the diet was started (baseline) and at weeks 2 and 6 on HFD. As expected, mice 

fed a HFD demonstrated gained weight by 6 weeks (Figure 4.17A). Blood glucose sampling 

identified that by 6 weeks, mice had elevated circulating glucose concentrations at rest 

(Figure 4.17B) but demonstrated no impairment of glucose regulation under fasting 

conditions (Figure 4.17C), indicating normal glucose/ insulin tolerance. By contrast, mice 

demonstrated glucose intolerance after prolonged (12 weeks) HFD feeding as expected [387].  
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Analysis of faeces showed elevated total levels of sIgA by week 2 and marked differences by 

week 6 of HFD feeding, in comparison with normal chow-fed mice (Figure 4.18A). 

Furthermore, HFD-fed mice demonstrated disruption of diurnal rhythmicity in sIgA by week 2 

of the dietary period, and complete loss by six weeks, in comparison to mice maintained on a 

normal chow diet and serially sampled (Figure 4.18B).  

 

 

 

 

 

 

 

 

 

 

 

Figure 4.17. Metabolic parameters of mice on a high fat diet.  

(A) Age and sex matched mice were fed either a high fat diet (60% fat) or normal mouse chow 

(~10% fat) for 6 weeks. (B) Mouse weights were recorded before (baseline) and at 2 and 6 weeks 

after starting the dietary period. (C) Resting serum glucose was measured at a time representative 

of ZT1 in both groups of mice at indicated timepoints. (D) Fasting serum glucose was measured in 

both groups of mice at indicated timepoints. For the fasting period, mice were placed into new 

cages without food from ZT3 to ZT11, after which serum glucose was measured. Data 

representative of one experiment (n=4-5 mice/ experiment; C57BL/6 female mice aged 8-10 

weeks); bars indicate mean±SEM. Statistical analysis was conducted by two-way ANOVA and post-

hoc Tukey test. **= p<0.01, ***= p<0.001.  
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Surprisingly, despite the elevated levels of faecal IgA, flow cytometry analysis revealed a 

reduction in the frequency and number of IgA+ PCs in both the small and large intestines in 

HFD mice in comparison with normal chow-fed animals (Figure 4.19A&B), in line with recent 

findings [122]. Together, this data indicates that dietary modulation of glucose and lipid 

availability augments the intestinal IgA response. 

 

   

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4.18. A high fat diet is associated with elevated intestinal sIgA and loss of diurnal 

oscillations in intestinal sIgA 

Age and sex matched mice were fed either a HFD (60% fat) or normal mouse chow (~10% fat) for 

6 weeks. Faecal pellets were collected at circadian timepoints before (baseline), at 2 and 6 weeks 

after starting the dietary period. The concentration of faecal secretory (s)IgA normalised by weight 

was determined by ELISA. (A) The combined daily concentration of faecal sIgA in normal chow and 

HFD mice at indicated timepoints. (B) The concentration of faecal sIgA over the course of the day 

in (left) normal chow and (right) HFD fed mice at each ZT timepoints. A third order polynomial line 

was fitted through the datapoints. Data representative of one experiment (n=4-5 mice/ 

experiment; C57BL/6 female mice aged 8-10 weeks). Analysis conducted by (A) Two-Way ANOVA 

and post-hoc Tukey test, and (C&D) JTK analysis and ANOVA. *=p<0.05; **= p<0.01, ***= p<0.001. 

ZT0 was re-plotted as ZT24 to aide visualisation of the data. NC = normal chow; HFD = high fat diet. 
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Having found that the availability of large neutral amino acids, such as leucine, altered the 

magnitude of IgA secretion, we then evaluated whether altering the protein component of 

the diet might drive differences in sIgA responses. To do this, mice were fed either a high 

protein or low protein diet for 3 weeks (Figure 4.20A), after which mice were culled and sIgA 

was determined in both the terminal ileum and faeces collected either prior to necropsy at a 

single timepoint (ZT0), or at consecutive timepoints over 24-hour period, respectively. Mice 

fed a high protein diet gained weight over the 3week dietary period (Figure 4.20B). There was 

a trend towards increased sIgA responses in the terminal ileum and a blunting of oscillatory 

sIgA in the faeces of mice fed a high protein diet (Figure 4.20C&D). Taken together, these data 

indicate that dietary modulation alters intestinal IgA responses, which suggests that temporal 

changes in nutrient availability may entrain rhythmic PC IgA production.   

Figure 4.19. A high fat diet is associated with a reduced frequency and number of IgA+ PCs in the 

small and large intestines.  

Age and sex matched mice were fed either a high fat diet (60% fat) or normal mouse chow (~10% 

fat) for 6 weeks. (A) Frequency (left) and counts (right) of small intestinal lamina propria IgA+ PCs 

assessed by flow cytometry. IgA+ CD138+ PCs were pre-gated as CD45+ MHCII+ IgD- B220-. (B) 

Frequency (left) and counts (right) of large intestinal lamina propria IgA+ PCs assessed by flow 

cytometry. IgA+ B220- PCs were pre-gated as CD45+ MHCII+ IgD- B220. Individual data points from 

one experiment plotted (n=4-5 mice/ timepoint; C57BL/6 female mice aged 8-10 weeks); bars 

indicate mean ± SEM. NC= normal chow; HFD = high fat diet.   
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Formula % by weight 
 

Low High 

Protein 5.0 21.5 

Carbohydrate 75.4 58 

Fat 8.1 8.1 

Figure 4.20. Altered sIgA rhythmicity in mice fed a high protein diet.  

Age and sex matched mice were fed either a high protein diet or low protein diet for 3 weeks. (A) 

Table listing the constituents (% by weight) of the high and low protein diets. (B) Weekly weight 

measurements of mice fed the high or low protein diet. Comparisons between groups conducted 

by Two-Way ANOVA with post-hoc Tukey; *= p<0.05. (C) The terminal ileum was isolated and 

flushed with 5mls PBS. SIgA concentration of terminal ileal washes was determined by ELISA. (D) 

Mean faecal sIgA concentration at each timepoint over the circadian day determined by ELISA. ZT0 

is replotted as ZT24 to aide visualisation of the data. Differences between each ZT assessed by 

Krushkal Wallis (KW). Oscillatory nature of data assessed by JTK analysis. *= p<0.05; **= p<0.01. 

Data from one experiment plotted (n=4-5 mice/ group; C57BL/6 female mice aged 8-10 weeks); 

bars indicate mean ± SEM. Ns = non-significant.  
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4.3 Discussion 

Collectively, this data suggests that temporal variation in nutrient availability across the day 

– due to diurnal feeding patterns – entrains rhythmicity in intestinal IgA production. Under 

steady state feeding conditions the PC-intrinsic circadian clock appears to be partly 

dispensable for IgA rhythmicity. However, feeding cues may help to entrain the PC clock and 

Bmal1 appears to regulate temporal gene expression of nutrient sensing, metabolic and 

protein synthesis pathways, suggesting a dialogue exists between feeding cues, the biological 

clock and antibody production within PCs. 

We found evidence of oscillations in core clock genes (Arntl, Per2, Nr1d1) in fully 

differentiated IgA+ PCs, but only Nr1d1 appeared to oscillate in naïve IgD+ B cells. Only one 

other study has assessed oscillatory clock gene expression in B cells to date. This work 

identified statistically  significant rhythms in the core clock genes in splenic B cells [291]. More 

recent works have only reported on oscillatory Nr1d1 expression in B cells [273, 302]. In these 

previous studies, splenic B cells were purified using a MACS-based approach targeting surface 

expressed CD19 [273, 291, 302], which provides little information regarding the activation 

and/ or differentiation state of these cells. Interestingly, recent data suggests that clock 

function may be altered depending on the activation state of the immune cell [258]. Our data 

suggests a similar paradigm may exist in B cells – that oscillations in core clock genes are 

imprinted during the differentiation of B cells towards PCs. Alternatively, studies have shown 

that Rev-erbα (encoded by Nr1d1) is a core transcription factor in ILC3s independent of 

circadian regulation [311]. Thus, oscillatory Nr1d1 may regulate gene expression in B cells, 

independent of the biological clock. Future work could encompass a comparison of oscillatory 

clock gene expression and function across different stages of B cell activation and maturation 

to interrogate this further. 

We have shown that the availability of metabolic substrates in vivo and ex vivo modulates the 

magnitude and rhythmicity of IgA secretion. In accordance with our findings, historical work 

in IgM-producing mouse hybridoma cell lines has demonstrated that the rate of production 

of monoclonal antibody increased with increasing concentrations of glucose in the culture 

medium [388] and more recently, the concentrations of glucose and amino acids were shown 

to be limiting factors for IgG antibody secretion by PCs [110, 111]. The circulating availability 

of metabolites including glucose, amino acids and lipids demonstrate clear diurnal rhythmicity 
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[389]. Notably, in mice fed a normal chow diet ad libitum, metabolites reached peak 

concentrations in the early to mid-light phase both in the serum and across different tissues 

including the liver [389], which aligns with our findings of peak concentrations of intestinal 

sIgA in the early to mid-light phase. Together with our data, this suggests that environmental 

availability, rather than an intrinsic capacity of PCs to augment their nutrient uptake or 

metabolic capacity in a diurnal manner, mechanistically connects entrainment of IgA 

oscillations by feeding cues. Intriguingly, recent work has identified that IgA modulates the 

systemic uptake of nutrients [125], suggesting that a dynamic crosstalk between nutrient 

availability, IgA responses and nutrient uptake may exist.   

Prior work has also demonstrated increased faecal sIgA responses in HFD-fed mice [338]. 

Others have also shown that feeding mice a HFD leads to a reduction in frequency of intestinal 

IgA+ PCs [122], suggesting that the difference in sIgA is due to changes in the secretory 

capacity of IgA+ PCs, as opposed to de novo generation PCs in HFD-fed mice. Moreover, 

feeding mice a HFD (for 10 weeks) leads to major changes in the rhythmic abundance of 

circulating metabolites, such that circadian oscillations of serum lipids are lost, and serum 

glucose measurements are constitutively elevated across multiple timepoints, compared with 

normal chow-fed mice [389]. These findings align with our data of elevated and arrhythmic 

sIgA in HFD-fed mice and provides further evidence linking nutritional cues with entrainment 

of IgA rhythmicity, as well as progresses our understanding of how dietary factors can imprint 

on immune cell function. 

Collectively, the evidence suggests that nutrient availability entrains oscillations in sIgA. 

However, it remains to be determined exactly how the PC-intrinsic clock contributes to 

rhythmic PC IgA production. While we demonstrated oscillatory sIgA in mice with a B-cell 

specific deletion of Bmal1, our RNA sequencing data suggests that Bmal1 modulates temporal 

gene expression of nutrient sensing and protein synthesis pathways in PCs such as mTOR. This 

is particularly notable, as mTOR is critical in regulating antibody production in mature PCs 

[352]. Moreover, reversal of feeding inverted Bmal1 gene expression, suggesting a crosstalk 

exists between nutritional cues, the biological clock and protein synthesis within PCs. Thus, it 

could be postulated that the clock entrains IgA rhythmicity by mediating cell-intrinsic 

responses to nutritional cues. This provokes the question of what happens if the feeding 

pattern is perturbed in mice lacking a functional cell-intrinsic clock? To begin to investigate 
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this further, future work aims to determine whether IgA rhythms generated under ad libitum 

feeding fail to re-align to reversed feeding of clock-disrupted Mb1Cre+/- x Arntlflox/flox mice.  

Interestingly, diet induced obesity in IgA deficient mice leads to more severe glucose 

intolerance than in wild type controls [122]. While the mechanisms underlying this are not 

clear, it was demonstrated that antibiotic administration to obese IgA-deficient mice 

improved glucose homeostasis, which suggests a role for the gut microbiota in promoting 

glucose intolerance in the absence of sIgA [122]. Other studies have demonstrated reduced 

dietary lipid absorption in the intestines [124] and altered systemic availability of fatty acids 

[125] in mouse models of antibody deficiency. Therefore, by targeting commensal microbes, 

sIgA may in part regulate the temporal availability of the same nutrients and metabolic 

substrates that are required for PC IgA production and for host metabolic health. Whether 

rhythmic sIgA has a functional consequence on regulating the commensal microbiota is 

evaluated in the following chapter. 
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5.0 DETERMENING THE CONSEQUENCES OF RHYTHMIC 

INTESTINAL IGA SECRETION ON HOST-MICROBIAL 

INTERACTIONS 

__________________________________________________________________________________ 
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5.1 Introduction 

The composition and function of intestinal commensals undergoes circadian oscillations in 

both mice and humans [313, 314, 323]. Critically, this results in oscillations in bacterial 

metabolic, motility and growth pathways, as well as rhythmic systemic availability of 

microbial nutrient metabolites over a 24-hour period [313, 314, 323]. Microbial rhythmicity 

in this manner leads to local and systemic effects within the host, including the regulation of 

immune tolerogenic responses [323], the modulation of transcriptional oscillations in IECs 

[313, 314] – including the regulation of nutrient uptake [322] and intestinal permeability [323] 

– and regulation of oscillatory hepatic gene expression and detoxification function within the 

liver [314]. Loss of microbial rhythmicity (e.g. through changes in diet or light cues, or due to 

jet lag) is associated with enhanced intestinal inflammation [323] and adverse metabolic 

outcomes [313, 317, 318, 331]. To this end, microbial oscillations are important determinants 

of intestinal homeostasis and host metabolic health.  

Under homeostatic conditions, intestinal immune cell responses are dedicated to maintaining 

intestinal health and microbial mutualism [25]. It is increasingly understood that several of 

these immune responses are imprinted with circadian rhythmicity [251], including our current 

findings of rhythmic intestinal IgA production. However, importantly, the link between 

circadian immune function and microbial rhythms is unclear and the precise mechanism(s) 

driving microbial oscillations is poorly understood. Previous studies have identified that the 

host clock and the type and timing of feeding can modulate microbial rhythmicity [313, 316, 

317]. More recently, it was shown that mice with disrupted ILC3 clock function displayed 

altered diurnal patterns of commensal microbes [293, 301, 311], suggesting that oscillatory 

immune function may regulate microbial rhythmicity. Intestinal IgA targets commensal 

microbes and modulates the composition and function of the gut microbiota in homeostasis 

[145]. Intriguingly, loss of microbial oscillations leads to increased susceptibility to metabolic 

derangements including hyperglycaemia and weight gain [313], which aligns with the 

phenotype in part associated with impaired gut IgA responses [122, 316, 317].  

Together, these findings provoke the question of whether oscillatory IgA modulates 

compositional and/ or functional circadian oscillations of the gut microbiota. In this chapter, 

we interrogate this hypothesis by determining the consequences of rhythmic intestinal IgA 

on commensal microbial composition and function over the circadian day.   
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5.2 Results  

5.2.1 Characterisation of a mouse model devoid of secretory antibodies  

In order to characterise the role of oscillatory IgA responses on regulating the composition of 

the intestinal commensal microbiota, we first sought to acquire a mouse strain that was 

devoid of secretory antibodies. For this purpose, we used the previously generated IgMi 

mouse strain [390]. In this strain, the constant regions of the IgH chain are deleted, except for 

the portion of the heavy chain of IgM (Cμ) that is responsible for the maturation of the 

membrane-form of the IgM heavy chain (IgHµ1ƴ; Figure 5.1A) [390]. The result is a model in 

which only B cells expressing IgM as a B‐cell receptor on their surface develop and B cells are 

not able to go through CSR or differentiation to PCs [390], nor secrete any soluble antibodies 

(Figure 5.1B) [391]. This is unlike other mouse models used within the field such as pIgR-

deficient mice (in which sIgA titres are only partially disrupted) [81], IgA-deficient mice [145] 

(which demonstrate compensatory sIgM which binds many of the same commensals as sIgA 

[66]) and mice which lack all B cells [392] (which results in significantly impaired mucosal and 

systemic immunity [392, 393]). 

Previous work has validated the phenotype of this mouse strain locally [391]. We confirmed 

this, by identifying the presence of IgM+ B cells, and lack of class-switched B cells and CD138+ 

PCs, in IgMi mice compared to WT littermate controls (Figure 5.1C). Further to this, we used 

an established flow cytometric assay [66] to detect the presence of IgA-bound (IgA+) bacteria 

in murine faeces. As expected, we detected IgA+ bacteria in WT littermate controls, but not 

in IgMi mice (Figure 5.1D). Collectively, these data confirm the phenotype of this mouse 

strain, enabling its use to interrogate the role of rhythmic intestinal IgA in regulating the 

commensal microbiota.   
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5.2.2 The global composition of intestinal commensal bacteria is similar in IgMi and 

littermate control mice 

Having confirmed the specificity of the flow cytometric assay for detecting IgA+ bacteria in 

the faeces of mice, we next sought to use this assay to determine whether the frequency of 

IgA+ bacteria varies over the course of the day. To do this, we collected fresh faecal pellets 

from the same mice at consecutive timepoints over the circadian day. Analysis of IgA staining 

of bacteria by flow cytometry did not demonstrate any differences across the experimental 

timepoints (Figure 5.2), suggesting that the total amount of faecal bacteria bound by IgA does 

not fluctuate over the course of the day. 

However, this does not rule out the possibility that individual differences exist in IgA-binding 

specific microbial communities and/ or the composition of microbes in the presence of sIgA. 

To investigate this further, we performed 16S rRNA sequencing analysis of faecal microbiota 

from IgMi and WT littermate control mice every 6 hours over the course of a single 24-hour 

period. Additionally, to achieve a more extensive analysis of the composition of intestinal 

commensals in the absence of secreted antibodies in IgMi mice, we also performed 16S rRNA 

sequencing analysis of bacteria harvested from colonic scrapings at a single timepoint (ZT5) 

from both groups.   

 

Figure 5.1. Characterisation of the IgMi mouse   

(A) Schematic representation of the IgH locus of the IgMi (IgHµ1ƴ) and wild type (IgHwt) mouse. The 

IgMi mouse is homozygous for the IgHµ1ƴ locus, while the wild type (WT) mouse is homozygous for 

the IgHwt locus. (B) Schematic representing the B cell compartment of the IgMi mouse in 

comparison with their littermate controls. (C) Frequency of IgM+, IgD+ and IgA+ B cells and CD138+ 

(plasma) cells (left to right) in small intestinal single cell suspensions of IgMi and WT littermate 

control mice as determined by flow cytometry. IgM+ IgD- B cells were pre-gated as live 

CD45+MHCII+B220+ cells; IgD+ IgA- B cells were pre-gated as live CD45+MHCII+B220+ cells; IgA + 

IgD- B cells were pre-gated as CD45+MHCII+B220+ cells; CD138+ PCs were pre-gated as live 

CD45+MHCII+B220-IgD- cells. Data representative of one experiment (n=3 mice per group). (D) 

(Left) Gating strategy (right) enumerated frequencies of IgA bound bacteria (IgA+ bacteria; gated 

as Syto-60+IgA+ events) in faeces of IgMi and age and sex-matched WT littermate control mice. 

Unpaired T-Test used to compare differences between groups. Data pooled from two independent 

experiments (n=3 mice per group; male and female mice aged 10-12 weeks). Bars indicate 

mean±SEM across all graphs.        
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Initial analyses revealed that the global alpha and beta diversity of intestinal microbes within 

the faeces and colon were similar between IgMi and age- and sex-matched WT littermate 

controls (Figure 5.3A&B). We next evaluated the global composition of commensal bacteria 

with a relative abundance of >2% in the colonic mucosa and/ or faeces in both groups. In 

general, the global composition of intestinal commensals of IgMi mice and controls were 

similar, in line with previous reports that IgMi and littermate control mice have largely 

comparable microbiota compositions [391]. However, we did note a reduction in the 

presence of bacteria belonging to the phyla Verrucomicrobia in the faeces, and a non-

significant reduction in the colonic mucosa, of IgMi mice (Figure 5.4 A&B). Furthermore, the 

composition of intestinal commensals was broadly comparable between groups at the genus 

level (Figure 5.4C). Indeed, in the faeces, only bacteria belonging to the Akkermanisa genus 

of the Verrucomicrobia phyla, and an unclassified genus of the Desulfovibrionaceae family of 

the phyla Proteobacteria, displayed significant differences in global relative abundance 

between groups over all sampled timepoints (Figure 5.4D). In addition, the Helicobacter genus 

of the phyla Proteobacteria demonstrated a greater than 2-fold difference in mean 

Figure 5.2. No difference in the amount of faecal bacteria bound by IgA over the course of the 

day.  

Frequency of IgA+ bacteria in the faeces of mice sampled over the course of the day, assessed by 

flow cytometry. (Left) Representative flow plots of IgA+ bacteria; (right) graphed data of each 

replicate across all sampling timepoints. IgA+ Syto60+ bacteria are pre-gated as FSC and SSC double 

positive, using SSC as the threshold. ZT0 is double plotted to facilitate viewing the data. Data 

pooled from two independent experiments (n=3-4 mice/ timepoint; C57BL/6 female mice aged 8-

10 weeks). Data representative of n=5 independent experiments. Variance in the data assessed by 

ANOVA. Oscillatory nature of data assessed by JTK analysis. Horizontal bars represent mean±SEM. 

Shaded area on graphs represents the dark phase. Bars indicate mean ± SEM.  
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abundance in the faeces between groups, but this did not reach statistical significance (Figure 

5.4D). In the colonic mucosa, only the abundance of bacteria belonging to the 

Desulfovibrionaceae (unclass.g) family was identified as being significantly different between 

groups (Figure 5.4C). Together, this data suggests that the overall composition of intestinal 

commensal bacteria is largely similar in the presence or absence of IgA. 

 

     

 

 

 

 

 

 

 

 

 

 

 

 

Figure 5.3. Similarities in alpha and beta diversity of faecal and colonic bacteria in IgMi and WT 

littermate control mice.  

(A) Shannon diversity index of faecal and colonic bacteria from IgMi and age and WT littermate 

control mice. Differences between groups analysed by Kruskal-Wallis and post Hoc Dunn test. Bars 

indicate median ± interquartile range. (B) Weighted unifrac analysis of faecal and colonic bacteria 

from IgMi and WT littermate control mice. Differences in UniFrac distances between faeces and 

colon data in each group compared by Permanova and Pseudo-F test. WT littermates were age- 

and sex-matched to IgMi mice. Data combined from two independent experiments (for colonic 

samples, littermates n=8 and IgMi n=9; for faecal samples, littermates n= 31 and n=33 IgMi mice; 

male and female mice aged 8-14 weeks). Ns = non-significant.  
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5.2.3 Altered diurnal rhythmicity in the composition and function of intestinal commensal 

bacteria in IgMi mice    

To determine whether compositional diurnal changes to the microbiota are altered in the 

absence of sIgA, we performed JTK analysis on the entire faecal 16S rRNA sequencing analysis 

dataset. In line with previous work, we considered an OTU to be rhythmic if the adjusted p 

value was <0.05 and FDR <0.1 [313, 314]. In doing so, we detected significant diurnal 

fluctuations in the relative abundance of 16.3% of all bacterial OTUs in WT mice (Figure 5.5A), 

which aligns with previous estimates of the proportion of oscillatory intestinal commensal 

bacteria in the steady state [313, 316]. By contrast, only 10.2% of all bacterial OTUs were 

oscillatory in IgMi mice (Figure 5.5A), suggesting that differences exist in the number of 

oscillating bacteria in WT and IgMi mice.  

Further to this, we detected differences in the relative abundance of oscillatory OTUs that 

comprise the main bacterial phyla represented within the faeces in both groups (Figure 5.5B). 

Interestingly, this included total loss of oscillatory bacteria from the phyla Firmicutes and 

Cyanobacteria in IgMi mice. Moreover, IgMi mice had nearly three-times as many oscillatory 

bacteria within the phyla Bacteroidetes and bacteria belonging to an ‘unassigned’ phylum 

demonstrated oscillatory capacity in IgMi mice, compared with WT mice, suggesting a 

potential gain in rhythmicity of certain microbes in the absence of sIgA (Figure 5.5B). These 

differences were largely consistent when analysing absolute bacterial abundance (data not 

shown), implying that these findings were not the result of a few dominant species driving 

proportional changes across other phyla, as has been demonstrated previously [315].     

Figure 5.4. The composition of commensal bacteria is similar in the colon and faeces of IgMi and 

WT littermate control mice.   

(A) Quantification of the bacterial phylla with a relative abundance >2% in the colonic mucosa and 

faeces. (B) Representative plots of the relative abundance of Bacteroidetes (left) and 

Verrucomicrobia (right) from the faecal samples. (C) Quantification of the bacterial genera with a 

relative abundance >2% in the colonic mucosa or faeces. (D) Representative plots of the relative 

abundance of (left-right) S27-4 (unclassified genus), Akkermanisa, Helicobacter and 

Desulfovibrionaceae (unclass.g) in the faeces of IgMi mice and WT littermate controls. Data 

represent mean values of pooled data from two independent experiments (for colonic samples, 

WT littermates n=3-5 and IgMi n=3-6; for faecal samples, WT littermates n=8 and IgMi n=9; male 

and female mice aged 8-14 weeks). *=p<0.05.  
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To investigate these differences further, we then evaluated compositional rhythmicity on a 

genus level. To do this, we grouped all bacteria identified as significantly oscillatory by JTK 

analysis in both WT and IgMi mice, WT mice only, and IgMi mice only. In doing so, we 

identified groups of bacteria that either retained, lost or gained rhythmicity in IgMi mice, 

compared with WT littermate controls (Figures 5.6A-C). In line with our earlier observations, 

bacteria that demonstrated loss of oscillations in IgMi mice included an unclassified genus of 

the YS2 family of the phyla Cyanobacteria and genera of the phyla Firmicutes including 

Gemella, Anaerotruncus, Streptococcus and an unclassified genus of the Lachnospiraceae 

family (Figure 5.6B). Several bacteria from the phyla Proteobacteria also demonstrated loss 

of rhythmicity in IgMi mice including Bilophila, Desulfovibrio and an unclassified genus of the 

orders RF32 and Rickettsiales (Figure 5.6B).  

Interestingly, we found that most of the bacteria that were identified as significantly 

oscillatory in both groups had apparent phase or amplitude shifts in IgMi mice (Figure 5.6A). 

Figure 5.5. Altered diurnal oscillations of intestinal commensal bacteria in IgMi mice.   

Fresh faecal pellets were collected from IgMi and age and sex-matched WT littermate control mice 

at four timepoints, six hours apart over a single day. Bacterial DNA was extracted from the faecal 

pellets and was subjected to 16S rRNA sequencing. (A) The percentage of all faecal bacterial 

operational taxonomic units (OTUs) identified as oscillatory, or not oscillatory, in IgMi and WT 

control mice. (B) The percentage of oscillatory OTUs grouped into respective bacterial phyla. 

Bacterial OTUs were considered oscillatory if JTK analysis demonstrated an adjusted p<0.05 and 

false discovery rate <0.1. Data pooled from two independent experiments (n=3-5 mice/ timepoint; 

male and female mice aged 8-14 weeks).  

A. B. 
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This was particularly apparent when relative abundance scores were plotted against ZT 

timepoints (Figure 5.7). This included bacteria which have previously been shown to be highly 

bound by sIgA, such as the genus Flexispira of the Helicobacteraceae family of Proteobacteria 

and the genus Mucispirillium of the phyla Deferribacteres [66, 117]. Mucispirillium is typically 

enriched within the intestinal mucus layer [394], along with Helicobacter, the other major 

genus within the Helicobacteraceae family of Proteobacteria, and Akkermanisa [395]. Analysis 

of these microbes demonstrated non-significant trends towards rhythmic fluctuations over 

the experimental timepoints in WT but not IgMi mice (Figure 5.8 A&B). Moreover, other 

bacteria that have been demonstrated as highly bound by sIgA, such as the S24-7 family of 

the phyla Bacteroidetes [66, 117], gained rhythmicity in the absence of sIgA (Figures 5.6 C). 

By contrast, Lactobacillus of the phyla Firmicutes, which is also considered as heavily bound 

by sIgA within the GI tract [117, 120], demonstrated non-significant differences across the 

experimental timepoints (Figure 5.8C). Thus, there is evidence of differences in the 

compositional rhythmicity of intestinal commensal microbes in the absence of sIgA, but the 

mechanism through which sIgA may modulate commensal rhythmicity is unclear. 

Importantly, while we found clear time of day differences in the abundance of several 

microbes, we also identified bacteria whose abundance consistently did not display temporal 

variability across the experimental timepoints in both groups (Figure 5.9). This suggests that 

the differences we observed were specific to those genera, and not a function of global time 

of day differences across all bacteria. Together, this data provides evidence of altered 

microbial rhythmicity in IgMi mice and suggests that oscillatory sIgA may, in part, regulate 

diurnal rhythmicity in the composition of intestinal commensals. 
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Figure 5.6. Alterations in compositional diurnal oscillations of intestinal bacteria in IgMi mice  

Heatmaps of bacterial genera grouped according to whether they were identified as significantly 

oscillatory (identified by JTK analysis: p <0.05; false discovery rate <0.1) in (A) both WT and IgMi 

mice (i.e. retained oscillations in IgMi mice); (B) WT mice only (i.e. lost oscillations in IgMi mice); 

or, (C) IgMi mice only (i.e. gained oscillations in IgMi mice). Colour code represents the phyla each 

bacterial genus belongs to. Normalised relative abundance is expressed as z-scores (red, high; blue, 

low). Data pooled from two independent experiments (n=3-5 mice/ timepoint male and female 

mice aged 8-14 weeks).  
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Figure 5.7. Representative plots of retained oscillations of intestinal bacteria in IgMi mice  

Representative plots of bacterial genera identified as significantly oscillatory by JTK analysis 

(p<0.05; false discovery rate <0.1) in both IgMi and WT control mice. Data represents relative faecal 

bacterial abundance across each timepoint. Colour code represents the phyla each bacterial genus 

belongs to. n=3-5 mice/ timepoint; male and female mice aged 8-14 weeks; **= p<0.01, ***= 

p<0.001, ****= p<0.0001. ZT0 was re-plotted as ZT24 to aide visualisation of the data. Horizontal 

bars represent mean±SEM. Shaded area represents dark phase. 
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Figure 5.8. Relative abundance of Helicobacter, Akkermansia and Lactobacillus over the 

experimental timepoints in WT and IgMi mice   

Representative plots of bacterial abundance of (A) Helicobacter, (B) Akkermansia, and (C) 

Lactobacillus, across each timepoint in the faeces of IgMi mice and WT controls. Colour code 

represents the phyla each bacterial genus belongs to. Data representative of two independent 

experiments (n=3-5 mice/ group; male and female mice aged 8-14 weeks). Oscillatory nature of 

data assessed by JTK analysis. ZT0 was re-plotted as ZT24 to aide visualisation of the data. 

Horizontal bars represent mean±SEM. Shaded area represents dark phase.  
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We next analysed whether these differential oscillations in microbiota composition in the 

absence of sIgA, had consequences for the functional capacities of the intestinal microbes 

over the course of the day. To do this, we performed shotgun metagenomic sequencing of 

faecal samples collected every 6 hours over a 24-hour period from IgMi mice and age and sex 

matched WT littermate controls. The metagenomic reads were mapped to a gut microbial 

gene catalog [313] and underwent GeneOntology (GO) enrichment analysis to identify 

associated functional biological processes. We then performed JTK analysis on the pathway 

data to detect oscillations that occur with a 24-hour rhythm, which were considered rhythmic 

if the adjusted p value was <0.05 and FDR <0.05 [314, 316]. In accordance with previous work 

[313], we found that 17% of all functional processes with a coverage of ≥20% in WT mice were 

rhythmic, whilst, strikingly, only 2% were rhythmic in IgMi mice (Figure 5.10A&B).  
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Figure 5.9. Similarities in the composition of intestinal bacteria in IgMi and WT mice over the 

experimental timepoints.   

(Left to right) Selected plots of bacteria identified as non-rhythmic in both IgMi and WT littermate 

control mice. Colour code represents the phyla each bacterial genus belongs to. Data 

representative of two independent experiments (n=3-5 mice/ group; male and female mice aged 

8-14 weeks. Oscillatory nature of data assessed by JTK analysis. ZT0 was re-plotted as ZT24 to aide 

visualisation of the data. Horizontal bars represent mean±SEM. Shaded area represents dark 

phase. 
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We then performed unbiased analysis of the top 20 significantly rhythmic process with the 

greatest amplitude across both groups. This demonstrated that pathways linked to protein 

synthesis, DNA replication and glucose metabolism were highly oscillatory in WT mice, but 

arrhythmic in IgMi mice (Figure 5.10C). By contrast, other processes relating to DNA 

replication were identified as highly oscillatory in IgMi mice, but not in WT mice (Figure 

5.10D). Further analysis of the rhythmic functional pathways in WT mice demonstrated that 

25% of significantly oscillatory processes were directly related to the central metabolism of 

carbohydrates and lipids. Notably, several steps in the Glycolysis and Gluconeogenesis 

pathways [396] were oscillatory in WT animals but were arrhythmic in IgMi mice (Figure 

5.11A-D). Moreover, the activity of enzymes involved in the generation of intermediates of 

the TCA cycle were also identified as rhythmic in WT mice, but not IgMi mice (Figure 5.12), 

suggesting loss of rhythmic metabolic function in bacteria in the absence of sIgA. Intriguingly, 

peak oscillations of protein synthesis and central metabolic processes consistently timed 

around the mid-light phase, suggesting a potential timestamp of bacterial cell-intrinsic 

metabolic activity that occurs during the resting period. By contrast, we observed a small 

number of predicted GO-term functional pathways that gained oscillatory activity in the 

absence of IgA (Figure 5.10D), which included Flagellum Assembly and Extrachromosomal 

Circular DNA (Figure 5.13).  
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Figure 5.10. Loss of functional diurnal oscillations of intestinal bacteria in IgMi mice  

GO pathways demonstrating diurnal oscillations in (A) age and sex-matched WT and (B) IgMi mice. 

Adjusted p value and amplitude derived from JTK analysis. Dashed line indicates an adjusted p 

value of 0.05. (C&D) Heatmap of top 20 significantly rhythmic GO pathways based on amplitude in 

both WT and IgMi mice. GO processes plotted in (C) were only significantly oscillatory in WT mice 

only and those in (D) significantly oscillatory in IgMi mice only. Normalised relative abundance is 

expressed as z-scores (red, high; blue, low). ZT24 represents a separate experimental timepoint 

from ZT0. Data from one experiment (n=5 mice/ timepoint; male and female mice aged 10-14 

weeks). PEPCK activity = Phosphoenolpyruvate carboxykinase activity.  
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Figure 5.11. Loss of rhythmicity of microbial glycolysis and gluconeogenesis in IgMi mice  

(A) Schematic of glycolysis (top to bottom) and gluconeogenesis (bottom to top) pathways 

(adapted from [396]). Key enzymes involved in each step are listed in the table; enzyme activity of 

those highlighted in red were significantly oscillatory (JTK analysis p<0.05; FDR <0.05) in WT mice, 

but not in IgMi mice. (B-D) Selected plots of GO values over experimental timepoints for enzymes 

identified from (A). Data from one experiment; n=5 mice/ timepoint; male and female mice aged 

10-14 weeks; ZT24 represents a separate experimental timepoint from ZT0. ****=p<0.0001.  

B. C. D. 
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Figure 5.12. Loss of rhythmicity of microbial metabolic enzyme activity in IgMi mice  

(Left to right) Selected plots of enzymes identified as significantly oscillatory in WT mice, but not 

in IgMi littermate mice (JTK analysis adjusted p<0.05; FDR<0.05). Data from one experiment; n=5 

mice/ timepoint; male and female mice aged 10-14 weeks. ZT24 represents a separate 

experimental timepoint from ZT0. ****=p<0.0001.  

A. B. C. 

Figure 5.13. Gain of rhythmicity of pathways relating to extrachromosomal circular DNA and 

flagellum assembly in IgMi mice  

(Left and right) Selected plots of functional GO pathways identified as significantly oscillatory in 

IgMi mice, but not in WT littermate controls (JTK analysis adjusted p<0.05; FDR <0.05). Data from 

one experiment; n=5 mice/ timepoint; male and female mice aged 10-14 weeks. ZT24 represents 

a separate experimental timepoint from ZT0. ****=p<0.0001.  
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We next sought to determine whether alterations in the composition and function of the gut 

commensal microbiota led to changes in the nutrient availability within the intestines. To do 

this, we performed metabolomics on serially collected faecal samples from IgMi and WT 

littermate control mice. In doing so, we observed clear rhythmicity in the relative abundance 

of several short chain fatty acids in WT control mice, which were blunted in IgMi mice (Figure 

5.14A-C). We also observed non-significant differences in the relative abundance of glucose 

across experimental timepoints in both groups (Figure 4.14D). By contrast, Succinate 

demonstrated comparable relative abundance over the course of the day in the presence or 

absence of IgA (Figure 5.14E).  

Finally, to evaluate the potential impact of rhythmic IgA on systemic nutrient availability, we 

next serially sampled blood glucose from IgMi and littermate control mice over the circadian 

day. This demonstrated expected oscillations in blood glucose in littermate controls, which 

were blunted in the absence of IgA (Figure 5.15).         

Taken together, this data suggests that rhythmic IgA may, in part, regulate compositional and 

functional oscillations in the intestinal microbiota. In doing so, oscillatory IgA modulates the 

rhythmic availability of nutrients both locally within the intestines and systemically within the 

host over the course of the day. 
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Figure 5.14. Dysregulation of circadian metabolites in the absence of mucosal antibody 

Fresh faecal pellets were collected from IgMi and age and sex-matched WT littermate control mice 

at five timepoints, six hours apart over a single day. (A-E) Selected plots of faecal-assocaited 

metabolites in WT and IgMi mice. Data from one experiment; n=5 mice/ timepoint; male and 

female mice aged 10-14 weeks. ZT24 represents a separate experimental timepoint from ZT0. ** 

=p<0.01; ****=p<0.0001.  

Figure 5.15. Loss of oscillatory serum glucose in the 

absence of IgA 

Blood glucose levels were serially sampled from WT 

and IgMi mice at five 6 hour intervals over a 

circadian day (performed by Dr Rita Domingues). 

N=8-12 mice/ group per timepoint; C57BL/6 male 

and female mice aged 8-10 weeks. Representative of 

data pooled from two independent experiments. All 

data shown as +/- SEM. *=p< 0.05, ** p< 0.01. 
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5.3 Discussion 

Previous studies have demonstrated that diurnal oscillations in the composition and function 

of the gut microbiota are entrained by circadian and/ or feeding cues [313-317]. However, 

the immune mechanism(s) which drive these changes remained poorly understood. Our data 

suggests that sIgA may, in part, regulate rhythmicity of the microbiota. To this end, these 

findings suggest that sIgA modulates the composition and function of intestinal commensals 

in a more nuanced manner than previously appreciated.  

In accordance with our findings, others have identified oscillations in microbes belonging to 

the Firmicutes and Bacteroidetes phyla, including Gemella [397], Odoribacter [313], 

Streptococcus [313] and Lachnospiraceae [313, 317, 318]. Prior studies have demonstrated 

rhythmicity in other common intestinal commensals such as Lactobacillus [313] and 

Bacteroides [318], which were non-rhythmic in our data, and previous work [313]. 

Furthermore, the oscillatory phase of different microbes does not appear to follow a 

consistent pattern across different studies [313, 314, 316-318]. This may be due to differences 

in the sampling site of the microbiota in these studies, which range from the caecum [316], 

colonic mucus layer [314] and faeces [313, 317]. Moreover, prior studies have been 

conducted across different geographical locations, in animals of different ages and gender, 

and raised on different dietary chow – factors which are well known to generate variability in 

the composition of the intestinal microbiota [315, 398, 399] – suggesting that the 

configuration of oscillating commensals may also be affected by these biological and 

environmental factors.  

By contrast, and as we found presently, the percentage of oscillating microbes under 

homeostatic conditions appears to be largely conserved across different studies [313, 316]. 

Consistency is also apparent in the proportion of oscillating functional bacterial processes in 

the steady state between different studies [313]. Therefore, the relative proportion of 

oscillating vs non-oscillating elements within the microbiota may be a more accurate 

reflection of how microbial rhythmicity changes under different conditions. With this in mind, 

we detected a reduced frequency of compositional and functional microbial oscillations in 

IgMi mice, suggesting that sIgA modulates rhythmicity within the intestinal microbial 

community.   
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Specifically, we identified altered rhythmicity of Mucispirilium in IgMi mice. Mucispirilium is 

typically found within the mucus layer in close proximity to the epithelial surface, along with 

other microbes such as Helicobacter and Akkermansia [394, 400, 401]. Previous studies have 

identified circadian oscillations in the relative abundance of Akkermansia in the caecum and 

colonic mucus layer of mice [313, 316]. By contrast, we only sampled faeces over serial 

timepoints presently, which may explain why we detected non-significant fluctuations in 

Akkermansia and Helicobacter over the course of the day, and analysis of the colonic mucus 

layer may provide a more accurate evaluation of the oscillatory nature of these bacteria. 

Interestingly, we did observe significantly reduced overall abundance of these microbes in 

IgMi mice. Studies have shown that Mucispirilium and Akkermansia drive TD humoral 

responses in the gut under homeostatic conditions [66, 402] and that these bacteria are 

heavily labelled by sIgA [66, 98, 119]. It is increasingly appreciated that gut commensals can 

exploit IgA-binding to promote their establishment within the gut [65, 67], which may explain 

our findings of reduced, or altered temporal, abundance of these mucus-residing bacteria in 

the absence of IgA in IgMi mice. 

We also observed that microbes of the Cyanobacteria phylum lost rhythmicity in IgMi mice. 

Other species within this phylum, such as Synechococcus elongatus of the order 

Synechococcales, which typically colonise marine environments, have their own cell-intrinsic 

circadian oscillators which drive cell-intrinsic circadian rhythms in bacterial gene expression 

[403]. More recently, cell-autonomous oscillatory gene expression, akin to circadian-clock 

controlled rhythmicity, was demonstrated in the gut commensal Bacillus subtilis [404]. Thus, 

evidence suggests that microbes themselves may regulate their own transcriptome in a 

circadian manner. Whether cell-intrinsic oscillations in the bacterial transcriptome may 

interact with oscillatory IgA is unclear but suggests a further layer of regulation of microbial 

oscillatory activity may exist in certain commensals.   

It could be considered that oscillations in the abundance of microbes may reflect their 

temporal outgrowth within, or clearance from, the GI tract and that enhanced clearance at 

specific times of the day may be important to balance appropriate nutrient metabolism within 

the gut [405]. In this manner, metabolism of nitrogenous material derived from the diet by 

commensal microbes results in the production of hydrogen sulphide, which has important 

physiological functions locally [406], but in excess is associated with inflammatory conditions 
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such as IBD [407] and colorectal cancer [408]. Desulfovibrio and Bilophila are key hydrogen 

sulphide-producing bacteria [405, 406] and studies have found their abundance increased in 

individuals with IBD [409, 410]. Our data indicates overall increased abundance of the family 

Desulfovibrionaceae, as well as loss of rhythmic abundance of Desulfovibrio and Bilophila, in 

the absence of IgA. Therefore, oscillatory IgA may regulate the temporal clearance of these 

bacteria from the gut to balance maximising beneficial microbial processes alongside limiting 

detrimental responses associated with their outgrowth.  

Mechanistically, it is well recognised that bacteria proliferate in response to feeding [313, 

411]. SIgA has been shown to mediate the cross-linking, or enchained-growth, of proliferating 

bacteria, which consequently enhances microbial clearance from the gut [114]. Therefore, 

enhanced host IgA responses may be aligned with feeding-induced bacterial proliferation to 

facilitate enchained-growth and clearance of proliferating microbes from the intestines. 

Intriguingly, we observed that the presence of IgA led to dampened oscillatory activity in 

pathways relating to the expression of genes for survival under stress (e.g. Extrachromosomal 

Circular DNA) [412] and motility (e.g Flagellum Assembly), suggesting a possible mechanism 

through which IgA may regulate colonised bacteria within the gut and alter the composition 

of the intestinal niche.  

Moreover, rhythmic attachment of microbes such as SFB and mucus-dwelling commensals to 

the colonic epithelium is thought to entrain transcriptional oscillations within IECs, including 

regulating appropriate rhythmicity of pathways relating to carbohydrate, amino acid and lipid 

metabolism [314]. Microbial oscillatory activity also leads to the rhythmic production of 

metabolites by bacteria, which is important for maintaining systemic rhythmicity and organ 

health [314, 318]. Several lines of evidence have demonstrated that an arrhythmic, dysbiotic 

microbiota can result in the development of glucose intolerance, obesity and type 2 diabetes 

[313, 318, 331], suggesting that impaired rhythmicity of the intestinal microbiota links to 

alterations in host metabolic health. We demonstrated alterations in the rhythmicity of 

mucus-dwelling commensals in the absence of mucosal antibodies and observed blunting of 

oscillations of key metabolites both locally in the gut and systemically in the circulation in the 

absence of IgA. These findings provoke the question of whether sIgA-mediated regulation of 

microbial rhythmicity has physiological consequences for host metabolism? – this is 

addressed in the final chapter.   



145 
 

Intriguingly, how microbial oscillations induce transcriptional rhythmicity within IECs remains 

to be determined [320, 323]. Interestingly, microbes in close proximity to the IEC surface are 

heavily bound by sIgA [66, 117, 119]. sIgA itself can bind cell-surface expressed receptors, 

including Fc receptor for IgA, CD71 and M-cell receptors [413-415], leading to the activation 

of signal transduction pathways within the cell. Therefore, it could be postulated that IgA-

bound microbes interact with IgA receptors on IECs, to induce the activation of signalling 

pathways within the cell. In a similar manner, prior work has demonstrated sIgA can crosslink 

dietary proteins, such as gluten (gliadin peptides), following which sIgA-gluten complexes 

interact with CD71 on the luminal side of the IEC, to mediate signalling and transport inside 

the IEC [416]. SIgA is capable of crosslinking bacteria and intriguingly, these crosslinks begin 

to degrade after a matter of hours [114]. Thus, sIgA crosslinking with gut commensals may 

enable an intrinsically transient interaction with receptors on the IEC surface, which would 

result in temporal signal transduction and gene transcription within the cell over the circadian 

day.  

Finally, it should also be considered whether the changes that we observed are the result of 

more widespread alterations that result in the setting of conditional impairment of soluble 

antibody production in this mouse model. For instance, previous work has identified that IgMi 

mice display reduced frequencies of CD103+ DCs and increased B-cell derived IL-10 

production in the mLN compared with WT controls [391]. While our data confirms that of 

others [391], that these changes largely do not alter the global composition of the intestinal 

microbiota in these mice, the consequences of these perturbations in intestinal immune 

tolerogenic and regulatory responses are unclear. Therefore, to further define the role of sIgA 

in modulating rhythmicity in the microbiota, we could perform these sequencing experiments 

in a recently developed mouse model of inducible PC-specific deficiency [417].  

Taken together, our findings identify a previously unappreciated role of sIgA in regulating the 

temporal variation in the composition and function of the intestinal microbiota. The 

mechanisms behind this are unclear but may involve sIgA directly or indirectly regulating 

temporal selection pressures on colonised bacteria, by modulating their response to nutrients 

and/ or access to specific niches within the tissue. Furthering our understanding of this may 

provide critical information regarding how dysbiosis leads to altered host health and 

metabolic outcomes.  
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6.0 FINAL DISCUSSION  
__________________________________________________________________________________ 
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Under homeostatic conditions, intestinal immune cell responses are dedicated to maintaining 

intestinal health and microbial mutualism [25]. It is increasingly understood that several of 

these immune cells and/ or their responses are imprinted with circadian rhythmicity [251]. 

This may confer an advantage to the host, as co-ordinating cell responses around temporal 

changes in environmental cues, or partitioning their maximal response around the time of 

greatest need, may optimise energy-efficient responses and thereby promote survival [321].  

Intestinal dwelling PCs constitutively produce IgA in the steady state, which targets gut 

commensals and shapes the composition and function of the intestinal commensal niche to 

promote mutualism and homeostasis [418]. However, it was not previously known whether 

intestinal IgA responses were imprinted with circadian rhythmicity. This was intriguing for 

several reasons: firstly, oscillatory production of IgA in homeostasis might be bioenergetically 

favourable to the host; secondly, the microbiota undergoes circadian oscillations in 

composition and function, however the precise mechanism(s) driving microbial oscillations 

are poorly understood; finally, loss of microbial rhythmicity has adverse outcomes for host 

metabolism, which aligns in part with the health consequences associated with impaired 

mucosal antibody responses [122-125]. 

Therefore, we hypothesised that IgA-mediated regulation of the microbiota is subject to 

temporal entrainment by circadian cues. We further postulated that dysregulation of 

rhythmicity in mucosal antibody secretion could have important consequences for host 

metabolism and health. 

To address these hypotheses, we took a mechanistic experimental approach to characterise 

intestinal IgA responses over the circadian day (Chapter 3), define the mechanisms that 

entrain rhythmic PC IgA production (Chapter 4), and determine the consequences of rhythmic 

intestinal IgA on daily commensal microbial composition and function (Chapter 5). In doing 

so, our findings suggest that the intrinsic production of IgA by PCs varies over the course of 

the day (Chapter 3), in response to nutrient availability (Chapter 4), and that rhythmic IgA in 

part modulates compositional and functional oscillations in the intestinal microbiota (Chapter 

5) (Figure 6.1). Together, these results provide novel insights about how IgA+ PC responses 

adapt to changing environmental cues over the course of the day, and further understanding 

about sIgA-mediated regulation of the commensal intestinal microbiota.  
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Notably, these data provoke several further questions, including: 

i) Does rhythmic sIgA-mediated regulation of the commensal microbiota have 

physiological consequences for host metabolism?  

ii) Do rhythmic IgA responses promote host protective immunity?  

iii) Is the PC-intrinsic circadian clock functionally redundant? 

Figure 6.1. Schematic overview of our findings. Our data suggests that oscillations in 

dietary-derived metabolites entrain rhythmic gene transcription within small intestinal 

IgA+ PCs, which drive oscillations in IgA secretion into the intestinal lumen. Oscillatory 

sIgA consequently drives, in part, compositional and functional oscillations in the 

commensal microbiota. The role of the PC-intrinsic circadian clock in this process 

remains unclear. In addition, whether compositional and functional oscillations in the 

commensal microbiota help drive oscillations in feeding-derived metabolites, remains 

to be determined (illustrated by dashed line). 

? 
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6.1 Does rhythmic sIgA-mediated regulation of the commensal microbiota have physiological 

consequences for host metabolism? 

The small intestine is the major site of dietary nutrient absorption [12], of which dietary-

derived microbial metabolites constitute a significant proportion of absorbed nutrients [125, 

419]. Gut-derived microbial metabolites stimulate the release of gut hormones, promote the 

development and maturation of immune cells, and are utilised by the host in cellular 

metabolic pathways both locally within the intestines and systemically throughout the body 

[426, 427]. In this manner, microbial metabolites are important regulators of metabolic health 

in the steady state, and altered microbial composition and/ or function has been implicated 

in dysregulated metabolism and conditions such as obesity and type 2 diabetes mellitus [243-

248]. 

The small intestines also harbours the largest population of IgA+ PCs within the body and 

intestinal sIgA has recently been implicated in the regulation of microbial metabolite nutrient 

uptake within the intestines [124,125]. Indeed, antibody deficiency has been shown to lead 

to altered dietary lipid absorption in the gut [124], and IgA-deficient mice fed a HFD diet have 

more severe glucose intolerance than wild type controls fed the same diet [122], the effect 

of which can be reduced following antibiotic administration [122], suggesting a mechanistic 

link between IgA, the gut microbiota and host metabolism. In support of this, recent isotope 

tracing studies have demonstrated that intestinal IgA can modulate host microbial-metabolite 

uptake and its systemic dissemination, by regulating the intestinal transit time of gut 

commensals [125]. In this manner, antibody-deficient mice had an increased dwell time of 

bacteria in the small intestines and had altered circulating availability of microbial-

metabolites, including elevated levels of circulating fatty acids and lipids, compared with wild 

type mice  [125]. Thus, intestinal IgA responses may modulate the appropriate local and 

systemic availability of nutrient metabolites.  

It is increasingly apparent that the microbiota undergoes circadian oscillations in its 

composition and function, and that this diurnal rhythmicity is an important determinant for 

host metabolic health [320]. This can be inferred from human and murine studies which have 

characterised that both microbial dysbiosis and circadian disruption (i.e. due to shift work, jet 

lag,  or altering feeding cues) are associated with obesity, the metabolic syndrome and/ or 

type 2 diabetes [317, 318, 330, 331, 420-422]. More recently, it was shown that type 2 
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diabetes is associated with loss of diurnal rhythmicity of intestinal commensals in humans, 

confirming the importance of oscillatory bacterial activity across species [331]. 

Mechanistically, animal studies have shown that jet-lagged mice develop dysbiosis with loss 

of microbial oscillations and develop obesity and glucose intolerance [313]. These metabolic 

outcomes can be ameliorated in antibiotic-treated mice and recapitulated via faecal microbial 

transfer from jet-lagged mice or humans into germ-free animals housed under steady state 

conditions [313], providing empirical data that impaired rhythmic oscillations lead to adverse 

host metabolism. Further studies have shown that loss of rhythmic microbial activity, with 

consequent perturbations in the production of rhythmic bacterial metabolites, leads to re-

programming of transcriptomic oscillations in the liver, including glucose signalling, fatty acid 

metabolism and lipid homeostasis [313,314]. The liver is the major organ involved in 

orchestrating metabolic homeostasis within the body. Therefore, these findings suggest a 

mechanism through which intestinal microbial rhythmicity may regulate systemic metabolic 

health.  

In this study, we have demonstrated that intestinal IgA is imprinted with circadian 

rhythmicity, and observed impaired gut microbial rhythmicity – both in terms of composition 

and metabolic function – in the setting of antibody-deficiency. Therefore, in the context of 

the findings from these earlier studies, our data suggests that intestinal IgA may have a 

previously unrecognised role in modulating the rhythmic microbial regulation of host 

metabolic health. In support of this, our preliminary metabolomic data suggested that 

antibody-deficient mice have altered local and systemic metabolite availability over the 

course of the day in comparison with wild type controls. Furthermore, based on our findings 

that nutrient metabolites drive oscillatory IgA production by PCs, it is tempting to speculate 

whether microbial rhythmicity generates diurnal variations in local metabolite availability, 

which in turn helps entrain oscillatory IgA production (Figure 6.1). However, further studies 

are warranted to validate these early observations and dissect more comprehensively the 

mechanisms through which IgA may modulate intestinal commensal rhythmicity and host 

metabolism.  

In this manner, we plan to evaluate systemic metabolic responses – such as glucose tolerance, 

amount of visceral adipose tissue and oxygen consumption/ carbon dioxide release – in IgMi 

and wild type control mice, using serial blood testing, magnetic resonance scanning and 
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mouse cages which enable metabolic parameters to be monitored, respectively. More 

specifically, we also plan to use transcriptomics and functional assays to determine whether 

metabolic pathways within the liver and hepatic function are dysregulated in the absence of 

rhythmic IgA. Moreover, we plan to dissect the effect of the microbiota on oscillatory IgA 

responses, using either antibiotics to deplete the intestinal commensal community, or germ-

free mouse lines. These data will provide further information on whether oscillatory intestinal 

IgA responses have a physiological role in modulating host metabolic health. It is hoped that 

in doing so, these studies will provide new understanding of, and possible novel therapeutic 

avenues for, human metabolic diseases such as the metabolic syndrome and type 2 diabetes. 

6.2 Do rhythmic IgA responses promote host protective immunity?  

As previously discussed, several aspects of the host immune response to infection are now 

known to be entrained by circadian cues and oscillate in a diurnal manner [250,251,253]. In 

this manner, studies have shown that immune cell trafficking around the body, activation of 

the innate and adaptive immune responses and host-pathogen interactions demonstrate 

diurnal responses [250-254]. These studies have suggested that the circadian control of 

immune cell responses is timed around the anticipated increased risk of exposure to 

pathogens during certain times of the day, which may result in timely anti-pathogen 

responses and thereby maximise host survival [251]. 

When considering the timing of these diurnal immune responses, the host is considered at 

greatest risk of exposure to pathogens during the active phase, as this times with social 

activities which may put animals at greater risk of exposure to airborne pathogens [287]. 

Previous work has demonstrated that mice exposed to respiratory pathogens such as 

Streptococcus pneumoniae towards the beginning of the resting phase (ZT0) have a more 

aggressive infection than those exposed towards the beginning of the active phase (ZT12) 

[428]. It has been further shown that rhythmic immune responses towards Influenza virus 

and Sendai virus are impaired in mice with disrupted circadian clock function [429,430], and 

that these mice have greater disease burden than wild type controls, suggesting that the 

circadian entrained immune responses towards pathogens may confer an advantage to the 

host.  
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The active phase of animals not only increases their risk of exposure to airborne pathogens, 

but behaviour during wakefulness may also expose animals to other microorganisms, such as 

food-derived microbes [287]. Previous studies have shown that mice infected with the enteric 

pathogen Listeria monocytogenes at the beginning of the rest phase (ZT0), have higher 

bacterial burden than those infected towards the mid- to end of the resting phase (ZT8) [431]. 

Similarly, mice infected with Salmonella typhimurium during the resting phase (ZT4) had 

greater bacterial burden within the colon, PPs and spleen, compared with mice infected 

during the active phase (ZT16), at 72 hours post-infection [432]. Therefore, oscillatory 

immune responses may have evolved to anticipate temporal changes in host exposure risk to 

enteric pathogens [287]. Interestingly, it is well established that intestinal IgA responses are 

directed towards foreign microbes such as S.typhimurium, which helps protect against 

pathogen colonisation and invasion of the intestinal epithelium [223, 224]. However, sIgA has 

not been previously evaluated in the context of time-of-day differences in GI infections. 

Therefore, it is tempting to speculate that the temporal differences in disease burden and 

infectivity observed in these earlier studies may in part be explained by oscillatory sIgA.    

With this in mind, on the one hand, our findings of peak luminal sIgA levels during the early 

to mid-resting phase, and nadir during the mid-active phase, may argue against an 

involvement of sIgA in diurnal host immune responses towards enteric pathogens. However, 

several factors need to be considered before evaluating the timing of anti-pathogen 

responses. Indeed, previously, mice were exposed to L.monocytogenes via an intraperitoneal 

route, which does not reflect ‘natural’ GI exposure to this bacteria [431]. By contrast, mice 

were exposed to S.typhimurium via oral gavage [432]; however, the transit of food through 

the GI tract can take several hours, meaning it is difficult to accurately determine the timing 

of when peak responses might be most advantageous for the host. Moreover, we measured 

sIgA levels in faeces, which may reflect luminal sIgA levels several hours prior to sampling.  

Therefore, it is currently not clear how our findings of rhythmic IgA production, or the 

respective phase of IgA oscillations, aligns with these previous findings of temporal variation 

in the disease burden and infectivity of GI pathogens. To investigate this further, we plan to 

measure bacterial burden and infectivity of an enteric pathogen such as S.typhimurium, 

alongside intestinal sIgA levels, at shorter time intervals (i.e. 3-hourly) throughout the 

circadian day. This would help determine the timing of any possible correlation between 
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infectivity and intestinal IgA. Furthermore, by modifying our IgA:bacterial flow cytometry 

assay, we could determine whether there was a difference in IgA:S.typhimurium-binding at 

different times of the day. Moreover, we plan to evaluate whether there is a loss of difference 

in disease burden/ infectivity in mice both lacking sIgA, and mice in which sIgA is arrhythmic 

(i.e. HFD-fed mice), as well as interrogate bacterial burden and infectivity in reverse-fed mice. 

Together, it is hoped that these studies will provide further insights about how intestinal sIgA 

promotes host protective immunity to enteric pathogens. This has potential clinical 

implications, as it may provide further understanding of the course and prognosis of 

mammalian GI infections.   

6.3 Is the PC-intrinsic clock functionally redundant?  

The findings from this study have also provided novel evidence to suggest that intestinal IgA+ 

PCs have a cell-intrinsic biological clock. While our data suggests that oscillatory IgA was not 

dependent on an intact clock within PCs, these findings do not discount altogether a 

functional role for the PC-intrinsic clock. Indeed, we found that Bmal1 may modulate 

temporal gene expression of nutrient sensing and protein synthesis pathways within PCs, 

including genes relating to the mTOR pathway. This is particularly notable, as the mTOR 

pathway has previously been shown to be critical in regulating antibody production within 

mature PCs [352]. Furthermore, we found that reversal of feeding inverted Bmal1 expression 

within PCs, and also demonstrated that light-time feeding inverted the phase of oscillatory 

sIgA. Together, these data suggest that a crosstalk may exist between nutritional cues, the 

biological clock and protein synthesis within PCs.  

Previous work has identified that the mTOR pathway exerts control over the timing and 

magnitude of gene oscillations of the biological clock [357,433], and conversely the biological 

clock can regulate mTOR pathway activities [434], as well as the rhythmic expression of 

several cellular pathways relating to protein translation within cells [355,435]. It has been 

speculated that this may be advantageous to the host, as it may enable the alignment of 

cellular processes relating to protein synthesis around a time when nutrient availability is at 

its greatest [435]. Therefore, it is tempting to postulate that the PC-intrinsic clock helps 

facilitate alignment of cellular processes for antibody production, at a time of peak energy 

and nutrient availability. To evaluate this further, we plan to determine whether IgA rhythms 

generated under ad libitum feeding, fail to re-align to reversed feeding of clock-disrupted 
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Mb1Cre+/- x Arntlflox/flox mice. Moreover, we aim to repeat the in vitro IgA secretion assays in 

varying concentrations of metabolic nutrients and inhibitors, with PCs sorted from Mb1Cre+/- 

x Arntlflox/flox and littermate control mice. This will provide further information about whether 

the biological clock has a functional role in regulating nutrient sensing and protein synthesis 

pathways within PCs.  

Notably, when considering the potential functional role of the PC-intrinsic clock, it is 

important to highlight that we only evaluated Bmal1 deficiency in the PC clock. It has 

previously been demonstrated that some biological clock genes can regulate gene expression 

independent of the biological clock [311,436]. Therefore, we also plan to evaluate whether 

rhythmic IgA responses and/ or PC function is altered in mice with impaired clock function 

resulting from disruption of other core clock genes, such as Per2 and/ or Nr1d1.  

Another important consideration of these data relates to the finding that core clock genes did 

not appear to oscillate in IgD+ B cells, but did oscillate in fully differentiated PCs. In this 

setting, IgD+ B cells are antigen-inexperienced naïve B cells which, upon antigen encounter 

and in the presence of appropriate co-signals, undergo CSR and differentiation into antibody-

secreting PCs [71]. The metabolic requirements of B cells across these different stages of 

activation are very different, such that antigen-inexperienced naïve IgD+ B cells have very few 

metabolic demands, whereas the metabolic requirements of antigen-activated B cells 

undergoing CSR and proliferation are much higher [200]. By contrast, fully differentiated PCs 

have the greatest metabolic requirements, which are largely focused on supporting antibody 

production [200]. Therefore, the finding that the biological clock within B cells does not 

oscillate at a cellular differentiation stage which has relatively few energy requirements, but 

does oscillate when the cell has very high energy requirements, supports the concept that the 

biological clock has a non-redundant role in orchestrating cellular processes within PCs. The 

stage of B cell differentiation at which the biological clock beings to oscillate could be further 

determined. To address this, B cell subsets at different stages of maturation and 

differentiation will be isolated by FACS-sorting tissue preparations sampled over the course 

of the day and subsequently, clock gene expression interrogated. Further to this, it might be 

interesting to investigate the molecular switch(es) which lead to activation of the biological 

clock within B cells/ PCs.  
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Finally, it is noteworthy that we focused solely on intestinal IgA-class switched PCs in the 

present study. As discussed previously, IgM+ and IgG+ PCs can be found within the intestinal 

LP in the steady state, albeit at a lower frequency than their IgA+ PC counterparts [108]. While 

it is well known that the presence of specific co-stimulatory signals and factors within the 

microenvironment direct CSR towards specific isotypes [71,107,108], it is plausible that the 

same environmental and/ or local endogenous factors might support antibody production 

from all fully differentiated PCs residing within the same tissue niche. This would suggest that 

both IgM+ and IgG+ PCs located within the small intestines might generate oscillatory 

antibody responses in a similar manner to IgA+ PCs. We plan to evaluate this by measuring 

IgM and IgG titres in faecal samples collected at serial timepoints over the circadian day. 

Furthermore, class-switched PCs are located within peripheral lymph nodes and the bone 

marrow, where they secrete antibodies into the circulation [107,108]. Whether PCs at these 

distinct sites outside of the GI tract demonstrate oscillatory antibody responses is unknown. 

Feeding/ fasting cycles generate rhythms in the availability of nutrients throughout the body 

[437], which argues in favour of oscillatory antibody responses being present at distinct sites 

outside of the GI tract. However, immune cells are exposed to different environmental and 

endogenous signals within different tissue niches [12,111], suggesting regional differences in 

immune cell regulation. Indeed, previous data has suggested that B cell and PC responses 

within distinct tissue niches may be regulated by different cell-extrinsic cues [110,212,383]. 

To investigate this further, we plan to measure IgG and IgM antibody levels in serum sampled 

over the course of the circadian day. If temporal changes in antibody titres were detected, we 

plan to isolate PCs from these peripheral tissue sites and repeat key transcriptomic and 

functional assays, including RNA sequencing and PC secretion assays, as performed within the 

present study. It is envisaged that together, these data will provide further insights into the 

potential functional role of the PC-intrinsic clock. 

6.4 Concluding remarks 

In conclusion, these data suggest a previously unappreciated circadian dialogue exists 

between dietary cues, intestinal IgA and the commensal microbiota. As the GI tract is the 

largest interface between the host and microorganisms, rhythmic intestinal antibody 

responses may have evolved to facilitate the promotion of host:microbial mutualism. These 

findings have clinical implications for furthering our understanding of the development and 
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treatment of metabolic diseases, such as obesity and diabetes, which are increasingly 

recognised to associate with circadian misalignment. 
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