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Abstract 

Background: Equilibrium CT (EQ-CT) is a quantitative contrast enhanced CT technique that 

is used to measure extracellular volume (ECV). ECV measurements have been shown to 

correlate with fibrotic burden in a range of chronic liver conditions, however evidence in liver 
cancer is lacking. ECV has the potential to be related to the aggressiveness and metastatic 

potential of tumours and could be used to monitor response to treatment. However, in order 

to be a useful diagnostic and prognostic tool, the accuracy, precision and repeatability of the 

technique must be understood. This has not been addressed in the literature. 

 

Aims: The main research aims of this study are to establish the optimal acquisition and 

reconstruction parameters for EQ-CT in the liver; to determine the accuracy and clinical 

reproducibility of the technique; to measure ECV in liver cancers and to establish the 
feasibility of ECV measurement after the administration of novel radiopaque transarterial 

chemoembolisation (TACE) beads to monitor response to treatment. 

 

Materials and methods: A literature search was carried out, followed by a phantom study to 

investigate the effect of kVp, CTDIvol and slice width on simulated ECV measurements in 

both conventional and dual energy CT modes. Accuracy of the technique was established 

and precision was related to a novel imaging metric for EQ-CT: ‘enhancement to noise ratio’ 

(ENR). A clinical study of ECV measurements made in patients with liver cancer being 
treated with TACE followed. ECV was measured in unaffected liver and tumour lesions at 

successive visits, prior to and after therapy, using conventional and dual energy CT. All 

imaging was performed using a wide beam (16 cm) CT system. 

 

Results: The literature search revealed there was little technical detail attributed to existing 

EQ-CT protocols, which were predominantly clinically focussed. The phantom study 

demonstrated a mean error of 0.1% (interquartile range 9.1%) associated with simulated 
ECV measurements. Accuracy was robust to changes in acquisition parameters and 

precision was maximised at low kVp values and increased with ENR. Images from 6 patients 

indicated dual energy iodine density mode was unsuitable for clinical ECV measurements. 

Accuracy at clinically obtained ENR values was approximately ±17%. Results were 

reproducible across two patient visits separated by up to seven days. It was not possible to 

establish a definitive difference between ECV measured in tumour lesions and uninvolved 

tissue due to low patient numbers and lack of histopathological analysis. ECV measurement 

was possible with TACE beads present. Image registration was highlighted as problematic. 
 

Conclusions: EQ-CT to measure ECV in the liver is accurate and clinically reproducible. 

Precision is related to acquisition and reconstruction settings and dual energy iodine density 

mode offers no advantages over conventional CT. The technique is a potentially useful tool 

for the diagnosis and monitoring of patients with liver cancer.  
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Thesis format 

This thesis is submitted in journal format. It is structured in four sections: 

• an introduction and literature review; 

• a phantom study journal article; 

• a clinical study journal article; 

• a discussion and conclusion. 
 

The two journal articles are written to be submitted for publication in the ‘Journal of Applied 

Clinical Medical Physics’, an open access journal published by the American Association of 

Physicists in Medicine. The referencing in these articles follows the American Medical 

Association referencing system required by this journal. The referencing in the opening and 

closing sections follows the ‘Harvard Manchester’ style required by the University of 

Manchester. 

 
Whilst the phantom study was performed in isolation with no significant input from other 

individuals, the clinical study utilises data from an existing clinical trial. This required 

collaboration with the trial chief investigator, Professor Ricky Sharma, and radiologists 

working on the trial, Dr Laura Beaton and Dr Steven Bandula. These individuals are named 

as authors on the clinical study due to their involvement in collecting the clinical images, 

reviewing the manuscript and in the case of Dr Steven Bandula, assisting in the positioning 

of regions of interest for image analysis (as described in the clinical study). They did not 
directly contribute to any other areas of data processing, data analysis or writing of the 

article. These articles will be submitted for publication in the near future. 

 

It is hoped this thesis reads as a coherent body of work in which the research questions are 

formed and subsequently addressed in complimentary phantom and clinical studies. This is 

followed by a discussion and recommendations for further work. 
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Section 1 
 
Introduction and literature review 
 
1 Introduction 
Hepatic fibrosis is a process associated with most chronic liver diseases (Friedman, 2003). It 

is characterised by an increase in collagen extracellular matrix deposits leading to an 

expansion of the extracellular volume (ECV), disrupting the normal architecture and function 

of the liver (Afdhal and Nunes, 2004). Cirrhosis is a state of severe fibrosis and is associated 

with an increased risk of hepatocellular carcinoma (HCC) (Chiou et al., 2015; Kondo et al., 

2016). Localised ECV will be further affected in liver cancers due to high intratumoural cell 

density leading to a decrease in ECV, which is potentially counteracted by further fibrotic 
changes often associated with cancers (Conrad et al., 2013). 

 

Being able to accurately measure the degree of hepatic fibrosis is a useful prognostic tool for 

the assessment and staging of many liver diseases (Martínez et al., 2011; Ito et al., 2020). 

The assessment of ECV in liver cancer could provide a similar tool for characterising and 

staging of disease and potentially for monitoring response to treatment, although this is yet 

to be established. A technique that could measure ECV in the liver that is accurate, quick, 

practical, easily accessible and cheap is therefore of clinical interest. 
 

This study will be focussed on developing and optimising a tool for measuring ECV in a 

cohort of patients being treated with liver-directed cancer therapy. Patients with resectable 

HCC or metastatic colorectal cancer (mCRC) are being recruited to the VEROnA trial: ‘a 

window of opportunity study of vandetanib-eluting radiopaque beads (BTG-002814) in 

patients with resectable liver malignancies’ (Beaton et al., 2019). This is a phase 0 trial of a 

novel radiopaque drug eluting embolic bead used for transarterial chemoembolization 
(TACE) treatment. The primary objectives of the trial are to establish the safety of the 

treatment and to assess the effectiveness of delivering the drug to the target site. Secondary 

and exploratory objectives include assessing the distribution of the beads on computed 

tomography (CT) imaging. For this, CT imaging is being performed both prior to and after 

bead administration. In this study the data and images obtained will be used alongside a 

phantom study to investigate and optimise CT imaging for the non-invasive measurement of 

ECV using an equilibrium CT (EQ-CT) technique. This will include measurements prior to 

and after TACE therapy. As far as the author is aware, there are no previous studies 
investigating the optimisation, accuracy or precision of EQ-CT to measure ECV in the liver 

and no studies in which the ECV has been investigated specifically in liver cancer. 
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2 Assessment of ECV 
The majority of the literature linked to the measurement of ECV in the liver is focussed on 

the correlation of ECV results to other measures of fibrosis, commonly histologic analysis 

(considered to be the gold standard for fibrosis assessment) and serum biomarkers. 
However, quantitative imaging techniques are increasing in prevalence, driven by the 

difficulties and shortcomings associated with histologic analysis. 

 

2.1 Histologic analysis 
Histologic analysis requires a liver biopsy. Tissue samples are qualitatively assessed by a 

pathologist and assigned a fibrosis score on a discrete scale based on the architectural 

structure of the tissue. Commonly used systems include the Ishak and METAVIR scores, 

which both start with a score of F0 for ‘no fibrosis’ and end with F6 or F4 (respectively) for 
‘cirrhosis’, but neither method gives a quantitative measure of ECV. 

 

Biopsy is seen as advantageous as it can provide information on the aetiology of the ECV 

changes which would be particularly useful in the setting of cancer, however there are many 

documented drawbacks and risks associated with the technique (Horowitz et al., 2017). The 

invasive nature of the procedure results in it being expensive, poorly tolerated by patients 

and there is a small but not insignificant risk of complication (Afdhal and Nunes, 2004). 

These factors prevent biopsy being a viable method for long term monitoring of a condition 
or in assessing response to treatment. 

 

Another major drawback of biopsy is the small tissue sample size obtained during biopsy 

means there are inherent sampling errors associated with the technique: the typical sample 

size is approximately 1/50,000 of the total liver parenchyma and therefore any spatial 

variations in fibrosis or a geographical miss of a target lesion could easily lead to incorrect 

measurement and classification. In fact, Regev et al. (2002) found a 33% discrepancy rate in 
reported fibrosis stage due to sampling error. It has also been reported that inter-observer 

variability using discrete fibrosis scoring systems such as the Ishank score is high (Pavlides 

et al., 2017). In addition, this type of scoring does not inform the clinician of any subtle 

changes in ECV, which may be of particular importance for monitoring response to 

treatment. 

 

Measurement of collagen proportionate area using quantitative digital imaging has shown 

promise for assessment of fibrosis (Tsochatzis et al., 2014; Pavlides et al., 2017). However, 
the issues surrounding obtaining the biopsy sample still remain. 

 

2.2 Serum biomarkers 
Serum biomarker tests that detect the synthesis and/or degradation of collagen associated 

with fibrosis or changes in hepatic function, are minimally invasive and widely available. 
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However, they suffer from being non-specific with a high level of equivocal results and are 

unable to give a measure of ECV or differentiate between different stages of fibrosis 

(Horowitz et al., 2017; Nallagangula et al., 2017). The enhanced liver fibrosis test is a 

combination of three serum biomarkers which measure extracellular matrix metabolism, 
which has shown to be successful for predicting moderate fibrosis and cirrhosis 

(Lichtinghagen et al., 2013). However, they cannot be used for subtle differentiation of small 

changes in fibrotic burden or ECV which may be important in monitoring liver cancers. 

Additionally, they provide no visual representation of the extent or regional distribution of 

ECV and it is not possible to perform targeted measurements in a particular segment or 

target lesion (Varenika et al., 2013). 

 

2.3 Qualitative Imaging 
Assessment of fibrosis using imaging has traditionally been limited to morphologic changes 

to the liver which can be performed with CT, magnetic resonance imaging (MRI) and 

ultrasound. Qualitative imaging is widely used in cancer diagnostics and its advantages are 

it is simple, non-invasive, generally widely available and can provide information on a large 

volume of the liver. Imaging is a non-specific diagnostic tool so it may provide additional 

information on the patient’s condition that would not be available from biopsy or specific 

serum biomarkers. However, qualitative imaging can be subjective and by its nature it 

cannot provide a quantitative assessment of fibrosis stage or ECV and therefore it is not 
sensitive to diagnosis of early and intermediate stages of fibrosis (Lubner and Pickhardt, 

2018). Qualitative imaging is not considered useful in isolation for diagnosis or monitoring of 

fibrosis or changes in ECV (Petitclerc et al., 2017; Lubner and Pickhardt, 2018), however, as 

imaging modalities and their applications become more advanced there are an ever-

increasing number of quantitative imaging techniques which show promise. 

 

2.4 Quantitative imaging 
Quantitative analysis enables additional information to be extracted from otherwise 

qualitative images which can be used to detect microscopic tissue changes that are not 

macroscopically visible or to obtain quantitative information without the need for invasive 

clinical procedures. 

 

2.4.1 Transient elastography 
Transient elastography is a technique used to measure liver ‘stiffness’: a physical property of 

the liver that changes with fibrosis. It can be performed using either ultrasound or MRI. Both 
techniques have been shown to be able to differentiate between absent/mild fibrosis and 

severe fibrosis/cirrhosis with MRI being more successful at differentiating between earlier 

stages of fibrosis (Bonekamp et al., 2009; Dietrich et al., 2017). Liver stiffness has also been 

shown to be a predictor of outcomes in patients with a range of chronic liver diseases 

including cancer (Singh et al., 2013). 
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Unfortunately ultrasound techniques suffer from being highly operator dependent and 

measurements are limited to those areas of the liver that can be visualised which results in 

the technique being contraindicated in obese patients (Venkatesh et al., 2013). In contrast, 
magnetic resonance (MR) elastography is not affected by obesity, it is independent of 

operator skill, has a low rate of technical failure and can be used to image the whole liver 

(Venkatesh et al., 2013). Unfortunately, MR is not as widely available as ultrasound and it is 

contraindicated in many patients with non-MR compatible devices and those who suffer from 

claustrophobia. Additionally, transient elastography results can be influenced by many 

factors independent of liver fibrosis state such as inflammation and amyloidosis (Venkatesh 

et al., 2013). 
 
2.4.2 CT Perfusion imaging 
CT perfusion involves repeated image acquisitions of a volume of tissue following the 

administration of a contrast agent. After post-processing of images, it is possible to obtain 

quantitative parameters such as fractional flow rates and mean transit times of iodinated 

contrast, as well as the extracellular extravascular volume fraction (different to ECV due to 

the exclusion of the intravascular space), that can provide useful prognostic information for 

the diagnosis and monitoring in a range of clinical scenarios. However, results can be 

acquisition and processing software dependent, the technique typically requires high doses 
of ionising radiation or very limited scan ranges, particularly for abdominal organs, and 

significant organ motion during the relatively long examination times creates image 

registration issues for repeated images (Cuenod and Balvay, 2013; Kim et al., 2014; Ronot 

et al., 2020). CT perfusion has been demonstrated to provide useful parametric imaging 

biomarkers in the assessment of liver cancer (Kim et al., 2014), however its use has not 

been widely applied to assessment of hepatic fibrosis. 

 
2.4.3 Equilibrium imaging 
Equilibrium imaging is a technique that has shown promise for the clinical measurement of 

ECV in the liver and other organs, with correlation to fibrosis stage using histopathology as 

the gold standard reported in the literature, for example (Bandula et al., 2013b; Bandula et 

al., 2015; Fukukura et al., 2020). It can be performed with contrast enhanced CT or MRI, 

known as EQ-CT and equilibrium MRI (EQ-MR) respectively. EQ-CT and EQ-MR techniques 

have all the advantages of imaging-based methods as discussed above with the additional 

advantage of quantitative measurement that is relatively simple to achieve and in the case of 
EQ-CT, at a modest radiation dose. 

 

This body of work will aim to investigate EQ-CT in order to optimise the technique for the 

measurement of ECV in the liver. The details of the technique, a consideration of the 
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technical factors associated with CT that could influence clinical ECV measurements and a 

summary of available literature on the subject are given in the following sections.  
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3 Equilibrium imaging to measure ECV 
3.1 Theory 
The concept of equilibrium imaging works on the principle that the total space occupied by a 

soft tissue can be thought of as being comprised of three compartments: intracellular space 
(ICS), intravascular space (IVS) and extracellular, extravascular space (ECEVS) (Equation 

1). As the IVS and ECEVS combined represent all the space that is not contained in the ICS 

it is known as the extracellular space (ECS) (Equation 2). The volume occupied by the ECS 

is the ECV and is comprised of interstitial fluid and blood plasma. 

 

Total volume = ICS + IVS + ECEVS 

Equation 1 

 

ECS = Total volume – ICS = IVS + ECEVS 

Equation 2 

 

The low-molecular weight iodine and gadolinium based contrast agents ubiquitously used in 

CT and MRI are able to pass freely between the IVS and ECEVS but they do not enter living 

cells (Varenika et al., 2013). They can therefore be thought of as exclusively extracellular. 
The volume of distribution of the contrast agent within a tissue is therefore equal to the ECV. 

 

Dean et al. (1978b) first published the theory of using CT along with the pharmacologic 

concept of ‘volume of distribution’ as a method for the non-invasive measurement of the 

volume of distribution of contrast material within tissue, which is equivalent to the ECV. This 

can be done relatively simply by measuring contrast concentration in that tissue compared to 

the concentration in blood plasma (Equation 3). Instead of being given as an absolute value 

the volume is given as fraction of the total volume of the tissue: a fractional extracellular 
volume (fECV). 

 

!"#$%&'(#)	+&,%"&-.%&'(	/').01	&(	%&,,.1 =
%&,,.1	$'(%"#,%	#31(%	$'($1(%"#%&'(

4)#,0#	$'(%"#,%	#31(%	$'($1(%"#%&'(
 

Equation 3 

 

It is essential to note that for Equation 3 to be valid the system being measured must be in 

equilibrium; the concentration of the contrast agent must be the same in the IVS and the 

ECEVS. This requirement gives the technique its name as well as having important practical 

consequences for fECV measurement which are discussed in detail in section 4. 

 

Without invasive means it is not possible to measure the true concentrations of contrast 
agent concentrations in either the liver or the plasma. However, when using CT, CT 
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numbers, specifically Hounsfield units (HU), scale linearly with contrast agent concentration 

(Seeram, 2018). It is therefore possible to use contrast enhancement as a surrogate for 

contrast agent concentration where contrast enhancement is the change in measured HU 

between an unenhanced image and an enhanced (in this case equilibrium phase) image. 
MRI can also be used to measure contrast enhancement based on T1 relaxation times pre- 

and post-contrast administration, although this is more technically challenging. Equation 3 

now becomes: 

 

5678!"#$% =
∆:;!"#$%
∆:;&!'()'

 

Equation 4 

Where ΔHU = HUequilibrium- HUunenhanced  

 

It is not possible to measure the concentration of plasma on CT or MRI images as it is 
unavoidably mixed with the haematocrit. However, by considering the blood as a different 

tissue (Equation 5) and dividing Equation 4 by the result, the plasma contrast agent 

concentration cancels out. Equation 6 is also known as the partition coefficient.  

 

5678*!++, =
∆:;*!++,
∆:;&!'()'

 

Equation 5 

 

5678!"#$%
5678*!++,

=
∆:;!"#$%
∆:;*!++,

 

Equation 6 

 

As the contrast agent is known not to enter cells (including red blood cells), the fECVblood is 
simply the fraction of blood that is not haematocrit. Haematocrit can be measured with a 

blood sample and is given as a fraction of total blood volume, therefore fECVblood becomes 1 

minus the haematocrit. Equation 6 now becomes: 

 

5678!"#$% =
<:;-"((.$
<:;*!++,

× (1 − ℎ#10#%'$"&%) 

Equation 7 

 

Equation 7 provides a method for measuring the fECV of the liver, or any other tissue, 
simply using contrast enhancement measured in CT or MRI images alongside a haematocrit 

measurement. Blood measurements can be taken from any location where there is a volume 

of blood large enough to be measured without interference from other tissues. The aorta is 

commonly used, but the inferior vena cava and the left atrium are also possible locations. 
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Due to the requirement to acquire the enhanced images during the equilibrium phase when 

the concentration of contrast is the equal in the IVS and ECEVS, this technique is known as 

equilibrium imaging: equilibrium CT (EQ-CT) or equilibrium MRI (EQ-MR). 

 
3.2 First applications of equilibrium imaging 
The concept of measuring ECV using non-invasive methods was proven by Dean et al. 

(1978b) in rats approximately 40 years ago, however, the first example of equilibrium 

imaging being used in humans was published almost 30 years later by Flett et al. (2010). 

They used EQ-MR techniques to measure fECV in diffuse myocardial fibrosis. They were 

successful in measuring fECV using gadolinium enhancement by measuring T1 relaxation 

times on T1 weighted images. As mentioned above, EQ-MR is more technically challenging 

than EQ-CT as, unlike in CT where the relationship between HU values and contrast agent 
concentration is linear, the relationship between T1 relaxation times and gadolinium 

concentration is not simple. T1 signals can also be altered by the presence of excess iron in 

tissue introducing an additional source of error (Banerjee et al., 2014). 

 

Notwithstanding these difficulties, Bandula et al. (2013a) subsequently successfully used 

EQ-MR to measure fECV in the liver, however, the technique was described as 

“complicated, time consuming and prone to error” (Bandula et al., 2013a, p. 863). 

Additionally, there are many contraindications to MRI including claustrophobia and the 
presence of ferrous metal in the body. In fact, Sadigh et al. (2017) found that 16.7% of 

approximately 34,500 routine MRI examinations had ‘unexpected events’ leading to 

difficulties or failure of the examination. Of these, 10.5% were non-contrast patient related 

events such as patient motion, discomfort or claustrophobia, 1.5% were technical acquisition 

issues and 0.5% were foreign bodies such as unanticipated metal within the patient. 

 

For these reasons it is believed that EQ-CT fECV measurement would be a more useful 
application of the technique. CT is now a ubiquitous, quick, non-invasive and relatively 

cheap imaging modality, although it must be acknowledged that CT does involve exposing 

the patient to ionising radiation which requires justification on an individual patient basis 

(Ionising Radiation (Medical Exposure) Regulations 2017). 

 

Nacif et al. (2012) performed the first trials of EQ-CT fECV measurement in humans. This, 

again, was performed in the myocardium. They found that fECV correlated well with similar 

measurements from EQ-MR. Notably the time it took for the CT and MRI measurements was 
13 and 47 mins respectively, which could have a significant impact on how readily the 

technique could get adopted into routine clinical use. The technique was further validated in 

the myocardium by correlating EQ-CT fECV measurements with collagen volume fraction 

from biopsy specimens (Bandula et al., 2013b). Zissen et al. (2013) published the first study 

of the EQ-CT technique being successfully applied to measuring fECV in the liver. 
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One of the aims of this body of work is to investigate and optimise the use of EQ-CT to 

measure fECV in the liver. Based on the theory presented in section 3.1, fECV values will 

depend on: 

• ensuring a state of contrast agent equilibrium has been achieved; 

• measured attenuation (HU) values; 

• measured haematocrit values. 

 
Haematocrit values are measured from a blood sample taken prior to EQ-CT acquisition that 

has been processed in a haematology lab. The measurement is therefore completely 

independent of the CT acquisition. Whilst a detailed analysis of the accuracy and precision 

of the haematocrit results is beyond the scope of this body of work, values quoted in the 

literature for ‘state of the art’ haematology analysers are 1.8% (accuracy) and 1.2% 

(precision) (Vis and Huisman, 2016). The significance of these figures will have to be 

considered in the context of the accuracy of measured contrast enhancement values to 
establish the potential influence on the uncertainty associated with fECV results. 

Interestingly, the accuracy or precision of haematocrit values is not considered by any 

authors of the current literature surrounding EQ-CT fECV measurement, as summarised in 

the proceeding sections. 

 

The remaining two factors are discussed further in the following sections and will be the 

subject of a detailed literature search presented in section 7. 
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4 Time of equilibrium 
The importance of acquiring the EQ-CT at the right time point was first highlighted by Dean 

et al. (1978a). In a proof of concept study, they found that the time elapsed after 

administration of iodine significantly affected the calculated volume of distribution in 13 
different tissues in rats and stated “The time elapsed after contrast medium injection 

appears to be of pivotal importance” (Dean et al., 1978a, p. 314). Although this was based 

on uptake of radioactive iodine in tissues which was empirically converted into HU, this 

confirms the importance of selecting the right time point to ensure reliable fECV 

measurements. 

 

Of relevance to hepatic EQ-CT in humans, Dawson and Morgan (1999) produced a 

mathematical model to define and predict the equilibrium phase in the liver using iodinated 
contrast material. When contrast is introduced intravenously, the contrast concentration is 

high in the IVS. It therefore diffuses into the ECEVS until the concentration in both 

compartments is equal i.e. in equilibrium. As contrast is removed from the plasma via 

glomerular filtration, the concentration in the IVS will begin to drop and the concentration in 

the ECEVS will follow in almost equilibrium: not total equilibrium as the plasma concentration 

will always be slightly lower to allow for diffusion back into the IVS and subsequent 

excretion. This therefore leads to a ‘dynamic equilibrium phase’ where the concentrations in 

both compartments can be considered to be very similar and decreasing at the same rate 
over time. 

 

This is demonstrated in Figure 1, which shows the theoretical ratio of ΔHUliver and ΔHUblood  

which, over time, becomes asymptotic to the line determined by the IVS and ECEVS in the 

liver and the patient’s haematocrit (Dawson and Morgan, 1999). The time points when the 

two lines converge is the start of the equilibrium phase. The time of equilibrium will be 

patient specific, however using typical values for the relevant factors Dawson and Morgan 
(1999) show the equilibrium phase is expected to be reached approximately 120 seconds 

after the contrast bolus. Therefore, as long as the imaging is performed after this time point, 

and the liver and blood (aorta) are imaged at the same time, the system can be assumed to 

be in equilibrium and HU measurements used to calculate the fECV. 

 

The disadvantage of using very long delays will be a loss of signal from a globally reduced 

iodine concentration due glomerular filtration. A further consideration for long time delays is 

the possibility for patient movement between the pre-contrast and delayed image 
acquisitions, which would make measuring iodine concentrations in exactly the same 

position on both acquisitions challenging. Therefore, for clinical applications of EQ-CT there 

will be a fine balance between leaving enough time to ensure the equilibrium phase has 

been reached versus a reduced iodine signal and potential for patient movement. 
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Figure 1 The theoretical ratio of measured HU enhancement values of a region of interest in 

the liver and aorta over time assuming a rapid bolus administration of iodine, adapted from 

(Dawson and Morgan, 1999); DHU = Hounsfield unit enhancement following administration 

of iodine, ROI = region of interest drawn in the liver away from major blood vessels, 

IVSROI = intravascular space of the region of interest, ECEVSROI = extracellular extravascular 

space of the region of interest, Hct = haematocrit. 

 
Recognising the criticality of acquiring images in the equilibrium phase, in the first 

prospective study of fECV measurement in the liver, Bandula et al. (2015) used a bolus 

contrast administration followed by a slow contrast infusion. This had previously been shown 

to create a steady-state of plasma iodine concentration as the slow infusion replaced the 

contrast removed from the body by glomerular filtration to allow a state of contrast 

equilibrium between the IVS and ECEVS to develop (Bandula et al., 2013b). However, due 

to the long examination time and high contrast dose associated with the technique it was 

recognised it was not practical for widespread implementation of EQ-CT. Clearly a quicker 
bolus only method that could facilitate imaging during the equilibrium phase would be 

preferable. Work by Schelbert et al. (2011) and White et al. (2013) had previously validated 

moving from an infusion to a bolus only technique, although these were MRI studies using 

gadolinium contrast agents in the myocardium where contrast dynamics are likely to be 

different. Therefore, the time of onset of the equilibrium phase and optimal timing of EQ-CT 

image acquisitions for measurement of fECV in the liver with a bolus only contrast 

administration will be areas of interest in the literature search. 
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5 CT number 
Accurate HU measurement is clearly central to the EQ-CT technique. The HU is a measure 

of the linear attenuation coefficient (µ) of a material relative to water, on a scale where the 

linear attenuation coefficients of water and air are defined as 0 and -1000 respectively 
(Equation 8), assuming air has a linear attenuation of 0 (Seeram, 2018). 

 

:; =
C)'-$%"'! − C/'-$%

C/'-$%
× 1000 

Equation 8 

 

The linear attenuation coefficient depends on physical properties of that material, namely the 

atomic number and electron density, as well as the energy spectrum of the x-ray beam. 

Every voxel of a CT image is assigned an HU value based on the sum of the attenuation of 

all the materials that voxel contains which will also depend on the energy of the x-ray 
photons incident upon it. As HU values for each voxel (or pixel in the case of 2D images) are 

mapped to different greyscale levels for qualitative image interpretation, differences in 

attenuation manifest as different greyscale levels. The difference in greyscale values 

between two materials is known as image contrast. Improving the contrast between 

materials will make them more clearly visible to the image reader. 

 

Quantitative measurements can be made of pixel values with user defined regions of interest 

(ROIs) which are commonly given as a mean of all the voxels contained within the specified 
ROI alongside a standard deviation. The standard deviation describes how much variation 

there is in pixel values around the mean and is commonly known as ‘noise’. Nosie is 

unavoidable in imaging modalities such as CT where pixel values are influenced by Poisson 

statistics; however, lower noise in an image means there is less variation in the greyscale 

levels attributed to voxels/pixels which have the same underlying attenuation properties. 

Images with lower noise look less ‘mottled’ and it can be easier to see different structures. 

However, as previously mentioned, the visibility of a structure will also depend on the 

contrast between adjacent materials. Therefore, contrast and noise are frequently coupled 
together as an image quality metric: the contrast to noise ratio (CNR) (Equation 9). 

 

7EF =
$'(%"#,%

('&,1
 

Equation 9 

 

In the context of fECV measurement, the contrast of interest is given by the difference 
between the pre-contrast and equilibrium phase images within either the liver or the aorta. In 

order to achieve the least statistical uncertainty in this value and therefore the most accurate 

fECV, the contrast between the pre-contrast and delayed images would be as large as 
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possible whilst keeping the image noise as low as possible therefore maximising the CNR. A 

discussion on how to improve contrast will be followed by one on how to reduce image 

noise. 

 
5.1 Contrast 
Image contrast is dependent on both the materials being imaged and the energy of the x-ray 

photons used to create the image. At x-ray energies encountered in CT imaging, the total 

linear attenuation coefficient is a result of the combination of both Compton scattering and 

the photoelectric effect (Smith, 2006). The probability of Compton scattering is dependent 

almost exclusively on the density of the attenuating material (Equation 10). As the majority of 

soft tissues in the body have similar densities, there is not much difference in attenuation 

between soft tissue due to this phenomenon. However, the photoelectric effect has a strong 
dependence on atomic number and photon energy, as well as density of the attenuating 

material (Equation 11) (Smith, 2006). Therefore, a small difference in atomic number 

between two tissues manifests as relatively large differences in attenuation. It follows that by 

artificially adding a material with a relatively high atomic number to a volume of tissue, that 

volume becomes more attenuating than the surrounding tissue, generating improved image 

contrast. So called contrast agents used in CT are typically iodine based as iodine has a 

relatively high atomic number compared to most tissues within the body. 

 

C0+)&-+1 ∝ H 

Equation 10 

 

C23 ∝ H
I4

64
 

Equation 11 

 

Where µcompton and µPE are the Compton and photoelectric effect components of the total 

linear attenuation coefficient respectively for photon energies in the diagnostic radiology 

range, r is the density of the attenuating material, Z is the atomic number of the attenuating 

material and E is the energy of the incident photon. Note the cube relationships stated for Z 

and E are approximate, with large discontinuities in linear attenuation near the binding 
energies of the inner shell electrons of the attenuating material. 

 

In order to exploit the benefits of iodine contrast agents further, it is important to consider 

that the photoelectric effect is also inversely proportional to approximately the cube of the 

incident photon energy (Equation 11). This means attenuation is increased and contrast is 

improved at lower kVps: iodine is twice as attenuating with an 80 kVp x-ray spectrum 

compared to 140 kVp (Michalak et al., 2016). It is vital to note that as HU values describe 

attenuation relative to that of air and water for a specific photon spectrum, imaging the same 
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material at a different kVp will produce a different HU value. Additionally, imaging the same 

material on different models of CT scanner may also produce different HU values due to 

variations in hardware and software between manufacturers (Cropp et al., 2013; Lamba et 

al., 2014). 
 

Reducing the kVp therefore seems a logical choice to increase iodine signal and therefore 

potentially reduce the uncertainty of fECV measurement using EQ-CT. Historically 120 kVp 

has been the default x-ray tube voltage setting in CT imaging, however, modern technology 

has allowed reduced kVp imaging to become a viable option thanks to automatic kVp and 

tube current selection. It is therefore suggested here that exploration of reduced kVp 

acquisition should be investigated for measurement of fECV. In order to achieve this, it will 

be essential to characterise the relationship between HU values and kVp for the 
concentrations of iodine likely to be encountered in clinical EQ-CT imaging.  

 

It is also important to consider that reduced kVp imaging also carries with it the risk of 

reduced image quality in terms of increased noise, beam hardening artefacts and 

inadequate photon penetration. Automatic tube current modulation can help compensate for 

a potential increase in noise associated with reduced kVps; however, beam hardening and 

inadequate penetration may be unavoidable. Beam hardening is a physical phenomenon 

that manifests as the mean energy of the x-ray spectrum increases as it is attenuated in the 
patient (Seeram, 2018). As a consequence, tissues close to highly attenuating objects can 

appear to be less attenuating than they actually are. This would manifest as lower HU values 

and therefore could result in erroneous fECV measurements. Inadequate penetration 

describes the situation where a large proportion of the x-ray photons do not have enough 

energy to travel through the entire thickness of the patient and reach the detector. If an 

insufficient number of photons reach the detector this can lead to particularly noisy images 

with a high degree of inaccuracy in the HU value. This can potentially be seen in large 
patients, in areas close to large volumes of highly attenuating materials within the patient or 

in cases where an inadequately low initial x-ray spectrum has been selected. 

 

Both beam hardening and inadequate penetration are exacerbated at lower kVp selection. 

Caution must therefore be taken when selecting the optimum x-ray spectrum as a 

compromise between the potential for increased contrast versus the potential for 

degradation in CT number accuracy and increased noise. 

 
5.2 Noise 
Image noise can be influenced by many factors. The two main sources of noise in CT are 

electronic noise and quantum noise (Seeram, 2018). Electronic noise is a property of the 

scanner hardware (mainly the detectors and associated data acquisition systems) and under 

normal operation will usually result in an insignificant contribution to the total noise in an 
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image, although will be scanner model specific (Duan et al., 2013). Quantum noise is 

therefore the main source of noise in CT imaging. 

 

Quantum noise is a function of the number of photons that are detected and used in image 
reconstruction, which is governed by Poission statistics (Equation 12). Quantum noise is 

therefore influence by factors including acquisition parameters and patient size (Seeram, 

2018). Increasing the number of photons in the CT acquisition (for example increased mA, 

reduced rotation time, reduced pitch, increased kVp) is an obvious way to reduce the noise. 

However, the disadvantage of this is an increase in radiation dose to the patient. All 

commercially available CT scanners now come with an automatic exposure control system 

that automatically modulates the tube current in order to achieve a certain image noise level 

that can be selected depending on the balance between desired image quality and 
acceptable dose level. Again, quantum noise has been shown to be dependent on scanner 

make and model (Ohno et al., 2019). 

 

E'&,1 ∝
1

√E
 

Equation 12 

 

Where N is the number of photons detected during image acquisition. 
 

Aside from acquisition factors, image reconstruction parameters can influence noise in CT 

images. Increased reconstructed slice thickness, smoother reconstruction algorithms and 

iterative reconstruction can all reduce noise, although each one of these will also have 

potential downfalls, for example partial volume effects or reduced resolution. Patient 

anatomy and radiographer scan technique must also be considered- large patients and 

those with areas of highly attenuating materials can result in higher noise levels, and 

mispositioning of the patient by the radiographers can result in increased noise in certain 
parts of the patient images (Szczykutowicz et al., 2017). The underlying variation in some 

anatomical structures can also act as a source of image noise if it interferes with the clinical 

interpretation of the image. 

 

It is clear that HU values and image CNR are the function of many different factors which 

need to be understood and investigated to ensure the accuracy and precision of fECV 

measurements derived from EQ-CT. As the EQ-CT technique was first developed and 

implemented, clinical CT imaging was almost universally performed as a ‘single energy’ (SE) 
acquisition; images were acquired and reconstructed with one fixed x-ray spectrum. 

However, relatively recent developments in CT scanner technology have resulted in ‘dual 

energy’ (DE) CT scanners where data is acquired at with two different x-ray spectra. These 

have now become widely available and have introduced the possibility of many additional 
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processing and quantification opportunities. These are considered below in the context of 

application to fECV measurements.  
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6 Dual energy CT 
DE-CT can be used to identify the physical properties of materials based on their attenuation 

properties at two different energies, a technique first described by Alvarez and Macovski 

(1976). In summary, the total attenuation, µ, measured using energy, E, at any point in the 
projection or image data can be described by the sum of the mass attenuation coefficients 

(µ/ρ) of two known materials, known as the basis pair (Equation 13). Any materials can be 

selected as the basis pairs, as long as the mass attenuation coefficients are known for the 

energies at which the CT scanner will acquire the dual energy data. Common basis pairs in 

contrast enhanced CT are water and iodine. 

 

C.151+/1	)'-$%"'!(E) = L
C

H
M
/'-$%
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Equation 13 

 

Where ρ = the mass density of each material (Patino et al., 2016) 

 

Acquiring dual energy data can be done in different ways, as demonstrated by the fact that 

all major manufacturers of CT equipment have developed different techniques (Johnson, 

2012; Goo and Goo, 2017). These include: sequentially scanning the same volume of tissue 

using two different kVps; using an x-ray tube with a rapidly switching kVp as it rotates 

around the patient; using two x-ray tubes mounted orthogonally to each other that rotate 
around the patient at the same time; using filtration at the x-ray tube head to ‘divide’ the 

beam into two energies and using a dual layered detector to provide a separation in 

energies after the photons have passed through the patient. All DE-CT imaging methods will 

produce a ‘high’ and ‘low’ kVp image and all manufacturers have a processing algorithm to 

produce an image at an intermediate kVp, typically 120 kVp, to simulate a typical SE-CT 

acquisition (Yu et al., 2009). Additionally all manufacturers have attempted to make their DE-

CT acquisitions dose neutral when compared to traditional SE-CT (Leng et al., 2015). 

 
Whilst the techniques will have their technical differences (including processing and 

reconstruction software) DE-CT enables new possibilities for CT image processing and 

presentation some of which will have potential applications for fECV measurement with EQ-

CT: material maps, virtual non contrast images and monoenergetic reconstructions. 

 

6.1 Material maps 
Measuring the µ of a material at two known energies creates two equations which can be 
solved to establish the values of density ρ for each material. This process is carried out 

using data from either the projection domain or the image domain (depending on the 

technology specific to the scanner hardware), which can subsequently be reconstructed to 

produce a ‘mass density’ image for each basis material (Patino et al., 2016). In practice, an 
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iodine mass density image would map densities of iodine and regions of interest could be 

used to measure the concentration of iodine, as first demonstrated in the human abdomen 

by Johnson et al. (2007). ROI measurements can either be given directly as iodine 

concentrations (typically mgI/mL) or an HU value of just the iodine component of the image. 
If these measurements were proven to be accurate, they could potentially be used to directly 

measure iodine density on fECV images, negating the need to measure kVp dependent HU 

values. 

 

6.2 Virtual non-contrast imaging 
An additional advantage of DE-CT systems that can produce material maps is that once the 

distribution and concentration of the material of interest is known, it is possible to subtract 

this from the original SE-CT dataset. This has powerful consequences as it enables the 
creation of virtual non contrast (VNC) images, giving the user an image that is theoretically 

the same as a conventional SE-CT true non contrast image, without the need to perform the 

initial pre-contrast acquisition (Johnson et al., 2007). Theoretically this could half the 

radiation dose to the patient which would be a major advantage for the technique. 

 

6.3 Monoenergetic reconstructions 
A further application of DE-CT is the reconstruction of monoenergetic or monochromatic 

images at a user defined keV, as opposed to traditional CT images which are formed of a 
spectrum of energies defined by the acquisition kVp. This is possible as once the mass 

density of a basis pair is known, Equation 13 can be ‘reversed’ to enable the attenuation of 

the material to be calculated at any monochromatic energy, as long as the mass attenuation 

coefficients at that particular energy are known (Yu et al., 2011). Depending on the 

technology implemented, this can be done in the projection or image domain. This process 

theoretically allows for the reconstruction of images at any monochromatic energy, the major 

advantages of this being improved contrast at lower keVs and the theoretical elimination of 
beam hardening artefacts (Mileto et al., 2014). Elimination of beam hardening has the 

potential to avoid errors in HU values due to this phenomenon as previously discussed. A 

combination of energies can also be used to recreate a virtual 120 kVp image so the user 

can compare this to a conventional CT acquisition and obtain ‘traditional’ HU values. 

However, it remains true that either type of reconstruction will require careful 

characterisation and validation of the HU values prior to being used for fECV calculation. 

 

The evidence presented above demonstrates there are a huge number of technical factors 
and new opportunities that need to be considered when optimising the fECV measurement 

technique using EQ-CT. In order to establish current practice for this technique and 

therefore to identify areas where further investigation is required or new technologies could 

be applied, a literature search on this subject was carried out.  
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7 Literature review of current practice 
In order to establish the current evidence for EQ-CT as a tool for measuring hepatic fECV a 

literature search was performed using the PubMed database. Search terms included: ‘ECV 

liver’, ‘ECV liver CT’, ‘hepatic extracellular volume CT’, ‘Extracellular volume CT liver’ and 
‘Equilibrium CT liver’. Note the search term ‘EQ-CT’ returned no results. The literature 

search process is shown in Figure 2 and the relevant papers found are summarised in Table 

1. 

 

 
 
Figure 2 Literature search process, based on the PRISMA method (PRISMA, 2015). 

Records identified through database 
searching 
(n = 209) 

Additional records identified through 
other sources 

(n = 3) 

Records after duplicates removed 
(n = 194) 

Records screened 
(n = 35) 

Records excluded 
(n = 15) 

Full-text articles assessed for 
eligibility 
(n = 20) 

Full-text articles excluded 
(n = 9) 

2 x review articles, 3 x animal 
studies,  

2 x no calculation of fECV, 2 x 
fECV in pancreas 

Studies included in 
qualitative synthesis 

(n = 11) 
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Table 1 Summary of relevant literature search results 

Author Prospective/ 
retrospective; 
N; aetiology  

CT 
manufacturer; 
kVp; slice 
width; time of 
acquisition  
 

Contrast 
iodine 
concentration; 
dose; 
administration 

Image ROI 
location 
(size) 

Comparison Results 
summary 

ROC 
analysis: 
fECV cut 
off for 
fibrosis 
stage 
[sensitivity, 
specificity] 

Comments/limitations 

Varenika 
et al. 
(2013) 

Prospective; 
N =21; 
Induced 
fibrosis in rats 

Siemens 
Inveon 
microCAT II 
(micro-CT); 
80 kVp; 5 mins 

300 mgI/mL; 
600 mgI/kg; 
bolus 

Liver: 2 in 
each lobe 
(0.25 cm2). 
Inferior vena 
cava (0.35 
cm2) 

Histopathology 
(Ishak); 
morphometric 
measurements 

Strong correlation 
between fECV 
and both Ishak 
and morphometric 
scores 

- No cirrhosis- only early 
and intermediate 
fibrosis 

Zissen et 
al. (2013) 

Retrospective; 
N = 106; 
HVC (11), 
ALD (6), HBV 
(3), AIH (3), 
others (12), 
control (70)  

GE; 140 and 
120 kVp; 
1.25 mm; 10 
mins 

350 mgI/mL; 
150 mL; 3 mL/s 

Liver: 2 in 
each lobe (1 
cm2). 
Aorta (1 
cm2). 

MELD score; 
clinical 
diagnosis 

ECV was 
significantly 
higher in patients 
with cirrhosis; 
significant 
correlation 
between ECV and 
MELD score. 
 

30% for 
cirrhosis 
[92%, 83%] 

Only cirrhosis vs non 
cirrhosis (no 
intermediate fibrosis); 
portal venous scan not 
useful for ECV 
measurement; different 
kV for pre- and post-
scans; no gold 
standard to quantify 
degree of fibrosis 
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Author Prospective/ 
retrospective; 
N; aetiology  

CT 
manufacturer; 
kVp; slice 
width; time of 
acquisition  
 

Contrast 
iodine 
concentration; 
dose; 
administration 

Image ROI 
location 
(size) 

Comparison Results 
summary 

ROC 
analysis: 
fECV cut 
off for 
fibrosis 
stage 
[sensitivity, 
specificity] 

Comments/limitations 

Bandula et 
al. (2015) 

Prospective; N 
= 33; 
HVC (23), 
HBV (10) 

Siemens; 120 
kVp; 10 mm; 
30 minutes into 
infusion. 
 

Bolus 
(300mgI/m; 
1 mL/kg; 3 
mL/s) followed 
by infusion 
(300 mgI/mL; 
1.88 mL/kg/hour 
for 30 mins)  

Liver 
segment VII 
(34.5 cm2). 
Aorta (1.6 
cm2) 
 

Histopathology 
(Ishak); CPA; 
ELF  

ECV and ELF 
correlated with 
CPA. All 3 can 
distinguish S0-S1 
(low) versus S5-
S6 (severe) and 
S2-S4 (moderate) 
vs. S5-S6. 
ECV and ELF 
together were 
better predictors 
of CPA than 
either in isolation. 

- Most patients had mild 
fibrosis; no control for 
other things that might 
affect ECV 
(inflammation, 
steatosis, venous 
congestion) 

Yoon et al. 
(2015) 

Retrospective; 
N = 135; 
HCC or liver 
failure due to 
HBV (102), 
HVC (11), 
ALD (9), 
NBNC (8), 
PBC (2), 
mCRC (2), 
others (7) 

Siemens; 
120 kV; 3 mm; 
180 s 

370 mgI/mL; 
1.5 mL/kg; 2-
4 mL/s 
 

Liver: at site 
of surgery 
(8.6 cm2). 
Subtraction 
and non-
rigid 
registration 
images 
used. Aorta 
(0.6 cm2) 
and portal 
vein (0.9 
cm2) 

Histopathology 
(Korean Study 
Group 
classification) 

fECV show 
significant 
correlation with 
histology; 
significant 
difference 
between F0-F1 
and F2-F4 but not 
between F0 and 
F1 or among F2, 
F3 or F4.  

28.76% for 
significant 
fibrosis 
[87.5%, 
71%]. 31% 
for cirrhosis 
[73.3 %, 
62.7%]. 

Compared the 
enhancement of aorta 
and portal vein to 
establish if equilibrium 
had been reached; 
histology looks at the 
worst bit of fibrosis, 
fECV looks at all the 
liver 
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Author Prospective/ 
retrospective; 
N; aetiology  

CT 
manufacturer; 
kVp; slice 
width; time of 
acquisition  
 

Contrast 
iodine 
concentration; 
dose; 
administration 

Image ROI 
location 
(size) 

Comparison Results 
summary 

ROC 
analysis: 
fECV cut 
off for 
fibrosis 
stage 
[sensitivity, 
specificity] 

Comments/limitations 

Yoshimitsu 
et al. 
(2016) 

Retrospective; 
N = 32; HBC 
(15), HBV (6), 
AIH (1), other 
(10) 

GE; dual 
energy; 
1.3 mm: 240 s 

350 mgI/mL; 
600 mgI/kg; 
30 s 

Liver; portal 
vein (no 
further 
details 
given) 

Histopathology 
(METAVIR); 
MR 
elastography; 
Child-Pugh 
score. 

EQ-CT measured 
ECV with iodine 
map and 40 and 
65 keV 
reconstructions 
correlated with 
MR and Child-
Pugh score. Only 
iodine maps 
showed 
significant 
correlation with 
histopathology. 

n/a Poster presentation 

Guo et al. 
(2017) 

Retrospective; 
N= 60; 
HBV (40), AH 
(3), HVC (3), 
PBC (2), AIH 
(2) 
 

Siemens; [not 
provided]; [not 
provided]; 
180 s 

300 mgI/mL; 
1.5 mL/kg; 
3 mL/s 

Liver: one in 
each 
segment (1 
cm2). 
Aorta (‘as 
large as 
possible’) 

Histopathology 
(METAVIR) 

fECV correlates 
with stage of 
fibrosis; difference 
between F0/F4, 
F1/F4 and F2/F4 
significant; 
Cannot 
distinguish lower 
stages of fibrosis. 

31.95% for 
advanced 
fibrosis 
[76%, 68%];  
32.74% for 
cirrhosis 
[89%, 63%] 

180 s for equilibrium 
images was ‘a guess’; 
site of biopsy and ROI 
were not the same. 

31



Author Prospective/ 
retrospective; 
N; aetiology  

CT 
manufacturer; 
kVp; slice 
width; time of 
acquisition  
 

Contrast 
iodine 
concentration; 
dose; 
administration 

Image ROI 
location 
(size) 

Comparison Results 
summary 

ROC 
analysis: 
fECV cut 
off for 
fibrosis 
stage 
[sensitivity, 
specificity] 

Comments/limitations 

Yeung et 
al. (2017) 

Prospective; 
N = 23; 
Systemic 
amyloid light-
chain 
amyloidosis 

Toshiba and 
Siemens. 
120 kVp; 0.5 
mm; 5 mins 
 

300 mgI/mL; 
1 mL/kg; 3 mL/s 

Liver: right 
lobe (35.6 
cm2). 
Spleen (11.1 
cm2). Aorta 
(average 
over 15 
slices to 
account for 
beam 
hardening) 

Serum amyloid 
P scintigraphy; 
biopsy 

ECV significantly 
elevated in 
amyloid; 
correlation 
between ECV and 
SAP grade. 
 
 

- ‘short’ equilibrium time 
might not be enough 
due to large ECV in 
advanced disease 

Shinagawa 
et al. 
(2018) 

Retrospective; 
N = 40; 
HBV (7), HVC 
(16), NBNC 
(7), ALD (1), 
controls (8), 
AIH (1), PBC 
(1) 
 

Toshiba 
(Canon); 
120 kV; 2 mm; 
240 s 

370 mgI/mL; 
1.6 mL/kg; 30 s 

Liver: voxel 
by voxel. 
Non-rigid 
image 
registration 
images 
used. 

MR 
elastography; 
histopathology 
(METAVIR) 

fECV showed 
significant 
correlation with 
MR elastography 
and histology 
grade. 

29.1% 
advanced 
stage 
fibrosis 
[100%, 
100%] 

Quality of subtraction 
algorithm affects ECV 
results; no patients had 
aorta >10 HU from 
portal vein 
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Author Prospective/ 
retrospective; 
N; aetiology  

CT 
manufacturer; 
kVp; slice 
width; time of 
acquisition  
 

Contrast 
iodine 
concentration; 
dose; 
administration 

Image ROI 
location 
(size) 

Comparison Results 
summary 

ROC 
analysis: 
fECV cut 
off for 
fibrosis 
stage 
[sensitivity, 
specificity] 

Comments/limitations 

Sofue et 
al. (2018) 

Prospective; N 
= 47; HVC 
(28), HBV (9), 
AH (2), PBC 
(2), CC (6) 

GE; dual 
energy; 5 mm; 
180 s 

300 mgI/mL; 
2 mL/kg; 30 s  

Liver: 
segment V-
VIII (at site 
of biopsy, 
100 mm2).  
Aorta (100 
mm2). 

Histopathology 
(METAVIR) 

fECV showed 
good correlation 
with METAVIR 
score. 

27.0% F1 
[71.4%, 
100%]; 
27.4% F2 
[79.4%, 
76.9%]; 
28.6% 
[76%, 
81.8%]; 
29.9% 
[90%, 73%]. 

Used iodine density 
values as opposed to 
HU values. 
Normalisation to aorta 
still required. Patient 
body weight found to 
effect fECV (due to 
beam hardening). 

Ito et al. 
(2020) 

Retrospective; 
N = 52; HBV 
(11), HVC 
(24), ALD (1), 
no liver 
disease (11), 
other (6) 

GE; dual 
energy; 240 s; 
5 mm 

370 mgI/mL; 
600 mgI/kg; 
30 s 

Liver: right 
lobe 
(avoiding 
pathology, 
vessels, 
artifacts). 
Aorta and 
inferior vena 
cava 

Histopathology 
(METAVIR); 
Liver MR 
elastography 

fECV showed 
significant 
correlation with 
liver stiffness 
(kPa) and 
pathology fibrosis 
grade  

26.4% for 
advanced 
stages (F3-
4) [78%, 
90%]. 

IVC and blood gave 
best correlation 
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Author Prospective/ 
retrospective; 
N; aetiology  

CT 
manufacturer; 
kVp; slice 
width; time of 
acquisition  
 

Contrast 
iodine 
concentration; 
dose; 
administration 

Image ROI 
location 
(size) 

Comparison Results 
summary 

ROC 
analysis: 
fECV cut 
off for 
fibrosis 
stage 
[sensitivity, 
specificity] 

Comments/limitations 

Bak et al. 
(2020) 

Retrospective; 
N = 305; HBV 
(86), HVC 
(81), ALD (1), 
AIH (9), 
unknown 
(116), antiviral 
treatment (10) 

Siemens; 
120 kV and 
dual energy; 
1.5 mm; 180 s 

370 mgI/mL; 
1.5 mL/kg; 
3 mL/s 

Liver: to 
margins of 
liver, 
excluding 
focal lesions 
and major 
vascular 
branches. 
Aorta: 
average of 
ROIs at 
origins of 
coeliac 
trunk, 
superior 
mesentery 
artery and 
renal 
arteries. 

Serum 
markers; 
MELD 

fECV increased 
linearly with stage 
of fibrosis. 

n/a Conclusion that fECV 
can be used as a 
predictor of liver related 
events in patients with 
cirrhosis (at different 
stages); fECV superior 
to MELD for this use. 
Patients with 
decompensated 
cirrhosis had 
significantly higher 
ECV than those with 
compensated disease.  

HBV = viral hepatitis B; HVC = viral hepatitis C; ALD = alcoholic liver disease; AH = alcoholic hepatitis; PBC = primary biliary cirrhosis; AIH = autoimmune 

hepatitis; DH = drug induced hepatitis; CPA= collagen-proportionate area; ELF = enhanced liver fibrosis serum biomarkers; MELD = model for end stage liver 

disease; CC = cryptogenic cirrhosis; MR = magnetic resonance; mCRC = metastatic colorectal cancer 
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7.1 Literature summary 
Varenika et al. (2013) identified that there was no previous evaluation of EQ-CT to measure 

fECV in the liver. They performed a pre-clinical study in which an EQ-CT method was 

performed following the induction of hepatic fibrosis in rats. They found a correlation 
between measured fECV and fibrosis score following histopathologic analysis. 

 

This was quickly followed by the first study of hepatic EQ-CT in humans (Zissen et al., 

2013). Patients with cirrhosis, as well as a control group with no fibrosis, who had undergone 

clinically indicated CT urography through the abdomen were used as the study cohort. This 

CT examination was selected due to the inclusion of a 10 minute delayed acquisition phase 

which acted as the equilibrium phase. They found that measured fECV was significantly 

higher in patients with cirrhosis and there was a significant correlation between measured 
fECV and the ‘Model of End-Stage Liver Disease’ (MELD) score. The fact that this study was 

retrospectively performed only highlights how simple it would be to incorporate EQ-CT into 

the clinical workflow: no additional image acquisitions and minimal image analysis was 

required. However, the absence of a gold standard for cirrhosis diagnosis (biopsy) and the 

fact that no intermediate stages of fibrosis were included were both recognised as limitations 

to this study (Zissen et al., 2013). The use of different kVp for the pre-contrast and 

equilibrium phase CT acquisitions also raises questions over the accuracy of the calculated 

fECVs due to the known change of HU with kVp. 
 

Bandula et al. (2015) were the first to perform a prospective trial in humans to assess the 

use of EQ-CT to measure hepatic fECV, using histopathologic analysis as a gold standard. 

They recognised the vital requirement of ensuring a state of contrast agent equilibrium was 

achieved so opted to use a contrast bolus followed by a continuous infusion. This technique 

had previously been proven to achieve a steady-state of equilibrium and was chosen to 

avoid any uncertainties associated with the timing used for the equilibrium phase (Bandula 
et al., 2013b). They found that measured fECV correlated with Ishak scores and CPA 

measured using the biopsy specimen as well as the serum biomarker ELF test. These 

finding were the first to demonstrate that fECV may be able to help in the grading of fibrosis, 

unlike Zissen et al. (2013) who only considered states of no fibrosis vs cirrhosis. 

 

Almost simultaneously Yoon et al. (2015) published another much larger retrospective 

hepatic EQ-CT study. Notably this study included a large proportion of patients with HCC, 

however, fECV measurements were made specifically avoiding cancerous lesions. Key 
differences between this study and Zissen et al. (2013) were the use of histopathologic 

analysis as a gold standard, the use of non-rigid image registration between unenhanced 

and equilibrium images to improve ROI positioning accuracy and a much reduced time delay 

of 180 seconds for equilibrium phase imaging. The reduced time delay was seen as a more 

practical implementation of the EQ-CT technique as it was a standard delay in liver imaging 
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at the local centre and led to overall reduced examination times. Notably different from 

Bandula et al. (2015), a bolus only technique was used which again, was seen as a more 

practical application of the technique. However, still recognising the importance of achieving 

contrast equilibrium, they compared equilibrium phase HU values for the aorta and portal 
vein. In a state of equilibrium these should be equal. Yoon et al. (2015) applied a +/- 10 HU 

tolerance for the difference between these two ROIs: if they were outside this range they 

were considered not to be in equilibrium and were excluded from the study. This was the 

case in 6 out of 141 patients: a 4% failure rate. Nonetheless the group concluded that EQ-

CT derived fECV would be a useful tool for the estimation of hepatic fibrosis. 

 

Yoshimitsu et al. (2016) were the first to present fECV measurements calculated from DE-

CT data sets using both iodine maps and virtual monochromatic energy data sets at 40 and 
65 keV. The equilibrium phase was acquired at 240 seconds and MR elastography, the 

Child-Pugh score and pathological results were used as comparators. For the iodine map 

calculations, they did not use the unenhanced scan to subtract the underlying iodine density 

of the liver and blood from the equilibrium phase iodine density, probably assuming the 

iodine density of unenhanced scans would be zero. The results presented show a significant 

correlation for both DE-CT methods with Child-Pugh score and MR elastography, however 

only the iodine density technique showed statistically significant correlation with pathology 

(p = 0.005), with 40 keV showing a marginal correlation (p = 0.05) and 65 keV showing no 
significant correlation. 

 

These results provide the first evidence that iodine maps may be useful for fECV 

measurements, however the relatively small study population and limited details in this 

poster presentation mean further evidence would be required for confident clinical 

implementation. The difference in results for different monoenergetic reconstructions also 

indicate further research and validation is required in order to establish the accuracy and 
possible optimisation of this technique. 

 

Guo et al. (2017) used SE EQ-CT with a 180 second delay to demonstrate the technique 

could be applied to routine clinical contrast enhanced liver CT, which provided very similar 

results to Yoon et al. (2015). They both concluded EQ-CT could be used to distinguish 

absent/mild fibrosis from severe fibrosis and cirrhosis however, it could not differentiate 

between early stages of fibrosis. Receiver operator characteristic analysis from Yoon et al. 

(2015) and Guo et al. (2017) respectively produced fECV thresholds (with sensitivities and 
specificities) of 28.8% (88%, 71%) and 32.0% (76%, 68%) for diagnosis of 

significant/advanced fibrosis and fECV of 31.0% (73%, 63%) and 32.8% (89%, 63%) for 

cirrhosis. Whilst it is encouraging, they had thresholds in a similar range of fECVs, the 

overlap in the ranges for the two studies indicates the absolute threshold may be dependent 

on study methods or patient populations (see Table 1 for details). Notably CT number 
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accuracy is not something that has been discussed by either author but would also have the 

potential to greatly influence the results. The overlap in values as well as the fact the 

difference in fECV between significant/advanced fibrosis and cirrhosis are very small (an 

average of only 1% difference in measured fECV) highlight how important accuracy and 
precision would be in any technique being used for diagnosis or long term monitoring. 

 

Shinagawa et al. (2018) used EQ-CT with an advanced image registration algorithm in a 

retrospective study that enabled a voxel-by-voxel measurement of fECV throughout the 

whole liver. They used a 240 second time delay for the equilibrium phase which, using the 

quality control test in a similar fashion to Yoon et al. (2015), had a 100% technical success 

rate of imaging at equilibrium. This perhaps indicates a 240 second delay is preferable to a 

180 second delay. They found that the improved image registration algorithm gave fECV 
values that correlated more strongly with histopathology and MR elastography 

measurements compared to the conventional image registration. This highlights the 

importance of accurate image registration and indirectly the requirement to minimise patient 

movement between the pre-contrast and delayed images as far as possible. However, 

similarly to previously discussed studies, they could not use fECV to distinguish between 

intermediate stages of fibrosis although they found a cut off fECV value of 29.1% had 100% 

sensitivity and 100% specificity for diagnosis of advanced fibrosis. 

 
Yeung et al. (2017) were the first group to apply hepatic EQ-CT to patients with systemic 

amyloid light-chain amyloidosis which followed on from a previous study using MRI (Bandula 

et al., 2013a). In amyloidosis there is extracellular deposition of amyloid proteins leading 

with an associated increase in the fECV. Measurement of fECV using EQ-CT was shown to 

be able to differentiate healthy tissue from those with amyloid with a correlation between 

fECV and amyloid burden, based on the gold standard of serum amyloid P scintigraphy 

(Yeung et al., 2017). These findings indicate EQ-CT could be a useful diagnostic tool in 
conditions other than fibrosis, although the author points out it is important to note that 

expansion of the fECV is a non-specific process that could be related to other processes 

such as inflammation and venous congestion. It is therefore a tool that should not be used in 

isolation. 

 

In the study from Sofue et al. (2018) they used DE-CT with material decomposition with 

water and iodine as basis pairs to create iodine maps of the equilibrium phase of a contrast 

enhanced scan in patients with chronic liver disease. The equilibrium phase was acquired at 
180 seconds post contrast administration. They considered using the iodine densities as 

measured in the equilibrium phase in isolation to calculate fECV with the hope of not 

requiring an unenhanced scan, however, they concluded that this was not possible as they 

observed that the iodine concentration in both the liver and aorta on the unenhanced scan 

was not zero. The unenhanced scan is therefore still required to give a measure of relative 
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iodine enhancement rather than an absolute iodine concentration. This is in contradiction to 

the method from Yoshimitsu et al. (2016) who did not subtract the unenhanced iodine 

concentrations. 

 
Sofue et al. (2018) successfully measured fECV using iodine density in 47 patients which 

correlated with METAVIR fibrosis score and provided fECV cut-off values corresponding with 

the four METAVIR fibrosis scores with quoted accuracies ranging between 74.5%-78.7% 

(Sofue et al., 2018). This is clearly promising, however, using multivariate linear regression 

analysis they found that patient weight had a significant effect on fECV measurement. It was 

concluded that this was due to beam hardening associated with large patients. They 

concluded that the non-contrast scan is necessary to achieve meaningful fECV 

measurements, however they did not consider the use of virtual monochromatic imaging to 
mitigate the effects of beam hardening that was cited as an issue. 

 

Similarly to Sofue et al. (2018), Ito et al. (2020) measured fECV in the liver with a DE-CT 

acquisition in a cohort of patients with chronic liver disease who underwent otherwise 

clinically indicated CT examinations. This group appear to be the first to investigate different 

CT reconstruction parameters and measurement techniques to improve accuracy of the 

technique. This is considered to be an important step for future researchers to build upon. 

They investigated different parameters for the iodine map reconstruction as well as different 
positions for the aorta ROI due to concerns regarding image artefacts caused by the 

adjacent highly attenuating vertebral bodies. Ito et al. (2020) concluded fECV calculated 

based on measurements from iodine attenuation maps with particular reconstruction 

parameters and the ROI to measure blood enhancement positioned in the inferior vena cava 

gave the best correlation to MR elastography and pathological fibrosis grade. These results 

can hopefully be directly translated into future studies. 

 
Bak et al. (2020) also used DE-CT to measure fECV, but unlike any of the previous studies, 

they were not aiming to confirm the accuracy of the measurement: they appear to use it as a 

validated technique that does not require independent verification. This is the first example 

of this to be found in this literature search of fECV measurement in the liver and could 

represent the start of this technique becoming more widely accepted into the research base, 

as well as routine clinical use. The group used iodine concentrations measured on a 

180 second delayed image. They used dual energy data with the associated iodine 

quantification to avoid the need for data subtraction between pre-contrast and delayed 
images, however this is given very limited attention by the authors and is in conflict with the 

finding from Sofue et al. (2018) discussed above. They successfully demonstrated different 

fECV results in patients with decompensated and compensated cirrhosis, and further 

between the aetiology of disease within the decompensated group (but not the compensated 

group). They demonstrated fECV performed better than the MELD score in predicting 
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cirrhosis stage and fECV could be used as an independent predictor of ‘liver-related events’. 

This is clearly encouraging for the technique; however, the authors acknowledge the 

technical complexity of DE-CT and associated iodine quantification could mean these results 

would only be valid on the CT model used in the study. 
 

There is clearly evidence in the literature that the EQ-CT is a potentially useful technique for 

the non-invasive measurement of hepatic fibrosis with all studies successfully demonstrating 

correlations with other measures of fibrosis. However, there is no evidence that EQ-CT has 

been directly applied to the measurement of fECV in liver cancer tumours. It is also 

unfortunate that most of the publications listed in Table 1 are retrospective studies that have 

simply used a pre-existing clinical CT protocol with little (or no) optimisation of the technical 

scanning parameters that could influence the measured fECV. There has also notably been 
no evidence presented to establish if fECV measurements are accurate or reproducible. 

 

7.2 Additional literature 
It should be acknowledged that during this literature search many publications were found 

that related to the use of DE EQ-CT to measure fECV in organs other than the liver 

(predominantly based on the myocardium). Although these were not included in the above 

literature search, some of these have been reviewed below as it is thought they could 

provide some transferrable information that could be applied to the liver. 
 

Fukukura et al. (2020) measured fECV in the pancreas using iodine maps acquired with DE-

CT. Results from DE-CT were compared to SE-CT results, although it is noted a SE 120 kVp 

acquisition was performed for the pre-contrast acquisition, but a DE 120 kVp ‘equivalent’ 

image was used for the SE delayed image. Any uncertainty in the accuracy of HU values 

between a true SE and a SE ‘equivalent’ image could be a potential source of error in these 

results. A strong correlation was found between fECV results from these and SE 
measurements and equilibrium phase only iodine maps; however there was a bias of -3.4% 

towards lower fECV values with DE-CT. It is suggested that this difference may be the result 

of a lack of subtraction of pre-contrast iodine concentrations. 

 

Interestingly the Fukukura et al. (2020) group is the only one that was found to use a ‘wide 

detector’ CT technology which can perform a 16 cm axial acquisition to image entire organs 

in one rotation, reducing problems associated with intra-phase patient movement. The group 

used a previously implemented scan protocol to measure fECV, acquiring the equilibrium 
phase at 180 seconds and image analysis was performed by two independent observers to 

investigate interobserver agreement. Interobserver agreement was found to be excellent: an 

encouraging result for the technique. 
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A study by van Assen et al. (2019) to measure fECV in fibrosis in the myocardium is also 

reliant on delayed equilibrium images that were ‘SE equivalent’ images produced from DE 

data sets. It is interesting to note that van Assen et al. (2019) also generated iodine maps 

but these were used purely for the purpose of positioning the ROIs in the myocardium and 
left ventricle and not for measuring iodine concentrations, pointing to the utility of additional 

information obtained with DE-CT that is not present with SE-CT acquisition. Lee et al. (2016) 

provided evidence that this technique improved intra-observer agreement with fECV 

measurement in the myocardium. It is recognised that this is likely to be more of an issue 

when trying to differentiate between the myocardium and ventricular blood pool rather than 

making measurements in liver, although it could help the user avoid large blood vessels or 

hyper/hypo attenuating lesions that could distort fECV values. 

 
Away from the technical aspects of the EQ-CT technique, of important clinical significance 

the findings from Fukukura et al. (2020) showed that fECV measured with iodine maps was 

an independent predictor of progression free survival in patients with pancreatic 

adenocarcinoma. This builds on previous evidence from Wong et al. (2012) demonstrating 

EQ-MR measured fECV in the myocardium being a predictor of short term mortality. These 

studies provide evidence that fECV measurement has important clinical applications that 

warrant further investigation and optimisation to enable widespread confident clinical 

implementation. 
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8 Conclusions and indications for further work 
The theory and literature presented above show that the use of EQ-CT to measure fECV in 

the liver is a feasible and practical technique that has demonstrated correlation with 

established measures of fibrosis. There is, however, no evidence of EQ-CT derived 
measures of fECV in the clinical context of liver cancer, or as a tool for measuring response 

to liver-directed cancer therapies. EQ-CT has the advantage of being a relatively simple 

technique that uses technology that is widely available, has few contra-indications, is well 

tolerated by patients and has been shown to be operator independent and easily integrated 

into existing clinical pathways and imaging protocols. However, as with any quantitative 

clinical measurement, there are many technical factors that require careful consideration to 

ensure an accurate result is obtained, particularly with a modality that utilises ionising 

radiation.  
 

With this in mind, and in the absence of any existing published literature on the subject, this 

body of work will focus first on establishing the accuracy and optimising the precision of the 

EQ-CT technique for fECV measurement in the liver in a phantom study, followed by the 

application of those findings in a clinical study. The clinical study will also aim to establish if 

and how the fECV changes between unaffected areas of the liver and tumour lesions, and if 

it is possible to measure fECV in the presences of TACE beads as a potential tool for 

monitoring response to liver-directed cancer therapy. The following research aims will be 
addressed: 

 

• What is the expected accuracy of EQ-CT derived fECV measurements in the liver? 

• What are the optimum acquisition and reconstruction settings for EQ-CT to measure 
fECV in the liver, using conventional and dual energy CT? 

• Are clinical EQ-CT derived fECV measurements reproducible? 

• Are the fECV values measured in liver tumour lesions different to apparently 

unaffected liver tissue in the same patient? 

• Is fECV measurement possible in the presence of TACE therapy beads? 
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Abstract 

Purpose 

To investigate the effect of acquisition and reconstruction parameters for equilibrium CT 

(EQ-CT) for the measurement of hepatic fractional extracellular volume (fECV) and establish 

the accuracy of the technique. 

 

Materials and methods 

A phantom with interchangeable iodine inserts was used to simulate EQ-CT imaging at a 

range of fECV values. Repeat image acquisitions using a range of CTDIvol values (5.0 – 

21.6 mGy) and the full range of kVp (80 – 135 kVp) and dual energy settings were 

performed. Images were reconstructed with slice widths ranging between 1 and 10 mm. The 

limits of detection and quantification for iodine for the scanner technology were established. 

Hounsfield unit values taken in the iodine inserts were used to simulate a range of clinical 

fECV measurements for all acquisition and reconstruction parameters tested. The error with 

each measurement calculated based on the known iodine concentrations as a measure of 

accuracy of the technique. A multiple linear regression model was used to establish the 

effect of kVp (including dual energy mode), CTDIvol, slice width, relative slice location and 

absolute fECV value on fECV calculated error and the Brown-Forsythe equality of variance 

test was used to investigate how the imaging parameters affected the spread of fECV results 

as a simple measure of precision. Accuracy and precision were correlated to a novel 

imaging metric: enhancement to noise ratio (ENR). 

 

Results 

The limit of detection and quantification of iodine were found to be low enough to facilitate 

simulated fECV measurements with the study phantom, with the exclusion of 1 mm slice 

widths and low dose (CTDIvol < 10.8 mGy) dual energy derived iodine density images. The 

median accuracy across all settings was 0.1% (interquartile range 9.1%). The multiple linear 

regression model demonstrated fECV accuracy was robust to changes in all the acquisition 

and reconstruction settings tested as well as absolute fECV value (p > 0.05), with the 

exception of the use of dual energy mode (p < 0.001). Variance in fECV measurements was 

lowest for 80 and 100 kVp settings and decreased with increasing CTDIvol and slice width. 

Measurement precision increased with ENR and 95% limits of agreement for fECV results 

were established for different ENR values. 

 

Conclusion 

The absolute accuracy of fECV measurements using phantom simulated EQ-CT is robust to 

changes in acquisition and reconstruction parameters, with the exception of the use of dual 

energy iodine quantification mode. fECV measurement precision is increased when ENR is 

maximised. These findings should be useful for optimisation of clinical EQ-CT in the liver. 
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1. Introduction 

Qualitative interpretation of computed tomography (CT) images plays an essential role in the 

diagnosis and management of patients in the modern healthcare environment. Quantitative 

analysis enables additional information to be extracted from images which can be used to 

refine clinical decision making.1–3 Such information can be used to detect microscopic tissue 

changes that can occur prior to becoming macroscopically visible on imaging or to obtain 

quantitative information without the need for invasive clinical procedures. 

 

Equilibrium CT (EQ-CT) is a quantitative CT technique that has been used to measure 

fractional extracellular volume (fECV), principally in the myocardium and liver.4–7 fECV is a 

fundamental property of tissue which describes the fraction of that tissue occupied by 

interstitial fluid and blood plasma. The fECV is known to increase in the presence of fibrosis, 

and determining the extent and degree of fibrosis is a useful diagnostic and prognostic tool 

in the assessment and staging of many liver diseases.8 It follows that a measurement of the 

fECV could act as an indicator of fibrotic burden. The current gold standard for evaluation of 

fibrosis in the liver is histologic assessment following tissue biopsy, however, this is an 

invasive and expensive technique which is poorly tolerated by patients and suffers from 

interobserver variability and significant sampling errors due to the small tissue volumes that 

can be analysed.8,9 EQ-CT as a non-invasive quantitative imaging technique has the 

potential to overcome many of these difficulties.  

 

EQ-CT in the liver is a simple procedure that involves imaging the liver before and after the 

administration of intravascular iodinated contrast.7 Such contrast agents that are 

ubiquitously used in CT are exclusively extracellular and their volume of distribution can be 

used to measure fECV as described by Equation 1. 

 

!"#$ =
∆'(!"#$%
∆'(&!''(

× (1 − ℎ./0/123451) 

Equation 1 

 
Where fECV is the fractional extracellular volume and ∆HU = HUequilibrium phase – HUpre-contrast or 

measured Hounsfield unit (HU) enhancement between the equilibrium phase (with iodine 

contrast present) and pre-contrast phase (with no iodine contrast present) for a region of 

interest (ROI) drawn in the liver and blood respectively. ∆HUblood is typically measured in the 

aorta. The haematocrit factor accounts for the volume of blood which is not plasma and 

therefore does not contain iodine contrast. It must be noted that Equation 1 is only valid 

when the concentration of iodine contrast is equal between the interstitial fluid and the blood 

plasma, known as the state of equilibrium, and is where the technique gets its name. This 

typically involves a time delay of 3 to 10 minutes between contrast administration and the 
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acquisition of the equilibrium phase, although there is no consensus on the optimal time 

delay for EQ-CT imaging.6,10–12 

 

EQ-CT can be worked into existing routine clinical CT examinations, it is widely available, 

minimally invasive, quick, cheap, well tolerated by patients and can facilitate measurements 

at any position in the liver to account for fibrotic inhomogeneity.5,6 fECV measurements with 

EQ-CT have been validated against biopsy in the liver by several authors5,7,10–14 proving its 

potential as a diagnostic tool. However, the existing literature is exclusively clinically 

focussed with little evidence of any evaluation or optimisation of the technique from a 

technical viewpoint. For confident and widespread clinical adoption, it is vital to ensure that 

EQ-CT for fECV measurement is as accurate as possible, where accuracy is defined as the 

percentage error in the measurement result when compared to the true value (Equation 2) 

and precision is defined as the closeness of agreement between repeated measurements.15 

 

73384/39 = 	
;./<84.=	>/?8. − @48.	>/?8.

@48.	$/?8.
× 100% 

Equation 2 

 

Accuracy of the fECV calculation will be primarily dependent on the accuracy of HU 

measurements made to calculate iodine enhancement. An accurate fECV calculation 

therefore requires the measured enhancement to be a true representation of the additional 

attenuation provided by the presence of the iodinated contrast in equilibrium phase images. 

Conveniently, HU values scale linearly with iodine concentration which contributes to the 

simplicity of this technique.16 This, however, is dependent on the imaging system operating 

above the limit of detection (LOD) and limit of quantification (LOQ) for the concentrations of 

iodine associated with clinical EQ-CT imaging. 

 

The LOD is defined as the lowest concentration of iodine that can be detected and 

differentiated from a measurement of a sample with no iodine present (a ‘blank sample’). 

The LOQ is the lowest amount of iodine that can be not only detected, but measured and 

quantified to an acceptable level of precision.17 By definition, the LOQ will always be equal to 

or higher than the LOD.18 It is considered to be vital to establish the LOQ for iodine to ensure 

reliable HU measurements can be made to calculate the fECV. The LOD and LOQ for iodine 

is likely to be CT scanner make and model dependent.19 

 

The accuracy and precision of individual fECV measurements will also be influenced by the 

statistical uncertainty in HU measurements, which will depend on image noise. Image noise 

in CT describes the variations in HU values between image voxels with the same underlying 

attenuation and is a combination of quantum and electronic noise. Quantum noise is an 

unavoidable consequence of photon-based imaging and is the dominant source of noise in 

CT images.16 Image noise for a specified ROI is conventionally reported as the standard 
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deviation of measured HU values from each pixel within that ROI and, for a quantum limited 

system, this will be inversely proportional to the square root of the number of photons 

detected and used in image reconstruction (Equation 3). A lower image noise will result in 

less uncertainty in the mean HU value for a specified region of interest, and therefore 

reducing noise should improve fECV measurement accuracy. Reducing image noise can be 

achieved using acquisition exposure factors that result in more photons being detected, 

however, this will result in a higher radiation dose to the patient. Image noise will also be 

influenced by reconstruction techniques such as the selected reconstruction kernels or 

image slice width, although reductions in noise using this approach will typically be 

associated with a reduction in spatial resolution. 

 

C0/D.	E25<. ∝
1

√H
 

Equation 3 

 

Where N is the number of photons detected and used in image reconstruction. 

 

Uncertainty in HU measurements can be further reduced by maximising the difference in HU 

values between pre-contrast and equilibrium phase images, known here as iodine 

enhancement. These two factors can be combined into a proposed novel image quality 

metric: enhancement to noise ratio (ENR, Equation 4). 

 

"HI =
C2=5E.	.Eℎ/E3.0.E1

C0/D.	E25<.
 

Equation 4 

 

In order to maximise iodine enhancement without changing either the volume or strength of 

administered contrast material (a relative contra-indication in many patients)20,21 or reducing 

the time delay between the two scan phases (and risk missing the true equilibrium phase), it 

is proposed the image acquisition parameters could be adjusted. Due to an increase in the 

cross-section of the photoelectric effect, attenuation of iodine increases as x-ray photon 

energies decrease.16 Therefore, using an x-ray spectrum with a lower peak kilo-voltage 

(kVp) than the conventionally used 120 kVp will result in improved iodine signal in the 

equilibrium phase, increasing enhancement and therefore ENR and potentially fECV 

precision. However, a lower kVp risks the prevalence of image artefacts such as beam 

hardening and photon starvation which can adversely affect absolute HU value accuracy as 

well as image noise. Changing the kVp will also change the absolute HU value for the same 

concentration of iodine and underlying tissue.16  

 

Relatively recent advances in CT technology have led to new opportunities in quantitative 

CT imaging and dual energy (DE) CT has become commercially available. DE scanning 
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entails acquiring attenuation data of the same volume with two different x-ray spectra, as 

opposed to conventional imaging, referred to here as single energy (SE) that uses a single, 

constant x-ray spectrum. DE CT and associated software is able to generate material 

density maps, where image pixels represent the concentration of user defined materials, 

commonly iodine.22,23 This facilitates the measurement of iodine density in contrast 

enhanced images as an alternative to conventional HU, potentially avoiding interference 

from underlying, non-iodine based tissues and negating the need for a pre-contrast 

acquisition. The application of DE CT to the EQ-CT technique to measure fECV in the liver 

has been investigated by several authors, although again, there appears to be no study on 

the accuracy of the technique or consensus on the optimal acquisition or reconstruction 

settings.12,24,25 As with SE CT, accuracy of fECV measurements will rely on the accuracy of 

the measured iodine densities. There are many examples in the literature of the validation of 

the accuracy of phantom based iodine density measurements in DE CT, however, there is a 

common finding that accuracy is CT scanner make and model specific.23,26–28 

 

Locally available CT technology is dominated by the Canon Aquilion ONE (Canon Medical 

Systems, Ōtawara, Tochigi, Japan) DE enabled CT scanner. This features a wide 320 

detector array, which when used in ‘volume’ mode can deliver 160 mm craniocaudal image 

coverage enabling entire organs to be imaged with one rotation. DE CT is achieved using 

two axial acquisitions in rapid succession at different kVp settings. Reconstruction software 

can generate iodine specific material maps which can be used to visualise and measure the 

distribution of iodine throughout the imaged volumes. The iodine maps displayed are HU 

maps, where each pixel represents the HU of materials identified as iodine. Unfortunately 

there is little evidence in the literature of the study of quantitative accuracy of iodine in DE 

mode with such scanner technology and therefore local validation is required.29 Additionally, 

none of the studies identified above investigating the LOD or LOQ of iodine or EQ-CT to 

measure fECV in the liver utilised this scanner technology in either SE or DE modes. 

 

The need to quantify the accuracy of fECV measurements in EQ-CT is an important step in 

the technique achieving widespread clinical confidence in the technique. There are potential 

opportunities to optimise EQ-CT with the aim of improving ENR with the aim of enhancing 

precision whilst keeping the radiation dose and resolution at acceptable levels and avoiding 

image artefacts. To the best of the author’s knowledge, this has not been established in 

previously published studies. 

 

The aims of this phantom study using a 320-detector array CT scanner in volume mode are 

threefold: 1) to establish the LOD and LOQ for iodine concentration for SE and DE modes to 

ensure they are low enough to enable fECV measurements with EQ-CT; 2) to ascertain 

which (if any) acquisition and reconstruction settings affect the accuracy of simulated fECV 
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measurements; 3) to investigate the effect of acquisition and reconstruction settings on the 

precision of fECV measurements and relate this to measured ENR values. 

  

55



  

2. Materials and Methods 

2A Phantom 

A phantom study was performed using a CelT phantom (Medical Physics, Betsi Cadwaladr 

University Health Board, Wales, United Kingdom) and locally produced cylindrical iodine 

inserts with a diameter of 23 mm and length of 100 mm. Three inserts of 0.42, 0.88 and 

1.14 mgI/mL were made using Omnipaque 350 mgI/mL intravenous solution (GE 

Healthcare, Chicago, IL, USA) mixed with water. These concentrations were chosen to be 

broadly representative of typical iodine concentrations found in a previously published 

EQ-CT study.24 A fourth insert contained only water. The inserts were placed 

interchangeably into the 200 x 350 x 110 mm elliptical section of the phantom (Figure 1). 

Imaging was carried out with a DE enabled Canon Aquilion ONE CT scanner. 

 

2B Image acquisition and reconstruction 

Conventional SE mode images were acquired with all available kVp values (80, 100, 120 

and 135 kVp) at set CTDIvol values of 5, 10 and 20 mGy to represent the range of doses 

expected during clinical imaging of the abdomen in the UK.30 DE mode images were 

acquired with sequential acquisitions at 80 and 135 kVp and CTDIvol values that were as 

close as possible to those used for SE imaging: 5.3, 10.8 and 21.6 mGy. All images were 

acquired in volume mode: 320 x 0.5 mm collimation and ‘M’ field of view. Images were 

reconstructed with the coneXact reconstruction algorithm using the FC18 (SE) and FC17 

(DE) filters with SureIQ enabled. 8 repeat acquisitions were performed for every kVp and 

CTDIvol combination in both SE and DE modes. 1, 2, 5 and 10 mm slice widths were 

reconstructed with no overlap between slices. Iodine density images were generated from 

the DE data sets using the manufacturer recommended default parameters (material formula 

object 1: -136 and -106 and object 2: 67 and 63; slope of contrast media: 0.55) for the same 

set of slice widths and slice locations as the SE data. 

 

Reconstructed images were downloaded from the scanner and analysed using open-source 

software (OsiriX Lite v11.0.4; OsiriX Foundation, Geneva, Switzerland). A 1 cm2 circular 

region of interest was drawn within the iodine inserts and the mean HU and associated 

standard deviation were extracted from every image. This led to a data set consisting of HU 

values and standard deviations for every insert for all permutations of acquisition (kVp, to 

include all SE kVp settings and DE mode, CTDIvol) and reconstruction (slice width, slice 

location) parameters. Images slices from 10 mm sections at either end of the phantom were 

excluded from further analysis to avoid any partial volume effects associated with the edge 

of the phantom. 
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2C Limit of Detection and Limit of Quantification 

The LOD was established in line with the method presented by the Clinical and Laboratory 

Standards Institute (CLSI).17 The LOD in terms of HU, LODHU, was calculated for a specific 

combination of kVp (or DE mode), CTDIvol and slice width using Equation 5.17 

 

JKL)* = M+ + 1.645S+ + 1.645S, 
Equation 5 

 
Where µB is the mean HU from repeat measurements of the insert containing only water (the 

‘blank sample’) and sB and sS are the standard deviations of repeat HU measurements of 

the blank sample and low-level samples (in this case the 0.42 and 0.86 mgI/ml inserts) 

respectively. This assumes a Gaussian distribution of data, which was verified with a visual 

assessment of the histogram of HU measurement results and a quantile-quantile (Q-Q) plot. 

In line with CLSI guidelines, measurements from 60 different slices were used to calculate 

the mean and standard deviations for both the blank sample and the low-level samples to 

establish the LODHU. 

 

In order to convert the LODHU into an LOD in terms of iodine concentration (LODiodine) 

knowledge of the system calibration curve between HU value and known iodine 

concentration was required. This is known to depend on kVp and the mean HU value at 

each iodine concentration for all SE kVp values and DE mode was plotted against known 

iodine concentration. A least squares fit regression was performed to establish the slope, 

y-intercept and Pearson correlation coefficient of the calibration curves. 

 

The LODHU was converted into LODiodine using Equation 6.19 

 

JKL"'("-$ =
JKL)* − 9-5E1.43.U1

D4/=5.E1
 

Equation 6 

 
Where the y-intercept and gradient are the values corresponding to the calibration curve for 

the kVp setting (or DE mode) used to establish the LODHU. 

 

The LOQ is defined as the lowest iodine concentration that can be measured to an 

acceptable level of precision.18 In this study, acceptable precision for iodine quantification 

was defined as a coefficient of variation (CV) of 20% or lower for repeat measurements of 

the same insert, in line with published guidance and previous studies of this type.18,19 

Therefore, to establish the LOQ for a particular permutation of acquisition/reconstruction 

parameters, the CV from the 60 repeat HU measurements of each iodine insert was 

calculated. The relationship between CV and iodine concentration was then established 

57



  

using a logarithmic trendline, which best represented the data. That relationship was used to 

extrapolate the data to obtain the iodine concentration that corresponded to a CV of 20%. 

This iodine concentration was compared to the LODiodine calculated previously: if it was 

higher than LODiodine, it was used as the LOQ; however, where it was lower than the 

LODiodine, the LODiodine was used as the LOQ.18 

 

This process was repeated to establish the LODiodine and LOQ for all possible combinations 

of kVp (or DE mode), CTDIvol and slice width. Any combination of kVp, CTDIvol and slice 

width that resulted in a LOQ lower than the lowest concentration of iodine insert used were 

excluded from further data analysis. 

 

2D fECV measurements 

fECV measurements were simulated using the HU values obtained from the phantom 

inserts. Two of the possible four inserts were selected: the lower concentration insert of the 

two was assigned as the pre-contrast insert and the higher concentration insert was 

assigned as the equilibrium phase insert. The measured HU values of the pre-contrast insert 

was subtracted from the equilibrium phase insert resulting in a simulated enhancement 

value. This process was repeated using a different combination of two of the possible four 

phantom inserts. This resulted in two different enhancement values which were designated 

as simulated ‘liver’ and ‘blood’ enhancement values respectively. Note all HU values were 

taken from images with the same combination of acquisition/reconstruction parameters (kVp 

or DE mode, CTDIvol, slice width and slice location) and as the iodine content of the insert 

containing only water was known to be zero the signal from the corresponding DE iodine 

density images was also set as zero. 

 

The simulated enhancement values were inserted into Equation 1, with an arbitrary 

haematocrit value of 0.5, to calculate a measured fECV (fECVm) for that particular 

combination of phantom inserts and acquisition/reconstruction parameters. The 

measurement was repeated for five slice locations, where the centre of each slice was the 

same for all slice thicknesses, the slice locations were 10 mm apart to ensure no overlap 

between the 10 mm slices and the central slice was located at the centre of the phantom in 

the craniocaudal direction, resulting in five fECVm results for that combination of kVp (or DE 

mode), CTDIvol and slice width.  

 

The above process was repeated for the same combination of phantom inserts at the same 

five slice positions for every permutation of kVp (or DE mode), CTDIvol and slice width 

settings. 

 

As the iodine concentration of each insert was known, the calculation was repeated with the 

iodine concentration substituted for the HU value measurements in Equation 1. This resulted 
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in a ‘true’ fECV (fECVt) to which the fECVm could be compared. Note, as every 

measurement described above was made with the same combination of phantom inserts, 

this resulted in the same fECVt for every fECVm up to this point. The error, in terms of 

percentage difference between every fECVm and the fECVt, was calculated using Equation 7 

as a measure of accuracy of each measurement. 

 

"4424 =
!"#$. − !"#$/

!"#$/
× 100% 

Equation 7 

 

Finally, a mean of the five repeat fECVm measurements for every kVp (or DE mode), CTDIvol 

and slice width combination was taken and designated as fECVavg. The error between 

fECVavg and the corresponding fECVt was calculated using Equation 7 where fECVt was 

substituted for fECVavg and the result designated as Erroravg. 

 

Assigning the phantom inserts as the pre-contrast and equilibrium phases for the liver and 

blood in different combinations, it was possible to generate a range of new fECVm results 

with associated new fECVt values. This process was repeated for all insert combinations. 

Any combination that resulted in a negative enhancement value or an fECVt greater than 

one were excluded due to not being clinically feasible, and a subset of six fECVt values were 

selected which represented an even distribution across the range of previously reported 

clinical hepatic fECV results.6 

 

The average noise associated with each fECVm was determined using the standard 

deviations from every ROI used in the measurement, summed in quadrature. The mean of 

the ‘liver’ and ‘blood’ iodine enhancement for each fECVm was calculated and used as a 

single enhancement value. The ENR was calculated for every fECVm using Equation 2. ENR 

and associated error results were binned into groups of unit increments in ENR value. 

 

2E Statistical analysis 

All statistical analysis was performed in R version 4.0.1 (R Foundation for Statistical 

Computing, Vienna, Austria). Following a visual evaluation of the error data using 

histograms and Q-Q plots to assess for normality, non-parametric descriptive statistics and 

statistical tests were selected where appropriate. A p-value of less than 0.05 was used to 

test for significance. 

 

In order to establish which, if any, of the factors had a significant effect on the calculated 

error associated with each fECVm result, a multiple linear regression model was constructed. 

The dependent variable was the calculated error and the independent variables were 

acquisition kVp (including DE mode), CTDIvol, slice width, slice location and fECVt (note the 
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CTDIvol values for the DE data were rounded to match those of the SE data for the purposes 

of the model). All independent variables, with the exception of fECVt, were treated as 

categorical data as they represent discrete acquisition/reconstruction settings. fECVt was 

treated as a continuous variable as the values defined by the experimental design were only 

a sample of all possible values. 

 
The median error, interquartile range (IQR) and range (minimum and maximum) of error 

results was established separately for each acquisition/reconstruction setting using all 

available fECVm results for that setting, as well as for all fECVavg results combined (using 

Erroravg). The IQR of each set of results was used as a simple measure of measurement 

precision. The Brown-Forsythe test for equality of variance was used to establish if the 

difference in spread of error data between acquisition/reconstruction parameters was 

significant. The test was applied in the form of pairwise comparisons between all settings of 

each of the acquisition and reconstruction parameters tested. The results of the Brown-

Forsythe test were used in combination with the IQR data to infer which settings of which 

parameters demonstrated the smallest spread of error data and therefore the highest level of 

precision. 

 

Furthermore, a simple non-parametric approach to obtaining limits of agreement between 

fECVm, fECVavg and fECVt values, broken down by categorical ENR bin, was used.31 The 

95% limits of agreement were taken as the 2.5 and 97.5 percentiles of the error results. 
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Figure 1 A photo with the section of the CelT phantom used, with locally produced iodine 

inserts 
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3. Results 

All phantom images were successfully acquired, reconstructed and exported for analysis. 

Some example phantom images are shown in Figure 2. 

 

3A LOD/LOQ 

The system calibration curves are shown in Figure 3, demonstrating a linear response 

between HU value and iodine concentration for all kVp settings (r > 0.999, p < 0.001) and 

DE mode (r = 0.989, p < 0.001). 

 

The calculated LODiodine and LOQ for all combinations of acquisition/reconstruction 

parameters tested are shown in Table 1. The LODiodine, and therefore also the LOQ, was 

higher than 0.42 mgI/mL (the lowest concentration insert available) for 1, 2 and 5 mm slice 

widths at the lowest CTDIvol setting tested in DE mode (5.3 mGy). Additionally, the LOQ was 

higher than 0.42 mgI/mL for the 1 mm slice width for 80 and 135 kVp at a CTDIvol of 5 mGy 

and in DE mode at a CTDIvol of 10.8 mGy. 1 mm slices across all kVp settings and DE mode 

and all slice widths at the lowest CTDIvol setting in DE mode were therefore excluded from 

subsequent analysis. 

 

3B fECV calculation 

fECVt values of 0.11, 0.18, 0.24, 0.32, 0.41 and 0.65 were used. These are clinically 

representative of the values previously reported in the literature for both healthy individuals 

and those in diseased states.6,10 

 

The results from the multiple linear regression model are shown in Table 2. They 

demonstrate that the only variable that had a significant effect on the calculated error was 

the use of the DE mode when compared to SE mode when the other independent variables 

are accounted for (p < 0.001). None of the other acquisition or reconstruction parameters, 

nor fECVt, had a significant effect on the overall calculated error (p > 0.05). 

 

The median error, interquartile range and minimum and maximum error results are 

presented in Table 3 and as a series of boxplots in Figure 4. The overall median error when 

all fECVm error results were grouped together was 0.1% (IQR 9.1%). The Brown-Forsythe 

test, as applied to fECVm error results for all pairwise comparisons of kVp and DE mode, 

demonstrated a significant difference in variance between all combinations (p < 0.05), with 

the exception of 80 vs.100 kVp (p = 0.61) and 120 vs.135 kVp (p = 0.35): the variance was 

largest for the DE setting and smallest for 80 and 100 kVp settings (Table 4). The 

differences in variance were significant between all of the CTDIvol and slice width settings 

(p < 0.001); variance decreased with increasing CTDIvol and increasing slice width. There 

was no significant difference in variance between any of the slice location results (p > 0.05 
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for all pairwise comparisons). The variance of error results was significantly larger for fECVm 

compared to fECVavg (p < 0.001). 

 

3C ENR and Limits of agreement 

Figure 5 demonstrates how error results are dependent on image noise, iodine 

enhancement and ENR for fECVm results, and separately for ENR and fECVavg results, when 

all acquisition and reconstruction parameters are grouped together. Calculated 95% limits of 

agreement for fECVm and fECVavg error values, binned by ENR value for all SE data and 

separately for DE iodine density mode data, are shown in Table 5. The limits of agreement 

decrease as the ENR bin increases: for SE measurements where ENR ≤ 1, 95% of all 

fECVm measurements lie within the accuracy range of -37% to 38%. This decreases to a 

range of -4% to 8% for 4 < ENR < 5. 
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Figure 2 Images showing the CelT phantom with the 1.14 mgI/mL insert in the top right 

insert position as viewed (all other inserts are fixed), varying acquisition/reconstruction 

settings: (a) 80 kVp, CTDIvol = 10 mGy, slice width = 5 mm; (b) 135 kVp, CTDIvol = 10 mGy, 

slice width = 5 mm; (c) 120 kVp, CTDIvol = 5 mGy, slice width = 2 mm; (d) 120 kVp, CTDIvol = 

20 mGy, slice width = 10 mm; (e) DE iodine map, CTDIvol = 10.8 mGy, slice width = 5 mm; 

(f) demonstration of region of interest size and placement. Default abdomen window 

level/width set at 40/350 for all images. 
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Figure 3 System calibration curves of mean Hounsfield Unit (HU) versus concentration of 

iodine for all available SE kVp values and DE iodine quantification mode. Error bars 

represent one standard deviation from the plotted mean value.
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Limit of detection (LODiodine, mgI/mL) Limit of quantification (LOQ, mgI/mL) 

kVp 
CTDIvol 

(mGy) 

Slice width (mm) Slice width (mm) 

1 2 5 10 1 2 5 10 

80 

5 0.27 0.19 0.15 0.12 0.47 0.20 0.15 0.12 

10 0.14 0.08 0.06 0.04 0.16 0.11 0.06 0.05 

20 0.14 0.11 0.06 0.04 0.26 0.11 0.07 0.04 

100 

5 0.26 0.18 0.13 0.11 0.37 0.19 0.15 0.11 

10 0.17 0.10 0.06 0.04 0.20 0.10 0.06 0.05 

20 0.12 0.07 0.04 0.02 0.13 0.07 0.04 0.02 

120 

5 0.33 0.21 0.17 0.14 0.34 0.22 0.17 0.15 

10 0.17 0.11 0.07 0.05 0.19 0.15 0.07 0.05 

20 0.10 0.05 0.02 0.01 0.21 0.10 0.03 0.01 

135 

5 0.35 0.24 0.17 0.13 0.55 0.33 0.17 0.13 

10 0.20 0.13 0.07 0.04 0.31 0.13 0.07 0.05 

20 0.12 0.07 0.04 0.02 0.20 0.08 0.04 0.02 

DE 

5 0.64 0.54 0.46 0.40 0.65 0.55 0.46 0.41 

10 0.31 0.28 0.22 0.19 0.46 0.28 0.22 0.19 

20 0.22 0.20 0.15 0.13 0.31 0.20 0.15 0.13 

Table 1 LODiodine and LOQ for all acquisition/reconstruction parameters investigated (kVp including dual energy (DE) mode, CTDIvol and slice width). Values 

in red represent instances where the LODiodine or LOQ is higher than the lowest concentration insert used in this investigation (0.42 mgI/mL). 
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Model 

parameter 

Model 

base 

value 

Categorical 

values for 

comparison 

to base value 

Coefficient 

estimate 

95% confidence 

intervals for 

coefficient 

estimate 

p-value 

Lower 

limit 

Upper 

limit 

kVp 80 100 0.015 -0.004 0.034 0.13 

120 0.007 -0.012 0.026 0.46 

135 0.011 -0.008 0.031 0.24 

DE 0.038 0.016 0.059 < 0.001* 

CTDIvol (mGy) 5 10 0.010 -0.007 0.026 0.25 

20 -0.002 -0.018 0.014 0.81 

Slice thickness 

(mm) 

2 5 -0.004 -0.019 0.011 0.62 

10 -0.004 -0.019 0.011 0.62 

Slice position  1 2 0.001 -0.018 0.021 0.89 

3 -0.001 -0.021 0.019 0.94 

4 -0.002 -0.021 0.018 0.87 

5 -0.003 -0.023 0.017 0.75 

fECVt - - 0.031 -0.005 0.066 0.09 

Table 2 Results of the multiple linear regression model where the model outcome variable is 

error of fECVm. The lowest value for each parameter is used as the base value to which all 

other settings for that parameter are compared; DE = dual energy mode; * factors that are 

statistically significant (p < 0.05). 
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Parameter Parameter 

value 

Error (%) Median 

ENR Median  IQR  Minimum  Maximum  

kVp 80 -0.5 7.5 -38.6 18.5 2.24 

100 0.8 7.3 -30.8 27.4 1.94 

120 -1.0 8.5 -59.9 43.7 1.64 

135 0.1 8.7 -40.6 55.4 1.44 

DE 3.3 32.3 -37.2 78.0 1.73 

CTDIvol 

(mGy) 

5 -0.9 11.2 -59.9 55.4 1.24 

10 0.0 10.2 -37.2 78.0 1.72 

20 0.9 7.2 -29.0 53.8 2.48 

Slice width 

(mm) 

2 -0.4 13.2 -59.9 78.0 1.21 

5 0.1 8.9 -37.2 65.2 1.80 

10 0.2 6.7 -28.1 48.0 2.47 

Relative 

slice 

location 

1 -0.4 9.2 -37.2 78.0 1.78 

2 -0.4 9.1 -40.6 55.4 1.75 

3 -0.5 8.5 -29.3 60.6 1.76 

4 1.0 9.7 -38.6 43.7 1.77 

5 0.9 9.2 -59.9 37.1 1.77 

fECVm vs 

fECVavg 

fECVm 0.1 9.1 -59.9 78.0 1.76 

fECVavg 0.1 4.2 -21.4 41.0 1.75 

Table 3 Median, IQR (interquartile range) and range (minimum and maximum) of error 

results using all available fECVm results with associated median enhancement to noise ratio 

(ENR) relating to the parameter value stated, with the exception fECVm vs fECVavg where 

results for all acquisition/reconstruction parameters are grouped together. 
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Figure 4 Boxplots of error results for categorical acquisition/reconstruction parameters 

tested: (a) kVp, (b) CTDIvol, (c) slice width, (d) relative slice position and (e) fECVm vs 

fECVavg. Data for (a) to (d) represents fECVm error results. The central line represents the 

data median, the lower and upper limits of the box represent the interquartile range (IQR), 

the lines extend from the 25th percentile minus 1.5 times the IQR to the 75th percentile plus 

1.5 times the IQR and the points represent outliers from this range. 

kVp 80 100 120 135 DE mode 

80 - 0.61 0.01* < 0.001* < 0.001* 

100 - - 0.002* < 0.001* < 0.001* 

120 - - - 0.35 < 0.001* 

135 - - - - < 0.001* 

DE mode - 

Table 4 p-values resulting from the Brown-Forsythe test for equality of variance between all 

possible combinations of kVp setting (including DE mode) for all fECVm error data. * kVp 

pairs that demonstrate statistically different variance (p < 0.05). 
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Figure 5 [continued overleaf] 
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Figure 5 [continued overleaf]
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Figure 5 Error versus (a) noise, (b) enhancement, (c) ENR for all fECVm results and       

(d) Erroravg versus ENR for all fECVavg results; Red = SE error results, aqua = DE error 

results; dashed lines on (c) and (d) represent the 95% limits of agreement for fECVm and 

fECVavg error results respectively for SE only data. 

Data type 95% limits of agreement 
for error 

All ENR 
bins 

ENR bin 
0-0.9 1-1.9 2-2.9 3-3.9 4-4.9

SE only 
fECVm 

Lower limit (%) -16 -37 -15 -8 -7 -4

Upper limit (%) 18 38 18 10 6 8 

fECVavg 
Lower limit (%) -8 -12 -7 -3 -3 - 

Upper limit (%) 6 21 6 5 4 - 

DE only 
fECVm 

Lower limit (%) -29 -31 -28 -19 - - 

Upper limit (%) 50 58 52 43 - - 

fECVavg 
Lower limit (%) -21 -21 -17 - - - 

Upper limit (%) 34 33 30 - - - 

Table 5 95% limits of agreement for fECVm and fECVavg error results for all ENR bins, 

broken down into SE only and DE only data; ‘-‘ indicates less than 10 data points. 

-40

-30

-20

-10

0

10

20

30

40

0 1 2 3 4 5 6
ENR

E
rr

or
(a

vg
) (

%
)

(d)

73



  

4. Discussion 

This phantom study has been designed to replicate fECV measurements using an EQ-CT 

technique in the liver. The system calibration curves demonstrate a linear relationship 

between iodine concentration and HU signal for all SE and DE modes. For SE, higher 

signals are generated when lower kVp settings are used due to the increased attenuation as 

a result of the increased cross section of the photoelectric effect at lower photon energies. 

The DE iodine density mode resulted in a lower signal at all iodine concentrations when 

compared to all SE kVp settings. 

 

The LODiodine and LOQ results demonstrate relatively low concentrations of iodine are able 

to be detected and quantified in both SE and DE modes with the CT technology used. 

Although it is recognised there will be some error associated with the described 

extrapolation of CV data, these results are consistent with the findings of a similar study of 

three other DE CT systems based on different technologies to the one used here.19 

However, markedly lower radiation doses have been used here to represent typical clinical 

doses and it is encouraging to see that the LOQ has been maintained. The results show 

improved limits of detection were seen with low kVp and high CTDIvol and slice width 

settings. This can be attributed to the higher iodine signal at lower kVp combined with 

reduced noise with increasing CTDIvol and slice width. The removal of 1 mm slice widths and 

the low dose setting in DE mode from this phantom study was an important outcome which 

could be directly applied to the clinical implementation of this fECV measurement technique 

to ensure accuracy. The only drawback of using slices thicker than 1 mm would be the 

potential introduction of partial volume effects. However, this would only become problematic 

in ROIs close to organ boundaries, which the EQ-CT measurement technique could easily 

avoid by careful ROI positioning, although it is recognised this may be more difficult in the 

aorta. The fact that a higher radiation dose is required to maintain the LOQ in DE mode 

when compared to SE is also information that would be useful for clinical implementation of 

the EQ-CT technique, or indeed any other technique that requires quantification of low 

concentrations of iodine contrast. 

 

The multiple linear regression model demonstrated that, of all the acquisition and 

reconstruction parameters tested, the only factor that significantly affected the error 

associated with each fECV measurement was the use of DE mode over SE mode 

(p > 0.001). Table 3 shows that the median error of DE fECVm measurements was 3.3% with 

all other kVp values tested within ± 1%. This could potentially indicate a systematic bias in 

iodine HU measurements using DE mode for one or more of the inserts which was not seen 

in SE mode. In the context of the range of error results seen across all settings tested, this 

difference in median error is low, however the significance of a difference of this magnitude 

would require consideration and justification from the clinical team. 
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Aside from DE mode, absolute error was not affected by the kVp value used in SE mode, 

dose, slice width, slice location or fECVt. As the fECV calculation is based on the 

relationship between HU value and iodine concentration, the linear relationship 

demonstrated between these two variables for a constant kVp, and the fact that dose and 

slice width typically should not affect absolute mean HU values provide a rational 

explanation for this result.27–29 Slice location also did not affect error results. Again, HU 

values shouldn’t be dependent on slice location therefore this is an expected and reassuring 

result. An important caveat from these findings is that the same kVp must be used for the 

pre-contrast and equilibrium phase imaging to ensure a consistent calibration curve is 

applied. This was not the case in some of the existing literature.6 The result in this study 

showing that the error is independent of the underlying fECV value provides important 

evidence that the accuracy of the technique is robust to changes in clinical condition. 

 

When considering the precision of the fECV measurements the data shows that the spread 

of error results in DE mode was significantly higher than any SE kVp setting (p > 0.001). For 

DE mode, the IQR of error results is almost four times that of 135 kVp, which is the SE kVp 

setting with the largest IQR. The large errors for DE iodine density based fECV calculations 

could be attributed to the lower signal generated in DE mode as demonstrated by the 

system calibration curves resulting in lower contrast. Conversely, the noise measured in DE 

images was lower than SE images for broadly equivalent dose levels (Figure 5(a)), 

potentially explained by the additional processing that is likely to include some noise 

suppression in the production of the iodine density maps.32 The reduced contrast and 

reduced noise somewhat cancel each other out, resulting in broadly similar ENR values 

between SE and DE data (Figure 5(c)). This is in contrast to findings from a previous study 

which demonstrated superior ENR with SE, however, this was with different scanner 

technology and iodine map reconstruction algorithms.33 

 

The decrease in precision could also be a result of the nature of the data available with 

iodine density maps. To calculate fECV with SE data, a subtraction technique is applied 

where the underlying signal from the pre-contrast scan is subtracted from the equilibrium 

phase. For this phantom study, this means the underlying measured HU from the insert 

containing only water was subtracted from iodine containing inserts before being used in the 

calculation. This normalises any non-zero signal from background attenuation in the 

enhancement measurement. However, this is not possible with iodine density maps which 

only display what the system has identified as iodine: any signal that is less than the LOQ 

(identified in this case as 0.42 mgI/mL) cannot be accurately quantified and is assumed to 

be zero. If the signal from the ‘pre-contrast’ phase is less than the LOQ this then doesn’t 

allow for any subtraction of underlying iodine signal (weather real or not) and therefore 

systematic or random errors in iodine quantification will not be identified. This introduces the 

potential for greater errors in the final fECV calculation and in this study have manifested as 
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a larger variance in fECV accuracy results for DE images. This issue was identified in a 

study of clinical hepatic fECV measurements, although no attempt was made to ascertain 

the LOQ of iodine to take into account the accuracy of iodine quantification in pre-contrast 

scans.12 Other publications have taken a similar approach to the one taken here and 

assumed iodine concentration to be zero in pre contras scans.24,34 This has the additional 

advantage of potentially avoiding the need for the pre-contrast acquisition which could result 

in a halving of the radiation dose to the patient and would avoid any issues with patient 

motion between pre-contrast and equilibrium phase imaging. As the equilibrium time delay is 

up to ten minutes, patient motion could be a significant source of error. 

 

However, based on this phantom study, the variance in accuracy associated with DE mode 

fECV calculations is statistically larger than SE modes and therefore SE appears to be a 

superior technique in terms of precision. 

 

When considering the SE data, fECV measurement showed the smallest IQR for the 80 and 

100 kVp acquisition settings. This could represent the optimal kVp selection based on 

improved iodine signal and associated image contrast when compared to 120 and 135 kVp, 

although care would be needed to avoid potential beam hardening or photon starvation 

artefacts that could be related to the use of a relatively low energy spectrum such as 80 kVp. 

Precision increased with CTDIvol and slice width as an increase in both these factors are 

associated with a decrease in noise. This presents the clinical dilemma of balancing the 

need of accuracy with the radiation dose to the patient which requires justification on an 

individual patient basis.35 Increased radiological contrast, leading to increased 

enhancement, and reduced noise combine to improve ENR which, as demonstrated by 

Figure 5(c), has a stronger influence on technique precision that either factor in isolation. 

 

Using ENR as a potential indicator of accuracy could be a useful tool when quoting clinical 

fECV results however, no previous authors have attempted to do this. From the results of 

this phantom study, it is suggested 95% limits of agreement based on measured ENR value 

could be used to define the accuracy of the fECV measurement. ENR is considered to be a 

convenient metric as it doesn’t rely on prescribed acquisition or reconstruction settings, 

allowing the scan protocol to be manipulated and optimised by the user without losing the 

ability to calculate an associated error. 

 

As an example of how the data presented here could be used to calculate an error 

associated with an fECV measurement consider a hypothetical fECV measurement of 0.27, 

acquired with and SE mode and an associated ENR of 2.5. Table 5 gives a 95% confidence 

interval of -8% to 10% for this level of ENR. Averaging this to give a confidence interval of 

±9%, the clinician could be 95% confident that the true result laid between 0.25 and 0.29. 

Using confidence intervals based on a percentage of the fECV result will result in wider 
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confidence intervals for larger fECV values, however, due to the nature of the technique, as 

the fECV increases measured liver enhancement increases. Assuming enhancement in the 

blood remains the same (a valid assumption unless there is a significant change in 

technique or an expansion of the volume in which the iodine contrast agent is diluted) this 

will result in an increased ENR. The two effects therefore conveniently counteract each 

other. The confidence intervals have been shown to be smaller when the average of five 

readings are used to generate the final fECV result (fECVavg with associated Erroravg). This 

improvement comes at the cost of a five-fold increase in analysis time. The practicality of 

this in the clinical environment would need consideration. Additionally, this approach would 

only be clinically sound for a homogenous liver which may not be a valid assumption when 

considering patients with extensive disease. 

One additional factor that could influence the accuracy of clinical fECV results that has not 

been considered up until now is the accuracy of the haematocrit measurement which is 

critical for the fECV calculation. The reported accuracy and precision of haematocrit 

measurements are 1.8% and 1.2% respectively,36 which are larger than the errors presented 

here, particularly for lower ENR values. The error associated with haematocit measurement 

will therefore only make up a small portion of the overall error in clinical fECV measurement. 

It must be recognised that there are several limitations associated with this study. This is a 

phantom based study, so results cannot necessarily be applied directly to the clinical setting. 

Only one size of phantom was used that was relatively homogeneous in composition. 

Previous studies have reported differences in HU accuracy measurements in different sized 

phantoms and that body weight affected fECV measurements.12,37 Additionally, highly 

attenuating structures in the body (vertebral bodies) have been shown to cause beam 

hardening artefacts in adjacent (aortic) ROIs in clinical studies of fECV measurement.5,10,25 

Future phantom studies consisting of different phantom sizes with anthropomorphic 

characteristics could be considered to address these issues. 

The errors associated with the concentrations of iodine in the locally made phantom inserts 

have not been quantified. This could result in a systematic error in fECV accuracy results, 

however the linear system calibration curves and the lack of a consistent bias in SE 

accuracy results demonstrate this source of error to be small in the context of the overall 

results. Additionally, the inserts used to simulate clinical concentrations of iodine were an 

exclusive mix of iodine contrast with water, whereas in a patient contrast will be diluted in 

various body fluids. The accuracy of DE iodine density measurements in a range of 

simulated body fluids when compared to water has been previously validated, however this 

was performed only for DE iodine maps in the context of higher iodine concentrations and 

different scanner technology than were used in this study so the findings may not be directly 

applicable here.28 Similarly, it has also not been verified that the LOD and LOQ established 
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here would be valid with a background of hepatic tissue or blood, however this would be 

difficult to achieve in vivo. 

 

Similarly, no alternative reconstruction methods such as smoother reconstruction kernels or 

iterative reconstruction, were used in this study. These would both produce images with less 

noise without increasing patient dose. According to the findings presented here, these could 

be an interesting avenue of investigation to increase ENR and therefore accuracy of fECV 

measurement without increasing dose. It would be important to verify that HU values are not 

affected by iterative reconstruction, particularly for the relatively low levels of absolute iodine 

contrast achieved with EQ-CT and that the reduction in resolution associated with a 

smoother reconstruction algorithm would not result in the incorrect placement of the ROI.38 

 

In conclusion, this phantom study has demonstrated that EQ-CT as an application of 

quantitative CT can potentially accurately measure fECV on a wide detector CT system at 

the concentrations of iodine expected in routine clinical studies, and it is robust to changes in 

acquisition and reconstruction settings tested. SE modes produced more accurate and 

precise measurements of fECV compared to the DE mode tested, and precision increases 

with ENR. 
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Abstract 

Purpose 

Measurement of fractional extracellular volume (fECV) using equilibrium CT (EQ-CT) has 

the potential to be a useful non-invasive diagnostic and prognostic tool for the assessment of 

liver cancers. This technique involves the measurement of iodine enhancement in the liver 

tissue and the aorta following the intravascular administration of iodinated contrast medium. 

The optimum acquisition and analysis techniques and clinical repeatability of EQ-CT fECV 

measurements are investigated, as well as the feasibility of measuring fECV in tumour 

lesions prior to and post transarterial chemoembolisation (TACE) therapy. 

Methods 

EQ-CT imaging was performed in patients a cohort of trial patients with primary or 

secondary liver cancer at two time points prior to, and once after TACE therapy. 

Conventional CT images at 80, 120 and 135 kVp, as well as iodine density images derived 

from dual energy (DE) CT acquisitions, were used to calculate fECV in apparently disease-

free liver tissue and tumour lesions at each trial visit. A novel method for measuring blood 

contrast enhancement along a section of the abdominal aorta was investigated in an effort to 

reduce the effects of beam hardening artefact on quantification. 

Results 

A high technical failure rate (77.8%) and an increased radiation dose were associated with 

DE CT iodine density images. fECV measurements were reproducible across two 

successive pre-treatment visits in apparently disease-free sections of the liver. fECV 

measurement results were independent of acquisition kVp (including DE CT), however, 

variation in results was highest with DE CT. Increased measurement precision was possible 

with a novel method of blood enhancement measurement, using a 10 cm section of the 

aorta in an effort to reduce the effect of beam hardening artefacts. fECV values were higher 

in tumour lesions compared to apparently disease-free sections of the liver in 3 out of 6 

patients, although low patient numbers and the possibility of many conflicting intratumoural 

processes prevent any firm conclusions. fECV measurement was successful in the presence 

of TACE beads. Image registration issues and inadequate iodine enhancement provided 

technical challenges to the technique.  

Conclusions 

fECV measurement using EQ-CT is shown to be a reproducible technique, best performed 

with a relatively high kVp; DE CT is not recommended. fECV measurement was successful 

in tumour lesions prior to and after the presence of TACE beads, although it was unable to 

categorically distinguish between apparently healthy and diseased tissue. It is a technique 

that shows promise as a routine diagnostic and potentially prognostic tool in the 

management of patients with liver cancer. 
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1. Introduction 

In 2018 primary liver cancer was the sixth most commonly diagnosed cancer and the fourth 

highest cause of cancer related death worldwide.1 Furthermore, secondary cancer in the 

liver is more prevalent than primary cancers.2 Risk of hepatocellular carcinoma (HCC) is 
increased in patients with cirrhosis, which is characterised by an increase in the extracellular 

volume (ECV) due to an excess in collagen extracellular matrix deposits.3 In both primary 

and secondary cancers, the ECV in and around tumour sites is likely to be further affected. 

Increased cell density within tumours will lead to a decrease in ECV, however, intratumoural 

fibrosis and the formation of fibrotic capsules could lead to a to contrary increase in ECV.4 It 

is therefore proposed that measurement of ECV within tumours could provide useful 

additional diagnostic information to aid in the characterisation of liver cancers to determine 

risk and severity of disease. As far as the authors are aware, this has not been investigated 
previously in the context of diagnosed liver cancer. Serial ECV measurements could also 

provide a useful metric for the monitoring response to treatments such as transarterial 

chemoembolization (TACE), a commonly used treatment in this cohort of patients.5 For 

these reasons, an accurate, reproducible and practicable measure of hepatic ECV would be 

of widespread clinical interest. 

 

The current gold standard for assessment of liver tissue is histopathologic analysis following 

biopsy. Unfortunately this is a process with many documented drawbacks and associated 
risks which prevent it being a viable method for long term monitoring of a condition or 

continued assessment of treatment response.3,6 Conversely, fractional extracellular volume 

(fECV) measurement using equilibrium-CT (EQ-CT) is a non-invasive, simple quantitative 

technique that has been shown to correlate with histopathologic analysis and other relevant 

measures of fibrosis in the setting of hepatic fibrotic disease and amyloidosis in several 

exploratory studies.7–16 However, little attention has been paid to absolute accuracy or 

reproducibility of EQ-CT fECV measurements, with all fECV results previously reported 
being obtained from a measurement at a single time point. There has also been no attempt 

in the literature to measure fECV in liver tumour lesions to establish if the technique is able 

to distinguish between healthy and diseased tissue, or to further characterise tumours as a 

possible diagnostic or prognostic tool. It should be noted that EQ-CT is considered to be 

preferable over similar MRI based techniques due to simpler image analysis, fewer patient 

contraindications, and the ability to easily incorporate EQ-CT into existing diagnostic 

pathways.16–18 

 
fECV measurement with EQ-CT utilises measured attenuation values in the liver and blood 

from a pre-contrast and an equilibrium phase CT acquisition, combined with a haematocrit 

value (Equation 1). This is possible as the iodine based contrast agents ubiquitously used in 

CT are exclusively extracellular and the volume of distribution within a tissue is equal to the 

ratio of contrast concentration in tissue to blood plasma.19 
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𝑓𝐸𝐶𝑉!"#$% =
𝐿𝑖𝑣𝑒𝑟	𝑒𝑛ℎ𝑎𝑛𝑐𝑒𝑚𝑒𝑛𝑡
𝐵𝑙𝑜𝑜𝑑	𝑒𝑛ℎ𝑎𝑛𝑐𝑚𝑒𝑛𝑡 × (1 − ℎ𝑎𝑒𝑚𝑎𝑡𝑜𝑐𝑟𝑖𝑡) 

Equation 1 

 
Where fECVliver is the fractional extracellular volume in a user specified region of interest 

(ROI) in the liver and liver enhancement is the measured Hounsfield unit (HU) of the 

equilibrium phase image subtracted from the pre-contrast HU value, both measured in the 

specified ROI. Blood enhancement is typically measured using an ROI in the aorta and the 

haematocrit value is taken from a blood test immediately prior to the EQ-CT acquisition. It 

must be noted that for Equation 1 to be valid the equilibrium phase image must be acquired 

when the concentration of iodine in the extracellular extravascular space and the 
intravascular space in the liver ROI is in a state of dynamic equilibrium. This is where the 

technique gets its name. There is no consensus for the optimum time delay between pre-

contrast and equilibrium imaging, and values in the literature range from 3 to 10 minutes.14,16 

 

Based on the above equation, it is clear the fECV measurement will be dependent on 

quantitative metrics derived from CT images, namely HU values. HU values represent the 

attenuation properties of the materials being imaged relative to air and water.20 Absolute HU 

values are therefore dependent on the attenuating material as well as the energy of the x-ray 
photons used to acquire the attenuation data, notwithstanding the presence of image 

artefacts, such as beam hardening artefacts which have the potential to alter absolute HU 

values. Furthermore, uncertainty in HU values is dependent on image noise, an unavoidable 

consequence of photon-based imaging, which is reliant on dose and image reconstruction 

methods. Understanding the complex interactions between these factors should allow the 

user to manipulate acquisition and reconstruction settings to obtain optimised quantitative 

information in order to calculate the fECV. The advent of dual energy (DE) CT has also led 
to new opportunities for quantitative CT imaging. Of particular interest for the EQ-CT 

technique is ‘DE iodine density mode’ where material specific (in this case, iodine) density 

maps are formed in place of conventional HU values.12–14 

 

Evidence from a phantom study demonstrated the overall accuracy of simulated EQ-CT 

fECV measurements were robust to changes in acquisition kVp and dose settings.21 

However, measurement precision was dependent on a novel image metric: enhancement to 

noise ratio (ENR). Enhancement was defined as the measured HU enhancement averaged 
over liver and blood ROIs (Equation 2), and average noise was the standard deviation (SD) 

associated with each HU value used in the enhancement measurements, summed in 

quadrature (Equation 3). ENR is simply the ratio of the average enhancement to the average 

image noise (Equation 4), and precision was found to increase with increasing ENR.21 
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𝐴𝑣𝑒𝑟𝑎𝑔𝑒	𝑒𝑛ℎ𝑎𝑛𝑐𝑒𝑚𝑒𝑛𝑡 =
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2  

Equation 2 

 

𝐴𝑣𝑒𝑟𝑎𝑔𝑒	𝑛𝑜𝑖𝑠𝑒 = D𝑆𝐷!"#$%,)%$- + 𝑆𝐷!"#$%,$'(- + 𝑆𝐷*!++,,)%$- + 𝑆𝐷*!++,,$'(- 

Equation 3 

 

𝐸𝑛ℎ𝑎𝑛𝑐𝑒𝑚𝑒𝑛𝑡	𝑡𝑜	𝑛𝑜𝑖𝑠𝑒	𝑟𝑎𝑡𝑖𝑜	(𝐸𝑁𝑅) =
𝐴𝑣𝑒𝑟𝑎𝑔𝑒	𝑒𝑛ℎ𝑎𝑛𝑐𝑒𝑚𝑒𝑛𝑡

𝐴𝑣𝑒𝑟𝑎𝑔𝑒	𝑛𝑜𝑖𝑠𝑒  

Equation 4 

 
Where HU is the Hounsfield unit measurement from the pre-contrast (‘pre’) and equilibrium 

(‘equ’) phase images in the liver and blood respectively and SD is the standard deviation 

associated with each HU measurement. 

 

In the phantom study, lower kVp settings (80 and 100 kVp) were associated with higher ENR 

values and improved fECV measurement precision when compared to higher kVp values 

(120 and 135 kVp).21 This was attributed to increased attenuation of iodine at lower kVp 

values. DE CT iodine density images were shown to have significantly lower precision than 
any conventional kVp settings tested.21 This would make lower kVp values a logical choice 

for fECV measurement using EQ-CT, however, this introduces the risk of beam hardening 

artefacts in clinical images. Beam hardening artefacts have been cited by several authors as 

problematic when measuring blood enhancement in the aorta due to adjacent highly 

attenuating vertebral bodies.12,13,22 The balance between the use of low kVp values to 

optimise fECV measurements and the risk of beam hardening artefacts therefore requires 

careful consideration. The phantom study results are yet to be validated in the clinical setting 
and a method to mitigate the effects of beam hardening in the aorta warrants further 

investigation. 

 

The aims of this study are to address some of the knowledge gaps identified above as 

relating to the EQ-CT technique to measure fECV in the liver in the setting of diagnosed liver 

cancer. These are: to investigate the effect of EQ-CT acquisition parameters (to include DE 

CT) and analysis techniques on clinical fECV results and ENR values; to establish the 

reproducibility of the EQ-CT technique to measure hepatic fECV; to ascertain if there is a 
difference in fECV values between tumour lesions, and to establish the feasibility of fECV 

measurement in the tumours treated with TACE to determine if this is an appropriate method 

for monitoring fECV in response to such therapies.  
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2. Methods 

2A Imaging protocol 

This study involved using images from a prospective trial of Vandetanib-eluting radiopaque 

embolic beads (BTG-002814) in patients with resectable HCC or hepatic metastases from 
colorectal cancer (mCRC) (ClinicalTrial.gov registration NCT03291379), which received all 

relevant local approvals (Medicines and Healthcare Products Regulatory Agency, Clinical 

Trials Authorisation number 2016-004164-19, and the Health Research Authority which 

includes ethics approval, reference 17/LO/00/11).23 The primary aims of this phase 0 trial 

included establishing the safety and tolerability of the embolic beads and assessment of the 

concentration of Vandetanib in plasma and surgically resected liver tumours following 

treatment. Secondary aims included assessment of the anatomical distribution of the 

embolic beads, for which CT imaging was performed. A total of 8 patients were recruited 
onto the trial. 

 

The trial protocol involved CT liver imaging at three timepoints: approximately 7 days prior to 

treatment (‘visit 1’), the day of treatment (prior to TACE administration, ‘visit 2’) and 6 - 20 

days post-treatment (‘visit 3’). A blood sample was taken to measure haematocrit prior to 

imaging at every visit. This gives a unique opportunity to perform serial hepatic fECV 

measurements in the same individual in relatively quick succession (between visits 1 and 2) 

to test the clinical reproducibility of the technique, as well as measuring fECV both in visually 
unaffected sections of the liver and specifically within tumour lesions. The feasibility of 

performing fECV measurements in the presence of radio-opaque beads could also be 

investigated using images from visit 3. 

 

2B Image acquisition and reconstruction 

All image acquisition was performed on a Canon Aquilion ONE Vision (Canon Medical 

Systems, Ōtawara, Tochigi, Japan). This has a 160 mm wide detector bank, allowing the 
entire liver to be acquired in one axial rotation. EQ-CT imaging consisted of a pre-contrast 

acquisition followed by the intravenous administration of a bolus of 0.5 mL/kg of 300 mgI/mL 

iodine contrast, at a rate of no less than 5 mL/s, and 7 minute delayed (equilibrium) phase 

imaging. Conventional single energy (SE) and DE modes were acquired. 

 

The DE acquisitions and reconstructions were performed with the following parameters: 320 

x 0.5 mm collimation; large field of view; sequential 80 and 135 kVp rotations; 0.5 second 

rotation; automatic tube current selection on; reconstruction kernel FC13-H and a 5 mm 
reconstructed slice width. Images were reconstructed separately at 80 kVp and 135 kVp and 

DE iodine density images generated using iodine and water as basis pairs with the system 

default parameters (material formula object 1: -136 and -106 and object 2: 67 and 63; slope 

of contrast media: 0.55; reconstruction kernel FC07-H). DE iodine density images were 

presented as HU maps, where the HU value represented the HU exclusively of materials 
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identified as iodine. This was followed by a 120 kVp helical acquisition and reconstruction: 

80 x 0.5 mm collimation; large field of view; 0.5 second rotation; pitch 0.813; automatic tube 

current selection on; reconstruction kernel FC07-H and 5 mm reconstructed slice width.  

 
The same imaging parameters were used for the pre-contrast and equilibrium phase 

images. This generated a pre-contrast and equilibrium phase ‘image pair’ at 80 kVp, 120 

kVp, 135 kVp and DE iodine density mode for each trial patient at each visit. The CTDIvol for 

all image acquisitions were recorded as a measure of radiation dose. 

 

2C Image analysis 

Images were downloaded and analysed using independent image analysis software (Horos 

v3.3.6, horosproject.org). Image analysis was performed by a clinical scientist (CB) in 
conjunction with a radiologist (SB). Manual, rigid image registration was performed between 

image pairs for matching kVp datasets for each trial patient at every visit to ensure 

consistency in placement of ROIs, as described below. 

 

Taking a slice of an equilibrium phase image, three independent ROIs were drawn: ROIliver, 

ROItumour and ROIblood (Figure 1). ROIliver was placed in an area of the liver that was visually 

unaffected by disease, avoiding the TACE therapy target area and any major blood vessels. 

ROIliver was propagated over five consecutive slices taking care to avoid liver boundaries 
and any gross image artefacts such as beam hardening. These slices were assigned 

arbitrary slice numbers of one to five. This gave five ROIliver values for each CT dataset. The 

five consecutive slices were combined to form a single liver volume of interest (VOI), 

designated as VOIliver. 

 

ROItumour was drawn to outline the largest visible tumour in the TACE therapy target area on 

all slices on which the lesion was visible. In some cases, due to poor visibility of lesions on 
CT images, MRI images were used to assist in placement of these ROIs. The series of 

ROItumour outlines created a volume which was equivalent to the gross tumour volume, 

designated as VOItumour. In the case of images from visit 3 where the highly attenuating 

TACE beads were unavoidably included within VOItumour, all pixel values within that VOI of 

100 HU or higher were manually set to a value corresponding to the average HU taken from 

VOIliver for that patient at that visit, in an effort to avoid the presence of the beads affecting 

the fECV result. 

 
ROIblood of approximately 1 cm2 was placed in the centre of the aorta and copied to the same 

five slices that contained ROIliver. From the central slice of these five, ROIblood was 

propagated along the centre of the vessel by 5 cm in both the superior and inferior 

directions. This created VOIblood which was 10 cm in length, in an effort to reduce the 

89



  

influence of vertebral beam hardening artefact on blood enhancement measurement in any 

individual slices. 

 

The mean HU value and SD from all ROIs and VOIs were extracted. This process was 
completed for the equilibrium phase images of the 80, 120 and 135 kVp datasets. Due to the 

low visibility of lesions on the DE iodine density images, ROIs were copied from the 80 kVp 

data set onto the DE iodine density images. The ROIs for the equilibrium phase images 

were then copied to the pre-contrast phase images of the same image pair. Manual 

adjustment of ROI placement was performed where necessary to account for organ motion 

that could not be corrected for during image registration. Again, ROIs were used to generate 

corresponding VOIs and mean HU and SD were extracted for pre-contrast images. 

 
fECV values were calculated for the liver and tumour using different combinations of the 

ROIs and VOIs detailed above using Equation 5Equation 6 and Equation 7. 

 

𝑓𝐸𝐶𝑉(𝑙𝑖𝑣𝑒𝑟, 𝑅𝑂𝐼) =
𝐻𝑈./0(!"#$%),$'( −𝐻𝑈./0(!"#$%),)%$
𝐻𝑈./0(*!++,),$'( −𝐻𝑈./0(*!++,),)%$

× (1 − ℎ𝑎𝑒𝑚𝑎𝑡𝑜𝑐𝑟𝑖𝑡) 

Equation 5 

 

𝑓𝐸𝐶𝑉(𝑙𝑖𝑣𝑒𝑟, 𝑉𝑂𝐼) =
𝐻𝑈3/0(!"#$%),$'( −𝐻𝑈3/0(!"#$%),)%$
𝐻𝑈3/0(*!++,),$'( −𝐻𝑈3/0(*!++,),)%$

× (1 − ℎ𝑎𝑒𝑚𝑎𝑡𝑜𝑐𝑟𝑖𝑡) 

Equation 6 

 
𝑓𝐸𝐶𝑉(𝑡𝑢𝑚𝑜𝑢𝑟) =

𝐻𝑈3/0(4(5+(%),$'( −𝐻𝑈3/0(4(5+(%),)%$
𝐻𝑈3/0(*!++,),$'( −𝐻𝑈3/0(*!++,),)%$

× (1 − ℎ𝑎𝑒𝑚𝑎𝑡𝑜𝑐𝑟𝑖𝑡) 

Equation 7 

 

Where fECV(liver,ROI) is the fECV for the liver using ROIliver and ROIblood from the same 

single image slice; fECV(liver,VOI) and fECV(tumour) are the fECV values for the liver and 
tumour using VOIs for the liver, tumour and blood as appropriate, and HUequ and HUpre are 

the mean HU values from the respective ROIs and VOIs from equilibrium phase and pre-

contrast imaging: when subtracted this represents the enhancement of the ROI or VOI in 

question. The haematocrit value was taken from the blood sample obtained prior to imaging. 

 

fECV(liver, ROI) was calculated for the five consecutive slices containing ROIliver and ROIblood 

for each image pair (80, 120 and 135 kVp and DE iodine density images) for each patient for 
visits 1 and 2. A single fECV(liver,VOI) was also calculated for each image pair at visits 1 

and 2 for comparison to fECV(liver,ROI) results to investigate if this analysis method 

reduced the influence of beam hardening present in the ROIblood. fECV(tumour) was 

90



  

calculated for every image pair for every patient at visits 1, 2 and 3. In addition, for every 

fECV value calculated, a corresponding ENR value was generated using the HU and 

associated SD values for each ROI or VOI using Equation 2,Equation 3 and Equation 4. 

 
Prior to statistical analysis the enhancement values associated with every fECV calculation 

were scrutinised. Data from previous work to establish the lowest concentration of iodine 

that can be measured to an acceptable level of precision (the ‘limit of quantification’) was 

used to establish that for conventional kVp modes for acquisition and reconstruction settings 

similar to those used here, the lowest level of iodine that can be quantified equates to an 

enhancement of 3 HU.21 The equivalent figure was 4 HU for DE iodine density mode. For 

this reason, any fECV results calculated using enhancement values that were less than 

these figures for the relevant kVp or DE iodine density mode were excluded from any further 
analysis. 

 

2D Statistical analysis 

All statistical analysis was performed in R version 4.0.1 (R Foundation for Statistical 

Computing, Vienna, Austria). fECV data was checked for normality using a visual 

assessment of histograms and quantile-quantile plots and as a result, non-parametric 

summary statistics and statistical tests were used where appropriate. A p-value of less 

than 0.05 was used as a test of significance for all statistical tests. 
 

A linear mixed effects model was constructed, presented as Equation 8 following typical 

notation for such models.24 The dependent variable in the model was fECV(liver,ROI), with 

visit number and kVp included as fixed effects to investigate their effect on the dependent 

variable. A nested random effect of slice location within patient ID was included, to take into 

account the fact that measurements were taken at multiple slice locations within each 

patient. Only data from visits 1 and 2 were used: visit 3 was excluded to avoid any effects 
from TACE treatment even in untreated areas of the liver. Once constructed, the residuals of 

the model were visually assessed ensure requirement for homoscedasticity was satisfied. 

 

fECV(liver,ROI) ~ visit + kVp + (1|patient/slice) 

Equation 8 

 

To establish if there was a difference in fECV results between fECV(liver,ROI) and 

fECV(liver,VOI), the Wilcoxon rank sum test was used to compare all results (from all 
patients, kVp values and visits) from these two fECV calculation techniques. 

 

The difference between fECV(liver,VOI) and fECV(tumour), averaged over all kVps, was 

calculated on individual patient basis using results from visit 1. The error associated with 
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these results were based on findings of a previous study, which established 95% confidence 

intervals for fECV measurements based on ENR magnitude.21 

 

Finally, fECV(tumour) from all patients at each visit were compared using the Wilcoxon 
signed rank test. Pairwise comparisons between visits 1, 2 and 3 were made to establish if 

there was any significant difference in fECV(tumour) results between visits. 
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Figure 1 Example of trial images with an indication of the placement of three regions of 

interest. All images shown here are of the same patient at approximately the same relative 

slice position: (a) 135 kVp at visit 1, (b) iodine density image at visit 1 and (c) and 135 kVp at 

visit 3 (note the presence of radiopaque therapy beads); orange = ROIliver; purple = ROItumour; 

green = ROIblood.  

 

(a) (b) 

(c) 
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3. Results 

A full set of images were available for 6 out of 8 trial patients (1 female, mean age 60, age 

range 50-69). EQ-CT images were not available for 2 patients due to incomplete datasets. 

Mean CTDIvol for pre-contrast and equilibrium phase acquisitions were 7.7 mGy for 120 kVp 
(range 6.8 – 9.3 mGy) and 16.1 mGy for the combined 80 and 135 kVp DE acquisition 

(range 12.3 – 22.8 mGy). With a 16 cm scan length and a conversion factor for the abdomen 

of 0.024 mSv/mGycm, this results in a mean whole body effective dose of 5.9 mSv for the 

EQ-CT acquisition at 120 kVp, calculated using the ICRP 103 definition of effective dose in 

the ICRP adult reference computational phantoms (averaged for male and female).25 

 

All ROI and VOI mean HU and SD values were successfully extracted for all images 

available and the corresponding enhancement and fECV values were calculated. Prior to 
statistical analysis, the threshold enhancement values of 3 HU (conventional kVp mode) and 

4 HU (dual energy iodine density mode) were applied to ensure an accurate measurement 

of iodine enhancement, as previously described. Out of a possible total of 360 fECV values 

available for analysis, 74 (20.6%) were excluded from further analysis due to either the liver, 

tumour or blood ROI or VOI (or both) being lower that the relevant threshold enhancement. 

70 out of a total of 90 (77.8%) of the data points from the DE iodine density images were 

excluded on this basis. 

 
The results of the linear mixed effects model are shown in Table 1. They demonstrate that 

neither visit (p = 0.10) nor kVp (p = 0.94) had a significant effect on fECV(liver,ROI) results 

when the nested random effect of slice location and patient is accounted for. A summary of 

the fECV(liver,ROI) results for each patient at visits 1 and 2 are shown in Table 2 and Figure 
2 (for all kVp settings combined). The fECV(liver,ROI) results broken down by kVp setting, 

summed for all patients, are shown in Table 3 and Figure 3. 

 
The results of fECV(liver,ROI) versus fECV(liver,VOI), summed for all patients and kVp 

settings at visits 1 and 2, are shown in Figure 4. The Wilcoxon rank sum test showed no 

significant difference between these two groups (p = 0.97). Table 4 and Figure 4 

demonstrate that the interquartile range (IQR) is lower with fewer outlying results for 

fECV(liver,VOI). 

 

Table 5 and Figure 5 compare the results from fECV(liver,VOI) and fECV(tumour) for each 

patient at visit 1. fECV(tumour) was higher than fECV(liver,VOI) in 50% (3/6) of the patients, 
although the estimated errors associated with these measurements demonstrate these 

differences are unlikely to be significantly different in all cases. When all fECV(tumour) 

results were grouped for all patients for each visit (Figure 6) there was no significant 

difference between visits 1, 2 and 3 (Wilcoxon signed rank test: visit 1 vs visit 2, p = 0.64; 

visit 2 vs visit 3, p = 80; visit 1 vs visit 3, p = 0.43).  
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Model 
parameter 

  
Model 
base 
value 

  
Categorical value 
for comparison to 
base value 

  
Coefficient 
estimate 

95% CI for 
coefficient estimate 

  
p-value 

Lower 
limit 

Upper 
limit 

kVp 

  

  

80 

  

  

120 -0.001 -0.003 0.001 0.94 

135 -0.002 -0.007 0.002 0.86 

DE 0.016 -0.015 0.047 0.45 

Visit visit 1 visit 2 0.017 -0.017 0.051 0.10 

Table 1 Results of the linear mixed effects model where the dependent variable was 

fECV(liver,ROI) and a nested random effect of slice location and patient was included; 

DE = dual energy iodine density mode; CI = confidence interval. 
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Patient Visit number  
fECV(liver,ROI) 

Median ENR Median  Interquartile range 

A 

1 0.25 0.06 1.40 

2 0.24 0.05 1.42 

B 

1 0.27 0.05 1.62 

2 0.25 0.09 1.94 

C 
 

1 0.22 0.04 0.94 

2 0.26 0.05 1.00 

D 
 

1 0.35 0.07 1.13 

2 0.34 0.08 1.16 

E 
 

1 0.20 0.05 1.36 

2 0.25 0.09 0.71 

F 
 

1 0.28 0.05 0.99 

2 0.28 0.09 1.25 

Table 2 fECV(liver,ROI) results (median and interquartile range) with associated median 

enhancement to noise ratio (ENR) for each patient at visits 1 and 2, averaged over all kVp 

settings. 

 
Figure 2 A boxplot of fECV(liver,ROI) results for each patient at visits 1 and 2 (data from all 

kVp settings included); the central line of each box represents the data median, the lower 

and upper limits of the box represent the interquartile range (IQR), the lines extend from the 

25th percentile minus 1.5 times the IQR to the 75th percentile plus 1.5 times the IQR and the 

points represent outliers from this range.  
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kVp  
fECV(liver,ROI) 

Median ENR Median  Interquartile range 

80 0.26 0.06 1.39 

120 0.26 0.08 1.11 

135 0.26 0.08 1.29 

DE 0.30 0.23 0.89 

Table 3 fECV(liver,ROI) results (median and interquartile range) with associated median 

enhancement to noise ratio (ENR) for each kVp setting, summed for all patients across visits 

1 and 2; ENR = enhancement to noise ratio; DE = dual energy iodine density mode. 

 

 
Figure 3 A boxplot of fECV(liver,ROI) data for each kVp setting, grouped for all patients at 

visits 1 and 2; the central line of each box represents the data median, the lower and upper 

limits of the box represent the interquartile range (IQR), the lines extend from the 25th 

percentile minus 1.5 times the IQR to the 75th percentile plus 1.5 times the IQR and the 

points represent outliers from this range; DE = dual energy iodine density mode. 
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fECV type Median Interquartile range Median ENR 

fECV(liver,ROI) 0.26 0.09 1.21 

fECV(liver,VOI) 0.26 0.07 1.19 

Table 4 fECV(liver,ROI) and fECV(liver,VOI) results grouped for all patients, all kVps and 

visits 1 and 2 combined; ENR = enhancement to noise ratio. 

Figure 4 A boxplot of fECV(liver,ROI) and fECV(liver,VOI) for all patients and kVp settings at 

visits 1 and 2 combined; the central line of each box represents the data median, the lower 

and upper limits of the box represent the interquartile range (IQR), the lines extend from the 

25th percentile minus 1.5 times the IQR to the 75th percentile plus 1.5 times the IQR and the 

points represent outliers from this range. 
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Patient 
fECV(liver,VOI) fECV(tumour) 

Difference Mean [95% CI] ENR Mean [95% CI] ENR 

A 0.25 [0.23, 0.26] 1.40 0.21 [0.19, 0.22] 1.08 0.04 

B 0.27 [0.25, 0.29] 1.69 0.20 [0.18, 0.21] 1.34 0.08 

C 0.23 [0.19, 0.27] 0.92 0.31 [0.26, 0.36] 0.86 -0.08

D 0.34 [0.32, 0.36] 1.15 0.27 [0.26, 0.29] 1.07 0.06 

E 0.22 [0.21, 0.24] 1.46 0.25 [0.23, 0.26] 1.41 -0.03

F 0.27 [0.25, 0.28] 1.01 0.30 [0.28, 0.32] 1.07 -0.03

Table 5 fECV(liver,VOI) and fECV(tumour) results for each trial patient at visit 1 for all 

kVp settings combined; CI = confidence interval; ENR = enhancement to noise ratio; 

Difference = mean fECV(liver,VOI) minus mean fECV(tumour). 

Figure 5 fECV(liver,VOI) and fECV(tumour) results for all patients at visit 1, each point 

represents the mean result from all kVp settings (note no iodine density mode results were 

included due to inadequate enhancement for all of these images); error bars represent the 

95% confidence interval for fECV measurements based on associated ENR value, note 

large error bars associated with patient C due to ENR < 1 for fECV(liver,VOI) and 

fECV(tumour) for this patient.  
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Figure 6 Boxplot of fECV(tumour) results at each visit for all patients and kVp settings 

combined; the central line of each box represents the data median, the lower and upper 

limits of the box represent the interquartile range (IQR), the lines extend from the 25th 

percentile minus 1.5 times the IQR to the 75th percentile plus 1.5 times the IQR and the 

points represent outliers from this range. 
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4. Discussion 

In this study hepatic fECV was successfully measured using an EQ-CT technique in a cohort 

of patients with primary and secondary liver cancers, before and after TACE therapy. The 

linear mixed effects model demonstrated that fECV results in apparently disease-free 
sections of liver were reproducible in the same patient at two visits separated by up to seven 

days. As far as the authors are aware, this is the first time this has been established and it 

can give the clinical user increased confidence in the technique. However, as demonstrated 

by Figure 2, this may not necessarily true for all individuals included in this study and caution 

must be used when generalising the results from these patients to a wider population. 

 

The median ENR for all results was 1.21, with the vast majority of ENR values reported 

being between 1 and 2. Previous work demonstrating the correlation between ENR value 
and fECV measurement accuracy in a phantom has shown that the 95% confidence interval 

of the measured fECV result is approximately ± 17% for an ENR of this magnitude using 

conventional SE modes.21 Taking the example of patient A at visit 1, the median 

fECV(liver,ROI) was 0.25 with an ENR value of 1.40, which would give a 95% confidence 

interval of approximately 0.21 – 0.29 for the fECV(liver,ROI) result. This seems to be broadly 

in line with the range of data seen (Figure 2), giving an indication that the accuracy of the 

measurement in the clinical setting is similar to that previously established in a phantom. It is 

also important to note that the size of this error will dominate over the error associated with 
haematocrit measurement, reported as 1.8% and 1.2% for accuracy and precision 

respectively.26 

 

The linear mixed effects model demonstrated that fECV(liver,ROI) measurements are robust 

to changes in kVp, giving the user some freedom to optimise this scan parameter without 

affecting the absolute result. However, whilst the use of DE CT iodine density mode did not 

have a significant effect on the absolute fECV(liver,ROI), the variation in results seen was 
much larger than those for 80, 120 and 135 kVp settings. This is likely to be due to the low 

measured enhancement values in DE CT iodine density mode, contributing to the lower 

ENR values seen. The low enhancement values were also responsible for the majority 

(77.8%) of data in this mode being excluded from analysis, due to the requirement imposed 

of only including enhancement values greater than a previously established limit of 

quantification for iodine on this scanner type.  

 

This is in contradiction to several studies who have successfully reported hepatic fECV 
results using iodine density maps. However, none of these studies considered the effect of 

the limit of quantification of iodine on their results or validated iodine density derived fECV 

results to conventional HU value calculated fECV.12–14 These alternative studies also used 

larger volumes of contrast materials and shorter time delays for their equilibrium imaging (all 

between three and four minutes) which would both result in higher iodine concentrations and 
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therefore improved enhancement values compared to this study. Based on the findings 

reported here, and in agreement with a phantom study, DE imaging resulted in lower 

accuracy, a higher technical failure rate and a higher radiation dose when compared to 

conventional CT imaging with a single x-ray spectrum. The use of DE iodine density images 
is therefore not recommended as part of the EQ-CT scan protocol. 

 

When considering the conventional kVp settings used in this study (80, 120 and 135 kVp), it 

is tempting to recommend the use of a low kVp, namely 80 kVp. The potential advantage of 

using a low kVp is an increase in radiological contrast of iodine due to an increase in the 

cross section of the photoelectric effect as photon energies decrease.20 The results 

presented here reflect this theory: 80 kVp shows the highest ENR and lowest IQR in 

fECV(liver,ROI) results. However, due to the relatively low absolute enhancement values, 
these gains are marginal and must be considered in the context of the potential 

disadvantages of using lower kVp, namely the introduction of image artefacts such as beam 

hardening and photon starvation, examples of which were seen in this study (Figure 7). A 

relatively high kVp is therefore recommended for the EQ-CT technique. 

 

Several previous studies have noted that beam hardening artefacts from the highly 

attenuating vertebral bodies have caused issues with obtaining blood enhancement values 

in the aorta.12,13,22 Similar issues were found in this study as enhancement values were seen 
to vary along the length of the abdominal aorta, as demonstrated by Figure 8: a 10 HU 

difference in blood enhancement in the context of a liver enhancement value of 

approximately 7 HU would have a large effect of fECV result. In an effort to overcome this 

issue, an average enhancement value was obtained along a 10 cm section of the abdominal 

aorta (VOIblood). This was combined with VOIliver in an attempt to further reduce the effect of 

inter-slice variation on fECV results. 

 
Overall, fECV(liver,VOI) results were not found to be significantly different to fECV(liver,ROI) 

results. This, again, is a reassuring result and indicates that even though there were some 

beam hardening artefacts visualised in the study images, it was possible to adequately avoid 

these when placing the ROIs and VOIs. Importantly, there was a lower range of results with 

fewer outliers for fECV(liver,VOI). This observation, and the real possibility of beam 

hardening artefacts being unavoidably included in ROIs (particularly in the aorta), leads to 

the fECV(liver,VOI) technique being recommended for routine use. A possible disadvantage 

of using this technique is the increased analysis time involved in placing multiple ROIs to 
create the VOIs. 

 

This study demonstrated that half the patients saw an increase in fECV(tumour) when 

compared to fECV(liver, VOI) and half saw a decrease. However, the uncertainty associated 

with the fECV values means that the differences are unlikely to be significant for all patients, 

102



  

as demonstrated by the overlapping error bars in Figure 5. The large errors associated with 

low ENR values,21 as demonstrated by patient C in this study, only serves to increase the 

uncertainty in being able to differentiate fECV values between tumour lesions and 

uninvolved liver tissue. 
 

Relating these findings to the clinical situation, fECV is likely to be lower in tumour tissue 

due to the hypercellular nature of tumour lesions, however, the competing action of 

increased vascularity and fibrosis associated with some tumours could potentially offset or 

even reverse this reduction in fECV.27,28 Due to the method used in this study of outlining the 

entire tumour volume for the measurement for fECV(tumour), it is likely that both these 

effects are seen in the end fECV measurement. The variation in the difference between liver 

and tumour fECV for different trial patients shown here means that it is possible that these 
tumours are characterised by different degrees of cellularity, vascularity and fibrosis. As it is 

likely that these characteristics are associated with different outcomes,4,27,29 fECV(tumour) 

measurements could potentially provide the clinician with vital prognostic information from a 

relatively simple and easy procedure that could easily be built into the diagnostic pathway. 

This study has demonstrated that different fECV results are obtained in tumour lesions 

compared to unaffected liver in some trial patients, although unfortunately the small patient 

cohort, relatively large errors associated with fECV measurements at the ENR levels seen in 

this study and the potential for multiple processes occurring within the tumour 
microenvironment prevent any definitive conclusions being drawn based on the data 

presented. Future research into the relationship between fECV measurements and 

histopathologic analysis in liver cancer lesions is indicated.  

 

Clinically realistic fECV(tumour) results were successfully obtained in the presence of 

radiopaque TACE beads at visit 3, where the highly attenuating TACE beads were 

segmented out of VOItumour using a threshold of 100 HU and replaced with an average 
background liver value. This technique is considered to be necessary to prevent the 

radiopaque beads having undue influence on enhancement values, particularly in the cases 

of tumour motion between pre-contrast and equilibrium phase images that could not be 

corrected for. 

 

In terms of the effect of treatment on fECV(tumour), it is hypothesised that treatment could 

result in the reduction of cell density in the tumour resulting in an increased fECV, however, 

treatment related inflammation or oedema could mask or reverse this effect. It is also 
possible that embolised blood vessels could result in the trapping of iodine contrast in the 

areas surrounding the tumour volume, potentially leading to a higher enhancement 

measurement and higher fECV(tumour) values. In this study, there was no significant 

difference seen in fECV(tumour) results between the first two visits and visit three, 

suggesting that either these effects did not occur, or that the relatively short time frame 
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between visits did not leave sufficient time for these effects manifest in fECV results. Again, 

the results of histopathological analysis would be needed to correlate these radiological 

findings to true tissue characteristics and subsequent patient outcomes, however, the fact 

that seemingly realistic fECV measurements were obtained in the presence of the TACE 
beads serves as a proof of concept that EQ-CT could be a useful technique to monitor 

response to treatment over time in patients unfit for surgery. 

 

The results presented here need to be considered in the context of the limitations associated 

with this study. One of the main limitations was that image data sets were only available for 

six trial patients. This is a relatively small number and more would be needed to confirm the 

findings are valid in the wider population, however the proof of concept has been 

demonstrated. The effect of patient size on fECV results has been reported in the literature, 
however, there were not enough subjects to investigate that phenomenon here.14 Another 

major limitation was that there was no gold standard to establish the true fECV for each 

patient, therefore all comparisons between different acquisition kVp and techniques are 

relative to each other and there is no method for identifying systematic errors in fECV 

results, either globally or on a per-patient basis. 

 

ROIs were drawn to avoid gross vessels and lesions (where appropriate), however the 

relatively low contrast appearance of some tumour lesions made this challenging in some 
cases. MRI guidance was necessary for some patients, which may not always be available 

during routine clinical implementation. Additionally, image registration was identified as an 

issue during image analysis due to the requirement to position the ROIs in the same place in 

pre-contrast and equilibrium phase images. As the liver is a soft organ whose shape and 

position will change during inspiration, there is much opportunity for organ and patient 

movement in the 7 minutes between image phases, an example of which is shown in Figure 
9. Without careful image registration there is strong potential for ROIs from the two phases 
to be misaligned, therefore generating misleading enhancement and fECV values. This 

issue was particularly noticed in VOItumour at visit three, where the relatively high contrast 

TACE beads included in the ROI resulted in high HU values. A slight change in ROI position 

would include or exclude a different number of beads and therefore have a strong influence 

on the overall mean HU value for the ROI. This problem was successfully overcome as 

described above, however if there is a large volume bead in one VOI this has the potential to 

affect overall fECV results. 

 
The issue with image registration was investigated by a previous group studying fECV in the 

liver, who established that the use of a novel non-linear, non-rigid image registration 

algorithm provided a better method for registration of pre-contrast and equilibrium phase 

images.11 Unfortunately this technology was not available to be used in this study, but its use 

would be recommended. It is also suggested that the use of DE generated ‘virtual non 
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contrast’ images, where the iodine signal is subtracted from the equilibrium phase image to 

create a synthetic pre-contrast image from the same projection data, could be used to 

overcome this problem. The existing literature on this type of technology in EQ-CT is 

inconclusive and therefore warrants further investigation.30 However, the issue with low 
signal from iodine quantification at concentrations encountered in this study would still 

remain, potentially causing issues in the generation of virtual non contrast images. 

 

Another limitation is the relatively low ENR values obtained in this study due to the imaging 

protocol used, which led to the exclusion of many data points as previously discussed. The 

use of different image reconstruction technique to reduce noise and therefore improve ENR 

were not investigated but should be considered in future studies. Other approaches to 

improving ENR, such as a reduced equilibrium time delay or administering an increased 
volume of contrast material were also not included. 

 

Finally, the results presented here are based on acquisitions and reconstructions performed 

on a single CT scanner make and model. The literature demonstrates CT quantification, 

particularly in dual energy modes, is often technology dependent, so the fact this study used 

a relatively unusual wide-detector configuration and dual energy technique means that the 

results would require additional validation on other CT technologies.31,32 

 
In conclusion, this study has shown that hepatic fECV as measured with an EQ-CT 

technique in a cohort of patients with primary and secondary liver cancers is a reproducible 

technique, best performed in conventional CT mode with a relatively high kVp using a 10 cm 

length of the aorta to measure blood enhancement. It was not possible to establish a 

definitive difference between fECV values measured in tumour lesions and apparently 

unaffected liver, however, fECV measurement in the presence of TACE beads has been 

shown to be possible. It is therefore feasible that fECV measurements with EQ-CT can be 
confidently used as a tool to measure and monitor fECV in the management and treatment 

of patients with liver cancer. 
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Figure 7 Example of image artefact seen in pre-contrast images: (a) 80 kVp with beam 

hardening artefact (red arrow); (b) the equivalent image acquired at 135 kVp with no 

artefact. The mean HU in the aorta in image (a) and (b) were -19 HU and 20 HU 

respectively. 

 

 
Figure 8 An example of a plot of measured HU and enhancement values relative to slice 

location from one patient along a 10 cm length of the aorta. Solid lines represent the aorta; 

the dashed line represents liver: blue is pre-contrast aorta; green is equilibrium phase aorta; 

red line is enhancement (equilibrium minus pre-contrast). 
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Figure 9 An example of misregistration in the same patient at the same slice location 

between pre-contrast (a) and equilibrium phase images (b). The difference in inspiration is 

clear to see in the different sized lung fields and the hypoattenuating lesion visible on the 

pre-contrast scan is no longer visible at the same slice location in the equilibrium images: it 

appears on a slice approximately 1.5 cm superior to the displayed image. 

  

(a) (b) 
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Section 4 

Discussion and conclusions 

1 Introduction 
This body of work was focused on the optimisation of equilibrium CT (EQ-CT) as a tool for 

measuring fractional extracellular volume (fECV) and the investigation of this technique in a 

cohort of patients with liver cancer. A phantom study was performed to establish the initial 

accuracy and precision optimisation strategy for fECV measurements. This was followed by 

a clinical study to establish how the phantom results could be applied to patients with liver 

cancer undergoing treatment with a novel transarterial chemoembolization (TACE) therapy 

using images acquired as part of the VEROnA trial: ‘a window of opportunity study of 

vandetanib-eluting radiopaque beads (BTG-002814) in patients with resectable liver 

malignancies’ (Beaton et al., 2019). 

The initial literature review demonstrated that the existing body of evidence regarding 

hepatic fECV measurement with EQ-CT is overwhelmingly focussed on the correlation of 

fECV to fibrosis grade established with histopathologic assessment and other clinical 

measures of fibrosis. The literature highlighted the practicability of the EQ-CT technique by 

the fact that most studies were performed with otherwise clinically indicated imaging. Many 

authors have established cut off values for EQ-CT measured fECV for the diagnosis of 

cirrhosis, however, none have studied fECV in the setting of liver cancer. It is proposed that 

tumour fECV values could act as an imaging biomarker to provide useful additional 

quantitative information that could be related to disease aggressiveness, metastatic potential 

or be predictive of response to treatment. Pancreatic fECV has been shown to act as a 

predictor of survival in patients with stage IV pancreatic ductal adenoma (Fukukura et al., 

2020) demonstrating the proof of concept, however, as far as the author is aware, this has 

not been studied in the setting of liver cancer. 

Early evidence for the EQ-CT technique was reported from the use of conventional ‘single 

energy’ (SE) CT, followed by several studies utilising the opportunities available as dual 

energy (DE) became more widely available. The literature demonstrates that there has been 

little effort to establish the absolute accuracy or precision of the technique, which is 

considered vital to enable clinical users to interpret fECV results in the context of the 

limitations of the technique. There has also been little investigation of different acquisition 

parameters or analysis techniques, potentially a result of most of the published studies being 

clinically driven and retrospective in nature. Optimisation of the technique is also crucial to 

ensure the most accurate diagnostic information can be obtained whilst using the lowest 

practicable dose of ionising radiation (Ionising Radiation (Medical Exposure) Regulations 

2017). 
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The following sections focus on different factors that were highlighted in both the phantom 

and clinical studies as important to the measurement of fECV with EQ-CT. 
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2 Measured attenuation values 
2.1 HU and fECV accuracy in single energy CT 

As the EQ-CT technique is dependent on the measurement of Hounsfield Unit (HU) 

enhancement, it is clear that accuracy of HU is central to the accuracy of measured fECV 
values. Surprisingly however, none of the papers listed in the literature review mention HU 

accuracy as an important factor. As EQ-CT is a subtraction technique, the underlying 

attenuation of materials within the body shouldn’t have a significant effect on measurements 

of iodine enhancement as long as there are no major changes in underlying tissues within 

the seven minute delay between scan phases and the image noise is kept at a reasonable 

level. The initial focus of the phantom study was therefore to confirm the linear relationship, 

or calibration curve, between iodine concentration and HU value for different acquisition 

modes (SE kVp and DE iodine density mode). This also allowed the limits of detection (LOD) 
and limit of quantification (LOQ) of iodine to be established with the wide-beam mode on the 

Canon Aquilion ONE (Canon Medical Systems, Ōtawara, Tochigi, Japan). It is believed that 

this has not been reported in the literature previously. 

 

As expected, a linear linear relationship between iodine concentration and HU value was 

demonstrated at all conventional kVp settings tested, giving reassurance that the simple 

subtraction of HU values from pre-contrast and equilibrium method would represent true 

iodine enhancement without the need for extensive absolute calibrations. This is a 
considerable advantage of EQ-CT over the equivalent technique using magnetic resonance 

imaging (MRI) as signal from gadolinium contrast in MRI is potentially not linear with contrast 

concentration, adding additional complexity to the technique (Coelho-Filho et al., 2013). 

 

Although kVp setting was not shown to have a significant effect on fECV measurement 

accuracy in the phantom study, 80 and 100 kVp were established as the settings that 

resulted in the best measurement precision. 100 kVp appears to be the best compromise 
between an increase in iodine contrast and reduced potential for image artefacts, both of 

which are seen as kVp is decreased. It is unfortunate that 100 kVp was not available in the 

clinical study as the clinical imaging was bound by the trial protocol. This is considered to be 

a limitation of this body of work and 100 kVp would be recommended for use in future 

studies. 

 

Enhancement to noise ratio (ENR) was found to be a good predictor of measurement 

precision. It follows that reducing image noise by using a relatively thick slice width and high 
radiation dose would logically increase the ENR. A slice width of 5 mm was used in the 

clinical study as a realistic ‘thick’ clinical slice width to reduce noise whilst being wary of the 

need to avoid partial volume errors, particularly in the non-linear course of the aorta and the 

potentially heterogeneous diseased hepatic tissue. 
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Increasing the radiation dose to the patient is something that clinical users would 

conventionally be cautious of. However, the improvement in measurement precision 

associated with this approach is considered to be optimisation of the EQ-CT technique and 

is therefore recommended here, particularly in the clinical context of cohort of patients 
included in this study. The data included in Section 2, Figure 5 indicates an ENR of 2 (using 

SE mode) would be a good target to aim for as a compromise between measurement 

accuracy and radiation dose: the error with ENR values below 2 are much higher, but there 

is only a modest decrease in error associated with ENR values in excess of 2. This however, 

would require justification by the practitioner who takes legal responsibility for such 

decisions, which would assume other options for increasing ENR have been exhausted (as 

discussed in the proceeding sections), as well as the future proven utility, or otherwise, of 

the fECV measurement in patient diagnosis and management (Ionising Radiation (Medical 
Exposure) Regulations 2017).  

 

In terms of establishing the link between precision in the phantom and clinical studies, the 

interquartile range (IQR) of all SE kVp settings in the clinical study was approximately 7%, 

with associated ENRs between 1 and 2. The equivalent IQR in the phantom study for the 

same ENR bin (1-1.9) was 9%. This indicates the spread of results was similar between the 

two studies and therefore the precision ranges quoted in the phantom study have the 

potential to be applied clinically. This will give the clinician vital additional information about 
measurements obtained with this technique and bring some context to the cut off ranges for 

cirrhosis quoted by some authors in the literature review: a cut off values quoted to 0.01% by 

Yoon et al. (2015) is probably not realistic based on these findings. Additionally the accuracy 

of fECV cut off values of 32.0% and 32.8% reported by Guo et al. (2017) for the diagnosis of 

significant/advanced fibrosis and cirrhosis respectively are simply not realistic in the context 

of the overall accuracy or precision reported in either study here. 

 
2.2 HU and fECV accuracy using dual energy CT 

The HU signal from DE iodine density modes was lower than all conventional kVp modes 

tested. This led to a much higher rejection rate for iodine density patient images (based on 

the applied 4 HU enhancement threshold) and the lower signal was responsible for reduced 

ENR which was associated with lower precision in the phantom study. This is in agreement 

with Baerends et al. (2018) who found iodine density mode provided a lower contrast to 

noise ratio (analogous to ENR) compared to a subtraction technique and associated lower 

iodine discrimination thresholds from quantitative assessment in a phantom study. 
 

As accurate signal quantification for DE iodine density mode was an important aspect of this 

body of work, previously published evidence from the literature was sought to ascertain what 

factors influenced absolute accuracy for future work. Unfortunately, this provided much 

conflicting evidence, for example: 
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• Chandarana et al. (2011) and Pelgrim et al. (2017) reported no significant difference 

in quantification for different phantom sizes, however, Papadakis and Damilakis 
(2017) and Marin et al. (2015) both report the opposite; 

• Lu et al. (2019) found iterative reconstruction techniques did not influence 

quantification results but Marin et al. (2015) did; 

• Jacobsen et al. (2018) concluded there were differences in iodine quantification 

between different DE-CT technologies, but Kim et al. (2018) did not. 
 

Iodine quantification clearly presents new opportunities for EQ-CT fECV measurement which 

could be an alternative to using conventional HU values. However, in the studies presented 

here, DE iodine density mode was not found to offer any advantages over conventional 

imaging. In fact, results with this mode proved to provide a lower ENR giving less precise 

measurements of fECV. This led to a high rate of rejected image data at the same time as 

using a higher dose of ionising radiation compared to 120 kVp only image acquisition in the 
patient study: mean CTDIvol 16.1 mGy (DE) versus 7.7 mGy (120 kVp). It is therefore not 

recommended for use in future EQ-CT studies. 

 

2.3 Limits of detection and limits of quantification 

The LOD, LOQ and system calibration curves established in the phantom study provided the 

means to calculate the HU threshold values used in the patient study, which was considered 

to be vital information for the reliable clinical measurement of iodine enhancement. The 

threshold HU values were calculated as described below. 
 

The calibration curves (Section 2, Figure 3) gave the relationship between measured HU 

(HU) and known iodine concentration (iod) for a specific kVp (Equation 1). 

 

𝐻𝑈 = 𝑚. 𝑖𝑜𝑑 − 𝑐 
Equation 1 

 

where m is the gradient of the calibration curve and c is the y-intercept. The LOQ for the 

iodine enhancement (LOQDiod) is the minimum difference between the equilibrium phase 

image (equ) and the pre contrast image (pre) that can be accurately measured (Equation 2). 
 

𝐿𝑂𝑄∆"#$ = (𝑖𝑜𝑑%&' − 𝑖𝑜𝑑()%)*"+ 
Equation 2 

 

Rearranging Equation 1 for iod and substituting into Equation 2 and simplifying gives 

Equation 3 (note how the y-intercept, c, cancels out). 
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𝐿𝑂𝑄∆"#$ =
(𝐻𝑈%&' −𝐻𝑈()%)*"+

𝑚  

Equation 3 

 

Equation 3 gives a simple way of calculating the minimum HU enhancement, 

(HUequ – HUpre)min, based on the established LOQ, which will be kVp, slice width and CTDIvol 

dependent, and the gradient of the calibration curve, which will also be kVp dependent. For 

the patient study, for 80 kVp, 5 mm slice width, 10 mGy CTDIvol (as an approximate match to 
the true clinical settings), LOQ = 0.06 mgI/mL; for the 80 kVp calibration curve, m = 46.2, 

therefore (HUequ – HUpre)min = 2.8 HU. This was rounded to 3 HU and the same threshold 

applied to all kVp values to aid simplicity for routine clinical implementation. Similarly for DE 

iodine density mode, 5 mm slice width, 10 mGy CTDIvol, LOQ = 0.22 mgI/mL; for the DE 

iodine density mode calibration curve, m = 16.7, therefore (HUequ – HUpre)min = 3.7 HU. This 

was rounded to 4 HU. 

 

Although the 3 HU (SE mode) and 4 HU (DE iodine density mode) enhancement thresholds 
used in the patient study resulted in the exclusion of much data, particularly for DE iodine 

density mode, it was regarded as being important to ensure the accuracy of the technique 

and the integrity of the results. The significance of this is demonstrated via re-analysis of the 

patient fECV(liver,ROI) data: fECV measurements using regions of interest (ROIs) taken in 

apparently disease-free regions of the liver (ROIliver) and aorta (ROIblood) on 5 consecutive 

single 5 mm images slices.  Figure 1 shows two boxplots of the fECV(liver,ROI) results using 

120 kVp and DE iodine density mode without the HU thresholds applied (note the y-axis has 

been matched across plots for comparison). The 120 kVp plot does not look that different to 
those in the patient paper as only 1 out of 30 results at 120 kVp was excluded. However, in 

the iodine density mode plot where only 2 out of the 30 enhancement values were above the 

4 HU threshold, it is clear there is a large variance in results, with many fECV results greater 

than one and a couple are less than zero. Such fECV results are physically not possible, and 

clearly very different to those achieved at 120 kVp. This highlights the need to apply the 

enhancement threshold to ensure the integrity of the results. 
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Figure 1 Boxplots of fECV(liver,ROI) results for each patient at visit 1 with the HU thresholds 

removed: (a) 120 kVp; (b) for DE iodine density mode (scales equalised for comparison); the 

central line of each box represents the data median, the lower and upper limits of the box 

represent the interquartile range (IQR), the lines extend from the 25th percentile minus 1.5 

times the IQR to the 75th percentile plus 1.5 times the IQR and the points represent outliers 

from this range. 

 
The HU thresholds were chosen based on the established LOQ values for all settings tested 

on the particular scanner with the concentrations of iodine prepared for the phantom study. 

Unfortunately the measured enhancement values in many of the patient images were lower 
than the limited evidence suggested by Bak et al. (2020) and Yoon et al. (2015) and 

therefore the phantom inserts did not cover the whole range of clinically encountered 

concentrations. In the absence of inserts at the very low iodine concentrations encountered 

clinically, coefficient of variation results from the available phantom inserts were extrapolated 

to lower concentration levels to establish the point at which measurement precision would 

become acceptable. However, if the phantom study was to be repeated, it is suggested 

lower concentrations of iodine insert are used to eliminate the uncertainty associated with 

extrapolation of data.  
 

Notwithstanding these issues, the literature provides evidence that the LOD and LOQ 

established here are similar to those found by other authors on the subject, although the 

caveat that findings will be CT scanner make, model and software dependent is frequently 

stated (Ehn et al., 2017; Kim et al., 2018; Jacobsen et al., 2019; Taylor et al., 2019). The 

LOD and LOQ results in the literature must also be treated with caution as they are 

frequently ascertained using relatively high radiation doses: the American College of 

Radiology reference CTDIvol for abdominal scans is 25 mGy and is a commonly used 
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standard. Radiation doses in the UK tend to be lower, with the national diagnostic reference 

level for an abdominal scan being 14 mGy (Public Health England, 2019). The results 

presented in this phantom study show that dose and noise have a direct effect on LOD and 

LOQ which is in agreement with findings from Lu et al. (2019) and Papadakis and Damilakis 
(2017), both of whom reported that iodine quantification accuracy was reduced below a 

CTDIvol of approximately 10 mGy.  

 

2.4 Beam hardening artefacts 

Beam hardening is known to affect HU values (Seeram, 2018). As related to clinical EQ-CT 

measurements of fECV, Bandula et al. (2013) cite beam hardening artefacts from the 

vertebral endplates as an issue when measuring HU in the aorta for calculation of fECV in 

the myocardium. They resorted to measuring enhancement in the left ventricular blood pool. 
Similarly Ito et al. (2020) found a better correlation of EQ-CT measured fECV to pathological 

findings when the inferior vena cava was used in place of the aorta to measure blood 

attenuation due to its location further away from spine. Unfortunately, these approaches may 

not be an option when considering routine EQ-CT of targeted sections of the liver as the 

scan length may not extend that far, therefore an alternative method was proposed and 

investigated in the clinical study. Using an average value of enhancement from a 10 cm 

section of the abdominal aorta was found to produce fECV results that were equivalent to 

using values from individual slices, but with less variation and fewer outliers. This would 
require at least a 10 cm section of the aorta to be imaged, but it is proposed as an improved 

to the standard technique that could increase precision and repeatability of measured fECV 

values. This technique could also mitigate against potentially erroneous measurements due 

to localised artefacts from calcified deposits in the aorta, although this particular issue was 

not seen with the patients included in the clinical study. 

 

An alternative approach to reducing the effects of beam hardening could be to use different 
reconstruction methods designed for this purpose. Emoto et al. (2020) successfully used 

model based iterative reconstruction to reduce the effects beam hardening on fECV results 

in the myocardium. The reconstruction was also successful in reducing image noise, which 

would increase ENR and therefore fECV precision. Unfortunately, this technology was not 

available for use in this study, but this approach would clearly warrant further investigation in 

future studies. 

 

DE imaging also theoretically provides the potential for the removal of beam hardening 
artefacts with the use of monoenergetic images (Mileto et al., 2015). Again, unfortunately 

this technology was not available for use for the phantom study or for the majority of patient 

imaging so it was not included in the previous papers. However, monoenergetic 

reconstructions at 66 keV were available for analysis in two out of the six patients in the 

clinical study. 
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2.5 Monoenergetic images 

The study of monoenergetic images in terms of absolute HU accuracy has been considered 

in the literature by many authors. Ehn et al. (2017) and Goodsitt et al. (2011) both 

established the best performance of monoenergetic images was at energies no less than 
60 keV. Absolute errors of up to 14 HU at 40 keV were seen by Goodsitt et al. (2011), 

compared to 5 HU above 60 keV. Theoretically, lower energies would provide improved 

iodine enhancement measurements due to an increased cross-section of the photoelectric 

effect, however the potential for increased errors of this magnitude (14 HU) would counteract 

this benefit in fECV measurements. The selection of 66 keV for the patient images in this 

study, which was chosen due to being closest to the mean energy of a 120 kVp spectrum, 

therefore appears to be a fortunate choice. Goodsitt et al. (2011) also studied the effect of 

phantom size on HU accuracy in monochromatic energy scanning. They found that HU 
values were affected by phantom size, which was more pronounced at lower keVs, 

indicating that some beam hardening is still present and therefore reconstructions are not 

truly monoenergetic and the benefit may not be as great as initially hoped. This is similar to 

the findings of several other authors, for example Wu et al. (2018) and Mileto et al. (2014), 

however Michalak et al. (2016) report that the effect of patient size on HU is smaller with 

monoenergetic reconstructions in comparison to conventional imaging with polyenergetic 

x-ray spectra. Ueguchi et al. (2018) also carried out a similar study but compared different 

scanner technologies (dual source versus single source) and, as with other aspects of 
quantitative CT imaging, they found significant differences between them. 

 

To investigate the effect of monoenergetic reconstructions for the patient images available in 

this study, the 66 keV images were used. 66 keV images were generated using the DE data 

set (80 and 135 kVp) and the default reconstruction parameters with the manufacturer’s 

proprietary software, ‘Dual-Energy Raw Data Analysis’ (Canon Medical Systems, Ōtawara, 

Tochigi, Japan). fECV measurements were made using ROIliver and ROIblood copied from the 
SE 80 kVp images of the same patient at the same visit and scan phases. This resulted in a 

set of fECV(liver,ROI) values for two patients at visits 1 and 2. The same 3 HU enhancement 

threshold was applied to ensure enhancement measurements were above the LOQ for 

iodine, although it is recognised that this LOQ threshold would require separate validation for 

monoenergetic images. Interestingly no images were excluded due to inadequate 

enhancement. Figure 2 shows how the fECV(liver,ROI) calculated from the monoenergetic 

images compare to the equivalent data from other kVp stations. The Wilcoxon signed rank 

test showed no significant difference to 80, 120 or 135 kVp data when both patients and 
visits were grouped together (p = 0.55, p = 0.34, and p = 0.48 respectively). There was also 

no statistical difference in the variance of results from the monoenergetic data compared to 

SE kVp results (Brown-Forsythe equality of variance test, p = 0.78). Unfortunately, there is 

little data for any solid conclusions to be drawn. However, from these initial findings, it 

appears that monoenergetic reconstructions at 66 keV provide little benefit to fECV 
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measurements for the two patients for which data was available. Notwithstanding this, if 

there was a patient in which beam hardening artefact resulted in difficulties positioning ROIs, 

monoenergetic images could provide a useful alternative. The availability of such images 

would be dependent on a dual energy image acquisition being speculatively performed for 
this purpose, which would require justification based on the increased radiation dose 

associated with the dual energy acquisition. 

 

 
Figure 2 Boxplot of fECV(liver,ROI) results for the two patients (D and E) with 

monoenergetic image reconstructions available at visits 1 and 2, compared to conventional 

SE CT images at 80,120 and 135 kVp; ‘mon 66’ = monoenergetic reconstruction at 66 keV; 

the central line of each box represents the data median, the lower and upper limits of the 

box represent the interquartile range (IQR), the lines extend from the 25th percentile minus 

1.5 times the IQR to the 75th percentile plus 1.5 times the IQR and the points represent 

outliers from this range. 

 

2.6 Image registration 

One of the main issues that was highlighted with the analysis of patient images was 
problems with image registration between the pre-contrast and equilibrium phase images. 

This is an unsurprising problem due to the relatively long time delay between the two phases 

and the fact the liver changes position and shape with patient breathing. Even with good 

patient compliance it is unlikely exactly the same degree of patient inspiration will be 

achieved at the two scan timepoints. 

 

This misregistration issue was even seen during the 1.5 seconds it took to acquire the DE 
data, as shown in Figure 3. As DE data was acquired using two sequential rotations of 0.5 
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seconds, separated by 0.5 seconds, there is time for the liver to move during the acquisition. 

This not only causes issues when trying to register the two data sets to ensure the ROIs are 

in the same position, but the DE specific image processing, such as the generation of iodine 

density maps, also unavoidably uses misregistered data and therefore will not represent the 
true iodine concentrations, as demonstrated in Figure 3. This is a limiting factor associated 

with the CT technology used by this manufacturer and could be another contributing effect to 

the large variance seen with iodine density images in the clinical study. Other approaches to 

dual energy imaging hardware used by alternate equipment vendors such as rapidly 

switching kVp during tube rotation, two orthogonally mounted x-ray tubes operating at 

different tube voltages, split filter x-ray beams and dual layer detectors mitigate these issues 

to some effect (Goo and Goo, 2017). However, most of these technologies lose the 

advantage of acquiring the entire organ in one rotation. 
 

In this study, simple manual rigid image registration was used to overcome patient motion 

between scan phases which was noted to be time consuming. Recognising similar 

difficulties, Shinagawa et al. (2018) used a novel non-rigid, non-linear image registration 

software to improve fECV measurement in the liver, however, this was not available at the 

time of the current study. Alternatively, a promising technique to mitigate the requirement to 

perform image registration that was not explored in this study was the use of virtual non 

contrast (VNC) images. 
 

 

 
Figure 3 Example of misregistration of images during a dual energy acquisition. All images 

taken from the same slice location: 80 kVp (a), 135 kVp (b) and DE iodine density image (c). 

The green arrow represents the area of misregistration at the periphery of the liver, which 

has been incorrectly assigned a high iodine content. 

 

2.7 Virtual non contrast and equilibrium phase only imaging 

Virtual removal of iodine signal from the equilibrium images to deliver a virtual pre-contrast, 

or VNC, image would eradicate image registration issues as both the pre-contrast and 

equilibrium phase images would be generated from the same set of projection data. This is 

(a) (b) (c) 
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possible with DE imaging, where iodine-based materials are identified and then subtracted 

from the equilibrium phase image. This would also have the great advantage of only 

requiring one image acquisition phase, thereby halving the radiation dose from the EQ-CT 

protocol. 
 

As with conventional CT, it is important to consider the accuracy of HU values presented in 

VNC images if they are to be used for quantitative measurements. Once again, the literature 

shows conflicting evidence regarding the equivalence of VNC and ‘true non contrast’ (TNC) 

HU values. In a range of studies based on patient images, Graser et al. (2009) and 

Ananthakrishnan et al. (2017) found no significant difference between the HU values 

obtained from VNC and TNC images, however, Sahni et al. (2013) and Connolly et al. 

(2017) did find differences in some cases. In the clinical arm of their study, Toepker et al. 
(2012) found agreement between HU values for VNC and TNC within 15 HU for 92% of 

measurements and 10 HU for 75% of measurements. Interestingly there was better 

agreement in the liver compared to the aorta with decreased accuracy in the aorta being 

attributed to beam hardening by the vertebral bodies (Toepker et al., 2012). Whilst these 

differences may be acceptable for quantitative image quality, when measuring small 

differences in attenuation in EQ-CT of the order of 10-30 HU, as found in this clinical study, 

a 15 HU error due to VNC inaccuracy would become unacceptably large.  

 
The differences reported above have been attributed to different DE-CT acquisition and 

reconstruction techniques available from different manufacturers, different delayed phase 

timings, patient size and variable iodine concentrations. The inconclusive evidence warrants 

further investigation on local equipment and software. Unfortunately, VNC software was not 

available for the current study. 

 

In the phantom study it was recognised that measuring the iodine content of the insert that 
contained only water in iodine density mode could lead to misleading fECV results due to the 

LOD and LOQ findings. Assuming this insert had zero iodine content gave sensible results, 

although less precise compare to SE subtraction methods. The same logic could follow in 

the clinical study: using the assumption that the iodine content of the liver and aorta was 

zero in the pre-contrast scan (a valid clinical assumption), the pre-contrast iodine 

measurements could be assumed to also be zero and therefore the measured iodine density 

on the equilibrium scan could be used in isolation to calculate fECV. This was the approach 

used by Yoshimitsu et al. (2016) and Bak et al. (2020) in their studies.  
 

Although not reported in the patient study, this technique was trialled. The results of the 

fECV(liver,ROI) using only the iodine density as measured on the equilibrium phase images 

are shown in Figure 4. This shows that the calculations where the pre-contrast phase has 

not been used are very different to results from the originally used subtraction technique, 
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and the majority of results are negative. This clearly indicates the absolute calibration of 

iodine quantification is not correct as either the liver or aorta ROI have been attributed a 

negative value of iodine. It should be noted that the 4 HU enhancement threshold was not 

used for these images as it would have resulted in all the data being excluded. The only 
conclusions that can be drawn from this is that using only the iodine quantification on the 

equilibrium scan in isolation is not a feasible method for fECV measurement using EQ-CT 

with the technology and reconstruction settings used in this study. This is in agreement with 

Sofue et al. (2018) who tried the same approach but found the non-zero iodine values in the 

pre-contrast scan resulted in misleading fECV values. 

 

 
Figure 4 Boxplot of fECV(liver,ROI) results for all patients at visits 1 and 2, calculated with 

both pre-contrast and equilibrium iodine density (‘iod’, red) and with equilibrium only iodine 

density (‘iod_vnc’, aqua). Note no 4 HU threshold has been applied to enhancement values; 

the central line of each box represents the data median, the lower and upper limits of the 

box represent the interquartile range (IQR), the lines extend from the 25th percentile minus 

1.5 times the IQR to the 75th percentile plus 1.5 times the IQR and the points represent 

outliers from this range. 

 

A possible avenue for future work could be to investigate the effect of different iodine 

reconstruction settings to improve the absolute accuracy of the iodine quantification to 

enable an equilibrium only acquisition for fECV calculation. This approach has been used by 

Ito et al. (2020) who reported superior fECV results when iodine and blood were used as 

basis pairs in place of iodine and water. However, this may require frequent calibration and 
verification to ensure ongoing accuracy of iodine density measurements, adding 

unnecessary complexity to the existing simple EQ-CT subtraction technique. The acquisition 
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of a pre-contrast phase may also provide additional qualitative diagnostic information that 

would not be available if the ‘equilibrium only’ approach was used. 

 
2.8 Additional factors affecting HU values 

It must be recognised that the accuracy and precision of CT numbers will also be dependent 

on other factors that have so far not been considered in these studies. Patient centring can 

significantly affect CT number and image noise due to the shape of the bowtie filter used in 

CT resulting in different beam qualities being incident on different parts of the patient 

(Szczykutowicz et al., 2017). Fortunately, it is unlikely that the patient will be moved by the 

operator between the pre-contrast and equilibrium phase images, so changes in HU values 
due to changes in patient position are not thought to be an issue in isolated EQ-CT 

measurements. However, this may become important if serial measurements are being 

made on the same patient at different visits (as in this study). Clinically realistic patient 

centring errors, typically of 4 cm can have been shown to increase image noise 

(Szczykutowicz et al., 2017). This effect is particularly seen in areas where there are lots of 

dense tissues (bone), so the posterior of the abdomen could be affected, which would be of 

interest in hepatic fECV measurements. This effect is likely to be patient dependent, 
however, good operator technique and a reproducible set up between visits has the potential 

to reduce this source of error. 

 

Data acquisition technique, for example axial versus helical, has also been shown to affect 

CT numbers. Of particular interest in this study are the findings from Ohno et al. (2019) 

which is one of only a few studies that could be found where the investigators used the 

Canon Aquilion ONE wide-beam technology used in the current studies. The wide x-ray 

beam (16 cm) will produce more scatter compared to a conventional beam (typically 4 cm). 
Additional scatter would theoretically produce lower contrast and increased noise in images 

thereby reducing image quality and potentially HU accuracy. However, Ohno et al. (2019) 

found HU values measured with wide beam acquisitions were more accurate than helically 

acquired HU values with a 4 cm total collimation. The reconstruction software and detector 

collimation used by Canon is therefore considered to be effective at mitigating the effects of 

additional scatter with a wide x-ray beam.  

 
The results from the patient study demonstrate that there was no significant difference in 

median measured fECV or variance in results between wide-beam axial and helical 

scanning (based on comparing results from 120 kVp and 135 kVp data sets). This indicates 

any difference in HU accuracy between the two modes are small in the context of measured 

enhancement in EQ-CT or are mitigated against due to the subtraction technique. The 

findings of Ohno et al. (2019) that the reproducibility of CT number was within 0.7 HU for all 

acquisitions, are also reassuring for the EQ-CT subtraction technique. 
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Whilst so far in this study noise has been considered as a predicator of accuracy of HU 

values, Zhang et al. (2018) has shown both theoretically and experimentally that the HU 

value accuracy of a lesion depends on both dose (noise) and the contrast of the lesion 

compared to the background. As related to fECV measurement with EQ-CT, this has the 
potential to affect measured enhancement, particularly in the aorta where the contrast 

compared to surrounding tissue can be large. This could potentially disrupt the linear 

relationship between HU value and iodine contrast and effect fECV measurements. This has 

not been considered in this patient study but would be an avenue of investigation in future 

studies. A phantom with a highly attenuating material next to the iodine insert, or an 

anthropomorphic phantom with the ability to place iodine inserts next to the spine could be 

useful for this purpose. This could also be used to further investigate beam hardening 

reduction techniques. 
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3 Timing of equilibrium phase 
One important factor of the EQ-CT technique that has been highlighted but not specifically 

investigated in these studies was the time delay between the administration of contrast and 

the equilibrium phase scan. In this particular patient protocol, a seven minute delay was 
used to be in no doubt that the state of equilibrium had been achieved. However, the penalty 

of using a long time delay is reduced overall concentration of iodine due to renal excretion. 

This was demonstrated empirically by, Treibel et al. (2015) who measured fECV in the 

myocardium in patients with cardiac amyloid at 5 and 15 minutes post contrast 

administration and found the 5 minute measurement gave better correlation with MR 

measured fECV due to a globally reduced signal at 15 minutes. 

 

A theoretical approach to establishing the time of equilibrium in hepatic imaging 
demonstrates it is predicted to begin at 120 seconds post contrast administration (Dawson 

and Morgan, 1999). Clearly any time delay shorter than this would not be recommended for 

EQ-CT, as proven by Zissen et al. (2013) who concluded images acquired in the portal 

venous phase (90 seconds) were not useful for fECV measurement.  

 

The optimal time point for EQ-CT is clearly not obvious, as demonstrated by the fact that 

most of the studies included in the literature review have used different time delays for their 

equilibrium phase. These range from 3 to 10 minutes. It is noted Yoon et al. (2015) 
published a technical success rate of 96% at achieving the equilibrium phase with a time 

delay of 3 minutes and Shinagawa et al. (2018) had 100% success rate using 4 mintues, 

both using a comparison of HU measured in the aorta and portal vein to establish true 

equilibrium. This suggests a minimum time delay of 4 minutes is indicated, which is longer 

than that predicted by Dawson and Morgan (1999), possibly due to the reduction in diffusion 

in fibrotic tissue which could slow the onset of the equilibrium phase (Aubé et al., 2004). Ito 

et al. (2020) clearly states the need for a study dedicated to establishing the optimum time 
delay for liver-based EQ-CT, however this would involve scanning the same patient at 

multiple time points in quick succession and would incur a relatively high radiation dose. It is 

suggested here that previously acquired CT liver perfusion studies could provide a useful 

retrospective data source for such a study and would be a suggestion for future work. There 

is the additional caveat that contrast dynamics could also be affected by other factors such 

as bolus volume and delivery rate and clinical conditions such as ascites (Mitsuzaki et al., 

1996; Dawson and Morgan, 1999). 

 
Due to the relatively high technical failure rate in the clinical study presented here, where 

measured enhancement was lower than the established LOD and LOQ for this scanner 

make and model, it is suggested that a seven minute delay for EQ-CT is on the limits of what 

is technically feasible. Every effort should be made to increase the ENR in EQ-CT images 
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and reducing the time delay would be recommended for future studies. Based on the 

evidence available in the literature, a delay of 4 minutes is suggested.  
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4 Haematocrit 
Accuracy of haematocrit will also unavoidably have an effect on the accuracy of the fECV 

measurement, however it was beyond the scope of this study to investigate this. As reported 

in Section 1, a basic literature search found requirements for the limits of accuracy and 
repeatability (coefficient of variation) for measurements of haematocrit to be 1.8% and 1.2% 

respectively for ‘state of the art’ haematology analysers (Vis and Huisman, 2016). These 

figures compare to a 95% confidence interval of approximately ±17% for single fECV 

measurements, as measured in the phantom for clinically observed ENR values, and an 

average coefficient of variation of 8.4% across all phantom measurements at 120 kVp. Even 

if the average of five measurements are taken (fECVavg in the phantom study), the 95% 

confidence intervals are approximately ±7%. From these values, it appears that the accuracy 

and precision of haematocrit measurements are likely to be far in excess of measured 
enhancement values, particularly when you consider that uncertainty errors are usually 

added in quadrature. This validates the approach of a focus on measured enhancement 

values in this study to establish the uncertainties associated with EQ-CT derived fECV. 
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5 Further work 
There have been many recommendations for further work throughout this study. In addition 

to these, there are several more suggestions that would add to the impact of the findings 

already presented. 
 

Ideally the clinical study would be greatly expanded to include more patients. This would 

enable additional statistical certainty in the conclusions drawn and would possibly enable 

further avenues of investigation such as how patient size affects fECV precision and 

reproducibility. The use of other measures of fECV (for example pathology) has also 

previously been mentioned to add certainty to the assessment of clinical accuracy of the 

technique. 

 
A long term follow up of patients with liver cancer, including those being treated with TACE 

therapy, to include repeat fECV(tumour) measurements over time would enable the 

prognostic use of fECV to be established. If proven to be an indicator of disease 

aggressiveness, metastatic potential or responsiveness to treatment fECV measurements 

using EQ-CT could become an important and widely used diagnostic tool in liver cancer. The 

follow up of fECV measurement in the presence of TACE beads could also potentially 

provide information regarding the effectiveness of the treatment over time by monitoring the 

rate of change of fECV. The response, or lack of response, of individuals to certain forms of 
TACE treatment could be useful in future patient management decisions. 

 

Finally, ideally these studies would be repeated on a wide range of makes and models of CT 

scanners to establish if the findings are vendor and technology specific. This may 

particularly affect the conclusions drawn about dual energy iodine density modes due to the 

different approaches to dual energy acquisitions from different vendors. 
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6 Conclusion 
This body of work set out to address several research questions which have been the focus 

of the two papers presented in the preceeding sections of this thesis.  

What is the expected accuracy of EQ-CT derived fECV measurements in the liver? 

The median error of fECV measurements in a phantom is reported as 0.1%, indicating 

excellent accuracy of the technique under controlled conditions. Precision has been shown 

to be dependent on ENR. At ENR levels seen in the clinical study, the 95% confidence 

interval for measurement error was found to be approximately fECV ±17% when a single 

fECV measurement was made using was conventional SE imaging. Confidence intervals 

decreased with increasing ENR. 

What are the optimum acquisition and reconstruction settings for EQ-CT to measure fECV in 

the liver, using conventional and dual energy CT? 

The accuracy of EQ-CT fECV measurements was robust to changes in the acquisition and 

reconstruction settings tested. 100 kVp combined with the highest justifiable CTDIvol and a 

slice width of 5 mm are considered to the be optimum parameters. Dual energy CT is not 

recommended for routine EQ-CT fECV measurements. A time delay of 7 minutes between 

iodine contrast administration and acquisition of equilibrium phase images has been shown 

to be viable, however, a reduced time delay of 4 minutes would result in higher iodine 

enhancement measurements leading to a lower technical failure rate and increased 

measurement precision. 

Are clinical EQ-CT derived hepatic fECV measurements reproducible? 

Clinical EQ-CT derived fECV measurements in disease free regions of the liver have been 

shown to be reproducible in the same patient at visits separated by approximately 7 days. 

Does measured fECV change in liver cancer lesions? 

The difference in fECV results in apparently disease-free liver and liver cancer lesions varied 

between the 6 patients included in the study: both increases and decreases in fECV were 

seen. However, the errors associated with fECV measurements, the small patient cohort and 

the possibility of multiple conflicting processes occurring within the tumour volume prevent 

any definitive conclusions being drawn in answer to this research question. A future study of 

the relationship between tumour fECV measurement and histological analysis is 

recommended. 

Is fECV measurement possible in the presence of TACE beads? 

fECV measurements were successfully made in the presence of TACE beads, which 

showed no significant difference to the results obtained prior to treatment. This is therefore a 

potentially viable tool for monitoring response to treatment. 
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These questions have been answered with the combination of a phantom and clinical 

studies. fECV measurement using EQ-CT is a technique that shows promise in both the 

assessment of liver fibrosis and liver cancer. It is a relatively simple technique that would be 

widely available and easy to implement in existing clinical pathways, however, it is important 
the established accuracy and precision of fECV results are acknowledged by clinical users 

of the technique. It is clear that further research is indicated, particularly in establishing the 

prognostic value of fECV in liver cancer and how fECV changes in the long term follow up of 

patients undergoing TACE therapy. Ongoing publication of studies relating to EQ-CT to 

measure fECV in the liver should further increase clinical interest in the technique as a 

useful diagnostic tool for the diagnosis and management of patients. 
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DClinSci Appendix – List of AMBS A units and Medical Physics B units together with assignments – Chris Baker 

AMBS – A Units   
Unit title Credits Assignment word count 
A1: Professionalism and professional development in the healthcare environment 30 Practice paper – 2000 words 

A1 – assignment 1 – 1500 words 
A1 – assignment 2 – 4000 words 

A2: Theoretical foundations of leadership 20 A2 – assignment 1 – 3000 words 
A2 – assignment 2 – 3000 words 

A3: Personal and professional development to enhance performance 30 A3 – assignment 1 – 1500 words 
A3 – assignment 2 – 4000 words 

A4: Leadership and quality improvement in the clinical and scientific environment 20 A4 – assignment 1 – 3000 words 
A4 – assignment 2 – 3000 words 

A5: Research and innovation in health and social care 20 A5 – assignment 1 – 3000 words 
A5 – assignment 2 – 3000 words 
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Unit title Credits Assignment word count 
B1: Medical Equipment Management 10 2000 word assignment 
B2: Clinical and Scientific Computing 10 2000 word assignment 
B3: Dosimetry 10 Group presentation 
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B4: Optimisation in Radiotherapy and Imaging 10 Group presentation 
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B8: Health technology assessment 10 3000 word assignment 
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B10b: Assessment of Image Quality 10 1500 word report  
B10f:  Radiation Protection Advice 10 1500 word report/piece of evidence for 
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Innovation proposal: direct access to Rb-82 PET/CT myocardial perfusion imaging in the emergency 

department for diagnosis of acute coronary syndrome 

Lay summary 

It is common for people to turn up to emergency departments (ED) suffering with chest pain. Chest 

pain can be associated with a heart attack and it is important that anyone having a heart attack is 

diagnosed, admitted to hospital and treated as quickly as possible. However, chest pain can also be 

associated with other conditions, many of which don’t require admission to hospital. It is therefore 

important that doctors in ED are able to quickly tell which patients require admission for treatment 

and which patients can be safely sent home. Currently there are a series of tests that are 

recommended to try and achieve this; however NHS statistics show that there are still many patients 

with chest pain being admitted when they don’t need to be. This costs the NHS a lot of money whilst 

also causing worry for patients and their families.  

The innovation proposed here is that doctors have direct and immediate access to a specialised 

imaging test, cardiac positron emission tomography/computed tomography (PET/CT), which is able 

to rapidly and reliably tell if the patient is suffering from a dangerous heart condition when the other 

tests currently used in ED are inconclusive. If the patient has a normal cardiac PET/CT scan they can 

be safely discharged from ED within a short amount of time without the need for admission and 

possible unnecessary treatment. PET/CT imaging has many technical and logistical advantages over 

other potential methods for imaging the heart in this context and therefore it is suggested as the 

best currently available option. Unfortunately cardiac PET/CT is a relatively new and expensive 

technology that isn’t yet in widespread use in the UK. This means there is very little evidence 

regarding its use in the ED setting. It remains to be seen if the innovation is practical and cost 

effective in an NHS ED setting and careful consideration would be needed before putting this 

innovation into practice. However, there is potential for reducing the number of unnecessary 

admissions to hospital which could save the NHS a significant amount of money and create a better 

experience for patients. 

The innovation 

Rapid and accurate diagnosis of acute coronary syndrome (ACS, which includes myocardial infarction 

and unstable angina) in ED is essential to ensure the correct care is delivered to patients presenting 

with chest pain whilst ensuring the most effective use of available healthcare resources. NICE (2016, 

2014) currently recommend clinical evaluation alongside high-sensitivity cardiac troponin (hs-cTn) 

testing to try and achieve this. In the right clinical context, hs-cTn results below the limit of detection 
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or above the 99th percentile reference limit for the general population can effectively rule out or rule 

in myocardial infarction respectively. However, the high sensitivity of the test has resulted in low 

specificity (Al-Saleh et al., 2014): many patients present with non-negative cTn results which may 

require further investigation before ACS can be confirmed or excluded. Additionally cTn may not rise 

with unstable angina and there is potential for a missed diagnosis of ACS in the subset of patients 

with this condition (Reichlin et al., 2009). 

It is therefore proposed that patients presenting with chest pain can be subdivided into three 

categories: ‘rule out ACS’, ‘rule in ACS’ or ‘other’. Commonly used risk scores based on initial ECG 

findings, history and clinical examinations, for example the TIMI risk score (Antman et al., 2000), 

combined with hs-cTn results can be used to classify patients into these groups:  

 Rule out ACS: low risk scores combined with a hs-cTn result below the limit of detection would

effectively rule out ACS and the patient can be discharged, following recommendations from NICE

(2016).

 Rule in ACS: high risk scores with markedly elevated hs-cTn results above the 99th percentile

would require admission and immediate treatment.

 Other: alternative combinations of risk score and hs-cTn results and/or the ED physician is unsure

of what management would be best for the patient is where the innovation of immediate access

to Rb-82 PET/CT myocardial perfusion imaging (MPI) is suggested to provide the additional

information required to accurately diagnose the patient to ensure the most appropriate care can

be delivered. It is the patients in this group who would currently be admitted to hospital at great

expense to the healthcare organisation, many of whom would be discharged at a later date

without a definitive diagnosis, as proven by the statistics from the Department of Health (2016).

This proposal is innovate as there is no published evidence that the use of Rb-82 PET/CT MPI 

alongside hs-cTn in the ED has been previously implemented in the NHS. The use of CT coronary 

angiography is this setting is currently subject to a large randomised controlled trial by Gray et al. 

(2016), which validates the concept of access to imaging directly from ED. However, the diagnostic 

ability of Rb-82 PET/CT MPI along with the technical and practical aspects of imaging patients with 

this technology could result in it being more effective than alternative imaging modalities at 

identifying patients who can be safely discharged from ED. This innovation proposal uses a relatively 

new imaging technology alongside recently improved biochemical marker tests in an innovative 

patient pathway with the prospect of improving patient care whilst reducing overall costs to the 

healthcare system. 
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Stakeholder engagement 

Throughout the development of this innovation proposal there has been consultation with a wide 

range of stakeholders including consultant ED physicians, consultant nuclear medicine physicians, 

consultant radiologists, cardiology registrars, nuclear medicine radiographers/technologists and 

clinical scientists. Due to various limitations it has not been possible to engage with patients or 

members of the public at the time of writing this proposal, but it is recognised that this would be 

vital if the project was to be taken forward. This would be done by approaching the trust ‘patient 

experience group’, which ideally would contain patients who had previously attended ED with chest 

pain so they could share their thoughts and feelings on the proposed innovation. Although it might 

seem logical that a patient would want to receive a quick diagnosis and avoid being admitted if 

possible, it is feasible that some patients might like the reassurance of being in the hospital 

environment at a time when they are in pain or would prefer not to undergo an examination that 

uses radioactive materials. This is why patient engagement would be critical. 

General feedback from the majority of staff groups was that they supported the innovation. Nuclear 

medicine and radiology consultants were particularly positive about the prospect of the innovation, 

possibly as it would promote the role of their speciality in the diagnosis of these patients. 

Importantly, ED consultants were similarly supportive as it would give them definitive and clear 

information for this often difficult group of patients. In contrast, cardiology staff were less 

enthusiastic as they felt that using their specialist knowledge they could perform more appropriate 

diagnostic tests based on each individual’s symptoms and test results. However, the rationale behind 

the innovation is that this doesn’t currently happen and unless a cardiologist is in the ED at all times 

to provide this specialist advice (which perhaps could be an alternative to the proposed innovation) 

the use of Rb-82 PET/CT MPI is designed to give a rapid and definitive answer to the non-specialist. 

There were also reservations from the radiographer/technologist groups about the practicalities of 

staffing the proposed emergency service outside of standard working hours. 

Business case 

The business case of this innovation is centred on the fact that it should ultimately reduce the 

number of patients being unnecessarily admitted to hospital. NHS reference costs for England show 

the average cost per patient admitted for ‘unspecified chest pain’ is either £370 or £1,172 for short 

(less than two days) or long stays respectively (Department of Health, 2016). The reference data also 

shows the average cost of ‘myocardial PET’ as £224, although it is noted there is no national tariff for 

this examination- prices are to be negotiated locally (NHS Improvement, 2017). Therefore, in a very 

simple model, if a patient presented with chest pain which was ultimately shown to be of non-
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cardiac origin, a trust could save £948 if the patient was sent for Rb-82 PET/CT MPI which enabled 

them to be safely discharged as opposed to being admitted for a long stay. For a short stay patient 

this figure is reduced to a saving of £146. Based on the number of non-elective short and long stay 

admissions included in the NHS reference costs there is potential for a total saving of £57.7 million 

for the NHS every year. Cost savings for individual trusts would depend on many factors including 

different patient populations and existing patient pathways, but a saving of £700,000 has been 

calculated for a local trust based on audit results of 1,300 patients admitted with chest pain and later 

discharged with no diagnosis of ACS over one year.  

It is assumed that the figure of £224 quoted above for providing the Rb-82 PET/CT MPI examination 

includes all the costs associated with the test to include drugs, radiopharmaceuticals, consumables, 

staff time and reporting time. The Sr-82/Rb-82 generator required for the examination is expensive 

with an estimate of approximately £10,000 per generator (G Keramida 2017, personal 

communication, 7 December), although this can be used for up to 6 weeks with virtually no limit of 

the number of patients being imaged using it. A trust would therefore have to be confident that 

enough patients would undergo the test to justify this high cost and make the service cost effective. 

It is likely that an organisation with an existing Rb-82 PET/CT MPI service will be performing regular 

outpatient lists and therefore by running an emergency service and using the generator when it 

would otherwise be unused (including overnight) would make financial sense.  

The figures for costs and cost savings quoted above are very simplistic as they assume that all 

patients undergoing PET imaging will receive a negative result (which is unlikely), it doesn’t consider 

any further downstream diagnostic tests or treatments that patients might undergo and there is no 

consideration of how much it would cost to start the service (discussed further below). Careful 

consideration of all the possible outcomes and patient pathways will be required to establish if the 

innovation is cost effective, as will some measure of how the innovation will improve the experience 

for patients. The commonly used quality adjusted life years (QALY) metric could be calculated after 

follow up of patients who have undergone the proposed pathway and an incremental cost-

effectiveness ratio (ICER) calculated. This could be especially powerful if the Rb-82 PET/CT MPI 

identified significant numbers of patients who would have otherwise been misdiagnosed. 

Barriers to implementation 

The major barrier to the implementation of this innovation will be the position of NHS England 

commissioners: they currently only commission two centres in the country to perform Rb-82 PET/CT 

MPI (NHS England, 2016). Initial implementation of the innovation may therefore have to be 

restricted to these centres and getting the service set up elsewhere may not be possible until there is 
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evidence that the innovation is effective, enabling the commissioners to change their position. 

Additionally, the majority of PET/CT services in the country (with the exception of some major cities) 

are run by a third party company, Alliance Medical, in conjunction with the NHS (Alliance Medical, 

2017). Introducing a new service like the one proposed here would need the agreement and support 

from this company which may involve contract renegotiation and likely further charges. 

Even if it was possible to secure funding for Sr-82/Rb-82 generators, PET/CT is currently primarily 

commissioned for oncology imaging with the expectation that approximately 90% of the work is 

oncology related (NHS England, 2016). A potentially high throughput of patients from ED requiring 

cardiac scans would probably have a disruptive impact on the oncology service and the two might 

not be able to run in tandem on the same camera. The solution to this would be a dedicated ED 

PET/CT camera, but the cost of this may prove to be prohibitive: based on conversations with staff at 

a local centre, this could be in anywhere between £2 million and £4.5 million (which includes design 

and planning costs, building materials, engineering work and significant equipment and IT 

infrastructure costs). Staff costs associated with a new service would also be significant: 

radiographers, medical staff, scientific staff and administration staff would all require substantial 

levels of training. All these costs may be hard to justify with a predicted saving of up to £700,000 a 

year- it could take up to seven years to see a return on the investment for a site that requires a new 

PET/CT installation. Providing an emergency service would also need adequately trained staff 

available 24/7 which would be a major change to working patterns for nuclear medicine staff which 

may face resistance and incur additional costs. A further barrier may be the lack of appropriate 

physical space required for a PET/CT unit. 

Summary 

Direct access to Rb-82 PET/CT MPI in the ED has been proposed as an innovation to facilitate rapid 

and accurate diagnosis of suspected ACS with the aim of improving patient care and reducing overall 

costs to the NHS. Whilst there is the potential to generate considerable savings by reducing the 

number of patients being admitted to hospital, the cost of establishing the service may be prohibitive 

in centres that do not currently offer Rb-82 PET/CT MPI. The mixed feedback received from 

professional groups would also need addressing prior to implementation, with further dialogue 

between ED and cardiology specialists seen as essential to ensure the most appropriate set up of the 

innovation. A pilot study at an existing Rb-82 PET/CT MPI centre with detailed analysis of costings 

and patient follow up is suggested which may, or may not, provide the evidence required to enable 

the innovation to be implemented more widely. 
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