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Uranium metal is used in the nuclear power and defence sectors. After use, it is ex-
tremely important to store uranium safely to prevent adverse effects on the environ-
ment. If uranium comes into contact with hydrogen, they react to form uranium hy-
dride UH3. Uranium hydride is brittle and tends to crumble away from the metal as a
powder [1]. It is also pyrophoric [2–5] and presents an issue in terms of safe storage.
The metal often has a surface passivation layer (SPL) predominantly made of uranium
dioxide UO2 which does not react with hydrogen and protects the metal from hydrid-
ing to an extent [6]. Eventually hydride will form beneath the SPL. Hydride nucleates
at distinct sites and grows into blisters or pits [7–9]. After some time, some blisters
cease to grow and some break through the SPL, exposing the surroundings to UH3.

In this thesis, one- and two-dimensional multi-physics continuum models for the uranium-
hydrogen system are developed and solved. The models incorporate hydrogen diffu-
sion, hydriding reaction, and the effects of stress, deformation, temperature and the ox-
ide layer. Simulated finite element method results for a one-dimensional model allow
for comparisons between two different boundary conditions controlling hydrogen in-
flux and instantaneous and time-dependent reaction kinetics with varying Damköhler
values. Sensitivity analysis reveals that the parameters controlling hydrogen in-flux
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are highly influential on the extent to which the metal is hydrided. Results for two-
dimensional finite element method models of hydriding are presented in two groups:
reaction-diffusion-only models with and without an SPL, and thermoelastic models.
An analysis of a reaction-diffusion-only model with no SPL reveals the evolution of
a quasi-steady state that is a potential mechanism for the cessation of hydride growth.
The introduction of an SPL shows that hydride is preferentially produced below re-
gions where diffusivity in the SPL is higher. The results of the thermoelastic models
reveal that restricting the non-uniform deformation of uranium induces large stresses
in the metal. Difficulties encountered when combining the reaction-diffusion and ther-
moelastic models into a multi-physics model in two dimensions are discussed.
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Chapter 1

Introduction and literature review

Uranium is most widely known for its use as a fuel in the nuclear power and defence
industries which harness its power as a radioactive element. After use, nuclear waste
remains, which contains not only uranium, but uranium compounds, lighter fission
products and heavier trans-uranic elements. This waste must be kept in storage for
a long time to reduce the probability of adverse effects on the environment. In the
nuclear power industry, nuclear material is in the form of cylindrical pellets, which are
stacked and encased in cladding material to form fuel rods. After use, the rods are
stored standing in water tanks or in air inside sealed concrete containers to keep them
from irradiating their environment.

By the time uranium reaches storage, its surface is covered with a layer of uranium
compounds, notably oxides, hydroxides and carbides [10]. This layer passivates the
metal, making it less susceptible to further reaction with the environment [9], and in
the context of corrosion is therefore referred to as a surface passivation layer (SPL). It
is well-documented that uranium and oxygen are highly reactive [11, 12], and the main
component of the SPL is uranium oxide, UO2. Though the SPL works as a protective
layer [12], it can be penetrated by hydrogen from the atmosphere [7, 9, 10, 13]. Hy-
drogen diffuses through the SPL. Once hydrogen comes into contact with the uranium
metal, they react to form uranium hydride, UH3. Hydrides are observed to nucleate
at discrete sites and grow to form small hydride blisters, as observed by many authors
including early observations by Owen and Scudamore [14], among many others [7, 9,
10, 15]. Figure 1.1 shows four stages of the growth of hydride blisters on uranium.
Since UH3is less dense than uranium metal, the material undergoes deformation local
to the blister which generates stress [16, 17]. Some of these small blisters stop grow-
ing and are contained below the protective oxide layer, while others burst through or

18
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Figure 1.1: Three stages of uranium hydride blister growth on uranium metal in the
first few minutes of hydrogen exposure: (a) the metal surface before exposure to hy-
drogen, (b)-(c) hydride blisters forming on the metal. Images taken from Bloch et al.
(1984) [15].

‘breach’ the oxide layer. An example of this breach may be seen in Figure 1.2. Once
the oxide is breached, the underlying uranium hydride is exposed.

The presence of exposed uranium hydride is extremely detrimental to safe storage.
UH3 is pyrophoric [2–4] — it spontaneously ignites when in contact with air — and the
reaction is fast and highly exothermic [19]. Like many metal hydrides, UH3 is hard but
brittle [1]. Its brittleness means that exposed hydride will crumble away from the bulk
metal as a powder, also called spalling. The hydride’s tendency to spall combines with
its flammability for potentially disastrous results [19]: a mechanism for the escape of
radioactive waste into the environment. Heat produced from burning hydride can also
affect the structural integrity of the cladding material in which it is stored [20].

A better understanding of how nuclear waste degrades over time will help with
cleaner, safer long-term storage solutions which is a matter of utmost importance in
the nuclear industries. The aim of this PhD project is to develop and solve continuum
multi-physics models for the initiation and growth of hydride blisters on both pure ura-
nium metal and uranium with a pre-existing SPL, including the effects of deformation
and stress.

The ordered structure of this thesis is as follows:

• A review of the literature is presented. This review is in two parts; one describ-
ing experimental results and observations and one showing existing reaction-
diffusion continuum models

• The multi-physics continuum model for the hydriding of uranium which is solved
in this thesis is derived

• The finite element method is described in the context of solving reaction-diffusion
models on one- and two-dimensional domains
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Figure 1.2: Uranium hydride blister which has breached the oxide layer. Image taken
from Banos et al. (2016) [18].

• The method of sensitivity analysis is described in the context of distinguishing
parameters in a model which significantly influence the model results

• Various one- and two-dimensional models are solved using the finite element
method and sensitivity analysis is used to determine influential parameters

We proceed to a review of the literature. Firstly, we discuss relevant experimental
results and models of physical parameters which inform the models in this project.
Secondly, previous works on mathematical modelling using reaction-diffusion are pre-
sented.

1.1 Experimental results

A 2018 review by Banos, Harker and Scott [8], concentrates on the small nucleation
and blistering before bulk hydriding begins. This reflects an understanding in the liter-
ature of the importance of these mechanisms in modelling the full hydriding process.
In the review, uranium hydriding is discussed in distinct stages; induction, nucleation
and growth, coalescence, and bulk reaction.
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Induction describes the processes which occur before the commencement of reac-
tion. This includes the traversal of hydrogen across the SPL to reach the metal and
build-up of hydrogen on the metal-SPL interface. The next stage is nucleation, where
certain regions of the metal begin to form hydride. Imperfections in the metal and ox-
ide can influence the location of these sites. Some of these blisters remain small after
a short period of growth and some keep growing until they merge, beyond which bulk
reaction ensues.

Here, we discuss physical features which have been observed in uranium-hydrogen
systems (and other metal-hydrogen systems) that are important to consider when build-
ing models.

1.1.1 Surface passivation layer

A surface passivation layer (SPL) is observed to grow on the surface of massive ura-
nium metal when exposed to dry air, water vapour, or liquid water [21]. To some
extent, the SPL passivates, or prevents the metal from reacting further [6]. The SPL
mainly consists of oxide, but also includes hydroxides, carbides and other compounds,
and is often referred to as ‘the oxide layer’. H2 molecules are adsorbed onto the oxide
surface and penetrate the SPL to reach the metal-oxide interface. It is disputed whether
hydrogen diffuses through the oxide as molecular H2, atomic H or ionic H [8]. Pro-
vided hydrogen transport to the metal-oxide interface is larger than that from the inter-
face into the bulk metal, hydrogen will begin to concentrate just below the SPL [22].
Hydrogen and uranium react to form uranium hydride UH3 in the metal, below the
SPL [5, 9]. Regions of metal which have thin SPL coverage have been shown to
exhibit preferential hydride nucleation [5–7, 14]. Many metals such as copper [23],
nickel [24], and various uranium alloys [25] exhibit different oxide thicknesses on dif-
ferent orientations of metal grain, and it can be expected that the same will be true for
uranium metal.

It is possible for uranium hydride to be formed as a direct product of the uranium-
water reaction. In this case, hydride and oxide are formed simultaneously. A thin
3−5nm layer of hydride is produced below the SPL [26]. At a later stage, the hydride-
metal interface becomes a moving reaction front for bulk hydriding. This system does
not experience the nucleation and growth of hydride blisters [8], and is not the focus of
this project. Rather, it focusses on the growth of hydrides in the case of a pre-existing
SPL.
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1.1.2 Effect of stress and the terminal solid solubility limit

Appel et al. performed experiments on the effect of pre-existing stress on hydride pre-
cipitation [27]. They used apparatus to bend uranium bars, generating tensile stresses
up to 7.5× 108Pa, and then exposed the bars to hydrogen. It was shown that in pre-
stressed uranium samples, regions of metal with higher tensile stress showed faster
rates of hydride precipitation.

Hydrides are observed to preferentially grow at grain boundaries [9, 10, 15], across
which there is a change in the direction of metal lattice orientation. As previously
stated, the thickness of the SPL can depend on the grain orientation of the metal it is
grown on. The mismatch in oxide growth rate causes the induction of stress at grain
boundaries, which is theorised to be the reason preferential growth is observed [18,
25].

The hydriding process itself generates stresses. The hydride, UH3, is less dense
than uranium metal [28], which causes local expansion, and therefore stresses are in-
duced [29] which affect the future hydriding process.

When subject to stress, uranium hydride is brittle and tends to crack. On a pure
uranium substrate, cracks appear on the top of large blisters [9]. A major effect which
has been observed in zirconium studies is that hydriding is preferential near the tips of
existing cracks due to the stress fields [30].

The reason why stress influences hydriding is linked to the terminal solid solubility
limit (TSS). The TSS is the lowest hydrogen concentration in metal at which hydride
will begin to form. The TSS of hydrogen in metals is observed to increase exponen-
tially with temperature [10], so more hydrogen must be present in order to form hydride
at higher temperatures. Since UH3 is less dense than uranium, if compressive stresses
exist in the material, hydrogen concentration will need to be higher for reaction to be
energetically preferable [31]. It has been suggested that the TSS in hydride-forming
metals depends on stress [31, 32].

The 1996 paper by Lufrano et al. [32] uses an equation for the TSS for hydride-
forming metals under stress which was derived by Puls [33]:

CPuls
T SS = Aexp

[
∆H̄
χRT

]
exp
[

w̄acc

χRT

]
exp
[

w̄int

χRT

]
exp

[
V̄H

RT

(
σk

k
3

)]
(1.1)

where T is the temperature of the metal, A is a material-dependent factor, ∆H̄ is the
molar enthalpy of formation of hydride, R is the ideal gas constant, w̄acc is the molar
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Gibbs Free Energy (GFE) to accommodate the strain caused by forming hydride from
the solid solution, w̄int is the molar GFE of the interaction between this strain and
externally applied stresses and V̄H is the partial molal volume of hydrogen dissolved
in uranium. The variable σk

k is the trace of the stress. The constant, χ describes the
stoichiometry of the hydride; for example χ = 3 for UH3. This equation for the TSS
shows how it is affected by the heat release and expansion of hydride formation.

This is in contrast with the equation presented by Varias [34] in a model for zirco-
nium hydriding:

CVarias
T SS =CPuls

T SS exp
[

V̄H

RT

(
−1

2
Si jkl

σi jσkl

)]
(1.2)

where Si jkl is the elastic compliance tensor. The author states that this exponential
factor arises when deriving the solubility limit, but is usually neglected since the elastic
compliance of metals is very small [34].

Lufrano, Sofronis and Birnbaum provide a two-fold explanation of why areas of
tensile stress are subject to preferential hydride precipitation in niobium [32]. They
state that areas of higher tensile stress within the metal experience more inward hy-
drogen diffusion. Additionally, in such regions, it is energetically preferable for the
reaction to proceed. In the 2015 review on hydride degradation in zirconium by Bair
et al. [35], the causal relation between the two effects is explored. Two models are
presented: the precipitation-first model [36] and the diffusion-first model [37]. The
precipitation first model describes that stresses at crack tips ease the constraints for
precipitation and thus lower the TSS. Hydride is formed, removing diffusing hydro-
gen from the system. This induces a hydrogen concentration gradient and so hydrogen
diffuses towards the crack. It is the diffusion first model, however, which is now re-
garded to be correct [38]. This states that it is the stress field near a crack tip that
directly causes hydrogen to diffuse in. Once hydrogen concentration reaches the TSS,
more hydride is formed. This hydride may in turn crack easily, and as such the crack
propagates.

Literature on the importance of the effect of temperature and stress on TSS specific
to uranium could not be found, so the extent to which they affect the model overall is
thus far unclear. In this report, the solubility limit is assumed to not depend directly on
these quantities.

Stress also affects the SPL; some of the blisters on the metal-oxide interface gener-
ate a high enough stress field to crack the SPL. If the crack is large enough, the hydride
may breach the SPL and be exposed to the atmosphere [14].
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As a further note on TSS, in zirconium [39], zircaloy-2 [40], zircaloy-4 [40] and
titanium [41], there have been found to be two distinct solubility limits. One is the
concentration limit above which hydride precipitates, Cp

T SS). The other is the concen-
tration limit below which hydride can re-dissolve, Cd

T SS. The difference between the
two is significant [40]. No discussion of Cp

T SS and Cd
T SS for uranium has been found

in the literature over the course of this work. It is unclear whether there has just been
little work done in the area so far - until recently, most of the literature has been con-
cerned solely with hydriding, but the advent of uranium as a possible hydrogen storage
mechanism has opened up more interest in uranium de-hydriding. For this reason, a
single CT SS value was used in the model used in this report.

1.1.3 Diffusion coefficient

An increased diffusion coefficient means hydrogen diffuses more readily into the metal.
However, it is also quicker to diffuse away from the metal-oxide interface into the bulk.
Both have an effect on the rate at which hydrogen concentrates close to the interface.
It has been shown that the diffusion coefficient (or diffusivity), DU , for hydrogen in
uranium increases with temperature as an Arrhenius relation [17].

Arrhenius relations are classically used to obtain the rate constant, k, of a reaction

k = Aexp(−EA/RT ) (1.3)

where EA is the activation energy of the reaction and A is a constant. This means we
may consider the numerator of the exponent in the Arrhenius diffusion coefficient to
be the activation energy of diffusion. Condon found the diffusivity to be [17]

DU = 1.9×10−6 exp(−5820/T )m2s−1. (1.4)

Mallett and Trzeciak derived a different expression for the diffusivity [42], which can
also be converted into the Arrhenius form,

DU = 1.9×10−6 exp(−5570/T )m2s−1. (1.5)

This is the expression used in this report, as suggested by my industrial supervisor.

Some models, including that by Lufrano et al. [32] use an effective diffusion co-
efficient which is equal to an average between that of metal and hydride, weighted by
their relative abundance. Another model of hydriding by Condon [17], assumes that
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the diffusivity is constant and equal to the value in pure metal. This is due to the ten-
dency of hydride to readily disintegrate into powder - diffusion through hydride cannot
affect processes in the metal once it has spalled. Again further models [43, 44] assume
that the diffusion in the hydride is significantly slower and neglect hydrogen flux in the
hydride altogether. Diffusion of hydrogen has been shown to be slower in hydride than
in uranium metal [10].

1.1.4 Blister nucleation

As mentioned previously, hydrides form preferentially below regions of thin SPL and
on metal grain boundaries. They also grow at inclusions of other compounds and
imperfections such as scratches on the metal.

Hydride begins to form on uranium as blisters or pits [7–9]. In uranium, the cause
of the preferential hydriding influences the behaviour of the blister during the growth
phase [10]. Blisters are segregated into two distinct families - large, fast-growing blis-
ters which eventually coalesce to form a layer of hydride [15], and small blisters, which
exhibit slow growth.

Arkush et al. observed small blisters growing on scratches caused by the pre-
treatment of the metal [9]. They were observed to cease growth at around 5µm. It has
been suggested [8] that these hydrides cease to grow because of the large compressive
stress imposed by the oxide layer. If the stress field is not large enough to cause a
breach of the oxide, they simply stop growing.

Larger hydride blisters have been observed to form in the vicinity of carbide inclu-
sions [9, 14, 45]. Owen and Scudamore suggested that this is because the inclusion
provides a route through the SPL which is easier for the hydrogen to traverse [14].
These blisters are less densely populated than the hydride blister patterns seen else-
where.

1.2 Existing reaction-diffusion models

In this section, we discuss previous uses of reaction-diffusion and advection-reaction-
diffusion equations to model gas diffusion through metals where the lattice and solute
react to form a compound.

Dutton and Puls [37] studied hydrogen diffusion in zirconium using a steady-state
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equation for the hydrogen flux J,
∇ ·J = 0. (1.6)

This is cited as one of the first efforts to model a hydriding process with a diffusion
equation, though it doesn’t capture any of the time dependent behaviour.

A 2000 paper by Tanski et al. [46] uses an advection-reaction-diffusion system to
describe the reaction. Their central equation is

∂C
∂t

= ∇ · (DU ∇C)−Da CUH

(
C− 1

Ke

)
, (1.7)

with two more to describe the depletion of pure uranium metal and pure hydrogen. C

and CUH are the concentrations of hydrogen and hydride, Ke is an equilibrium constant
and Da is the ratio of reaction rate to diffusivity (the Damköhler number). The authors
state that the reaction term exhibits a dependence on the hydride concentration because
the expansion of the matrix feeds the reaction rate. They also include SPL breach and
some stress effects in the modelling. If the local concentration of hydride is higher
than the concentration required for rupture, then the metal is assumed to be in direct
contact with the hydrogen gas. Also, if hydride reaction occurs in one region, due to its
expansion, the neighbouring regions will be affected by work-hardening. The effect of
the work-hardening is incorporated by changing the hydride concentration for rupture.

In their simulations, they start with a randomly distributed hydrogen concentration
and they observe the formation of hydride pits. These pits grow until they reach the
surface, when they begin to spread across the surface. They do not make compar-
isons with experiment, but they do see nucleation and growth of hydrides. However,
the model they use predicts sub-surface hydride nucleation when experimentally, it
is observed at the metal-oxide interface. They do not take into account the effect of
temperature or stress on the hydrogen diffusion.

J. Condon also produced a reaction-diffusion system model [17];

∂C
∂t

= DU
∂2C
∂x2 +χ

∂U
∂t

(1.8)

∂U
∂t

=−k1CU (1.9)

where again χ = 3 for UH3, k1 is a reaction rate constant, and U is the molar fraction
of unreacted uranium. DU and k1 are functions of temperature. The author includes
the spalling of the hydride layer by the use of a moving boundary. To calculate the
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moving boundary location, they find the stress due to expansion. If the stress is above
a critical value for fracture, the material has spalled. So the boundary is set to be the
outermost point for which stress is less than critical. Typical experimental reaction
rates for this reaction produce s-shaped curves, where the central region shows that the
reaction progresses linearly outside of the initial and final stages. The Condon results
showed good correlation with measured values for reaction rate. However, the effects
of stress and temperature have not been thoroughly explored - stress is not considered
to affect hydrogen flux.

In neither of the above models is the possibility of de-hydriding discussed. How-
ever, this can be seen in a further similar model by Kirkpatrick and Condon [47]. The
key equations are

∂C
∂t

=
∂

∂x

(
DUCsat

Csat−C
∂C
∂x

)
+χ

∂U
∂t

(1.10)

∂U
∂t

=−k1CU + k2(1−U)1/3 (1.11)

where the final term in the second equation contains the de-hydriding reaction rate
constant k2. Apart from the addition of the de-hydriding term, we also see the spatial
derivative of concentration is pre-factored by DUCsat

Csat−C . Csat is the concentration at which
the matrix is saturated with free diffusing hydrogen, the maximum possible concentra-
tion.

This model achieved good comparison with experiments to determine the velocity
of the spall front by Galkin et al. [48] for low temperatures, but poor comparison at
higher temperatures. They also compared their work on the depletion rate of U with
the experiments of Bloch and Mintz [16] but were “dissatisfied” with the results.

A 1996 paper by Lufrano, Sofronis and Birnbaum uses a continuum mechanics
model to predict the hydride growth which includes the effect of stress [32]. The
equation used for diffusion is

q
∂C
∂t

=
∂

∂x

(
DU

∂C
∂x

+
DC
RT

∂µ
∂x

)
(1.12)

where the chemical potential of the diffusing hydrogen in the stressed solid, µ =

µ|σ=0− V̄Hσk
k/3, (with µ|σ=0 is the chemical potential in the same unstressed solid).
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The parameter q is given by

q =

1− f , if 0≤ f < 1

1, if f = 1
(1.13)

and f is the volume fraction of hydride which depends on the local hydrogen concen-
tration. For the stress-strain constitutive law, a linear, homogeneous, isotropic elastic
relation is used:

σ
i j = 2Gε

i j +λ

(
ε

k
k− ε

k H
k

)
δ

i j (1.14)

where εi j = 1
2

(
∂ui

∂x j
+ ∂u j

∂xi

)
is the strain, with ui the displacement of a material particle

in the xi direction. The superscript H denotes strain due to hydrogen effects and λ

and G are the first and second Lamé coefficients respectively. Dilational strains are
considered for calculation of the strain rate tensor ε̇ caused by hydride production:

ε̇
H =

1
3

d
dt

[
V̄Hr

V̄U
f +(1− f )V̄HC

]
. (1.15)

The ratio of partial molar volume of hydride to uranium, V̄Hr/V̄U , is the factor by
which the volume is increased when uranium forms hydride. Again, the model does
not explore the effects of all factors that drive diffusion - here the temperature is not
considered. It is well-documented that temperature gradients affect hydrogen diffusion
in metals [49, 50].

The models in the literature which are closest to this work are discussed thoroughly
in the next section. To obtain a model in which temperature, stress, expansion, and con-
centrations of hydrogen and hydride are not fixed, a highly coupled system of equations
is required, with these quantities as independent variables. This has not been exhausted
in the models detailed above. The first part of this thesis will aim to investigate such a
model to produce a description of the hydriding process within the reaction-diffusion
framework.

The model comprises a reaction-diffusion problem to conserve mass of diffusing
hydrogen, an equation to describe the chemical reaction between uranium and hy-
drogen, the equations of linear thermoelasticity and an equation to describe thermal
conduction. There are five independent variables: concentrations of uranium U and
diffusing hydrogen C, temperature T , stress σ and displacement u describing material
deformation.



Chapter 2

Model Derivation

The system we will model is a block of uranium metal with a pre-existing surface
passivation layer (SPL) on its surface in the presence of atmospheric hydrogen. Fig-
ure 2.1(a) shows the proposed set-up — in each image, a cross section taken perpen-
dicular to the material surface is shown, with the atmosphere at the top of the images
and the bulk of uranium metal at the bottom. In this case, we see the SPL (shown in
pink) is of non-uniform thickness. As described in Chapter 1, we expect to see ura-
nium hydride forming preferentially in areas where the SPL is thin. In figure 2.1(b) we
see hydride initiation below the region of thin SPL, and fig. 2.1(c) shows the hydride
growing. As the hydride grows, the SPL deforms. Finally, in fig. 2.1(d), the hydride
breaches the SPL and hydride is exposed to the atmosphere.

(a) Pre-hydriding (b) Hydride initiation (c) Hydride growth (d) Blister breach

Figure 2.1: Schematic to show four sequential stages of uranium hydriding (a-d). In
each sub-figure, purple indicates uranium metal, pink is the SPL and the blue blister
is uranium hydride. In (a), a block of uranium is shown with an SPL of non-uniform
thickness on its surface, (b) and (c) show the initiation and growth of a hydride blister
at the metal-SPL interface and (d) shows blister breach.

There are many physical features that would need to be accommodated into a model
for it to completely adhere to the observed process, as discussed in Chapter 1. The
model used in this project will encompass the following processes:

29
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• Firstly, hydrogen in the atmosphere is absorbed by the material, as shown in
figure 2.2. Martin et al. [51], describe this process as physisorption of a H2

molecule on the surface, followed by chemisorption whereby the molecule dis-
sociates into two atoms, and surface penetration of those atoms.

• Then, in the case where an SPL is present, hydrogen diffuses through the SPL as
shown in figure 2.2(a). Whether there is an SPL present or not (as in the case of
figure 2.2(b)), hydrogen will reach the uranium surface.

• If the local concentration of hydrogen in uranium is above the terminal solid
solubility (TSS) at any point, the hydriding reaction proceeds.

• Hydriding is exothermic, so reaction can increase the temperature of the system.
These changes in temperature induce thermal expansion of the material.

• The material experiences lattice expansion through two mechanisms: the inclu-
sion of hydrogen in the uranium as a solute, and the expansion when hydride is
formed.

• In cases where material deformation is localised, or some condition restricts the
expansion, the material experiences stresses.

• Stress affects the chemical potential.

• Non-uniform changes in temperature and chemical potential in turn affect hy-
drogen flux.

This makes for a potentially highly-coupled model. Most models that currently exist
in the literature, some of which are detailed in the previous chapter, do not include all
of these effects. Many consider a less complex model; sometimes just the concentra-
tion of hydrogen is modelled, sometimes temperature effects are neglected and some
authors do not consider the effect of stress. To fully model the behaviour of a real
system, all of the above will need to be included.

The model presented in this work is a multi-physics continuum mechanics model,
guided by the description above. It is made up of:

• A mass conservation equation for the concentration of solute hydrogen, C, present
at each point in the material. The equation should describe hydrogen diffusion,
depletion of solute hydrogen as hydride is formed, and the effect of stress and
temperature on the hydrogen flux. Concentration is in units of mol m−3.
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Figure 2.2: Schematic to show hydrogen absorption from the atmosphere and diffusion
into the material. Purple indicates uranium metal, pink is the SPL, the red circles are H2
molecules present in the atmosphere and the orange circles are the H atoms dissolved
in the solid material.

• An energy conservation equation, which should describe heat conduction in the
solid material, the exothermic effect of hydride production, and any changes in
temperature associated with the flow of hydrogen in the material. This equation
is solved for temperature of the material, T , in units of K.

• An equation for the conservation of linear momentum and a stress-displacement
relation to describe how the material deforms. They should encode material
deformations due to thermal expansion, the presence of diffusing hydrogen, and
expansion as hydride is formed. These equations are solved for stress σ in Nm−2

and displacement u in m.

• An equation to describe the hydriding reaction, which will only proceed when
hydrogen concentration is above the TSS. Two different quantities are used in
this report to measure the extent of reaction: the volume fraction of hydride, f , a
dimensionless quantity which takes a value between 0 and 1 and the remaining
concentration of uranium, U , in units of mol m−3.

To summarise, the model will consist of five field equations which can be solved
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for the five field variables, C, T , σ, u and f or U . The remainder of this chapter focuses
on building such a model. Regarding the (many) physical parameters in this problem, a
comprehensive list of the values used in this report are found in Appendix F, alongside
sources. Some of the parameters could not be found for the uranium-hydrogen binary
system and have instead been approximated by their values for other metals.

2.1 Conservation of mass

The first equation we consider ensures the total mass of hydrogen in the system is
conserved. Total mass of hydrogen includes diffusing hydrogen and hydrogen bound
in hydride. As in the treatment by Varias [52], we first look at the rate of change of
the number of moles of hydrogen in some volume Ω0 with respect to the Lagrangian
coordinate system. This rate is balanced by the flow of hydrogen out of the volume.
The boundary of the volume Ω0 is the surface ∂Ω0, which has an outer unit normal n.
All quantities are measured on the undeformed configuration. We obtain a continuity
equation

d
dt

∫
Ω0

cTOT dV0 +
∫

∂Ω0

j ·ndS0 = 0. (2.1)

The total concentration of hydrogen, cTOT , is measured in moles per unit volume of the
undeformed configuration. The concentration flux across the boundary j is measured
in moles per unit area of the undeformed configuration per second. Moving the time
derivative inside the integral, and using the divergence theorem gives

∫
Ω0

(
dcTOT

dt
+∇x · j

)
dV0 = 0. (2.2)

The spatial derivative is taken with respect to the Lagrangian coordinate system. We
now use that the time derivative of any quantity measured on the undeformed configu-
ration is equivalent to its partial time derivative. Also, since Equation (2.2) is valid on
an arbitrary volume, we have the differential equation

∂cTOT

∂t
+∇x · j = 0, (2.3)

which is Fick’s second law on the Lagrangian configuration [50].

Repeating this argument for a deforming volume, Ωt bounded by the surface ∂Ωt
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which has outer unit normal N, we begin with

d
dt

∫
Ωt

CTOT dVt +
∫

dΩt

J ·NdΩt = 0. (2.4)

CTOT and J are the total concentration and flux of hydrogen measured per unit volume
and per unit surface area of the deformed configuration respectively. If X is the Eule-
rian coordinate system, the deformation gradient tensor F is defined by F ī

j =
∂X ī

∂x j , and
we have cTOT = |F|CTOT and j = |F|F−1J.

In Equation (2.4), the volume Ωt is time-dependent, and we must use the Reynolds
Transport Theorem to move the time derivative inside the integral:

∫
Ωt

(
DCTOT

Dt
+CTOT ∇X ·V

)
dVt +

∫
dΩt

J ·NdΩt = 0. (2.5)

The time derivative of CTOT is the material derivative D
Dt and the spatial derivative is

taken with respect to the Eulerian coordinate system X. The Eulerian velocity of a
material particle V is the velocity of each point in the moving domain and encodes the
deformation from Ω0 to Ωt . Application of the divergence theorem and expansion of
the material derivative gives

∫
Ωt

(
∂CTOT

∂t
+∇X · (CTOT V)+∇X ·J

)
dVt = 0. (2.6)

Again we argue that this equation is true on an arbitrary volume Ωt to obtain Fick’s
second law in the Eulerian configuration

∂CTOT

∂t
+∇X · (CTOT V+J) = 0. (2.7)

We have V = ∂U(R,t)
∂t |r, the velocity of a given material particle. The displacement

U(R, t) describes the deformation of this material point from the original position r, to
its current position R and is defined by

U(R, t) = R− r(R, t). (2.8)

Equations (2.3) and (2.7) are Fick’s second law in the Lagrangian and Eulerian rep-
resentations respectively. The method of solution employed in this work is the finite
element method, in which solving Eulerian equations is more complicated and requires
the calculation of the moving domain. By assuming that deformations are sufficiently
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small, we will now show that the Lagrangian equation may be used to approximate the
Eulerian equation, and we will apply similar logic to other equations throughout this
chapter.

We assume that for all material points in the domain, the displacement remains
small, giving the current position

R = r(R, t)+U(R, t) = r(R, t)+ εÛ(R, t) (2.9)

in the Eulerian frame, or

R(r, t) = r+u(r, t) = r+ εû(r, t) (2.10)

in the Lagrangian frame. All components of Û(R, t) and û(r, t) are O(1) and ε << 1.
We now turn our attention to the case of a one-dimensional problem for brevity.

The one-dimensional Eulerian and Lagrangian coordinates are related by X(x, t) =

x+εû(x, t). Using equation (2.10), performing a derivative in the X-direction becomes

∂

∂X
=

(
∂X
∂x

)−1
∂

∂x
=

(
1+ ε

∂û
∂x

)−1
∂

∂x
=

(
1− ε

∂û
∂x

+O(ε2)

)
∂

∂x
. (2.11)

We also have that the Eulerian velocity is of O(ε)

V (X , t) =
∂U(X , t)

∂t

∣∣∣∣
x
= ε

∂Û(X , t)
∂t

. (2.12)

We substitute these into a one-dimensional version of Equation (2.7)

∂CTOT

∂t
+

∂

∂X
(CTOTV + J)

=
∂CTOT

∂t
+

(
1− ε

∂û
∂x

+O(ε2)

)
∂

∂x

(
CTOT ε

∂Û(X , t)
∂t

+ J
)

= 0

(2.13)

To leading order,
∂CTOT

∂t
+

∂J
∂x

= 0 (2.14)

and we have that for sufficiently small deformations, the Eulerian Fick’s law is equiv-
alent to Equation (2.3), the Lagrangian Fick’s law in one dimension. Extending this



CHAPTER 2. MODEL DERIVATION 35

idea to three dimensions, we have

∂CTOT

∂t
+∇x ·J = 0. (2.15)

We can use the Lagrangian Fick’s Law to approximate the relationship between Eu-
lerian concentration and flux. This small deformation approximation will be revisited
when discussing other equations.

2.2 Hydrogen flux

Hydrogen diffusion into the system initiates the process of hydriding. The speed of
hydrogen diffusion through a solid depends on gradients of temperature, concentration
and stress within the system.

Many authors who have investigated models for this behaviour, including Varias
and Massih [43], have used modified versions of Fick’s first law to model hydrogen
diffusion in metals. One such equation is derived by Shewmon in Diffusion in Solids
[50] as described below. It is observed that when considering mass diffusion in isola-
tion, it is governed by the tendency of matter to move to reduce concentration gradients.
This is Fick’s first law

J =−D∇xC (2.16)

where D is called the diffusion coefficient or the diffusivity. J is the Eulerian mass
flux of hydrogen and again we use that Eulerian and Lagrangian spatial derivatives are
equivalent to leading order for small deformations (see Equation (2.11)). Diffusion is
assumed to be isotropic.

Temperature gradient is also observed to affect mass flux. Including this in our flux
equation gives

J =−D∇xC−β∇xT (2.17)

where the sign of the constant β depends on whether the solute is more likely to move
up or down a temperature gradient. The applied temperature gradient doesn’t change
the mechanism by which the solute molecules move, it serves to alter the probability
with which they move in either direction. Shewmon argues that this implies that β is
proportional to D [50] and gives the relationship between them as β = DQC

RT 2 where Q is
called the heat of transport, which is determined experimentally, and R is the ideal gas
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constant. Our modified Fick’s law is

J =−D∇xC− DQC
RT 2 ∇xT. (2.18)

In the model we are considering, we wish to include the effect of deformation and
stress. Stress-driven diffusion is important to include here because we hope to build
a model which can look at hydride blister formation and growth - localised processes
which induce stresses in the metal.

For a stressed solid, the effects of stress and concentration gradients on diffusion
are encoded in the chemical potential, µ. Chemical potential is the partial molar free
energy; the amount of free energy which is added to the system when one mole of the
chemical species is added at a constant temperature. It is measured in J mol−1. By
the argument described by Shewmon [50], FD = −∇xµ is considered to be a ‘driving
force’ of the mass flux since solute tends to flow down gradients of chemical poten-
tial. The associated drift velocity of a diffusing solute particle due to that force is
v = MFD =−M∇xµ where M is a coefficient which describes the mobility of the sub-
stance. Einstein’s equation for the solute mobility is given by M = D

kBT ,where kB is
Boltzmann’s constant. To obtain the driving force of a single particle, we must also
divide by Avogadro’s number NA [53].

Substituting M into the drift velocity in the case of a single particle, we have an
equation for the particle velocity [50, 53]

v =− D
kBNAT

∇xµ =− D
RT

∇xµ (2.19)

where R = kBNA has been substituted. The mass flux associated with the chemical
potential gradient is

J =Cv =−DC
RT

∇xµ (2.20)

This is added to the mass flux associated with the temperature gradient −DQC
RT 2 ∇xT

as in Equation (2.18) to give the mass flux of diffusing solute driven by gradients of
chemical potential and temperature

J =−DC
RT

(
∇xµ+

Q
T

∇xT
)
. (2.21)
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2.3 Chemical potential

For the chemical potential of a stress-free solid with a diffusing substance, we have
Raoult’s law [54]

µ = µ0 +RT ln(C) (2.22)

where µ0 is the chemical potential of the unstressed solid with zero solute concentra-
tion. We assume the metal is homogeneous when there is no hydrogen diffusion or
stress, so ∇xµ0 = 0. The chemical potential only appears in the equations as ∇xµ, so
we are not required to know the value of µ0: ∇xµ0 = 0 is sufficient.

The equation for chemical potential of a stressed solid with a diffusing substance
is derived from thermodynamic arguments laid out by Li [55] and is shown in full in
Appendix A. The result is

µ = µ0 +RT ln(C)+
∂w
∂n
−W. (2.23)

The term ∂w
∂n is the partial molal strain energy (the increase in strain energy, w, per

number of moles of solute added, n). W is the work done by external stresses when
one mole of the diffusing substance is added to the system.

Varias’ 1998 paper [34] showed how these final two terms should be written in
terms of the Cauchy stress, σ, and we finally have

µ = µ0 +RT ln(C)−
σk

k
3

V̄H (2.24)

where σk
k is the trace of the Cauchy stress tensor and V̄H is the partial molar volume of

diffusing hydrogen in the metal (the increase in volume when one mole of hydrogen
is diffused into the metal matrix). The details of this calculation are also shown in
Appendix A.

2.4 Conservation of energy

The conservation of energy equation is derived from the material derivative of the
internal energy and entropy per unit mass following the arguments by Varias [34, 56].
It is included in its entirety in Appendix B, with references to terms that are specific to
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hydriding. The resulting equation is

ρcp
DT
Dt

+
∆H̄
V̄Hr

D f
Dt

= ∇X · (κ∇XT )−J ·∇Xµ, (2.25)

where ρ is the density of uranium, cp is the specific heat capacity at constant pressure,
∆H̄ is the change in molar enthalpy due to the formation of UH3, V̄Hr is the partial mo-
lar volume of UH3, f is the volume fraction of UH3 (which is described in more detail
in section 2.8.1) and κ is the thermal conductivity of uranium. The spatial derivatives
are taken with respect to the Eulerian coordinates, X, and the derivativesDT

Dt and D f
Dt are

material derivatives.

We look at the one-dimensional equivalent of equation (2.25) and expand the ma-
terial derivatives

ρcp

(
∂T
∂t

+V
∂T
∂X

)
+

∆H̄
V̄Hr

(
∂ f
∂t

+V
∂ f
∂X

)
=

∂

∂X

(
κ

∂T
∂X

)
− J

∂µ
∂X

. (2.26)

Using equations (2.11) and (2.12) to replace the Eulerian velocity V and Eulerian
derivative, we have to leading order,

ρcp
∂T
∂t

+
∆H̄
V̄Hr

∂ f
∂t

=
∂

∂x

(
κ

∂T
∂x

)
− J

∂µ
∂x

. (2.27)

The equivalent three-dimensional equation is

ρcp
∂T
∂t

+
∆H̄
V̄Hr

∂ f
∂t

= ∇x · (κ∇xT )−J ·∇xµ, (2.28)

and we again have an equation where the derivatives are with respect to the Lagrangian
coordinate system, x.

2.5 Conservation of momentum

Cauchy’s equation of motion is

ρ
DV
Dt

= ∇X ·σ+ρFB (2.29)

where FB represents any body forces acting. This equation is a representation of New-
ton’s second law in a continuum. We can simplify it by considering the different
timescales present. The timescale of interest in this problem is that of diffusion. On
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the diffusion timescale, the solid is always in approximate equilibrium, so the acceler-
ation term is zero. We consider a system with no body forces acting and a Cartesian
coordinate system, so we have

∂σi j

∂X j
= 0. (2.30)

Alternatively, using the small-deformation approximation in equation (2.10), we may
write to leading order

∂σi j

∂x j
= 0 (2.31)

where the derivative is with respect to the Lagrangian coordinates.

2.6 Strain tensors

The material modelled in this work undergoes deformation due to elastic effects, changes
in temperature, hydrogen diffusion and the reaction to form hydride. To describe this
deformation, we define three infinitesimal (or Cauchy) strain tensors, ε, εT h and εH ,
which describe strain due to elastic, thermal and hydrogen effects respectively. The
strains are infinitesimal since we assume all deformations are small.

The infinitesimal strain tensor

εi j =
1
2

(
∂ui

∂x j +
∂u j

∂xi

)
(2.32)

describes the deformation of a material, where ui is the displacement in the xi direction.
The tensor is defined on the Lagrangian Cartesian coordinate system, but we can argue,
as usual, that differentiation with respect to Lagrangian and Eulerian coordinates is
equivalent for small deformations. The thermal strain is

ε
T h

kl = α∆T δkl (2.33)

where δkl is the Kronecker delta and α is the coefficient of thermal expansion, which
describes change in volume with respect to temperature change, ∆T .

The strain measure εH includes expansion caused by hydrogen diffusing into the
metal and the expansion during hydride formation. In his 1961 work on solute diffu-
sion in semiconductors [57], Prussin states a one-dimensional equation for the effect
of solute concentration on strain in a material. The relation was extended to three
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dimensions by Yang [58] to give a volumetric expansion

ε
H1

kl =
1
3

CV̄Hδkl. (2.34)

We assume that hydride and metal experience the same expansion when hydrogen dif-
fuses though: partial molar volume of hydrogen in hydride is equal to that in uranium
metal.

We also wish to incorporate the isotropic expansion due to hydride formation. We
use [32, 59]

ε
H2

kl =
1
3

f
V̄Hr

V̄U
δkl (2.35)

where V̄Hr and V̄U are the partial molar volumes of hydride and uranium respectively.
Their ratio is the multiple by which the volume of the metal lattice grows when hydride
is formed. We have [43]

ε
H = ε

H1 + ε
H2 (2.36)

Note that δk
k is equal to the dimension of the system: in one dimension δk

k = 1, in two
dimensions δk

k = 2 and in three dimensions δk
k = 3. This equation for the strain due to

hydrogen effects is similar to the one derived by Lufrano, Sofronis and Birnbaum [32]
that was described in chapter 1 but differs since we also allow for hydrogen to diffuse
through hydride.

2.7 Stress-strain relation

The second Piola-Kirchoff stress, si j is the force per unit undeformed area. For a linear
thermoelastic material, si j is defined by

σ
i j = J̃si j (2.37)

where σi j is the Cauchy stress and J̃ is the Jacobian of the deformation gradient tensor,
given by

J̃ =

∣∣∣∂R
∂xi · ∂R

∂x j

∣∣∣∣∣∣ ∂r
∂xi · ∂r

∂x j

∣∣∣ . (2.38)
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Using the small deformation approximation in equation (2.10), we can write

J̃ =

∣∣∣∂(r+εû)
∂xi · ∂(r+εû)

∂x j

∣∣∣∣∣∣ ∂r
∂xi · ∂r

∂x j

∣∣∣ = 1+O(ε) (2.39)

so to leading order, σi j = si j. The linear thermoelastic constitutive law which relates
si j to the strain is [43, 60]

si j = si j
0 +Ci jkl(εkl− ε

T h
kl ), (2.40)

under the assumption that changes in displacement and temperature are small. The
constant tensor s0 refers to some pre-stress in the system and the fourth-order ten-
sor Ci jkl is the elasticity tensor. The measures ε and εT h are the infinitesimal strains
described in section 2.6. As stated, we may replace si j with the Cauchy stress, giving

σ
i j = σ

i j
0 +Ci jkl(εkl− ε

T h
kl ). (2.41)

We assume the system is not pre-stressed and that in addition to elastic and thermal
deformation, it also experiences strain due to hydrogen effects εH . By including these
assumptions, we have the equation

σ
i j =Ci jkl

(
εkl− ε

T h
kl− ε

H
kl

)
. (2.42)

The elasticity tensor is given by [43]

Ci jkl = λδ
i j

δ
kl +G(δik

δ
jl +δ

il
δ

jk), (2.43)

where λ and G are the first and second Lamé coefficients of the material respectively.
Equation (2.43) and the strain tensors from the previous section are substituted into the
constitutive law (2.42), giving

σ
i j = λδ

i j
ε

k
k +2Gε

i j−δ
i j(δk

kλ+2G))

[
α(T −T0)+

1
3

(
CV̄H +

V̄Hr

V̄U
f
)]

. (2.44)

This is a linear stress-strain relation for a thermoelastic, isotropic material which is
experiencing isotropic expansion due to solute diffusion and density change during
reaction.
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2.8 Hydriding reaction equation

The extent of reaction is measured using two different field variables — in the earlier
stages of this project, the volume fraction of hydride f was used, and in the later stages,
we use U , the remaining concentration of uranium in mol m−3. The resulting equations
for both cases are presented here.

2.8.1 Extent of reaction by lever rule

In the first instance, the equation to calculate the rate of reaction for hydride pre-
cipitation and dissolution follows the treatment by Jernkvist and Massih [61]. Fig-
ure 2.3 shows the phase diagrams used in their work. The plots show the observed
temperature- and concentration-dependent phases of hydrogen-zirconium and hydrogen-
titanium systems. Referring to the low temperature region of each plot (below 823K
in the case of zirconium and below 573K in the case of titanium) where hydride is
observed to form, there are three distinct regions. Labelled on each plot are the
temperature-dependent curves CLB and CUB which demarcate these regions. The re-
gion to the left of CLB is purely metal, and the region to the right of CUB is purely
metal hydride, while the grey region bounded between them has coexisting metal and
hydride. Therefore CLB is the low bound, the concentration below which no hydride is
observed and CUB is the upper bound, above which no metal is observed. We note that
this description of CLB matches with the definition of the solubility limit: the minimum
concentration at which hydride precipitates. We thus re-label CLB as CT SS.

We define an equilibrium volume fraction of hydride, fe. This is the amount of
hydride which would be produced if the system were to remain in its current state in-
definitely (all other quantities such as temperature and stress were held constant). The
value of fe depends on where the system state is in phase space. The equilibrium vol-
ume fraction is defined by the current hydrogen concentration relative to these bounds,
using a lever rule [61]:

fe =


0 if CTOT ≤CT SS
CTOT −CT SS

CUB−CT SS
if CT SS <CTOT <CUB

1 if CTOT ≥CUB

(2.45)

We assume that the volume fraction will proceed towards this equilibrium value fe
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Figure 2.3: Phase diagrams of the Zr-H and Ti-H binary systems in the temperature-
hydrogen content plane. The hydrogen content is measured both in weight percentage
on the bottom axis and atomic percentage on the top axis. Lines in the phase-space
demarcate regions where there is pure metal, pure hydride, and a mixture of the two.
The grey region in each case indicates the region in which hydriding is taking place;
where both metal and hydride are present. To the left of the grey region, when the
hydrogen content is below the lower limit CLB, there is a white region where the Zr/Ti
is in the purely metal phase. To the right of the grey region, when the hydrogen content
is above the upper limit CU , there is a white region where the Zr/Ti is in the purely
hydride phase. At higher temperatures, above the grey region there is another white
region where the Zr/Ti is in the purely metal phase. The phase space is also separated
into the most likely crystal structures of the metal and hydride at that temperature and
hydrogen content. The different crystal structures are represented by the letters α, β, δ

and ε. Since this work describes a continuum model, we have no need to distinguish
between the different crystal structures. Image taken from Jernkvist and Massih 2014
[61].
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with some rate, k f , giving the rate equation [61]

∂ f
∂t

= k f ( fe− f ). (2.46)

Since the rate of reaction depends linearly on the concentration of hydrogen only, this
is first-order reaction kinetics.

We now use these defined reaction kinetics to replace reaction terms in the model.
Firstly, the total hydrogen concentration CTOT is made up of diffusing hydrogen and
hydrogen which has reacted to form hydride. We use the volume fraction of hydride f

to write the total hydrogen concentration

CTOT =C+ fCb (2.47)

where C is the concentration of dissolving hydrogen, a quantity that has been defined
previously in this chapter. Note that hydrogen can diffuse through the metal, oxide and
hydride, so there is no f -dependent factor multiplying C. The concentration Cb is the
concentration of hydrogen bound in hydride; the number of moles of hydrogen which
is present per m3 of hydride. Thus Cb is given by 3

V̄Hr
, where V̄Hr is the volume taken

up by one mole of uranium hydride. We multiply by 3 to account for the stoichiometry
of UH3; three times as many moles of hydrogen atoms are present as moles of UH3.
We note that CUB, the upper bound, must be greater than or equal to Cb. No definition
of CUB could be found for the uranium-hydrogen binary system in the literature, so it
has been taken to be some constant value larger than Cb.

Using the definition of CTOT in equation (2.47) our Fick’s law, equation (2.15)
becomes

∂C
∂t

+∇x ·J =−∂ f
∂t

Cb. (2.48)

We note that increase in the volume fraction of hydride acts as a sink of free hydrogen
C in the system as we would expect.

We have derived the conservation of mass and an equation to describe the hydriding
reaction using f . The equations describing energy conservation and the stress-strain
relation have already been derived using f , and Cauchy’s momentum equation does
not have terms relating to hydride content. Thus, when modelling extent of reaction by
the lever rule, the full set of governing equations is given by equations (2.28), (2.31),
(2.44), (2.46) and (2.48), with definitions of J, µ and fe given by equations (2.21),
(2.24) and (2.45) respectively.
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2.8.2 Extent of reaction by rate law

The second equation used to model the hydride precipitation reaction is derived from
the law of mass action and is given by

∂U
∂t

=−kHrC3U (2.49)

where khr is the reaction rate constant, U is the uranium concentration and as before,
C is hydrogen concentration. In Condon’s paper [17], the reaction is described as first
order in both C and U , whereas this equation gives the reaction is first order in U and
third order in C. This change is as a result of a suggestion by my industrial supervisor.

As a consequence of using this reaction equation, the terms containing ∂ f
∂t should

be replaced in the conservation of mass and conservation of energy equations. To do
this, we take the time derivative of CTOT

∂CTOT

∂t
=

∂C
∂t

+Cb
∂ f
∂t

. (2.50)

Using that uranium hydride is composed of three hydrogen atoms for every one ura-
nium atom, we could also write

∂CTOT

∂t
=

∂C
∂t
−3

∂U
∂t

, (2.51)

so that
∂ f
∂t

=− 3
Cb

∂U
∂t

. (2.52)

Thus equations (2.15) and (2.28) are replaced by the equations

∂C
∂t

=−∇x ·J+3
∂U
∂t

ρcp
dT
dt
−∆H̄

dU
dt

= ∇x · (κ∇xT )−J ·∇xµ.
(2.53)

where the definition Cb =
3

V̄Hr
from section 2.8.1 was used in the energy equation. The

term containing f must also be replaced in the constitutive law. Integrating equation
(2.52) in time, and using that when f = 0, U is equal to its initial value, U0 we have
that

f =
3

Cb
∆U (2.54)

where ∆U =U0−U . Thus, and again using Cb =
3

V̄Hr
, .5the constitutive law (2.44) is
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replaced by

σ
i j = λδ

i j
ε

k
k +2Gε

i j−δ
i j(δk

kλ+2G))

[
α(T −T0)+

1
3

(
CV̄H +

V̄ 2
Hr

V̄U
∆U
)]

. (2.55)

We have derived the conservations of mass and energy, an equation to describe the
hydriding reaction and a constitutive law using U . Cauchy’s momentum equation does
not have terms relating to hydride content. Thus, when modelling extent of reaction
by the rate law, the full set of governing equations is given by equations (2.31), (2.49),
(2.53) and (2.55), with definitions of J and µ given by equations (2.21) and (2.24)
respectively.

2.9 Sieverts’ law

Sieverts’ law [62] states that the concentration of a diatomic gas dissolved in a metal
is proportional to the square root of the partial pressure of the diatomic gas in the
atmosphere. In G.L. Powell’s chapter of the book Uranium Processing and Properties
[63], he writes an equation for CU

S , the number of moles of hydrogen dissolved per
mole of uranium as

CU
S = K(T )

√
Patm (2.56)

where Patm is the partial pressure of the gas in the atmosphere, K(T ) is the constant
of proportionality which depends on properties of the metal and the gas, as well as the
temperature T . For the uranium-hydrogen system, Powell gives the constant as [64]

K(T ) =
A(1+Be−L/T )e(E−25997.5)/T

(
1− e−5986/T

)
0.02072T 1.75

(
1− e−1680/T

)3 mol H(mol U)−1bar−0.5

(2.57)
where the temperature T is in Kelvin and A, B, L and E are constants which depend on
whether the metal is in α, β, or γ phase 1. The phases α, β, and γ describe the crystal
structure of the metal. Uranium exists mostly in the α phase below 668◦C [65], and we
have A = 1, B = 1550, L = 6000 and E = 24850 for α-uranium [63]. Since CU

S is the
number of moles of hydrogen dissolved per mole of uranium, we must divide by the
constant V̄U , the volume of one mole of uranium, to obtain a concentration of hydrogen

1Note that in the book Uranium Processing and Properties the equation is different, though the earlier
paper by Powell [64] is cited as the source. Using the constants to match data to the graphs given in the
book, Dr. Phil D.D. Monks and Dr, J. Petherbridge from AWE plc. advised that the formulation given
in the paper is correct and the book is incorrect.
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in moles per unit volume. We label the resultant quantity the Sieverts’ concentration,
CS, given by

CS =
K(T )

√
Patm

V̄U
. (2.58)

This value is used as a condition on the hydrogen concentration at any boundary
where uranium metal is incident on the atmosphere. In the models where the Siev-
erts’ concentration is used, the experimental conditions (temperature and hydrogen
pressure) are taken from the work in A. Chohollo’s thesis [66]. The temperature is
80◦C (353.15K) and the hydrogen pressure is 10mbar (0.01bar). This gives the value
CS = 0.534mol m−3.

2.10 Variational functionals for linear thermoelasticity

Finally, we look at using the calculus of variations to derive field equations for physical
systems by taking derivatives of invariant quantities. In theory, it should be possible to
start with a number of invariant quantities, for example mass and energy, and derive a
complete set of governing equations to describe any physical system. If this method
works, it can provide an extremely mathematically elegant way to derive complicated
systems of equations.

After many unsuccessful attempts to derive, or find in the literature, a complete
set of invariants for the uranium hydriding system which incorporate diffusing and
reacting substances, this must be left as future work. However, it is possible to derive
the equations of linear thermoelasticity this way, so we present that argument here as
a partial derivation of our model.

To begin, we introduce two invariants, Π1 and Π2. We first look at Π1, the ‘ther-
moelastic potential’ [67],

Π1 =

∫
Ω

(
W −FB ·u+

1
2

cV

T0
(∆T )2

)
dΩ (2.59)

where W is the isothermal mechanical energy, cV is the specific heat per unit volume
and ∆T is the temperature change from T0, the reference temperature for the unstressed,
undeformed state and again FB is the body force. The volume, Ω is enclosed by the sur-
face ∂Ω, on which tractions and displacements are prescribed; these are the boundary
conditions for the solid mechanics problem.
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The isothermal mechanical energy

W = σi jεi j−
1
2

Ci jklσi jσkl, (2.60)

where σ and
ε =

1
2
((∇⊗u)+(∇⊗u)ᵀ) (2.61)

are the components of stress and strain respectively. The tensor Ci jkl is the elastic
flexibility tensor. From thermodynamics arguments, we have [67]

∆T =−T0

cV

(
∇ ·S+ασi jδi j

)
(2.62)

where α is the coefficient of thermal expansion, δi j is the Kronecker delta and S is the
vector of heat flow divided by temperature — the so-called entropy flow.

Substituting W and ∆T into the invariant Π1, we have

Π1(σi j,ui,Si) =

∫
Ω

(
σi jεi j−

1
2

Ci jklσi jσkl−FB ·u

+
1
2

cV

T0

(
−T0

cV

(
∇ ·S+ασi jδi j

))2)
dΩ.

(2.63)

The second invariant Π2 is defined [67]

Π2 =
1
2

∂

∂t

∫
Ω

T0

κ
S ·S dΩ (2.64)

where κ is the coefficient of thermal conduction.

The total variation of Π1+Π2 is equal to the energy transferred to Ω by work done
on and heat flow over the boundary ∂Ω

δ
(
Π1(σi j,ui,Si)+Π2(Si)

)
= δΠ1(σi j,ui,Si)+δΠ2(Si)

=

∫
∂Ω

T ·δu dS+

∫
∂Ω

∆T n ·δS dS
(2.65)

where T is the traction on the boundary, which has outward normal n. Boundary
conditions for the solid mechanics problem can either prescribe a traction or displace-
ment. The boundary is partitioned into two: ∂Ωσ with the prescribed traction T̄ and
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∂Ωu(= ∂Ω−∂Ωσ) with prescribed displacement ū. The boundary condition imposing
ū means that δu = 0 on ∂Ωu [68]. We are left with

δ
(
Π1(σi j,ui,Si)+Π2(Si)

)
= δΠ1(σi j,ui,Si)+δΠ2(Si)

=

∫
∂Ωσ

T̄ ·δu dS+

∫
∂Ω

∆T n ·δS dS.
(2.66)

The expression (2.66) is known as the variational principle. Using definitions of Π1

and Π2 from equations (2.63) and (2.64), and grouping together like terms, we have

δ
(
Π1(σi j,ui,Si)+Π2(Si)

)
=
∫

Ω

σi jδεi j dΩ−
∫

Ω

FB ·δu dΩ

−
∫

Ω

∆T δ(∇ ·S) dΩ+
∂

∂t

∫
Ω

T0

κ
S ·δS dΩ

+
∫

Ω

(
εi j−Ci jklσkl−α∆T δi j

)
δσi j dΩ

(2.67)

We can use the divergence theorem (and the symmetry property of the stress tensor)
on the first and third terms on the right hand side, giving

∫
Ω

σi jδεi j dΩ =
∫

Ω

σ : δ

(
1
2
((∇⊗u)+(∇⊗u)ᵀ)

)
dΩ

=
1
2

∫
Ω

(σ : δ(∇⊗u)+σ : δ((∇⊗u)ᵀ)) dΩ

=−1
2

∫
Ω

((∇ ·σ) ·δu+(∇ ·σᵀ) ·δu) dΩ

+
1
2

∫
∂Ω

((σ ·n) ·δu+(σᵀ ·n) ·δu) dS

=−
∫

Ω

(∇ ·σ) ·δu dΩ+
∫

∂Ω

(σ ·n) ·δu dS,

(2.68)

and ∫
Ω

∆T δ(∇ ·S) dΩ =−
∫

Ω

∇T ·δS dΩ+
∫

∂Ω

∆T n ·δS dS, (2.69)
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where the notation A : B = Ai jBi j is used for two tensors A and B. Using these substi-
tutions in equation (2.67) and again grouping like terms results in the expression

δ(Π1(σi j,ui)+Π2(Si)) =−
∫

Ω

(∇ ·σ+FB) ·δu dΩ+
∫

Ω

(
T0

κ

∂S
∂t

+∇T
)
·δS dΩ

+
∫

Ω

(εi j−Ci jklσkl−α∆T δi j)δσi j dΩ+
∫

∂Ωσ

(σ ·n) ·δu dS+
∫

∂Ω

∆T n ·δS dS.

(2.70)

Finally, equating the variational principle (2.66) with our definition (2.70), we have∫
Ω

(εi j−Ci jklσkl−α∆T δi j)δσi j dΩ−
∫

Ω

(∇ ·σ+FB) ·δu dΩ

+
∫

Ω

(
T0

κ

∂S
∂t

+∇T
)
·δS dΩ+

∫
∂Ωσ

(σ ·n− T̄) ·δu dS = 0.
(2.71)

Since the variations of the variables σi j, ui and Si are arbitrary, we have that all the
integrands must separately equal zero:

εi j−Ci jklσkl−α∆T δi j =0

∇ ·σ+FB =0

T0

κ

∂S
∂t

+∇T =0

σ ·n− T̄ =0.

(2.72)

The first equation is the thermoelastic constitutive law. The second is Cauchy’s quasi-
static conservation of momentum. The fourth is the condition for stress continuity
across the boundary ∂Ωσ. The third requires some rearranging; taking its divergence
and using equation (2.62) to replace the entropy flow term gives the heat equation with
a stress-heating term

κ∇ ·∇T = cV
∂T
∂t

+αT0
∂σi j

∂t
δi j. (2.73)

We use the Hookean elastic flexibility tensor for isotropic materials in the constitutive
law,

Ci jkl =
1+ν

E

[
1
2
(δikδ jl +δilδ jk)−

ν

1+ν
δi jδkl

]
(2.74)

where ν is Poisson’s ratio and E is the Young’s modulus for the material. This gives
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the constitutive law

εi j =
1+ν

2E
(σi j +σ ji)−

ν

E
δi jσkk +α∆T δi j. (2.75)

2.10.1 Importance of equation ordering in the finite element method

From equation (2.71), we gain an important insight: each field equation is associated
with variation in a specific field variable. For example, the constitutive law indexed by
i j is associated with variations in σi j.

The models presented in this work consist of differential equations and boundary
and initial conditions which are imposed to give a unique solution. The finite element
method (FEM) is used throughout to solve these models. In FEM, the governing equa-
tions are solved at discrete positions, called ‘nodes’, and a node which is on a domain
boundary is called a ‘boundary node’. A boundary condition on a given field variable
is imposed by replacing the equation at the boundary node which is associated with
that variable with an equation for the boundary condition. So, for example we look at
imposing a boundary condition on the first component of displacement, u1. Since the
associated field equation is the first component of Cauchy’s conservation of momen-
tum,

∂σ11

∂x1
+

∂σ12

∂x2
= 0, (2.76)

on the boundary node, this equation should be replaced with a boundary condition for
u1. As was discovered over the course of this project, if the wrong field equation is
edited for the boundary condition, then the problem has been constructed incorrectly
and a viable solution cannot be found. The fact that this important idea drops out of the
variational formulation compounds with its mathematical elegance to make it a highly
attractive way to construct systems of field equations.



Chapter 3

Computing solutions

3.1 oomph-lib

The finite element method (FEM), which is presented in this chapter, has been used
throughout this PhD project to solve systems of PDEs. The software used is oomph-
lib [69], an open-source FEM solver developed at the University of Manchester.

3.2 Finite element method implementation

The N coupled differential equations are to be solved for the N independent variables
on the domain Ω. In this chapter alone, u is redefined as the vector (length N) of
independent variables, the solution to the system of equations. We write the governing
differential equations as the so-called ‘residual equations’,

R j

(
xm, t,ul(xm, t),

∂ul

∂xm
,

∂2ul

∂xm∂xn
, . . . ,

∂ul

∂t
,
∂2ul

∂t2 , . . .

)
= 0, (3.1)

where j, l = 0,1, . . .N−1 and the indices m and n loop over the dimensions of Ω. The
system is solved when u is computed for which the residuals, R j, are equal to zero. The
dependence of R j on the derivatives is suppressed and the dependence of the residuals
on each independent variable and spatial coordinate is condensed to

R j (x, t,u(x, t)) = 0, j = 0,1, . . .N−1, (3.2)

bearing in mind that each R j depends on the components of the vectors x and u, and is
not itself vector-valued.

52
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Solutions which solve these equations on the domain and satisfy the initial and
boundary conditions are the problem’s ‘strong’ solutions. Here, we instead look for its
‘weak’ solutions. Multiplying equation (3.2) by a ‘test’ function φ(x) and integrating
over Ω obtains the ‘weak form’ of the residual equations∫

Ω

R j (x, t,uw(x, t))φ(x)dx = 0 (3.3)

for the weak solutions uw, which must also satisfy the boundary and initial conditions.
By imposing that the above integral must be zero for any φ(x) we have that the weak
solutions will be strong solutions, and we can drop the subscript to give∫

Ω

R j (x, t,u(x, t))φ(x)dx = 0. (3.4)

The general form of the diffusion-reaction equations used in this report is

R j (x, t,u(x, t)) =
∂u j

∂t
+R(x, t,ul,∇ul)− D̃∇ ·∇u j−∇ ·F(x, t,ul,∇ul) = 0, (3.5)

where R(x, t,ul,∇ul) and ∇ ·F(x, t,ul,∇ul) are the reaction terms and D̃ is a constant.
We note that second spatial derivatives of the independent variables appear only in the
terms D̃∇ ·∇u j and ∇ ·F(x, t,ul,∇ul) of equation (3.5). The weak form of this residual
equation is given by

∫
Ω

(
∂u j

∂t
+R(x, t,ul,∇ul)− D̃∇ ·∇u j−∇ ·F(x, t,ul,∇ul)

)
φ(x)dx = 0. (3.6)

The divergence theorem is applied to give

∫
Ω

(
∂u j

∂t
+R(x, t,ul,∇ul)

)
φ(x)dx+

∫
Ω

(
D̃∇u j +F(x, t,ul,∇ul)

)
·∇φ(x)dx

=
∫

∂Ω

φ(x)
(
D̃∇u j +F(x, t,ul,∇ul)

)
·ndS.

(3.7)

where the vector n is the outward-pointing normal of the boundary ∂Ω of Ω. Note that
the second derivatives of the independent variables no longer appear in the weak form.
Neumann boundary conditions are applied by substituting imposed flux values in the
boundary term.

We see that for the integral in equation (3.7) to be finite, we must restrict the al-
lowed set of functions from which the ul(x, t), ∇ul(x, t), φ(x) and ∇φ(x) can be taken.
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To proceed, we first define ζ, a tuple of non-negative integers

ζ = (ζ1 . . .ζn), ζi ∈ N∪{0} (3.8)

with the ‘length’ of ζ defined by

|ζ|=
n

∑
i=1

ζi. (3.9)

We now look at a function f which is integrable on Ω, and define the expression

Dζ f =
(

∂

∂x1

)ζ1

. . .

(
∂

∂xn

)ζn

f (3.10)

to be the ζ spatial derivative of f 1. The Sobolev norm of a function f which is inte-
grable on Ω is defined as

|| f ||W k
p (Ω) =

(
∑
|ζ|≤k

∫
Ω

|Dζ f |pdx

) 1
p

(3.11)

where all Dζ f must exist for all |ζ| ≤ k, where k is some non-negative integer, and p

takes some real value p ∈ [1,∞). The Sobolev space, in turn, is defined as the space of
integrable functions for which this norm is finite

W k
p (Ω) = { f : || f ||W k

p (Ω) < ∞}. (3.12)

Specifically, we look at the space W 1
p (Ω), where the zeroth and first derivatives of f to

the power p are integrable

W 1
p (Ω) = { f : || f ||W 1

p (Ω) < ∞}

|| f ||W 1
p (Ω) =

(∫
Ω

| f |pdx+
n

∑
i=1

(∫
Ω

∣∣∣∣ ∂ f
∂xi

∣∣∣∣pdx
)) 1

p
(3.13)

1Strictly speaking, to define Sobolev spaces, only the existence of the ‘weak’ derivative of f is
required. All functions for which the ordinary derivative exists also have a weak derivative, so we
continue with sufficiently differentiable functions in the strong sense. Also, the function f is only
required to be from the set of functions which are locally integrable on Ω, a superset of the set of
functions which are integrable on Ω
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where n is the dimension of Ω. Using this definition, if we restrict

ul(x, t) ∈W 1
p (Ω) l = 0,1, . . . ,N−1 and φ(x) ∈W 1

p (Ω) (3.14)

then the integral in equation (3.7) will be finite if we consider the (possibly non-linear)
form of the functions R(x, t,ul,∇ul) and F(x, t,ul,∇ul) in our choice of p. It is noted
that if the divergence theorem were not applied to go from equation (3.6) to equation
(3.7), stricter conditions would be imposed on the function space for ul , i.e. ul(x, t) ∈
W 2

p (Ω).

Next, each ul is written as an infinite expansion

ul(x, t) =
∞

∑
q=1

Ulq(t)ψq(x) (3.15)

where Ulq(t) are coefficients to be found and the ‘shape’ functions ψq(x) are an infinite
set of complete basis functions for the function space of the homogeneous solution.
Using the restriction (3.14) that functions ul(x, t) reside in the space W 1

p (Ω) we have

∞

∑
q=1

Ulq(t)ψq(x) ∈W 1
p (Ω). (3.16)

Thus the set of functions ψq(x) are specifically a complete basis for W 1
p (Ω). Since the

test functions φ(x) inhabit this space, they may be written

φ(x) =
∞

∑
k=1

Φkψk(x). (3.17)

This means the residual equation (3.4) now reads

∞

∑
k=1

Φk

∫
Ω

R j (x, t,u(x, t))ψk(x)dx = 0, (3.18)

which we write
∞

∑
k=1

Φkr jk = 0 (3.19)

where r jk =
∫

Ω
R j (x, t,u(x, t))ψk(x)dx. The residual equations must equal zero for

any test function φ(x), or equivalently for any values of the coefficients Φk. This
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means that we have the infinitely many equations

r jk = 0 ∀ j = 0,1, . . . ,N−1 and ∀k ∈ N. (3.20)

The residuals r jk depend on the unknown coefficients U jq, of which there are also
infinitely many. If we take equations (3.19) and (3.15), and truncate the infinite sums
in each to M terms

M

∑
k=1

Φkr jk = 0 (3.21)

ul(x, t) =
M

∑
q=1

Ulq(t)ψq(x), (3.22)

then, writing the explicit dependence of r jk on the Ulq, equation (3.20) becomes

r jk(U01,U02, . . . ,U0M, . . . ,UN−1 1,UN−1 2, . . . ,UN−1 M) = 0

∀ j = 0,1, . . . ,N−1 and ∀k = 1,2 . . .M.
(3.23)

This is N×M coupled equations for N×M unknown coefficients. Truncation of the
first sum, equation (3.21), is equivalent to weakening the condition ‘the integral (3.3)
(also in equations (3.4), (3.6), (3.7)) is zero for any φ(x)’, to ‘the integral is zero for
the functions φ(x) which it is possible to make from the finite, (incomplete) basis of
W 1

p (Ω), ψk(x) with k = 1,2, . . . ,M’. We say these functions form a complete basis of
the space W̃ 1

p (Ω).

Returning to the specific problem of diffusion-reaction, and using the residual
equations in equation (3.7), equation (3.23) becomes

0 = r jk =

[∫
Ω

(
∂u j

∂t
+R(x, t,ul,∇ul)

)
ψk(x)dx

+
∫

Ω

(
D̃∇u j +F(x, t,ul,∇ul)

)
·∇ψk(x)dx

−
∫

∂Ω

ψk(x)
(
D̃∇u j +F(x, t,ul,∇ul)

)
·ndS

]
.

(3.24)

From the truncated summation expression for ul , given in equation (3.22), we have that
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the temporal and spatial derivatives of ul are

∂ul

∂t
=

∂

∂t

(
M

∑
q=1

Ulq(t)ψq(x)

)
=

M

∑
q=1

dUlq(t)
dt

ψq(x),

∇ul =
∂

∂xm

(
M

∑
q=1

Ulq(t)ψq(x)

)
=

M

∑
q=1

Ulq(t)∇ψq(x).

(3.25)

Replacing ul and it’s derivatives with these expansions in equation (3.24), we have the
equation 2

0 = r jk(U01, . . . ,UN−1 M) =
∫

Ω

R j(x,U01, . . . ,UN−1 M)ψk(x)dx

=

[∫
Ω

(
M

∑
q=1

dU jq(t)
dt

ψq(x)+R

(
x, t,

M

∑
q=1

Ulq(t)ψq(x),
M

∑
q=1

Ulq(t)∇ψq(x)

))
ψk(x)dx

+

∫
Ω

(
D̃

M

∑
q=1

U jq(t)∇ψq(x)+F

(
x, t,

M

∑
q=1

Ulq(t)ψq(x),
M

∑
q=1

Ulq(t)∇ψq(x)

))
·∇ψk(x)dx

−

∫
∂Ω

ψk(x)

(
D̃

M

∑
q=1

U jq(t)∇ψq(x)+F

(
x, t,

M

∑
q=1

Ulq(t)ψq(x),
M

∑
q=1

Ulq(t)∇ψq(x)

))
·ndS

]
.

(3.26)

We need to approximate the time-derivative of the unknowns U jq(t). In this project,
the second-order backward differentiation formula (BDF2) is used. For a differential
equation of the form

du
dt

= f(t,u), (3.27)

the timestepper BDF2 approximates the derivative at time T using

3
2u(T )−2u(T−∆t)+ 1

2u(T−2∆t)

∆t
= f(T,uT ) (3.28)

where ∆t is the timestep size, and the superscripts on u indicate the time — u(T−∆t)

and u(T−2∆t) are the known solution vectors at the previous timestep and the timestep

2When the equation is written in the form of (3.26), we see that the restriction that the functions
ψk(x) and ∇ψk(x) be from the space W̃ 1

p is not sufficient to ensure the existence of these integrals. The
integrability of ψk(x)∇ψk(x) and other such products is also required. It can be seen from the choice of
basis functions that such products are integrable.
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before that respectively. Using this to substitute for the time derivative in equation
(3.26), we obtain

0 = r jk(U01, . . . ,UN−1 M) =
∫

Ω

R j(x,U01, . . . ,UN−1 M)ψk(x)dx

=

[∫
Ω

(
M

∑
q=1

3
2U jq−2U (T−∆t)

jq + 1
2U (T−2∆t)

jq

∆t
ψq(x)

+R

(
x, t,

M

∑
q=1

Ulq(t)ψq(x),
M

∑
q=1

Ulq(t)∇ψq(x)

))
ψk(x)dx

+

∫
Ω

(
D̃

M

∑
q=1

U jq(t)∇ψq(x)+F

(
x, t,

M

∑
q=1

Ulq(t)ψq(x),
M

∑
q=1

Ulq(t)∇ψq(x)

))
·∇ψk(x)dx

−

∫
∂Ω

ψk(x)

(
D̃

M

∑
q=1

U jq(t)∇ψq(x)+F

(
x, t,

M

∑
q=1

Ulq(t)ψq(x),
M

∑
q=1

Ulq(t)∇ψq(x)

))
·ndS

]
.

(3.29)

When finding the solution at t = T , the solutions at the previous two timesteps will
already be known and their value can be substituted into the residual equation 3.

To look for a solution to equation (3.29) we employ Newton’s method — an itera-
tive root-finding procedure. In Newton’s method, the residual values r jk(U01, . . . ,UN−1 M)

are calculated for an initial ‘guess’ of the set of unknown values Ulq. The initial
guess for the unknowns and the associated residuals is labelled by the superscript (0),
r(0)jk (U (0)

01 , . . . ,U (0)
N−1 M). The values at the a-th iteration are labelled

r(a)jk

(
U (a)

01 . . .U (a)
N−1 M

)
. (3.30)

The Ulq at the (a+1)-th iteration are calculated by solving the system(
∂r jk

∂Ulq

∣∣∣∣
U (a)

lq

)(
U (a+1)

lq −U (a)
lq

)
=−r(a)jk (3.31)

3To use this second-order timestepping approximation, when calculating the solution at t = ∆t, the
previous solutions needed will be from t = 0 (where the initial condition is applied) and t =−∆t (prior
to the initial condition). To circumvent this problem, we assume that the system was stationary and at
the initial condition prior to t = 0. This is not an unreasonable assumption, since in our simulations,
t = 0 is when the material is first exposed to hydrogen.
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(a) A one-dimensional mesh. (b) A two-dimensional quadrilateral mesh
(with quadratic interpolation).

Figure 3.1: Examples of meshes in one dimension and two dimensions. The dots
represent node locations xi, and the lines demarcate separate elements.

for U (a+1)
lq where

(
∂r jk
∂Ulq

∣∣∣∣
U (a)

lq

)
is the (N×M)× (N×M) Jacobian matrix. A root (or

zero) of the residual equation is found when the residuals are sufficiently small with
respect to some pre-defined metric:∣∣∣∣r(a)jk

(
U (a)

01 . . .U (a)
N−1 M

)∣∣∣∣< ε. (3.32)

For time-dependent problems (like the diffusion-reaction equations of this project) the
solution at the previous timestep is used as the initial guess for the next timestep.

It remains to discuss how this system of equations is solved using the finite element
method (FEM), and the choice of shape and test functions. The FEM is a method for
numerically solving differential equations on discretised domains. The domain is split
into elements, and the equations are solved on each element. Each element has ‘nodes’
— points at which the solution is calculated — which are located at xi. Examples of a
one-dimensional mesh and a two-dimensional quadrilateral mesh are shown in Figure
3.1.

For this work, consider specifically line elements in one-dimension and rectangular
quadrilateral elements in two dimensions (the examples in Figure 3.1 illustrate these
cases). At each node location xi, the solution is evaluated as u(xi, t). The approximate
solution at all points in the element is ũ(x, t), given by interpolation between the nodes.
The shape functions are defined based on the required order of this interpolation and
conditions on both their specified value at certain nodes and specified domain of finite
support.

Each shape function has a value of 1 at one node and 0 at all other nodes. As
discussed previously, these shape functions ψk(x) will form a basis of the space W̃ 1

p ,
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x0 x1 x2 x3 x4 x5 x6 x7 x8 x9 x10

ψ3(x)ψ4(x)

element 0 el.1 el.2 el.3 el.4 el.5 el.6 el.7 el.8 el.9

(a) Linear shape functions in one dimension.

x0 x1 x2 x3 x4 x5 x6 x7 x8 x9 x10

ψ7(x)ψ6(x) ψ8(x)

element 0 el. 1 el. 2 el. 3 el. 4

(b) Quadratic shape functions in one dimension.

Figure 3.2: Linear and quadratic shape functions for the third element on a one-
dimensional domain with ten nodes. Shape functions are shown by red, green and
blue dashed lines.

and we choose to label each with the index of the node it is associated with. To be
clear, if we look at the value of the shape function ψi(x) at each node x j, we have

ψi(x j) = δi j =

1 if i = j

0 if i 6= j.
(3.33)

The shape function has finite support such that it is non-zero only in the vicinity of its
associated node. The definition of ‘vicinity’ depends on the order of interpolation and
is easiest to explain with diagrams like Figure 3.2.

For linear interpolation, the shape functions are piecewise linear, as shown in Fig-
ure 3.2(a). The two shape functions which have support over element 3 have been
plotted. In higher dimensions, the shape functions are piecewise bi- or tri-linear and
have support in the vicinity of one node. A two-dimensional quadrilateral linear el-
ement has four nodes (the four vertices of the element) and a 3D quadrilateral linear
element has a node at each of its eight vertices.

An example of one-dimensional quadratic shape functions is shown in Figure 3.2(b).
For each element, there are three piecewise quadratic shape functions that take non-
zero values over the element. The one-dimensional elements shown have three nodes;
in the two-dimensional case, this increases to nine nodes (as seen on the example mesh
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in Figure 3.1(b)) and the shape functions are quadratic in both spatial coordinates.

The choice of interpolation depends on the pay-off between two factors. Say we
have a one-dimensional domain with nine equally sized elements. If linear interpola-
tion is used, there are ten nodes, ten shape functions, and therefore ten residual equa-
tions to solve (for each distinct variable). However, if the interpolation is quadratic,
there are nineteen nodes, and nineteen residual equations, but the FEM solution can
more closely approximate higher order polynomials in the true solution.

For a node where there is a Dirichlet boundary condition on ul (ul is said to be
‘pinned’), it is not required to solve a residual equation at that node. For example, if
there is a boundary condition ul(x = x0) = 0, then there is no need to update ul(x =

x0) and therefore its associated entries do not appear in the Jacobian for the Newton
method.

Using the finite support of the shape functions leads us to the final elemental de-
composition of the equations. Each residual r jk is associated with one node at xk and
one shape function ψk(x) (for each variable, indexed by j). Using the example of the
one-dimensional domain in Figure 3.2(a), that shape function is zero-valued and has
zero spatial derivatives everywhere except in element k−1 and element k. This means
that, from the definition of r jk in equation (3.29), the integrand is zero over almost all
of the domain. For our one-dimensional linear element example, we have

r jk(U01, . . . ,UN−1 M) =
∫

Ω

R j(x,U01, . . . ,UN−1 M)ψk(x)dx

=
∫

element k−1
R j(x,U01, . . . ,UN−1 M)ψk(x)dx

+
∫

element k
R j(x,U01, . . . ,UN−1 M)ψk(x)dx.

(3.34)

This means that to assemble the residual equations, the integral can be calculated
over each element once, and then each residual is composed of a sum over the relevant
elements. Take one term in (3.29), for example the diffusion term:∫

el. k−1
D̃

M

∑
q=1

U jq(t)∇ψq(x) ·∇ψk(x)dx+

∫
el. k

D̃
M

∑
q=1

U jq(t)∇ψq(x) ·∇ψk(x)dx.

(3.35)
We see that many of the terms in the sum over q are zero, unless the support of ψq(x)
overlaps with that of ψk(x) — if xq and xk are in the same vicinity. This is used when

calculating the Jacobian matrix

(
∂r jk
∂Ulq

∣∣∣∣
U (a)

lq

)
. The contribution of the diffusion term to
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the Jacobian is

∂

∂Ulq


∫

el. k−1

D̃
M

∑
q=1

U jq(t)∇ψq(x) ·∇ψk(x)dx+

∫
el. k

D̃
M

∑
q=1

U jq(t)∇ψq(x) ·∇ψk(x)dx


∣∣∣∣∣∣
U (a)

lq

=


∫

el. k−1

D̃
M

∑
q=1

δl j∇ψq(x) ·∇ψk(x)dx+

∫
el. k

D̃
M

∑
q=1

δl j∇ψq(x) ·∇ψk(x)dx


∣∣∣∣∣∣
U (a)

lq

(3.36)

which is only non-zero if xq is in the vicinity of xk. This means that the Jacobian matrix
is sparse which can be exploited in solving the Newton method (3.31).

In practice, the integrals for the finite element method are approximated using nu-
merical integration methods, such as a Gauss integration rule. To facilitate this, each
element and its shape functions are mapped to the space [−1,1]n where n is the dimen-
sion of Ω.

To summarise, the method is as follows:

• Put the residual equations into their weak form.

• Define a mesh, shape functions and a timestepping method. Use these to dis-
cretize the equations.

• Pin the variables where they are imposed by Dirichlet conditions.

• Calculate the residual values for some initial guess of the unknowns.

• Calculate the Jacobian and use it to solve for the set of unknown values for the
next iteration.

• Iterate the Newton method until the residuals are suitably small.

• This is the solution of the problem for this timestep. Use this solution as the
initial guess for the Newton method for the next timestep.

All of the equations derived in Chapter 2 are of the form of the diffusion-reaction
equations given by equation (3.5). Thus, they can be solved by FEM following the
procedure detailed above.
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3.3 Strong and weak form of reaction-diffusion equa-
tions on different domains

Choice of the domain Ω and its boundary ∂Ω affect the strong and weak forms shown
in equations (3.5) and (3.7). In this section, strong and weak forms are presented for
one- and two-dimensional Cartesian domains. The derivation of the weak form in
a three-dimensional cylindrical co-ordinate system is presented in Appendix C. The
hydriding model has not yet been solved on a cylindrical domain, but since obtaining
the weak form for general orthogonal co-ordinate systems is non-trivial, the derivation
is presented for use in future work.

The general strong form of the reaction-diffusion equations are repeated here with
function dependencies suppressed for clarity:

∂u j

∂t
+R j− D̃( j)∇ ·∇u j−∇ ·F j = 0∫

Ω

(
∂u j

∂t
+R j

)
φdx+

∫
Ω

(
D̃( j)∇u j +F j

)
·∇φdx =

∫
∂Ω

φ
(
D̃( j)∇u j +F j

)
·ndS.

(3.37)

Before using oomph-lib to solve the more complicated equations of the hydriding
model, a test equation was used to check the code implementation. In changing the
header files for the reaction-diffusion equations in oomph-lib, two new types of term
were added. The first allows for the reaction terms R, to be dependent on the gradients
of the independent variables, as well as the variables themselves. The second type
of term is labelled F , which prevents second spatial derivatives from appearing in the
weak form of the equations. Appendix D describes the procedure to check this new
code implementation works as expected.

3.3.1 One-dimensional domain

In the case where Ω is a one-dimensional domain and ∂Ω comprises the boundary
points x = x1 and x = x2, as shown in Figure 3.3, the strong and weak form equations
become

∂u j

∂t
+R j− D̃( j)

∂2u j

∂x2 −
∂Fj

∂x
= 0 (3.38)
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and∫ x2

x1

(
∂u j

∂t
+R j

)
φ(x)dx+

∫ x2

x1

(
D̃( j)

∂u j

∂x
+Fj

)
dx =

[
φ(x)

(
D̃( j)

∂u j

∂x
+Fj

)]x=x2

x=x1

(3.39)
respectively, where

u j = u j(x, t), R j = R j

(
x, t,ul,

∂ul

∂x
,
∂ul

∂t

)
and Fj = Fj

(
x, t,ul,

∂ul

∂x

)
. (3.40)

x1

x2

Ω

Figure 3.3: One-dimensional domain.

3.3.2 Two-dimensional Cartesian domain

In the case where Ω is a two-dimensional Cartesian domain and ∂Ω is its rectangular
boundary, as shown in Figure 3.4, the strong and weak form equations become

∂u j

∂t
+R j− D̃( j)

(
∂2u j

∂x2 +
∂2u j

∂y2

)
−
(

∂Fj1

∂x
+

∂Fj2

∂y

)
= 0 (3.41)
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and∫ y2

y1

∫ x2

x1

{(
∂u j

∂t
+R j

)
φ(x,y)

+

(
D̃( j)

∂u j

∂x
+Fj1

)
∂φ(x,y)

∂x
+

(
D̃( j)

∂u j

∂y
+Fj2

)
∂φ(x,y)

∂y

}
dxdy

=

∫ y2

y1

φ(x,y)
(

D̃( j)
∂u j

∂x
+Fj1

)∣∣∣∣
x=x2

dy−

∫ x2

x1

φ(x,y)
(

D̃( j)
∂u j

∂y
+Fj2

)∣∣∣∣
y=y1

dx

+

∫ x1

x2

φ(x,y)
(

D̃( j)
∂u j

∂y
+Fj2

)∣∣∣∣
y=y2

dx−

∫ y1

y2

φ(x,y)
(

D̃( j)
∂u j

∂x
+Fj1

)∣∣∣∣
x=x1

dy

(3.42)

respectively, where

u j = u j(x,y, t)

R j = R j

(
x,y, t,ul,

∂ul

∂x
,
∂ul

∂y
,
∂ul

∂t

)
Fjk = Fjk

(
x,y, t,ul,

∂ul

∂x
,
∂ul

∂y

)
.

(3.43)

(x1,y1) (x2,y1)

(x2,y2)(x1,y2)

Ω

∂Ω

n

n

nn

Figure 3.4: Two-dimensional Cartesian domain.



Chapter 4

Introduction to sensitivity analysis

Sensitivity analysis measures how sensitive a system is to changes in each of its inputs.
More specifically, it investigates a mathematical model u= f ({x̄i}n

i=1) where the inputs
{x̄i}n

i=1 are random and the function f is, in general, highly non-linear. The variables u,
and f redefined in these terms of a general mathematical model for the purposes of this
chapter alone. It may be difficult to quantify the dependence of u on its inputs, as is the
case in our highly-coupled finite element model. Introducing randomness into the input
parameters makes for a stochastic output, and we can quantify change in u with respect
to changes in each x̄i. Sensitivity analysis can be used to fix parameters which do not
affect the output to some nominal value, or to indicate that more precise experimental
measurements of the coefficients should be made. In this project, sensitivity to change
has been quantified through variance-based decomposition (VBD). VBD calculates
what proportion of the output variance can be attributed to variance in each of the
inputs or groups of inputs. The result of this calculation is the set of Sobol indices.

4.1 Sobol indices

Sobol indices were initially developed by I.M. Sobol. Their derivation is described
here, mostly following two papers authored by Sobol [70, 71]. We begin by describing
the method for ANOVA (ANalysis Of VAriances) decomposition of a function.

66
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4.1.1 ANOVA decomposition

We define a mathematical model u= f (x̄) where x̄=(x̄1, . . . , x̄n) the vector of unknown
parameters is defined on the unit hypercube. We expand f by

f (x̄) = f0 +
n

∑
i=1

fi(x̄i)+
n

∑
j=1

j−1

∑
i=1

fi j(x̄i, x̄ j)+ · · ·+ f12...n(x̄1, . . . , x̄n)

= f0 +
n

∑
s=1

∑
i1<···<is

fi1...is(x̄i1 , . . . , x̄is)

(4.1)

for 1 ≤ i1 < · · · < is ≤ n. This expansion is defined by Sobol as an expansion into
‘summands of different dimensions’ [70] or its ANOVA-representation if

• f0 is constant (Condition 1), and

•
∫ 1

0 fi1...is(x̄i1, . . . , x̄is)dx̄k = 0 for k = i1, . . . , is (Condition 2).

For example, take one of the ‘second dimension’ functions, s = 2, and the specific
function f24(x̄2, x̄4) which has i1 = 2, i2 = 4. If the function adheres to Condition 2,
then ∫ 1

0
f24(x̄2, x̄4)dx̄2 = 0 and∫ 1

0
f24(x̄2, x̄4)dx̄4 = 0.

(4.2)

From these conditions, we can find f0 explicitly, by

∫ 1

0
· · ·

∫ 1

0
f (x̄)dx̄ =

∫ 1

0
· · ·

∫ 1

0

(
f0 +

n

∑
s=1

∑
i1<···<is

fi1...is(x̄i1, . . . , x̄is)

)
n

∏
k=1

dx̄k

= f0.

(4.3)

We also have that any function fi1...is(x̄i1, . . . , x̄is) taken from any of the ‘dimensions’ is
orthogonal to any other, which we can write as

∫ 1

0
· · ·

∫ 1

0
fi1...is(x̄i1, . . . , x̄is) f j1... jr(x̄ j1, . . . , x̄ jr)dx̄

=
∫ 1

0
· · ·

∫ 1

0
fi1...is(x̄i1, . . . , x̄is) f j1... jr(x̄ j1, . . . , x̄ jr)

n

∏
k=1

dx̄k

= 0

(4.4)
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if (i1, . . . , is) 6= ( j1, . . . , jr), by Condition 2. For example, if we look at the integral over
the unit hypercube of the product f1(x̄1) · f13(x̄1, x̄3),∫ 1

0
· · ·

∫ 1

0
f1(x̄1) · f13(x̄1, x̄3)dx̄ =

∫ 1

0
· · ·

∫ 1

0
f1(x̄1) · f13(x̄1, x̄3)

n

∏
k=1

dx̄k

=
∫ 1

0

∫ 1

0
f1(x̄1) · f13(x̄1, x̄3)dx̄1dx̄3

= 0

(4.5)

where the final equivalence is found by performing the integral with respect to x̄3. In
general, the final equivalence with zero may be found by integrating with respect to
any x̄k which appears as an independent variable in only one function in the integrand.

Sobol provides a proof that this expansion exists and is unique [70] which may be
followed in Appendix E, from which we obtain definitions of the constant f0 and the
functions comprising f (x̄),

f0 =
∫ 1

0
· · ·

∫ 1

0
f (x̄)dx̄

fi(x̄i) =
∫ 1

0
· · ·

∫ 1

0
f (x̄)dx̄/dx̄i− f0

(4.6)

where the notation dx̄/dx̄i = dx̄1 . . .dx̄i−1dx̄i+1 . . .dx̄n indicates integration with re-
spect to all independent variables except x̄i.

4.1.2 Sobol variances and Sobol indices

We can now use this expansion to define Sobol indices, following Sobol’s later pa-
per [71], Saltelli et al.’s book Global Sensitivity Analysis: The Primer [72] and Saltelli
et al.’s paper [73]. If we assume f (x̄) is square-integrable, then all the functions fi1...is
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are also square integrable. Squaring Equation (4.1) and integrating over the unit hy-
percube, we have∫

1

0

. . .

∫
1

0

( f (x̄))2dx̄

=

∫
1

0

. . .

∫
1

0

[
f 2
0 +

(
n

∑
s=1

∑
i1<···<is

fi1...is(x̄i1 , . . . , x̄is)

)2]
dx̄

+2 f0

∫
1

0

. . .

∫
1

0

n

∑
s=1

∑
i1<···<is

fi1...is(x̄i1, . . . , x̄is)dx̄.

(4.7)

Using Condition 2, we have that the final integral on the right-hand-side is zero. Now
consider the squared summation term. The integral of any of the ‘cross terms’ (for
which the sequence i1 < · · · < is does not match) will be equal to zero by Equation
(4.4), and we have∫

1

0

. . .

∫
1

0

(
n

∑
s=1

∑
i1<···<is

fi1...is(x̄i1, . . . , x̄is)

)2

dx̄

=

∫
1

0

. . .

∫
1

0

n

∑
s=1

∑
i1<···<is

( fi1...is(x̄i1, . . . , x̄is))
2dx̄

=
n

∑
s=1

∑
i1<···<is

∫ 1

0
· · ·

∫ 1

0
( fi1...is(x̄i1 , . . . , x̄is))

2 dx̄.

(4.8)

Thus we have simplified equation (4.7) to

∫ 1

0
· · ·

∫ 1

0
( f (x̄))2dx̄ = f 2

0 +
n

∑
s=1

∑
i1<···<is

∫ 1

0
· · ·

∫ 1

0
( fi1...is(x̄i1, . . . , x̄is))

2 dx̄. (4.9)

We now define

D =
∫ 1

0
· · ·

∫ 1

0
( f (x̄))2dx̄− f 2

0

Di1...is =
∫ 1

0
· · ·

∫ 1

0
( fi1...is(x̄i1, . . . , x̄is))

2 dx̄
(4.10)

such that

D =
n

∑
s=1

∑
i1<···<is

Di1...is. (4.11)
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In the introduction to this chapter, we stated that we would look at a mathematical
model u = f ({x̄i}n

i=1) with random inputs {x̄i}n
i=1. Thus we begin to look at the

x̄1, . . . , x̄n in our analysis thus far as continuous, independent, random, uniformly-
distributed variables X̄1, . . . , X̄n on the interval [0,1]. The probability distribution func-
tion for each variable is therefore

fPDF(x̄k) =

1 if x̄k ∈ [0,1]

0 otherwise
(4.12)

for k = 1, . . . ,n. We label FPDF(x̄) = ∏
n
k=1 fPDF(x̄k). The output of the mathematical

model U = f (X̄) is itself a continuous random variable for which we can calculate the
expectation and variance. The expectation of U is

E[U ] = E[ f (X̄)] =
∫

∞

−∞

· · ·
∫

∞

−∞

f (x̄)FPDF(x̄)dx̄ =
∫ 1

0
· · ·

∫ 1

0
f (x̄)dx̄ = f0 (4.13)

by the definition of f0 in equation (4.6). There is also a meaning in this sense of
the ‘first dimension’ functions fi(x̄i), whose definition was given in equation (4.6).
Looking at the expectation of U given the ith random variable X̄i,

EX̄∼i
[U |X̄i] = EX̄∼i

[ f (X̄)|X̄i] =
∫

∞

−∞

· · ·
∫

∞

−∞

f (x̄)
FPDF(x̄)
fPDF(x̄i)

dx̄/dx̄i

=
∫ 1

0
· · ·

∫ 1

0
f (x̄)dx̄/dx̄i

= fi(x̄i)+ f0,

(4.14)

where the subscript on the expectation operator indicates that the mean of U is taken
over all possible values of every random variable {X̄ j}n

j=1 except X̄i. We rearrange to
give

fi(x̄i) = EX̄∼i
[U |X̄i]− f0. (4.15)
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Using the expectation value E[U ] and the definition of f0, we can also find the variance
of the random variable U ,

Var[U ] = E[(U−E[U ])2] = E[(U− f0)
2] = E[( f (X̄)− f0)

2]

=
∫

∞

−∞

· · ·
∫

∞

−∞

( f (x̄)− f0)
2FPDF(x̄)dx̄

=
∫ 1

0
· · ·

∫ 1

0
( f (x̄)− f0)

2dx̄

=
∫ 1

0
· · ·

∫ 1

0
( f (x̄))2dx̄+ f 2

0 −2 f0

∫ 1

0
· · ·

∫ 1

0
f (x̄)dx̄

=
∫ 1

0
· · ·

∫ 1

0
( f (x̄))2dx̄− f 2

0

= D.

(4.16)

and so D, as defined in equation (4.10), is the variance of U .

Similarly, we can look at each of the functions fi1...is(X̄i1, . . . , X̄is) as continuous
random variables. This time we redefine FPDF(x̄i1 , . . . , x̄is) = ∏k=i1,...,is fPDF(x̄k) to
contain only the probability distribution functions of the variables X̄i1, . . . , X̄is , and we
have

E[ fi1...is(X̄i1, . . . , X̄is)] =
∫

∞

−∞

· · ·
∫

∞

−∞

fi1...is(x̄i1, . . . , x̄is)FPDF(x̄i1 , . . . , x̄is)dx̄i1 . . .dx̄is

=
∫ 1

0
· · ·

∫ 1

0
fi1...is(x̄i1 , . . . , x̄is)dx̄i1 . . .dx̄is

= 0

(4.17)

where the final equality is by Condition 2. Having a zero expectation value simplifies
the calculation of the variance of fi1...is(x̄i1, . . . , x̄is) significantly and

Var[ fi1...is(X̄i1, . . . , X̄is)] = E[( fi1...is(X̄i1, . . . , X̄is)−E[ fi1...is(X̄i1 , . . . , X̄is)])
2]

= E[( fi1...is(X̄i1, . . . , X̄is))
2]

=
∫

∞

−∞

· · ·
∫

∞

−∞

( fi1...is(x̄i1 , . . . , x̄is))
2FPDF(x̄i1, . . . , x̄is)dx̄i1 . . .dx̄is

=
∫ 1

0
· · ·

∫ 1

0
( fi1...is(x̄i1 , . . . , x̄is))

2dx̄i1 . . .dx̄is

= Di1...is

(4.18)
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by the definition of Di1...is in equation (4.10). To be in-keeping with the notation for
fi(x̄i), it should be noted that the expectation and variance values that make up Di1...is

are technically taken over all the variables X̄i1, . . . , X̄is , and should properly be written
with their subscripts as VarX̄i1 ,...,X̄is

[ fi1...is(X̄i1, . . . , X̄is)], EX̄i1 ,...,X̄is
[( fi1...is(X̄i1, . . . , X̄is)]

and EX̄i1 ,...,X̄is
[( fi1...is(X̄i1, . . . , X̄is)

2]. The subscripts were suppressed in the above equa-
tions for ease of reading.

To recap, if x̄1, . . . , x̄n are continuous, independent, random, uniformly-distributed
variables X̄1, . . . , X̄n, then the output of our mathematical model, U = f (X̄) is itself a
random variable and we have the properties [72]

f0 =
∫ 1

0
· · ·

∫ 1

0
f (x̄)dx̄ = E[U ] = E[ f (X̄)]

fi(x̄i) =
∫ 1

0
· · ·

∫ 1

0
f (x̄)dx̄/dx̄i− f0 = EX̄∼i

[U |X̄i]−E[U ]

= EX̄∼i
[ f (X̄)|X̄i]−E[ f (X̄)]

D = Var[U ] = Var[ f (X̄)]

Di1...is = VarX̄i1 ,...,X̄is
[ fi1...is(X̄i1, . . . , X̄is)].

(4.19)

Using these variance measures, we define sensitivity indices [73]

Si1...is =
Di1...is

D
(4.20)

which have properties [70]

• ∑
n
s=1 ∑i1<···<is Si1...is = 1 and

• u= f (x̄) is independent of the input x̄i if and only if Si1...is = 0 for all cases where
i ∈ {i1, . . . , is} .

For example, a first-order index Si is

Si =
Di

D
=

VarX̄i
[ fi(X̄i)]

Var[U ]
=

VarX̄i
[EX̄∼i

[U |X̄i]− f0]

Var[U ]
, (4.21)

by the definitions listed in equation (4.19). By properties of the variance, and since f0

is a constant,

Si =
VarX̄i

[EX̄∼i
[U |X̄i]]

Var[U ]
, (4.22)
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which is the expected reduction in variance that would be obtained if X̄i were fixed
as a proportion of the total variance of U [73]. In effect, this is the proportion of the
variance of the model output U that comes from the randomness of X̄i. The first-order
indices describe how influential each input is on the output individually. It can be
shown that the first-order Sobol indices lie in the range [0,1] using the identity [74]

VarX̄i
[EX̄∼i

[U |X̄i]]+VarX̄∼i
[EX̄i

[U |X̄i]] = Var[U ], (4.23)

so VarX̄i
[EX̄∼i

[U |X̄i]] is in the interval [0,Var[Y ]]. Similar identities can be used to show
the same for higher order Sobol indices.

In some cases, the output behaviour cannot be fully described by the influence of
individual input parameters, and higher order indices become important. These higher
order indices capture the more complex dependence of the output on groups of inputs.

A third group of indices is formed from combinations of first-order and interaction
indices - total effect indices. Total effect indices STi are obtained by adding together
every Sobol index which contains the suffix i, from every order

ST
i =

n

∑
s=1

∑
i∈{i1<···<is}

Si1...is (4.24)

and describe the total effect an input has on the output, including its interaction effects.

Finally in this section, we state that the use of random variables X̄1, . . . X̄n uniformly
distributed on the range [0,1] was without loss of generality since any space of input
variables can be transformed onto the uniformly distributed unit hypercube [75].

4.2 Practical calculation of Sobol indices

Two methods to calculate Sobol indices have been used in this project; traditional
Monte-Carlo method and polynomial chaos expansion (PCE). An explanation of each
method will be discussed here. The Dakota software package was used to perform the
analyses.

4.2.1 Monte Carlo Sobol indices

The Monte Carlo approximation of Sobol indices is the more computationally expen-
sive of the two methods. It bypasses the ANOVA representation and approximates the
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variances (4.19) directly. To estimate a first-order index, Si, for example, we would
need to estimate VarX̄i

[EX̄∼i
[U |X̄i]]. Intuitively, we could first estimate the expectation

EX̄∼i
[U |X̄i] by taking the mean of N instances of the model U evaluated for a vector

of n parameters X̄ which are all randomly chosen, except for X̄i which is fixed. Then
we would estimate VarX̄i

[EX̄∼i
[U |X̄i]] by repeating this process for M values of X̄i and

calculating the variance. This requires N×M model evaluations to calculate a single
variance which can be very computationally expensive if a high accuracy is desired
and the model itself is expensive to run.

A technique described by Saltelli et al. [72] to find VarX̄i
[EX̄∼i

[U |X̄i]] reduces this
computational cost. For a system with n input parameters, we form two matrices, A

and B from N randomly-generated parameter vectors,

A =


x̄(1)1 x̄(1)2 . . . x̄(1)n

x̄(2)1 x̄(2)2 . . . x̄(2)n

. . . . . . . . . . . .

x̄(N)
1 x̄(N)

2 . . . x̄(N)
n

 and B =


x̄(1)n+1 x̄(1)n+2 . . . x̄(1)2n

x̄(2)n+1 x̄(2)n+2 . . . x̄(2)2n

. . . . . . . . . . . .

x̄(N)
n+1 x̄(N)

n+2 . . . x̄(N)
2n

 . (4.25)

In effect, two sets of samples have been taken and split across the two matrices. We also
define a set of matrices Ci, where every entry is pointwise equal to the corresponding
entry in B apart from the ith column, which is replaced by the ith column of A,

Ci =


x̄(1)n+1 x̄(1)n+2 . . . x̄(1)i . . . x̄(1)2n

x̄(2)n+1 x̄(2)n+2 . . . x̄(2)i . . . x̄(2)2n

. . . . . . . . . . . . . . . . . .

x̄(N)
n+1 x̄(N)

n+2 . . . x̄(N)
i . . . x̄(N)

2n

 . (4.26)

By using each row of A, B and each Ci as its own set of input parameters to the model,
we obtain vectors of length N of model solutions

uA = f (A), uB = f (B), uCi = f (Ci). (4.27)

We have i ∈ {1,2, . . . ,n}, so this is 2+n vectors in total. To calculate each vector re-
quires N model evaluations, so this is (2+n)N evaluations in total. Compare this with
the N×M model evaluations required by the intuitive method to find VarX̄i

[EX̄∼i
[U |X̄i]]

described in the introduction to this section. To obtain a good approximation of each
mean, EX̄∼i

[U |X̄i], a large value of N must be used. Then for a good approximation of
the variance VarX̄i

[EX̄∼i
[U |X̄i]], a large value of M must be used. In general, M will be
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much larger than the number of parameters n in the model, meaning that this method
is cheaper.

Now we show how these vectors can be used to calculate the Sobol indices. For a
randomly-distributed variable Y , that has been sampled N times with samples labelled
{y j}N

j=1, where the mean of these samples is µ = 1
N ∑

N
j=1 yi, the variance is

Var[Y ]≈
∑

N
j=1(yi−µ)2

N

=
∑

N
j=1 y2

i

N
−2

∑
N
j=1 µyi

N
+

∑
N
j=1 µ2

N

=
∑

N
j=1 y2

i

N
−2µ2 +µ2

=
∑

N
j=1 y2

i

N
−µ2

(4.28)

The dot product uA ·uA =∑
N
j=1 u2

A j
is the sum of N squared samples of the randomly-

distributed model solution U . Using the approximation in equation (4.28), we write
that

Var[U ]≈ 1
N

uA ·uA− f 2
0 (4.29)

where f0 =
1
N ∑

N
j=1 uA j , an approximation of the expected value of U . By arguments

that can be found in [72], we also approximate

VarX̄i
[EX̄∼i

[U |X̄i]]≈
1
N

uA ·uCi− f 2
0 . (4.30)

We can be satisfied that this is reasonable by examining uA and uCi [72]. The jth

entry of uA and the jth entry of uCi represent two model evaluations which differ in
the values of every input parameter except for x̄i. If the model is weakly influenced by
the parameter x̄i, then the jth entries of uA and uCi will be uncorrelated. If the model
is strongly influenced by the parameter x̄i, then the jth entries of uA and uCi will be
strongly correlated. This means that a large value in the jth entry of uA corresponds to
a large value in the jth entry of uCi , and thus a larger value of the scalar product uA ·uCi

is calculated.

Now we have the first-order Sobol indices,

Si =
VarX̄i

[ fi(X̄i)]

Var[U ]
=

VarX̄i
[EX̄∼i

[U |X̄i]]

Var[U ]
≈

1
N uA ·uCi− f 2

0
1
N uA ·uA− f 2

0
. (4.31)
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There are n first-order Sobol indices corresponding to each of the n model input pa-
rameters. A similar method can be used to generate second-order indices, and so on.
In the case of second-order indices Smn, we have matrices Cmn which are equal to B but
have both columns m and n exchanged for the corresponding columns in A.

To obtain the total index ST
i , we need to find the sum of all Sobol indices of every

order which have a suffix i. Alternatively, we can take the sum of all Sobol indices
(this is equal to 1, as stated in the properties of Sobol indices) and minus the sum of all
Sobol indices of every order which do not contain the suffix i [73],

ST
i = 1−

VarX̄∼i
[EX̄i

[U |X̄∼i]]

Var[U ]
= 1−

1
N uB ·uCi− f 2

0
1
N uA ·uA− f 2

0
. (4.32)

The vectors uB and uCi differ only in their values of the x̄i input parameter – all other
parameters are the same. By the same reasoning as before, their dot product uB ·uCi

will therefore be large if x̄i is not strongly influential.

This is the method used by Dakota to calculate Sobol indices through Monte Carlo
estimates.

4.2.2 Polynomial chaos expansion

The aim of polynomial chaos expansion (PCE) is to attempt to calculate the proba-
bility density function (PDF) of the solution U to a mathematical model U = f (X̄) =

f (x̄1, . . . , x̄n) with stochastic model inputs {x̄ j}n
j=1. The PDF of U will depend on the

PDFs of the random inputs. PCE is often described as a stochastic analogy of the finite
element method (FEM). This is because it makes use of a function basis in much the
same way as test functions from FEM.

The explanation of PCE given here follows that by Sudret [76] and the original
work by Ghanem and Spanos [77]. As first shown by Weiner in 1938 [78], any second-
order random variable Z has a polynomial chaos decomposition

Z =
∞

∑
j=0

Z jΨ j({ξi}∞
i=1) (4.33)

where {Z j}∞
j=0 are coefficients to be found, {Ψ j}∞

j=0 are the set of multivariate Hermite
polynomials and {ξi}∞

i=1 are independent mean-zero Gaussian random variables with
variance 1. This expression is the basis of polynomial chaos expansions.
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We consider again the mathematical model

U = f (X̄) = f (x̄1, . . . , x̄n) (4.34)

with random input variables and seek to find its polynomial chaos decomposition

U =
∞

∑
j=0

U jφ j(x̄1, . . . , x̄n). (4.35)

Similarly to Equation (4.33), {U j}∞
j=0 are constant coefficients and the set {φ j}∞

j=0 are
multivariate polynomials. These multivariate polynomials are formed by taking prod-
ucts of univariate polynomials {ψ j(x̄i)}∞

j=0 with different arguments. The functions
{ψ j(x̄i)}∞

j=0 must form an orthogonal basis of all univariate polynomials. The basis
chosen depends on the joint PDF of the input variables and is chosen by the Weiner-
Askey scheme [79]. For example, if the random variables are normally distributed,
the chosen polynomial basis {ψ j(x̄i)}∞

j=0 is the Hermite polynomials and for uniform
variables, we choose the Legendre polynomials. If the joint PDF of the set {x̄i}n

i=1

is non-standard, it can be (approximately or exactly) transformed onto the joint stan-
dard normal PDF using the inverse CDF method [76] or the Nataf transform [80]. If
the variables {x̄i}n

i=1 are independent, different types of polynomials may be used for
each [81].

Once we have a chosen basis of univariate polynomials {ψ j(x̄i)}∞
j=0, we must be

able to describe how to build the multivariate polynomials {φ j}∞
j=0. Instead of being

described by the index j, these multivariate polynomials can be described by the index
ζ: φζ ≡ φ j. To be clear, these are the same functions with a different labelling scheme.
This index ζ = {ζi}M

i=1 represents a sequence of M non-negative integers which encode
the building of each φζ. The integer ζi selects a polynomial from the basis to operate
on x̄i. For example, if ζ = (1,0,5), then the multivariate polynomial φζ(x̄1, x̄2, x̄3) =

ψ1(x̄1)×ψ0(x̄2)×ψ5(x̄3). For the bases chosen by the Weiner-Askey scheme, ψi(X̄)

is a polynomial with degree i. Specifically ψ0(X̄) = ψ0 is a constant. The sequences,
ζ will be used again when deriving the Sobol indices from the PCE.

To make it possible to calculate the coefficients, the sum in Equation (4.35) is
truncated such that we only consider multivariate polynomials with degree p or less.
This gives the truncated PCE of U

U =
P−1

∑
j=0

U jφ j(x̄1, . . . , x̄n) (4.36)
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where P = (n+p)!
n!p! the number of functions needed to make an n-dimensional basis

of multivariate polynomials selected by the Weiner-Askey scheme [77]. When we
describe ‘multivariate polynomials with degree p or less’, we mean that there are no
terms which involve the product of more than p independent variables. This means the
example given previously φζ(x̄1, x̄2, x̄3) with ζ = (1,0,5) is of degree 6. To obtain a
degree of p or less, we must have

M

∑
i=1

ζi ≤ p (4.37)

for any φ j = φζ in the truncated expression.

To calculate the expansion coefficients {U j}P−1
j=0 in Equation (4.36), Dakota’s pro-

jection method capabilities have been used [81]. The method for calculating the coef-
ficients in this way is described here.

We multiply Equation (4.35) by φi(x̄1, . . . , x̄n) and take the expectation of both sides
(repressing the dependence on (x̄1, . . . , x̄n) for brevity)

E[Uφi] = E

[(
∞

∑
j=0

U jφ j

)
φi

]
= E

[
Uiφ

2
i
]
. (4.38)

Orthogonality of the function basis has been employed - Weiner-Askey selected poly-
nomials of different order or of different arguments are all orthogonal to one an-
other [77]. The coefficient Ui can be written outside of the expectation since it is
not random. We have

U j =
E[Uφ j]

E[φ2
j ]

=

∫
U(X̄)φ j(X̄)χn(X̄)dx̄∫

φ2
j(X̄)χn(X̄)dx̄

(4.39)

where χn(X̄) is the joint PDF of the input parameters.

The denominator may be calculated analytically [76], and the integration to cal-
culate the numerator is performed numerically, in this case by Gaussian quadrature.
Through this we obtain the P coefficients U j. We use Dakota’s tensor product Gaussian
quadrature capabilities [81] to integrate the numerator of Equation (4.39) in multiple
dimensions. The type of quadrature is matched to the polynomials used in the expan-
sion, for example, Gauss-Legendre quadrature for Legendre polynomials. If we have
mi quadrature points in each dimension, where i denotes the dimension, then we can
integrate any polynomial of order 2mi− 1 exactly. This requires ∏

n
i=1 mi evaluations
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of the function U overall. If the quadrature order is equal for each dimension (for each
input parameter) mi = m, then we require mn function evaluations.

In the integrand, we have φ j(X̄) of order p and U truncated to order p in each
dimension: we need at least a quadrature order of p+1 for accurate coefficients [82].
By calculating U j for every term in the truncated expression, Equation (4.36), we now
have the approximate polynomial chaos decomposition of U .

Finally, we need to find the Sobol indices. To relate the truncated PCE shown in
Equation (4.36) to the ANOVA expansion in Equation (4.1), we define Jk1,...,ks . This
is the set of all sequences {ζi}M

i=1 for which only the terms with i ∈ {k1, . . . ,ks} are
non-zero:

Jk1,...,ks =

ζ :
ζi > 0 if i ∈ {k1, . . . ,ks},

ζi = 0 if i /∈ {k1, . . . ,ks}

 . (4.40)

The choices of zeta which make up the set Jk1,...,ks correspond to those multivariate
polynomials φζ which have arguments X̄k1, . . . X̄ks .

We now re-order the terms in Equation (4.36) according to their arguments:

U =
P−1

∑
j=0

U jφ j(x̄1, . . . , x̄n)

= U0 +
n

∑
i=1

∑
ζ∈Ji

Uζφζ(x̄i)+
n

∑
i2=1

i2

∑
i1=1

∑
ζ∈Ji1,i2

Uζφζ(X̄i1 , X̄i2)

+ · · ·+ ∑
1≤i1<···<is≤n

∑
ζ∈Ji1,...,is

Uζφζ(X̄i1, . . . X̄is)

+ · · ·+ ∑
ζ∈J1,2,...,n

Uζφζ(x̄1, . . . , x̄n)

(4.41)

Again we emphasise that the functions φζ are the same as the functions φ j from Equa-
tion (4.36) with a different labelling. Therefore the coefficients Uζ are the same as
U j also. Each term ∑ζ∈Ji1,...,is

Uζφζ(X̄i1, . . . X̄is) in Equation (4.41) depends on only the
variables X̄i1, . . . X̄is . Since this is the same construction as the terms in the ANOVA
representation, and the ANOVA expansion is unique (see Appendix E), we have that
Equation (4.41) is the ANOVA representation, where

fi1...is(X̄i1, . . . X̄is) = ∑
ζ∈Ji1,...,is

Uζφζ(X̄i1, . . . X̄is). (4.42)
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From this point, we can go back and calculate the Sobol indices as per Section 4.1.2.
Since we have the ANOVA decomposition, the Sobol indices can be calculated analyt-
ically at a low additional computational cost as shown by Sudret in 2008 [76].

4.2.3 Comparison of Monte Carlo and polynomial chaos expan-
sion methods

The most obvious difference between Monte Carlo and PCE methods for calculating
Sobol indices is computing time. In a finite element code where it is relatively costly to
find a model solution, the sensitivity analysis cost is dominated by the number of func-
tion evaluations. The Monte Carlo method described in Section 4.2.1 requires (2+n)N

model evaluations where n is the number of input parameters and N is the number of
samples taken to approximate the mean E[U |X̄i]. The PCE method described in Sec-
tion 4.2.2 requires mn function calls where m is the quadrature order used to calculate
E[Uφ j] and again n is the number of input parameters. Cost will clearly depend on the
values of N and m chosen, but as a rule of thumb, PCE will have the upper hand for
fewer than around 10 input parameters.

PCE has been shown to be accurate in a range of different applications [76].



Chapter 5

One-dimensional modelling results

In this chapter, uranium hydriding is modelled on a one-dimensional domain. The
schematic in Figure 2.1 showed the hydriding process on a cross-section taken perpen-
dicular to the metal surface. Figure 5.1 depicts the one-dimensional modelling domain
with respect to that slice. The domain represents a line perpendicular to the metal
surface, from the metal-atmosphere interface into the bulk of the metal.

Inner (x = x1)

Outer (x = x2)

Figure 5.1: Representation of the one-dimensional solution domain in red. Purple
indicates uranium metal and blue indicates the atmosphere.

Since the domain is one-dimensional, it will obviously not be possible to see the
formation of hydride shapes. However, one-dimensional modelling is computationally
cheap, and can be used to signpost important modelling parameters and effects which
may carry through to higher-dimensional models. Also in one dimension, the inert
surface passivation layer (SPL) will only affect the system by adding a time-delay to
hydrogen reaching the uranium metal surface, thus increasing the time for hydride to
begin to form. It will not be possible to see the effect of lateral stresses in the SPL
caused by non-homogeneous expansion. For this reason, and to reduce complexity, the

81
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1D system has been modelled without the presence of an SPL.

Figure 5.2 shows an example of how the results are graphically represented in this
chapter. The figure shows a bar — the one-dimensional domain has been extruded
horizontally to make the results easier to visualise. Each bar is a snapshot in time, and
its colouring represents the value of a particular independent variable at each point in
the domain, at that time. At the top of the figure is the domain boundary incident on
the atmosphere and at the bottom is the boundary in the uranium metal bulk. Material
lines which serve to show the system undergoing expansion or compression are shown
by the horizontal lines spaced throughout the domain.

Inner boundary (x = x1)

Outer boundary (x = x2)

Figure 5.2: Bar representation of the one-dimensional solution domain.

Sometimes it will be advantageous to view all timesteps on one graph. In this case
a space-time plot is created. The top and bottom of the image still represent the outer
and inner boundaries respectively, and time is shown on the horizontal axis.

The governing differential equations used throughout this chapter are the one-
dimensional equivalent of those derived in Chapter 2. In some cases, simplified ver-
sions of those equations are used. References or calculations for all physical parame-
ters are given in Appendix F.

This chapter presents one-dimensional models of uranium hydriding, their simu-
lated solutions, and in some cases, sensitivity analyses of the dependence of the so-
lutions on input parameters. The sensitivity analyses are used to highlight important
aspects of each model and inform successive models.
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5.1 Instantaneous reaction kinetics models

The first three models presented in this chapter describe systems where the hydriding
reaction is instantaneous. If the concentration of hydrogen is higher than the solubility
limit, hydride is present with no time delay. The amount of hydride is calculated by
the lever rule presented by Jernkvist and Massih [61], given in equation (2.46). Having
an instantaneous reaction is equivalent to having an infinite rate k in the reaction rate
equation (2.46), giving the equation for the hydride volume fraction, f as

f = fe =


0 if CTOT ≤CT SS
CTOT −CT SS

CUB−CT SS
if CT SS <CTOT <CUB

1 if CTOT ≥CUB

(5.1)

where the definition of fe was given in equation (2.45). Since the reaction is assumed
to be instantaneous, terms involving ∂ f

∂t in mass and energy conservation (equations
(2.48) and (2.28)) are not included. The differential equations governing the other
dependent variables are different for each of the models presented in this section, and
are thus defined ad hoc.

5.1.1 Model 1: Reaction-diffusion only model

The first set of equations solved on this one-dimensional domain form a simple reaction-
diffusion system, where we solve for C, the hydrogen concentration and f , the volume
fraction of hydride. The effects of temperature, stress and deformation are ignored.
For a reaction-diffusion only model in one dimension, equation (2.21) for the hydro-
gen flux becomes

J =−DU
∂C
∂x

. (5.2)

Using this flux, equation (2.15) for hydrogen diffusion in one dimension therefore
becomes the one-dimensional heat equation

∂C
∂t

=−∂J
∂x

= DU
∂2C
∂x2 (5.3)

with DU is a constant, the diffusivity of hydrogen in uranium metal. The boundary
conditions applied on C are chosen such that there is no flux of hydrogen across the



84 CHAPTER 5. ONE-DIMENSIONAL MODELLING RESULTS

inner boundary,
J|inner = 0. (5.4)

This boundary could represent two possible physical scenarios — the bottom of a
uranium coupon is sitting on some solid apparatus (such that no hydrogen diffuses
out across this boundary), or the centre of a symmetric uranium coupon (such that the
concentration of hydrogen on each side of the boundary is equal, so flux is zero). The
in-flux of hydrogen across the outer boundary is set to be proportional to the difference
between the atmospheric concentration and the concentration in the metal, in the style
of a Newton cooling condition:

J|outer =−λC (Catm−C) , (5.5)

with λC = 0.1
a where a = 0.01m is the domain length. The atmospheric concentration

Catm was chosen to be some value larger than the solubility limit to ensure hydride will
be formed. The value is set at Catm = 1000CT SS = 1.047×104mol m−3. Initially, there
is no hydride in the system, and there is a small concentration of hydrogen everywhere
in the metal

f (t = 0) = 0

C(t = 0) =Cinit =Catm×10−4 = 1.047mol m−3.
(5.6)

This initial condition on C is set to remain in-keeping with the initial conditions for
subsequent multi-physics models. The reason for choosing this value will be explained
when those models are considered.

It takes a long time to see the effect of diffusion of hydrogen through the 0.01m
domain since the diffusivity is so small (DU = 2.738×10−13m2s−1 at 80◦C [42]), so
the timestep size is set at 1× 106 seconds. Results from the FEM simulation of this
model are shown in Figure 5.3. Each pair of bars represents the system at one timestep.
The position, x, on the vertical axis has been nondimensionalised with respect to the
domain length (0.01m). The colour of the left bar shows f and the right bar shows
concentration that has been nondimensionalised with respect to Catm. The nondimen-
sional solubility limit cT SS = CT SS

Catm
= 1× 10−3. By 2.1× 107 seconds, the hydrogen

concentration has surpassed this limit and a small amount of hydride is present. Later,
at 8.1× 107 seconds, f = 1 in a region local to the outer boundary, so this region
is purely UH3. In the final snapshot, taken at 1.41× 108 seconds, some hydride has
precipitated everywhere in the domain.
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Figure 5.3: Hydride volume fraction and nondimensionalised hydrogen concentration
for a one-dimensional reaction-diffusion only model with instantaneous reaction kinet-
ics (Model 1) from 1×106 seconds to 1.41×108 seconds.
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5.1.2 Model 2: Multi-physics model

The second model discussed in this chapter includes equations for the conservation of
energy and momentum and a constitutive law to form a multi-physics model for instan-
taneous reaction kinetics. These are the one-dimensional versions of equations (2.28),
(2.31) and (2.44), respectively. This set of equations written here in full, alongside
the governing equations for hydrogen concentration (5.3) and hydride volume fraction
(5.1) as

∂C
∂t

=−∂J
∂x

ρcp
∂T
∂t

= κ
∂2T
∂x2 − J

∂µ
∂x

∂σ

∂x
= 0

σ = E
(

∂u
∂x
− ε

T h− ε
H
)

f = fe.

(5.7)

In one dimension, the fourth order elasticity tensor Ci jkl reduces to the Young’s mod-
ulus E. The equilibrium hydride volume fraction fe is again defined by equation
(2.45). The mass and energy conservation equations use the full temperature- and
stress-dependent hydrogen flux J and chemical potential µ, given by

J =−DUC
RT

(
RT
C

∂C
∂x

+
Q
T

∂T
∂x
− V̄H

3
∂σ

∂x

)
and

µ = µ0 +RT ln(C)− V̄H

3
σ .

(5.8)

in one dimension. We note that the one-dimensional conservation of momentum equa-
tion means that the stress gradient is zero, so the stress gradient terms in J and ∂µ

∂x are
also zero.

The boundary conditions on concentration flux are unchanged from the last section
and are given in equations (5.4) and (5.5). There is zero temperature flux across the
inner boundary and a Newton cooling condition is used for the temperature on the
outer boundary

∂T
∂x

∣∣∣∣
inner

= 0

∂T
∂x

∣∣∣∣
outer

= λT
(
T atm−T

) (5.9)
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where the proportionality constant is set to λT = 1
a where a = 0.01m is the domain

length. One more boundary condition on the displacement u is required to complete
the system. We impose that the inner boundary is stationary

u
∣∣
inner = 0. (5.10)

Since only one condition has been applied on the u, and the set of governing differential
equations contain second spatial derivatives of u, the natural (zero traction) boundary
condition applies on the other boundaries.

Initial conditions on hydrogen concentration and hydride volume fraction tempera-
ture are unchanged from Model 1 and are given in equation (5.6). From the differential
equations (5.7) and definitions of J and µ in equations (5.8), we see why a small initial
concentration C is required. The concentration C appears in the denominator of some
terms, so if we set the initial concentration to zero, we would have division by zero.
The metal is initially is unstressed, undeformed and at the atmospheric temperature
(80◦C = 353.15K). These initial conditions can be written in full as

C(t = 0) =Cinit =Catm×10−4 = 1.047mol m−3

T (t = 0) = 353.15K

u(t = 0) = 0

σ(t = 0) = 0

f (t = 0) = 0

(5.11)

The timestep size (1×106 s) and length of domain (0.01m) remain the same.

Results for the hydrogen concentration and hydride volume fraction from the multi-
physics model are shown in Figure 5.4. Again, we see some hydride has been produced
by 2.1× 107 seconds, and by 1.41× 108 seconds, the material is pure hydride up to
a depth of 0.34cm from the boundary. Expansion can now be seen, and the outer
boundary has been displaced upward by 0.41cm. Since there are natural zero traction
conditions on the boundaries, and the material is allowed to expand freely, there is no
mechanism by which non-zero stresses can occur. This is reflected in the results —
stress is zero everywhere at all timesteps.

The equation for rate of change of temperature is the second of equations (5.7).
The final term on the right hand side is prefixed by DU = 2.738× 10−13m2s−1, mak-
ing it negligible compared to the other terms. This leaves us with the heat equation
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and a Newton cooling boundary condition controlling the temperature. Since the ini-
tial temperature of the system is the same as the atmospheric temperature, we expect
to observe no noticeable change throughout the simulation. Indeed the temperature
differs negligibly from the initial condition throughout the simulation. Looking at the
constitutive law, with T = T0 and σ = 0, we see therefore that the only expansion ex-
perienced by the system is equal to that caused by the presence of diffusing hydrogen
and reaction to form hydride.

5.1.2.1 Sensitivity analysis of Model 2

Sensitivity analysis was performed on the model discussed in section 5.1.2. In discus-
sions with industrial collaborators, it was decided that the most important parameters
to include in an initial sensitivity analysis were the diffusivity DU , the atmospheric
concentration of hydrogen Catm and the proportionality constant λC which is used to
calculate the concentration flux on the outer boundary.

In practice, the value of the atmospheric hydrogen concentration differs depending
on the laboratory experiment or storage conditions of uranium. Thus for modelling
purposes, it was not matched to a particular experiment but was set to Catm = 1000×
CT SS. This led to choosing the sensitivity analysis parameter to be the ratio Catm/CT SS.
Following the arguments in chapter 4, we have our three model inputs x̄1 = DU , x̄2 =

Catm/CT SS and x̄3 = λC. We also must choose the output to our model, which we label
as ū = f (x̄1, x̄2, x̄3). Because stress and temperature did not change appreciably from
their initial conditions, C, f and u were chosen to be the output parameters.

Since the chosen output parameters are time- and position-dependent variables, it
remains to choose a single scalar value to represent each. To do this, we chose to
monitor their value at an ‘interesting’ time and position during hydriding. This was
chosen to be a point in the element adjacent to the outer boundary at the 200th timestep
(after 2×108 seconds).

Dakota software [81] was used to calculate first-order Sobol indices. The user must
specify the distribution of the input parameters, the number of samples, and the correla-
tion matrix between the input parameters. The inputs were chosen to be uniformly dis-
tributed around a mean value which has been found from experiment, or was nominally
chosen. The mean value of the diffusivity distribution is given by 2.73×10−13m2s−1

at 80◦C [42]. The mean of the ratio Catm/CT SS was chosen to be 100 and of λC was
chosen to be 1

a , where a = 0.01m is the domain length. The bounds of the uniform
distributions were chosen to be ±10% of this mean value in each case.
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Figure 5.4: Hydride volume fraction and nondimensionalised hydrogen concentra-
tion for a one-dimensional multi-physics model with instantaneous reaction kinetics
(Model 2) from 1×106 seconds to 1.41×108 seconds.
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The first-order Sobol indices with respect to these parameters were calculated by
Monte Carlo and polynomial chaos expansion (PCE) methods and are shown in Tables
5.1 and 5.2 respectively. The Monte Carlo method used 10000 samples, and PCE was
performed with order six quadrature.

Sobol indices are by definition in the range [0,1], and an influential parameter is
determined to have a Sobol index of the order 10−1. Sobol indices of around 10−2

or smaller indicate less important parameters. We see that all three input parameters
strongly influence the model outputs. It is noted that f and C exhibit very similar
dependence on the input parameters in all cases. In this model, reaction rate is not
dependent on stress or temperature. It depends solely on C, so it is no surprise that f

and C should be highly correlated.

Section G.3 in Appendix G provides more detail and a graphical depiction of ex-
amples of ‘influential’ and ‘non-influential’ input parameters.

Table 5.1: First-order Sobol indices for Model 2 calculated by the Monte Carlo method
with 10000 samples.

Concentration (C) Expansion (u) UH3 vol. frac. (f)
DU 1.553×10−1 3.266×10−1 1.553×10−1

Catm

CT SS
4.545×10−1 3.570×10−1 4.545×10−1

λC 3.912×10−1 3.131×10−1 3.912×10−1

Table 5.2: First-order Sobol indices for Model 2 calculated by the PCE method with
quadrature order six.

Concentration (C) Expansion (u) UH3 vol. frac. (f)
DU 1.588×10−1 3.321×10−1 1.588×10−1

Catm

CT SS
4.469×10−1 3.511×10−1 4.469×10−1

λC 3.920×10−1 3.137×10−1 3.920×10−1

5.1.2.2 Validity of sensitivity analysis of Model 2

Initially, the number of samples for the Monte Carlo method was originally chosen
to be 100 - a relatively small number for this type of approximation. When the num-
ber of samples was increased to 200, and then to 500, the Sobol indices were altered
considerably, indicating that the sample size was insufficient. The indices were also
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calculated by PCE for quadrature orders 3, 4 and 5. The supplementary tables of Sobol
indices for all these cases are located in Appendix G.

We investigate how the value of the Sobol index depends on the number of Monte
Carlo samples or PCE quadrature order. Figure 5.5 shows the indices with C as the out-
put parameter and each of the three input parameters, for differing numbers of Monte
Carlo samples and PCE quadrature order. We see that with increasing quadrature or-
der, there is almost no change in the Sobol indices. Changing the number of Monte
Carlo samples has a much more noticeable effect. Graphs for f and u are not included,
since they show similar qualitative information.

A PCE of quadrature order m = 3 with n = 3 input parameters requires mn = 27
calls to the model. For a Monte Carlo method with n = 3 input parameters and N =

100 to N = 10000 samples, the model is called (2+ n)N = 500 to 50000 times. If
it is accurate, the PCE method is clearly preferable in terms of computational cost.
Whilst there are not enough data points to say definitively whether the Monte Carlo
indices will converge close to the PCE indices, at least two of the plots (Figures 5.5(a)
and 5.5(c)) show possible evidence of convergence. We also look for convergence
with increasing quadrature order for the PCE method, but Figures 5.5(a) and 5.5(c)
indicate that the Sobol indices have already converged on an accurate solution. With
this evidence, we can say with confidence that the Sobol indices calculated by the PCE
method with order three quadrature are accurate.

5.1.3 Discussion of Models 1 and 2

The results described thus far in this chapter are characterised by a slow diffusion
process and hydriding over a long period of time. The final timestep shown for Mod-
els 1 and 2 is at 1.41× 108 seconds after the start of the simulation. This is not the
timescale usually observed for hydride production in experiments — Harker [7] re-
ports that the first hydride sites nucleate almost immediately when there is no surface
passivation layer (SPL). Brill et al. [83] also observe hydride nucleation on polished
uranium metal almost immediately, with the surface almost covered with hydride after
80 seconds.

Also, we observe a shallow gradient of hydride formed through the domain —
the profile of hydride volume fraction for Model 2 is shown in Figure 5.6 at three
different timesteps. Note that the profiles end at differing values of x because the
domain is undergoing expansion over time. After 2.1× 107 seconds, there is some
hydride present ( f > 0) in more than half of the domain length. By the time there is
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(a) C - D indices (b) C - Catm/CT SS indices

(c) C - λC indices

Figure 5.5: Graphs to show dependence of hydrogen concentration Sobol indices for
Model 2 on PCE quadrature order and number of Monte Carlo Samples.
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Figure 5.6: Hydride volume fraction profiles at three timesteps for Model 2.

a region of pure hydride close to the outer boundary (at 8.1× 107 seconds), there is
some hydride present everywhere in the domain. This gradual hydride volume fraction
gradient is not consistent with the idea of modelling hydride blisters — whilst in a
continuum model we don’t define a definitive boundary between metal and hydride,
we would expect to see a steeper transition between the two.

These effects could be explained by the reaction not proceeding fast enough, leav-
ing the hydrogen with time to permeate deep into the metal. However, in these models,
the reaction proceeds instantaneously, so there is no mechanism to reduce the reaction
timescale.

If we look at the reaction equation in the range where hydriding proceeds (CT SS <

C <CUB), then

f = fe =
CTOT −CT SS

CUB−CT SS
. (5.12)

The volume fraction of hydride depends on the solubility limit, CT SS. Since CUB >>

CT SS, the most significant effect on fe relates to the difference CTOT −CT SS. The max-
imum value CTOT can reach depends on the atmospheric concentration Catm. This is
all to say that the amount of hydride formed depends on the atmospheric concentration
and the solubility limit. This is reflected in the sensitivity analysis — the first-order
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Sobol indices indicate that their ratio Catm/CT SS strongly influences f .

As well as the ratio Catm/CT SS, the sensitivity analysis on Model 2 highlights the
significant influence of the parameter λC. Since λC and Catm are both parameters in-
volved in the calculation of the outer boundary condition on C, we can conclude that
this condition is highly influential on the results of the model and that choosing a
physically accurate boundary condition is therefore highly important when looking for
a physically accurate solution.

It would be possible to set an accurate value of Catm to compare with particular
experiments, but λC is not a parameter which has been measured experimentally in
the literature. As a consequence of these findings and discussions with my industrial
supervisor, a Sieverts’ law condition will be imposed on the outer boundary to replace
the flux condition. Sieverts’ law has been described in section 2.9 and removes the
need for a modelling parameter at the boundary like λC.

5.1.4 Model 3: Multi-physics model with Sieverts’ Law boundary
condition

A Sieverts’ Law boundary condition (details of which can be seen in section 2.9) is
imposed on the outer boundary,

CS =
K(T )

√
Patm

V̄U
. (5.13)

such that we have the Dirichlet condition C|outer = CS. We must specify an ambi-
ent (partial) hydrogen pressure, Patm and ambient temperature which is used to define
K(T ). We chose to take experimental conditions from work done by A. Chohollo in
her industrial placement project with AWE [66]. The hydrogen was at 80◦C and a
pressure of 10mbar. Using the equations given in section 2.9, this gives the Sieverts
boundary condition C|outer =CS = K(T )

√
Patm = 0.534molm−3.

The combination of an initial condition C(t = 0) = Cinit and a Dirichlet condition
on the outer boundary presents a problem — hydrogen concentration is being set to two
different values on the outer boundary at t = 0. To solve this, the Sieverts’ condition is
‘switched on’ using an exponential in time;

C|outer =CS− (CS−Cinit)e−vt (5.14)

where v is chosen such that e−vt < 0.1 after the first five seconds.
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Previously, the value CT SS = 10.47molm−3 has been used as a best guess for the
terminal solid solubility. This value refers to hydrogen solubility in zirconium as mea-
sured by Une and Ishimoto [39] (see Appendix F, section F.1). An unpublished Ar-
rhenius relation received through discussions with my industrial supervisor for the
solubility limit of hydrogen in uranium is

CT SS = 0.2446e
−52000

RT gcm−3. (5.15)

which gives 4.981×10−3mol m−3 at 80◦C. Note that this smaller value of CT SS will
lead to hydride formation at a lower hydrogen concentration. Using a physically ac-
curate value of CT SS is important since the ratio Catm/CT SS was determined to be an
influential parameter in the sensitivity analysis of the previous model.

Finally, the size of the domain was also reduced in order to be on the same order
of magnitude as a small uranium blister, from 0.01m to 1µm.

Apart from these changes to the solubility limit, domain length and concentration
condition on the outer boundary, the model remains the same as Model 2. Thus the
governing differential equations are equations (5.7), with boundary and initial condi-
tions given by equations (5.4), (5.9), (5.10), (5.11) and as before there is no traction on
the outer boundary.

Shorter timesteps are required to see change on the shorter length scale, so each
timestep is now 1× 10−2 seconds. Results for the hydrogen concentration (which
is now nondimensionalised by CS rather than Catm) and hydride volume fraction are
shown in Figure 5.7. Position is nondimensionalised by the new domain length 1µm.
Similarly to the previous models, we observe hydrogen diffusion and hydride forma-
tion over time. After running the system for a long time, a steady state is reached
where hydrogen concentration everywhere in the metal is equal to its maximum value,
CS. Figure 5.7(i) shows the steady state after 25 seconds. Hydride volume fraction
everywhere is 1.1× 10−3 and the outer boundary is displaced 6.2× 10−10m upwards
from its original position. This displacement is too small to be appreciable on the
figures. Once again, the temperature is not shown since it differs negligibly from the
initial condition throughout the simulation.

5.1.4.1 Sensitivity analysis of Model 3

A sensitivity analysis was performed on Model 3. In section 5.1.2.2 Monte Carlo and
PCE methods were compared. It was shown that the PCE method showed evidence
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Figure 5.7: Hydride volume fraction and nondimensionalised hydrogen concentration
for a one-dimensional multi-physics model with instantaneous reaction kinetics and
Sieverts’ law boundary condition (Model 3) from 1×10−2 seconds to 25 seconds.
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of converging Sobol indices after relatively few model evaluations, while no such con-
vergence could be seen from the Monte Carlo method. The Monte Carlo method also
required many more evaluations of the model. For these reasons, this time only the
PCE method was employed.

Table 5.3 contains the first-order Sobol indices for the dependence of u and f on
six input parameters: DU , CT SS, Patm, V̄U , V̄H , V̄Hr and CUB. The mean values of each
input parameter are given in the table of physical parameters (Appendix F). They are
again uniformly distributed with bounds of ±10% of the mean. The calculated Sobol
indices are given in Table 5.3, and are plotted on the graphs in Figure 5.8.

Table 5.3: First-order Sobol indices for Model 3 calculated by the PCE method with
quadrature order 3.

Expansion (u) UH3 vol. frac. (f)
DU 3.872×10−2 4.105×10−5

CT SS 2.685×10−5 6.899×10−5

Patm 4.600×10−2 1.990×10−1

V̄U 7.323×10−1 8.003×10−1

V̄H 7.179×10−9 1.181×10−30

V̄Hr 1.790×10−1 7.583×10−32

CUB 1.049×10−29 9.694×10−29

Appendix G contains supplementary data regarding testing whether the bounds of
the uniform distribution affect the conclusions of the sensitivity analysis. Sobol indices
are shown for uniform distributions where the bounds are ±5% and ±1% of the mean.
The same parameters are determined to dominate the model behaviour in each case.

The input parameters Patm and V̄U are shown to be highly influential parameters
for calculating both f and u. These quantities both affect the size of the Sieverts’
condition on C, which indicates once again that this boundary condition is instrumental
in determining the amount of hydride precipitated. We also have that the deformation
is strongly influenced by the boundary condition.

Recall that CUB is defined in section 2.8.1 as the upper limit of C for which some
uranium metal has not reacted to form hydride. A value for CUB has not been found
in the literature. In modelling, it has been set to a value slightly larger than the con-
centration of hydrogen in hydride, Cb, since by definition, CUB > Cb. A value for the
partial molar volume of hydrogen in uranium, V̄H was also not found in the literature,
so the value of the partial molar volume of hydrogen in zirconium was used in its place.
Appendix F gives further details. The Sobol index data indicates that the values of CUB
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and V̄H do not strongly affect f or u. As stated in the introduction to chapter 4, one
application of sensitivity analysis is to indicate whether it is important to ensure that
parameter has a precise and accurate measurement. This analysis shows that it is not
important to have accurate data for CUB and V̄H . However, this also implies that to ob-
tain accurate data on deformation, V̄Hr, the partial molar volume of hydride in uranium
metal, does need to be measured accurately.

The terminal solid solubility limit CT SS is not an influential modelling parameter
for either f or u. We reason that this is because its value is small when compared with
the boundary condition on C, so the solubility limit is reached and hydride precipitates
almost immediately when the simulation starts.

Finally, we note that the diffusivity DU is not a particularly influential parameter
for f , but it is more so for u. This indicates that u depends on DU through a mechanism
other than expansion due to hydride. By examining the governing equations, we see
this must be through expansion due to solute hydrogen present in the metal.

5.1.4.2 Discussion of Model 3

The changes made when building Model 3 aimed to bring the model closer to a physi-
cally accurate model of hydriding. While a thorough quantitative comparison between
A. Chohollo’s experimental work [66] and this model has not been completed, we
now observe hydride precipitation on the timescale of seconds, as seen experimentally,
rather than 106 seconds.

However, we note there are still discrepancies. Firstly, we look at the long-term
behaviour of the solution. A steady state is reached where the concentration and vol-
ume fraction are uniform on the domain, as is shown in Figure 5.7(i). Concentration is
uniformly equal to Catm and f is uniformly equal to 1.1×10−3. Physically, we would
expect the hydriding reaction to continue since C > CT SS and there is still uranium
present, but the reaction does not proceed any further because f is equal to its equilib-
rium value fe. This illustrates a significant problem with using a lever rule to measure
the extent of reaction as in the model developed by Jernkvist and Massih [61].

We have assumed that the reaction is instantaneous in comparison with the ex-
tremely slow timescale of hydrogen diffusion through uranium metal. This assumption
was originally made when looking at a 0.01m domain in Models 1 and 2. A timescale
for diffusion across the length of this domain is γ = a2

D = (0.01m)2

2.738×10−13m2s−1 = 3.6×108s.
In Model 3, the domain is 1µm long. The shortened domain gives way to a shortened
timescale for diffusion to act across the domain: γ = a2

D = (1µm)2

2.738×10−13m2s−1 = 3.65s.
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Figure 5.8: Graphs to show the first-order Sobol indices calculated by PCE with
quadrature order 3 for sensitivity analysis of Model 3.



100 CHAPTER 5. ONE-DIMENSIONAL MODELLING RESULTS

In this case, it may be more appropriate to look at the reaction occurring on a finite
timescale.

When the reaction is assumed to be instantaneous, another problem is encountered
– the ∂ f

∂t terms are absent from the governing equations. This means that there is no sink
term whereby hydride precipitation causes the depletion of diffusing hydrogen, and in
the multi-physics models, there is no term to include changes in temperature due to
exothermic reaction. This can be seen by comparison between the governing equations
(5.7) used in this chapter, with the original equations (2.15) and (2.28) developed in
chapter 2 for hydrogen diffusion and energy conservation respectively.

Even with the attempts made in Model 3 to make the boundary conditions more
physically realistic, we still see the shallow gradient of f across the domain noted in
Models 1 and 2. This could be a consequence of the absent hydrogen sink term. If
hydrogen is depleted before it has chance to diffuse deeper into the metal, we may see
hydride growth more localised near the outer boundary.

Because of these observations, some final changes are made to the model. The lever
rule equation for reaction extent is replaced by a time-dependent equation based on the
law of mass action and as a consequence, the ∂ f

∂t terms are present in the differential
equations.

5.2 Model 4: Time-dependent reaction kinetics model

Now, we describe and present results for a model with time-dependent reaction kinet-
ics and investigate the effect of varying the reaction rate constant. The equation to
model the extent of reaction is the rate law, equation (2.49). The differential equations
describing conservation of mass, conservation of energy and the constitutive law are
given by equations (2.53) and equation (2.55). The conservation of momentum equa-
tion is unchanged from the instantaneous reaction kinetics models. These governing
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equations on a one-dimensional domain are listed together here for reference

∂C
∂t

=−∂J
∂x

+3
∂U
∂t

∂U
∂t

=

0 if C ≤CT SS

−kHrC3U if C >CT SS

ρcp
dT
dt
−∆H̄

∂U
∂t

= κ
∂2T
∂x2 − J

∂µ
∂x

∂σ

∂x
= 0

σ = E
(

∂u
∂x
−α(T −T0)−

1
3

(
CV̄H +

(V̄Hr)
2

V̄U
∆U
))

(5.16)

where one-dimensional J and µ are defined by equations (5.8). The initial conditions
remain the same as given in equations (5.11) for C, T , u and σ. The temperature at
the inner and outer boundaries is again governed by zero flux and Newton cooling
conditions respectively (given in equations (5.9)). Again, there is no traction on the
outer boundary and the inner boundary is stationary and has zero hydrogen flux across
it. To complete the system, we require another boundary condition on C and an initial
condition on U . The initial concentration of U is given by

U(t = 0) =
1

V̄U
(5.17)

since V̄U is the volume occupied by one mole of uranium atoms, so its inverse is the
molar uranium concentration. We refer to the nondimensional uranium concentration
U∗ regularly in this section, defined by U∗ = V̄UU , so

U∗(t = 0) = 1. (5.18)

To be clear, when U∗ = 1, we have pure uranium metal. When U∗ = 0, there is no pure
uranium present, so we have pure UH3.

The boundary condition on C is a Dirichlet condition with exponential ‘switch-on’
speed as in equation (5.14). In preliminary solves using the Sieverts’ boundary condi-
tion, negligible change in U was observed over the simulation time. The Sieverts’ con-
centration, CS is the maximum value of C that can be attained anywhere in the domain.
Since CS (= 0.534molm−3) is very small in comparison with the initial concentration
of uranium 1

V̄U
(= 80000molm−3) the depletion of uranium will be extremely slow. We
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revisit the description of Sieverts’ law for further insight. Sieverts’ law, as described in
section 2.9, is an equation giving the number of moles of hydrogen dissolved per mole
of uranium. This was converted to the number of moles of hydrogen dissolved per unit
volume by dividing by V̄U . This is not a particularly convincing argument since the
conversion does not take into account the surface area of the boundary. However, it is
also not clear how one would measure the number of moles of uranium on a surface,
nor how you would convert to obtain a concentration in mol m−3. When confronted
with this, and the comparison between hydrogen and uranium concentrations, it is not
convincing that it is sensible to use this value of CS directly as the boundary condition
on C.

For now, we replace CS by some other value C f =
5

V̄U
. We choose this value since

it sets C f at five times the molar uranium concentration, in order to guarantee some
hydride precipitation will be seen. The outer boundary condition on C is thus

C|outer =C f − (C f −Cinit)e−vt (5.19)

with all quantities defined as before. We proceed with the investigation, and note
that we cannot claim that the simulated results can be directly compared to any given
experimental conditions.

To investigate different values of the rate constant kHr, we define the Damköhler
number Da as the ratio between the rate of reaction and rate of diffusion

Da =
kHr

DU
. (5.20)

Since the reaction is order one and order three with respect to uranium and hydro-
gen concentrations respectively, kHr is in units of mol−3m9s−1. The diffusivity has
units m2s−1, giving the units of Da as mol−3m6. Units of Da are suppressed for the
remainder of the report. The domain length for Model 4 is 1×10−5m.

The simulation on the above model has been run with values of Da ranging from
1× 108 to 1× 1012. Results for nondimensionalised hydrogen and uranium concen-
trations with Da = 1× 1012 from 0 seconds to 35 seconds are shown in Figure 5.9.
Once again, temperature is not shown since it does not vary appreciably from the ini-
tial condition. To more easily visualise time-dependence of the results, we combine
all timesteps onto a single plot, called a space-time plot. On these plots, x is plot-
ted against time with the results for all timesteps shown together. These graphs are
shown in Figure 5.10 for Da = 1×108, Da = 1×109 and Da = 1×1010, and 5.11 for
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Da = 1×1011 and Da = 1×1012.

With the space-time plots, it is possible to clearly see time-dependence of the de-
pendent variables. For each Da value, we see a gradual gradient of the hydrogen con-
centration and a steep gradient of uranium concentration developing across the domain
over time. The region where the steep gradient in U∗ is seen is labelled the transition
region between uranium and hydride; above the transition region, we have pure UH3

since U∗ = 0, and below we have uranium metal with U∗ = 1. As the simulations
progress in time, the height of the domains increases showing expansion.

To more clearly see the transition region, Figure 5.12 shows the profile of U∗ for
each Da value after 35 seconds. The U∗ gradient in the transition region is steeper for
larger values of Da, but some hydride precipitates deeper in the domain (at smaller x

values) for smaller Da. It is noted that the U∗ profiles terminate at different x values
because the final domain length differs.

5.2.1 Discussion of Model 4

From the space-time plots and U∗ profiles, we know that steepness of the transition
region and the depth of hydride precipitation depend on the Damköhler number, and
as a result on the reaction rate kHr.

This project aims to model the formation of blisters — localised regions of pure
hydride growing on the surface of uranium. In the continuum models which are the
subject of this thesis, there is no interface between metal and hydride, but we are look-
ing to simulate separate metal and hydride regions. The results of Model 4 demonstrate
that in order to see pseudo-distinct regions of hydride and metal, we expect that the Da

should take a value near the top end of the range 1×108 to 1×1012.

By looking at the depth of hydride penetration over time, we see that the pre-
cipitation starts fast and slows down over the course of the simulation. This agrees
qualitatively with hydride growth observed in experiment [16]. Expansion proceeds in
a similar fashion, with the material growing quickly at the start of the simulation and
slowing down. These effects exist for all values of Da but become more prominent
with increasing Da.
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Figure 5.9: Nondimensionalised uranium and hydrogen concentrations for a one-
dimensional multi-physics model with time-dependent reaction kinetics (Model 4) and
Da = 1×1012 from 0 seconds to 35 seconds.
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(a) C∗, Da = 1×108 (b) U∗, Da = 1×108

(c) C∗, Da = 1×109 (d) U∗, Da = 1×109

(e) C∗, Da = 1×1010 (f) U∗, Da = 1×1010

Figure 5.10: Space-time plots of nondimensionalised hydrogen C∗ and uranium U∗

concentrations for a one-dimensional multi-physics model with time-dependent reac-
tion kinetics (Model 4) from 0 seconds to 35 seconds with Da values 1×108, 1×109

and 1×1010.
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(a) C∗, Da = 1×1011 (b) U∗, Da = 1×1011

(c) C∗, Da = 1×1012 (d) U∗, Da = 1×1012

Figure 5.11: Space-time plots of nondimensionalised hydrogen C∗ and uranium U∗

concentrations for a one-dimensional multi-physics model with time-dependent reac-
tion kinetics (Model 4) from 0 seconds to 35 seconds with Da values 1× 1011 and
1×1012.
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Figure 5.12: Profiles of nondimensionalised uranium concentration U∗ for a one-
dimensional multi-physics model with time-dependent reaction kinetics (Model 4) af-
ter 35 seconds with five different Da values.

5.3 Discussion and conclusions

In this chapter, four different models have been presented and solved using FEM. Re-
sults for the hydrogen concentration and extent of reaction have been presented and
discussed. Sensitivity analysis has been performed to gain information on important
parameters and aspects of the models. The models are presented in order of increasing
fidelity to the full multi-physics model derived in Chapter 2, and findings from previous
models are used to inform subsequent modelling procedures. The small discussion sec-
tions have already described important results that apply to individual models. Here,
we discuss important results and aspects which apply to all the models in this chapter.
Some will be used to inform modelling in two dimensions in Chapter 6.

One of the most important results is that the boundary condition describing hydro-
gen influx is highly influential on the results of the simulations. Therefore it will be
of utmost importance to have a physically accurate boundary condition in order to see
physically accurate solutions. For this model, we require that the boundary condition
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will impose a Dirichlet condition on C, or a Neumann/ flux condition on ∂C
∂x . Until this

point, such a boundary condition has not been found in the literature.

From sensitivity analyses, we also found that while the diffusivity DU has a greater
effect on expansion, u, than on the concentration of hydrogen or extent of hydriding,
it was consistently found to be less influential than the boundary condition parameters
for both the flux and Sieverts’ boundary conditions.

In the model derivation, we assumed that the system experiences only small de-
formations, as described in section 2.1. The one-dimensional final position of each
material point in the plots for Models 2, 3 and 4 is calculated using X = x+u in post-
processing so the displacement can be visualised. We now examine whether this small
deformation approximation is valid for the models presented here.

Results for Model 3 show a maximum displacement of 6.2× 10−10m, which is
small when compared with a domain length of 1× 10−6m. However, in Model 2,
the maximum displacement is 4.1× 10−3m. This is almost half the original domain
length of 0.01m. Similarly, in Model 4, the maximum displacement is almost a fifth
of the original domain length. While there is no limit placed on what is meant when
we assume ‘sufficiently small deformations’, the assumption of clearly breaks down
in these cases. In future work on multi-physics continuum models of uranium hydrid-
ing, if large displacements are seen, the small deformation approximation should be
rescinded in favour of equations derived from large/finite deformation theory.

The large deformations seen in Model 4 are a consequence of the extremely high
concentration of hydrogen imposed on the boundary. We set the boundary condition

with equation (5.19), and C f =
5

V̄U
. This means that the final concentration of hydro-

gen in the metal at the outer boundary is five times higher than the concentration of
uranium, or C f = 4×105mol m−3. Using the ideal gas law on the hydrogen used in A.
Chohollo’s experimental set-up (pressurised to 10mbar at 353.15K) gives that the con-
centration of hydrogen in the atmosphere is 0.34mol m−3. As explained previously, the
equation to calculate the boundary condition on C in the metal given the concentration
of hydrogen in the atmosphere is still unknown, though it seems implausible that there
is an absorption mechanism by which the concentration will be this much higher than
the atmospheric concentration. Without a well-defined equation to model absorption,
it is not possible to say from a modelling perspective whether the small deformation
approximation will hold when using parameters with a high fidelity to experimentally
measured parameters.
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From an experimental perspective, however, we can say that we would expect hy-
drides on the micron scale [9, 18] and we have that, if unrestricted by stress, the volume
ratio of hydride to uranium metal is V̄Hr

V̄U
= 1.75. The size of deformation seen in ex-

periment depends on how much the stress restricts this deformation.



Chapter 6

Two-dimensional modelling results

In this chapter, hydriding is modelled in two-dimensions. Figure 2.1 showed a cross-
section of the uranium-surface passivation layer (SPL)-hydrogen system, taken per-
pendicular to the material surface with the atmosphere at the top. The red rectangles in
Figure 6.1 depict the boundaries of the two-dimensional Cartesian modelling domain
as part of that cross-section. Figures 6.1(a) and 6.1(b) show the domain for uranium
with an SPL, and without an SPL respectively. The domain is bounded by four straight
lines called the inner (y= y1), outer (y= y2), left (x= x1), and right (x= x2) boundaries.
The outer boundary is where the solid meets the atmosphere, across which hydrogen
diffuses into the metal. The domain is a square of side length 1×10−5m, so that

x1 = y1 = 0 and x2 = y2 = 1×10−5m. (6.1)

The full multi-physics model is deconstructed into two constituent parts, the reaction-
diffusion-only problem and the thermoelastic problem. In each case, the finite element
method (FEM) is employed to calculate the dependent variables on the domain for all
timesteps. Important results from these simulations are discussed. Afterwards, a dis-
cussion is presented which describes the difficulties encountered when combining the
reaction-diffusion and thermoelastic models into one multi-physics model.

6.1 Reaction-diffusion-only models

Now, a reduced model is presented for a system where hydrogen absorbs onto the
outer boundary, diffuses into the solid, and hydriding occurs. This is in the absence of
temperature, stress and displacement effects, so it is similar to Model 1 presented in the

110
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Inner (y = y1)

Outer (y = y2)

Left
(x = x1)

Right
(x = x2)

(a) With SPL

Inner (y = y1)

Outer (y = y2)

Left
(x = x1)

Right
(x = x2)

(b) Without SPL

Figure 6.1: Representation of the two-dimensional solution domain. Purple indicates
uranium metal, pink is the SPL, and the atmosphere is shown in blue.

one-dimensional case. Unlike Model 1, the reaction kinetics are time-dependent, and
the uranium concentration U describes extent of reaction, following the discussions in
Chapter 5. In the first instance, the material is purely uranium metal and the system is
represented by the schematic in Figure 6.1(b). In the second instance, we add a surface
passivation layer (SPL) as in Figure 6.1(a).

The differential equations for the reaction-diffusion-only model on a two-dimensional
Cartesian domain are:

∂C
∂t

= D
(

∂2C
∂x2 +

∂2C
∂y2

)
+3

∂U
∂t

∂U
∂t

=

0 if C ≤CT SS

−kHrC3U if C >CT SS

(6.2)

where all quantities are defined as in the one-dimensional results chapter and again,
the reaction rate kHr is defined relative to the diffusivity kHr = Da DU . Note that in
the conservation of mass equation, the diffusivity is D, not DU , since diffusivity of
hydrogen in the SPL is different to that in uranium metal.

Initially, the system once again has a relatively small quantity of hydrogen

C(x,y, t = 0) =Cinit =
CT SS

10
. (6.3)

The boundary conditions on hydrogen concentration are zero flux across the inner, left
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and right boundaries
∂C
∂y

∣∣∣∣
inner

=
∂C
∂x

∣∣∣∣
le f t

=
∂C
∂x

∣∣∣∣
right

= 0 (6.4)

and a Dirichlet condition on the outer boundary which is ‘switched on’ exponentially
in time

C|outer =C f − (C f −Cinit)e−vt (6.5)

The final concentration on the outer boundary is set to C f = 5.0mol m−3, and the
switch-on speed v = 4.61s−1. With this switch-on speed, the exponential factor e−vt

has decreased from 1 to approximately 0.01 after 1 second.

6.1.1 Uranium metal model

Firstly, we investigate a purely uranium metal model, as shown in the schematic 6.1(b).
The governing differential equations (6.2) with D = DU are used alongside boundary
and initial conditions on concentration, equations (6.3), (6.5) and (6.4). To complete
the system, an initial condition on the uranium concentration U is required. Since we
are modelling pure uranium metal, the initial condition for uranium concentration is
the same as in the one-dimensional Model 4:

U(x,y, t = 0) =
1

V̄U
. (6.6)

Again, U is nondimensionalised to U∗ = V̄U ×U , and so U∗(x,y, t = 0) = 1.

This system can now be solved using FEM on the two-dimensional domain. After
some initial solving attempts, it was clear that a mesh with small elements would be
required to resolve steep gradients in C and U∗ in the y-direction. These steep gradients
were seen only near the outer boundary, so to save computation time, a mesh was
created with more, smaller elements close to the outer boundary and fewer, larger
elements deeper into the metal bulk. We refer to the schematic of the two-dimensional
Cartesian mesh in Figure 3.1(b). In the schematic, the elements are of equal width and
height. Now, we need elements whose height depends on their y-coordinate.

Specifically, the y-coordinate of the bottom and top nodes of each element are
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scaled by the y-dependent functions Gb(y) and Gt(y) respectively

Gb(y) = Ly

(
ey

Ny

)0.05

Gt(y) = Ly

(
ey +1

Ny

)0.05 (6.7)

where Ly = 1× 10−5m is the total domain length in the y-direction, Ny = 5000 is the
total number of elements in the y-direction and ey is element number in the y-direction
counted from 0 to Ny− 1. The problem was solved with quadratic interpolation, so
there are nine nodes in each element, in a three-by-three grid. In a given element, the
y-coordinate of the bottom and top rows of nodes is set by Gb(y) and Gt(y) respectively,
and the y-coordinate of the middle row was placed at the midpoint, 1

2(Gt(y)+Gb(y)).

Since the steep gradients are only in the y-direction, in the x-direction, the ele-
ment widths remain uniform. The problem has no x-dependence so there is no need
for a large number of elements in the x-direction. This would only be detrimental to
the speed of computation and generate unnecessarily large data files. The number of
elements in the x-direction, Nx = 10.

Though there is no x-dependence in this problem, there is still merit in solving on
a two-dimensional domain. It provides an opportunity to make sure the system and the
non-uniform mesh behave as expected before moving on to more complex conditions.
The timestep size is chosen to be 0.01 seconds and each simulation runs for 20000
timesteps giving a total simulation length of 200 seconds.

Figure 6.2 shows an example of a simulated result after 200 seconds with Da =

1×1012. The concentrations of hydrogen and uranium are uniform in the x-direction,
as expected for a problem with no x-dependence. Hydrogen has diffused into the metal
uniformly in the x-direction and displays a shallow gradient in the y-direction. Hydride
forms as a layer at the top of the metal. We see that the transition region between
metal (shown in pink) and hydride (blue) is narrow, as we would expect following the
findings of one-dimensional simulations. The hydriding reaction has proceeded to a
depth of between 3−4×10−8m into the metal.

To visualise the progress of the reaction in time, a slice is taken through the domain
at x= 5×10−6 m, and space-time plots are made of C and U∗ along this line to see how
they depend on y and t over the first 200 seconds. Space-time plots for four different
values of Da are shown in Figures 6.3 and 6.4. The figures do not show smooth C and
U∗ data, because plots were made at intervals of 10 seconds.
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(a) Hydrogen concentration C (b) Nondimensionalised uranium concentration
U∗

Figure 6.2: Hydrogen concentration in mol m−3 and nondimensionalised uranium con-
centration for a two-dimensional reaction-diffusion model with no SPL at 200 seconds,
from y = 9.9×10−6m to y = 1×10−5m. Da = 1×1012. Contours of C are drawn at
every 0.5mol m−3 and contours of U∗ are drawn at every 0.2.

For each value of Da from 1× 109 to 1× 1012, hydriding is observed, though for
Da = 1×109, there is no region where U∗ = 0, so no pure UH3 is seen. As observed
in the one-dimensional case, systems with a larger Da value exhibit steeper transition
regions between metal and hydride.

After some time, for each Da value, the hydride thickness appears constant in time,
so a steady state seems to have evolved. The time to reach this apparent ‘steady state’
and the thickness of the hydride layer both exhibit positive correlation with increasing
Da. The ‘steady state’ profiles of C(y) and U∗(y) along x = 0.5 after 200 seconds
are shown in Figure 6.5. Here, those trends are clearly exhibited. For Da values of
1× 108 and 1× 109 no layer of pure UH3 is produced. Above Da = 1× 1010 how-
ever, an increase in Da produces a thicker hydride layer, and has a steeper hydrogen
concentration gradient near the boundary.

The details of this ‘steady state’, however, are less interesting than the potential im-
plications of the fact it exists at all. From the differential equations (6.2) and the outer
boundary condition on hydrogen concentration (6.5), we see that the interplay between
the timescales of reaction and diffusion and the boundary condition on C must be key
to this effect. Since the initial concentration of hydrogen Cinit is much smaller than the
final outer boundary condition C f and diffusion is so slow, a steep concentration gradi-
ent is induced close to the boundary. A hydride growth period follows where the metal
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(a) C, Da = 1×109
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(b) C, Da = 1×1010

0 50 100 150 200
Time (s)

9.9

9.91

9.92

9.93

9.94

9.95

9.96

9.97

9.98

9.99

10

y 
(m

)

10-6

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

U*

(c) U∗, Da = 1×109
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Figure 6.3: Space-time plots along the line x = 5× 10−6m of hydrogen concentra-
tion in mol m−3 and nondimensionalised uranium concentration for a two-dimensional
reaction-diffusion model with no SPL, with Da = 1× 109 and Da = 1× 1010 from 0
seconds to 200 seconds, from y = 9.9×10−6 to y = 1×10−5. Data is plotted every 10
seconds.
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(a) C, Da = 1×1011
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(b) C, Da = 1×1012
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(c) U∗, Da = 1×1011
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Figure 6.4: Space-time plots along the line x = 5× 10−6m of hydrogen concentra-
tion in mol m−3 and nondimensionalised uranium concentration for a two-dimensional
reaction-diffusion model with no SPL, with Da = 1×1011 and Da = 1×1012 from 0
seconds to 200 seconds, from y = 9.9×10−6 to y = 1×10−5. Data is plotted every 10
seconds.
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(a) Hydrogen concentration C
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Figure 6.5: Concentration profiles along the line x = 5× 10−6 for a two-dimensional
reaction-diffusion model with no SPL at 200 seconds for five Da values. Hydrogen
concentration profile shown for y in the interval [9.5×10−6,1×10−5] and nondimen-
sionalised uranium profile shown for y in the interval [9.9×10−6,1×10−5].

and hydrogen react to form a surface hydride layer. The duration of this phase and
thickness of hydride layer are governed by the relative reaction rate, Da. Larger Da

values mean that reaction proceeds and depletes the diffused hydrogen faster, before it
can penetrate deeper. This causes the hydrogen profile to remain steeper and closer to
the boundary.

Once this initial fast period is over, there is a hydride layer with U∗= 0, a transition
region with depleted uranium concentration, and the uranium metal phase with U∗= 1.
The hydrogen concentration in the latter two phases is small compared to the hydride
layer. Referring to the governing equations (6.2), we see this causes the reaction to
proceed at a reduced rate and the remaining significant terms describe pure diffusion.
The system has therefore not transitioned to a true steady state, but rather to a quasi-
steady state which evolves in time with a rate controlled by the diffusivity DU .

A quasi-steady state was not seen in the one-dimensional modelling. It can be seen
in Figures 5.10 and 5.11, however, that the hydriding reaction is slowing over time.
The boundary condition for atmospheric hydrogen used in the one-dimensional model
is much larger than in this case. Further investigations would need to be performed
to determine whether this effect exists for any size of boundary condition, given a
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sufficient amount of time, and whether it persists in multi-physics models.

6.1.2 Uranium metal with surface passivation layer model

Next, we investigate hydriding of uranium metal with a pre-existing surface passiva-
tion layer (SPL) as shown in Figure 6.1(a). This SPL will have non-uniform physical
parameters in an attempt to replicate the preferential hydrogen diffusion paths seen in
experiments, such as grain boundaries and non-uniform SPL thickness. We model a
system with an SPL that makes up 1% of the depth of the whole domain, 1×10−7m.

The SPL affects the initial condition on uranium concentration. Physically, we
should see two distinct regions represented; one which is entirely uranium metal, with
U∗(t = 0) = 1, and the other which is entirely uranium compounds in the SPL, with
U∗(t = 0) = 0. We label the position where the metal meets SPL as y = Y SPL =

9.9× 10−6m. The SPL thickness 1× 10−7m = 1000Å was chosen as it is within the
range (500Å to 2000Å) of those in experiments by R.M. Harker on the effect of SPL
thickness on the uranium-hydrogen reaction [7]. The initial uranium profile in the y-
direction is the step function shown in Figure 6.6(a). From the inner boundary to Y SPL,
the material is completely uranium, and from Y SPL to the outer boundary, there is no
uranium — this is the SPL.

However, as described in Chapter 3, in FEM, dependent variables are continuous
across element boundaries by definition, and inside elements, they are approximated
by finitely-many polynomial shape functions. This means that dependent variables
cannot be truly discontinuous in FEM. To resolve this problem, we approximate the
step-function between uranium and SPL by a scaled tanh function. This function is
defined by

F(y) = 1−
1

1+eλ(µ−y) −A

B−A
(6.8)

where A = 1
1+eλΣ

, B = 1
1+e−λΣ

, µ = Y SPL, λ = 2000m−1 and Σ = 2.5× 10−8m. The
quantity Σ controls the width of the function. The quantities λ and Σ are not experi-
mentally determined – they have been chosen to give a tanh function that is relatively
steep to model the step-function. The nondimensional initial concentration of uranium
follows this tanh function inside a transition region between metal and SPL of width
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Figure 6.6: Graphs to show the step function and tanh function describing the ini-
tial nondimensionalised uranium concentration and the scaled translated Gaussian
function, M(x), with the peak at x = 5× 10−6m and squared standard deviation is
1×10−12m2 used to introduce non-uniformity in the diffusivity.

2Σ, and is defined on the whole domain by

U∗(x,y, t = 0) =


1 if y > Y SPL +Σ

F(y) if Y SPL−Σ≤ y≤ Y SPL +Σ

0 if y < Y SPL−Σ.

(6.9)

The smooth initial uranium concentration is labelled as the tanh curve in Figure 6.6(a).
Since U∗ = 0 in the SPL, the reaction term in the rate law is equal to zero. In the
transition region, U∗ > 0 initially, so reaction can proceed in the transition layer.

The governing differential equations are the same as those defined for the pure
uranium model, with the notable exception that the diffusivity of hydrogen in the SPL,
DSPL is different to that in pure uranium metal, DU . Since the main component of the
SPL is uranium dioxide, we set DSPL equal to the diffusivity of hydrogen in uranium
dioxide, UO2. In the transition region between pure metal and pure SPL, the diffusivity
DT (y) follows the same tanh function shape as the uranium concentration

DT (y) = DSPL +(DU −DSPL)F(y). (6.10)
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As it is described up to this point, the model describes a homogenous metal with a
homogeneous SPL on its surface. However, as discussed in chapter 1, UH3 is observed
to form in localised pits below the SPL, which can be due to preferential hydrogen
diffusion in that region [37, 38]. Currently, the model has no mechanism for localised
hydride growth, so we introduce an SPL with a non-uniform diffusivity. Since this
preferential diffusion has not yet been quantified in the literature, we impose that the
SPL diffusivity has a Gaussian x-dependence by multiplying DT (y) by some Gaussian
M(x). The translated, scaled Gaussian function M(x) used is shown in Figure 6.6(b).
The peak of M(x) is in the centre of the domain, at x= 5×10−6m, the squared standard
deviation is 1× 10−12m2 and it is translated and scaled such that it has a maximum
value of 2, and tends to 1 far from x= 5×10−6m. We now have that the diffusivity is x-
dependent in the SPL and transition regions and is equal to M(x)DSPL and M(x)DT (y)

respectively.

The governing ODEs are therefore given by equations (6.2) with

D =


M(x)DSPL if y > Y SPL +Σ

M(x)DT (y) if Y SPL−Σ≤ y≤ Y SPL +Σ

DU if y < Y SPL−Σ

(6.11)

and kHr = Da×DU with Da = 1× 1014. The boundary and initial conditions on C

remain the same as for the pure metal problem, and are given by equations (6.3), (6.4)
and (6.5). Notably, the condition on the outer boundary now applies to the interface
between the atmosphere and SPL. The initial condition for U∗ is equation (6.9).

An FEM simulation with timesteps of length 0.1 seconds was run to find C and U∗.
So that the hydride is distinguishable from the SPL in the results (both have U∗ = 0),
1−F(y) is added onto U∗ in post-processing, and we re-label this quantity as U∗ for the
remainder of this results section. The results for U∗ are shown in Figures 6.7(a), 6.7(b)
and 6.7(c) at 100, 500 and 1000 seconds respectively. Contours of U∗ are drawn at
intervals of 0.05. Some hydride has precipitated by 100 seconds, and by 1000 seconds
there is a region where U∗ has depleted from 1 to 0.754. There is a layer across the
width of the domain with a small amount of hydride, and a central region where more
hydride has precipitated.

Since the minimum U∗ value seen is 0.754 so far, another simulation was run for
much longer in the hopes of seeing the long-term solution. The Damköhler number
was reduced to 1× 1011 so that longer timesteps (1 second) could be taken without
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giving a non-converging Newton method. Figure 6.8(a) shows the values of U∗ after
1000 seconds. This snapshot was taken at the same time as the final timestep for
the Da = 1×1014 simulation that was shown in Figure 6.7(c) though less hydride has
precipitated: the minimum value of U∗ is 0.964. Figures 6.8(b), 6.8(c) and 6.8(d) show
the simulation when left to run for 25000, 50000 and 75000 seconds, respectively.
Note that the minimum y value has been changed from 9.8× 10−6m in Figure 6.7 to
9.5× 10−6m in Figure 6.8, since hydride precipitates deeper in the domain in these
large-time solutions. The colour range of U∗ has also changed to reflect the greater
range of values seen in these results. Contours of U∗ are drawn at intervals of 0.05
from 0.05 to 0.95. After 25000 seconds, the minimum value of U∗ is 0.223. After
50000 seconds, the central region has U∗ = 0, so pure hydride is seen. By 75000
seconds, the pure hydride region has grown in the x- and y-directions.

6.1.3 Discussion of reaction-diffusion-only models

We now discuss the results of the pure metal initial condition and the metal-SPL initial
condition for reaction-diffusion-only models.

Firstly, we note that in the metal-SPL model, the diffusivity of hydrogen in uranium
is different to the diffusivity of hydrogen in the SPL. The values, as given in the table of
parameters in Appendix F, show that DU is more than 50 times larger than DSPL. This
means that hydrogen diffuses faster once it reaches the metal than it does through the
SPL. This could mean that hydride would not form at the SPL-metal interface because
it doesn’t have the chance to build up. But since CT SS is so small, the reaction proceeds
readily with a small amount of hydrogen and we see hydride formed at this interface.

In the pure metal model, we observed that if the Da value is small (see Figures
6.3(a) and 6.3(c) for Da = 1×109), the hydriding reaction proceeds more slowly, and
hydrogen has time to diffuse deeper into the metal. This leads to a shallower concen-
tration profile and less hydride. The outer boundary condition on C will also have an
effect on this — if the concentration is large enough, we will see more hydride pre-
cipitated regardless. Evidence of this is shown in Figures 5.10(c) and 5.10(d) from the
one-dimensional Model 4 where we have Da = 1× 109 with a much larger boundary
condition.

A similar situation arises in the uranium-SPL system, though there is an added level
of complexity. The SPL is inert in the presence of hydrogen, so hydrogen just diffuses
through it. The hydrogen concentration at Y SPL depends on the hydrogen concentration
imposed on the outer boundary and the (potentially x-dependent) diffusivity in the SPL.
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(a) 100 seconds (b) 500 seconds

(c) 1000 seconds

Figure 6.7: U∗ for a two-dimensional reaction-diffusion model with SPL, with Da =
1× 1014, from 100 seconds to 1000 seconds, from y = 9.8× 10−6 to y = 1× 10−5.
Contours are drawn at intervals of 0.05 from 0.75 to 0.95. The x-dependent diffusivity
is controlled by the Gaussian function M(x).
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(a) 1000 seconds

(b) 25000 seconds

(c) 50000 seconds

(d) 75000 seconds

Figure 6.8: U∗ for a two-dimensional reaction-diffusion model with SPL, with Da =
1×1011, from 1000 seconds to 75000 seconds, from y = 9.5×10−6 to y = 1×10−5.
Contours are drawn at intervals of 0.05 from 0.05 to 0.95. The x-dependent diffusivity
is controlled by the Gaussian function M(x).
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(a) Da = 1×1014, t = 100s (b) Da = 1×1011, t = 6800s

Figure 6.9: Comparison of U∗ for Da = 1× 1014 and Da = 1× 1011 for timesteps
at which they have approximately the same minimum value of U∗ = 0.75 from y =
9.8×10−6m to y = 1×10−5m.

This concentration C(Y SPL) now acts like a boundary condition for the metal. C(Y SPL)

starts small and grows slowly, leading to a gradual U∗ profile when combined with a
smaller Da. This can be seen in Figure 6.9. The figure shows U∗ for Da = 1× 1014

after 100 seconds and Da = 1× 1011 after 6800 seconds, after which their minimum
U∗ value is approximately the same (0.75). The hydriding has a significantly shallower
gradient for the lesser value of Da.

In their empirical work on hydride nucleation and growth, Arkush et al. [9] observe
that hydride blisters grown under an SPL have a ‘final’ size that depends on the oxide
thickness. Recall that uranium hydride, if its growth is unrestricted, will take up a
greater volume than the uranium it is formed from; the partial molar volume of uranium
hydride is greater than the partial molar volume of uranium. If this growth is restricted,
pressure is generated. Arkush et al. state that this pressure, exerted by the SPL on
the hydride blister, is causing the cessation of growth. However, in section 6.1.1, we
observed that a quasi-steady state could potentially exist without the consideration of
stress and deformation. This type of analysis, where it is possible to analyse parts of a
system in isolation is one if the benefits of mathematical modelling.

In this model, once a hydride layer is grown on the surface of the metal, it functions
in the same way an inert SPL would. It provides a barrier, through which hydrogen
must diffuse if it is to reach the metal and cause more hydride to precipitate. The
thickness of the hydride grown on the pure metal model turns out to be of the same
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order as the thickness of the pre-existing SPL. We anticipated that this might mean we
would observe a quasi-steady state with an SPL. However, even after 75000 seconds,
the hydrogen concentration did not reach a quasi-steady state, and therefore neither
did the extent of hydriding. This is not evidence enough to say a quasi-steady state
does not exist. More investigations would have to be completed over a range of Da,
C f and functions M(x) with long simulation times to see if quasi-steady states can be
seen with an SPL. If the quasi-steady state does exist, we can expect it will evolve at a
time that depends on these parameters. Alternatively, more work could be done to find
physically accurate values in the literature and see if a quasi-steady state can be seen
when the conditions are close to physically accurate values.

In the work by Harker [7], the amount of hydrogen that has diffused into the met-
al/SPL block is calculated from the measured drop in pressure in the atmosphere. It is
not clear how to use this value to obtain a boundary condition that could be used in this
model. Therefore this work cannot be directly compared with our work. However, we
do see that pure UH3 is precipitated almost immediately (in the first 10 seconds) for a
system with no SPL, as was concluded by Harker. This can be seen in Figures 6.3 and
6.4: there is some pure hydride from the first plotted timestep at 10 seconds.

In the SPL model, pure hydride is seen at some time between 25000 seconds and
50000 seconds with a 1000Å-thick SPL and Da = 1× 1012. In Harker’s work, the
time observed was on the scale of 2000 to 5000 seconds. We conclude that to see
more realistic initiation times, we would have to change the function controlling the
non-uniformity of the diffusivity in the SPL, M(x) to have a larger maximum value.

From the sensitivity analysis in the one-dimensional results chapter, it was learned
that parameters controlling the boundary condition on C are highly influential on model
results. If this conclusion holds also for the models presented here, finding a physically
accurate way to model this boundary condition will be crucial to compare simulated
results to experiments.

Finally, an attempt was made to solve the reaction-diffusion-only system with an
x-dependent SPL thickness to replicate a scratch in the SPL but a solution to the model
could not be found. This is briefly discussed in Appendix H.
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6.2 Thermoelastic models

Next, we look at the linear thermoelastic problem on the two-dimensional Cartesian
domain. We use the momentum equilibrium equation and linear thermoelastic consti-
tutive law with the small-deformation approximation as derived in chapter 2

∂σi j

∂x j
= 0

εi j =
1
2

(
∂ui

∂x j
+

∂u j

∂xi

)
=

1+ν

E
σi j−

ν

E
σkkδi j +α∆T δi j

(6.12)

for different temperature profiles on the domain by solving the static heat equation

∂2T
∂xi∂xi

= 0. (6.13)

In this reduced model, the domain has length 1m in both x- and y-directions. The
initial conditions are that the material is unstressed, undeformed and the temperature
is uniformly T0 = 353.15K (80◦C).

Framing the linear thermoelasticity problem in the terms of the two-dimensional
Cartesian weak form equation (3.42), and writing (x1,x2) = (x,y) gives the six residual
equations∫ x2
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Figure 6.10: Three different sets of displacement boundary conditions.

to be solved for the six variables ux, uy σxx, σyy, σxy and T respectively. By ‘respec-
tively’, it is meant that the ordering of the equations in the finite element Jacobian
relative to the order of the variables must be as shown here. As discussed in sec-
tion 2.10, each of the equations of thermoelasticity is derived from the variation of a
certain variable. That variable is the unknown associated with that equation. For ex-
ample, the third equation of (6.14) is derived from the variation δσxx, so is associated
with the variable σxx. In the description of the finite element method in chapter 3, it
was stated that applying a Dirichlet boundary condition to a variable ul means that, at
nodes on that boundary, ul is pinned. The residual equation on those nodes is auto-
matically satisfied and the associated entries are not added into the Jacobian matrix.
If a different respective ordering is used, the equations are associated with the wrong
variables and the wrong equation is removed from the Jacobian. In this case, a solution
to the problem cannot be found. This problem was encountered in the development of
this two-dimensional model — the order of equations as shown above was used, but
the stress components were listed before the displacements. A finite element solution
could not be found until this problem was identified and rectified.

The term on the right-hand-side of each of the first two equations of (6.14) refers
to traction σ · n on ∂Ω. The boundary ∂Ω is split into two parts; ∂Ωu and ∂Ωσ on
which displacement and traction boundary conditions are applied respectively. If the
condition on ∂Ωσ is described as ‘traction-free’, there is zero traction on the bound-
ary, so σ ·n = 0 on that boundary and the term on the right-hand-side of each of the
Cauchy momentum equations is zero. On the part of the boundary where we impose
the displacement, ∂Ωu, the displacement is pinned.

Two different sets of Dirichlet boundary conditions were imposed on T . The first
was to increase the temperature on the top and bottom boundaries by 10% over a num-
ber of timesteps. Since the static heat equation governs temperature, the temperature
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increases uniformly. The second was to increase the top boundary temperature by 5%,
while keeping the temperature on the bottom boundary equal to T0 to observe a uni-
form temperature gradient. The temperature boundary conditions were both imposed
by changing them from T0 over a number of timesteps to make sure they were com-
patible with the initial condition. The term on the right-hand-side of the final equation
of (6.14) allows for a condition on the temperature flux across ∂Ω. The two types of
boundary conditions imposed on the temperature here are Dirichlet conditions (where
the temperature is pinned on part of the boundary) or where there is zero temperature
flux so the term on the right-hand-side is zero.

We also look at three different ways to constrain deformation, via three different
sets of boundary conditions on the displacement, u. These are labelled Conditions I,
Conditions II and Conditions III in Figure 6.10. Conditions I impose periodic condi-
tions in the x-direction and no displacement of the bottom boundary in either direction.
Conditions II impose that the bottom boundary cannot move in the y-direction and the
bottom left corner cannot move in the x-direction. This means that the bottom-left
corner is pinned in place and the bottom boundary may stretch to the right but may not
deform upwards or downwards. Conditions III impose that the centre of the bottom
domain is pinned in the y-direction and the centre-line of the domain (x = 0.5) cannot
move in the x-direction. This means that the point at the centre of the bottom boundary
is pinned in place and the centre-line may not deform to the left or right. In all three
cases, traction free boundary conditions are imposed on boundaries where there is no
displacement boundary condition. In Conditions II and Conditions III, there is zero
temperature flux imposed across the left and right boundaries. Zero temperature flux
across left and right boundaries is naturally imposed in Conditions I since the domain
is periodic in the x-direction.

In this section, we increase the temperature in two different ways and impose three
kinds of boundary conditions. We will discuss the results and the relevance of these
problems in the context of uranium hydriding.

6.2.1 Uniform temperature

First we look at the case where the temperature of the system is raised uniformly by
10% and impose Conditions I on the displacement. When attempting to solve the
system, the Newton method did not converge and no solution was found. To try to
find a solution, the domain mesh was refined and smaller timesteps were taken. When
this did not lead to a convergent Newton method, an adaptive timestepping algorithm
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was employed. This is where the duration of timestep is selected based on the size of
error of the solution compared to a cheaply computed estimate. The size of timestep
chosen by the algorithm was very small, and the solver would stop solving after a few
timesteps. This was due to the timestep size being too small to be allowed by the
software’s default tolerance measures.

Next, we impose Conditions II on the system. These new conditions resulted in a
solution being found for the uniform temperature case with a quadratically convergent
Newton method. Figures 6.11(a), 6.11(b) and 6.11(c) show the simulated ux, uy and σxx

values. We see that ux appears constant in the y-direction and linear in the x-direction,
and vice versa for uy. We generate displacement profiles in the x- and y-directions
along the right and bottom boundaries, shown in 6.11(f) and 6.11(g) respectively and
see that this linear displacement is indeed the case. The stress σxx in Figure 6.11(c) is
very small everywhere in the domain. The other two calculated stress components σxy

and σyy are not shown as they also take very small values everywhere. It is assumed
that stress is zero to a machine precision value which has been multiplied by constants
in the calculation.

If a square domain undergoing uniform temperature increase is allowed to deform
freely, it will expand uniformly, or in other words, its displacement will be linear. This
is what is shown in Figure 6.11. The deformation is not restricted by Conditions II,
and therefore there is zero stress.

In uniform expansion, the x-displacement ux will be negative on the left boundary
and positive on the right boundary. Conditions I imposes that all independent vari-
ables will take an equal value on the left and right boundaries with periodic boundary
conditions, and thus imposing Conditions I did not allow uniform expansion.

6.2.2 Uniform temperature gradient

Next, we look at the case where the temperature of the top boundary is raised by 5%
and impose Conditions I on the displacement. Again, a solution to the system could
not be found because the Newton method did not converge.

Conditions II were applied instead, and a solution to this system was found, though
the Newton method converged slower than quadratically. The temperature gradient is
shown in Figure 6.13(a) and Figures 6.12(a) and 6.12(b) show the displacement in the
x- and y-directions respectively. Figures 6.12(c), 6.12(d) and 6.12(e) show the three
distinct stress components σxx, σyy and σxy. Figure 6.12(f) shows the trace of the stress
tensor Tr(σ) = σxx +σyy.
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From Figures 6.12(a) and 6.12(b), we see that deformation is qualitatively different
from the uniform heating case — particularly that there is no x-displacement near the
bottom boundary and the y-displacement is non-linear. Figures 6.13(c) and 6.13(e)
show the displacement along the right boundary and top boundary respectively. We
see that the top boundary experiences linear displacement in the x-direction and non-
linear displacement in the y-direction. The top boundary is a convex curve shape. On
the right boundary, we see that the system exhibits some compression since ∂uy

∂y < 0.

The regions where compression is seen corresponds to regions of compressive
stress (the negative values of Tr(σ) in Figure 6.12(f)). From Tr(σ) it is also possible
to deduce that there are tensile stresses in the vicinity of the central bottom boundary,
indicating that the material is pulling away from the boundary. This stress is large; its
maximal value is around 2.9×107Pa.

With a uniform temperature gradient in 2D, an unrestricted domain will change
shape as is illustrated in the schematic, Figure 6.14. The zero y-displacement condition
on the bottom boundary in Conditions II means the domain cannot deform in this way,
hence stresses are induced.

Finally, imposing Conditions III lifts these restrictions and allows the domain to de-
form freely under an imposed uniform temperature gradient. The domain is now set to
have zero x-displacement on the vertical centre-line at x = 0.5 and zero y-displacement
at the point where this line meets the bottom boundary, as illustrated in Figure 6.10(c).
The results of the simulation are shown in Figures 6.15 and 6.16. We see the defor-
mation is qualitatively similar to the schematic in Figure 6.14 — the top boundary
is a convex curve and the bottom boundary is concave as shown in Figures 6.16(d)
and 6.16(h). The x-displacement on the bottom boundary is zero since T = T0, and is
linear on the top boundary where T = 1.05×T0. The x-displacement on the left and
right boundaries is linear. Figures 6.15(d) and 6.15(e) show the stress component σxx

and Tr(σ). They are everywhere small enough to be considered machine precision,
as are the components σxy and σyy which are not shown. This is as expected for this
unrestricted expansion.

6.2.3 Discussion of thermoelastic models

The simulated results for a uniform temperature gradient with Conditions II differ from
the two experiments where the domain is allowed to deform freely because stresses are
induced. The maximal value of Tr(σ) is approximately 2.9×107Pa, even though the
deformation is small relative to the size of the domain — the maximum y-displacement
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is less than 1mm, compared to the 1m domain length. It was noted that the Newton
method converged slower than quadratically. Imposing Conditions I meant that solu-
tions could not be found in either the case of uniform temperature increase, or uniform
temperature gradient.

Because the Young’s modulus is so large for metals (for uranium, E = 2.08×
1011 [84]), if the boundary conditions sufficiently restrict deformation, the stresses
induced can be large. If the the value of an independent variable at a given node
changes by a sufficient amount between two timesteps, the solution from the previous
timestep becomes a poor initial guess for the advanced timestep. This can lead to
Newton methods which converge at a slower-than-quadratic rate or do not converge at
all. We have encountered that issue in this section when the domain is experiencing
large changes in the stress values between timesteps.

To combat this problem, it is possible to nondimensionalise the stress variables,
and calculate σxx

E , σxy
E and σyy

E . When the simulation ran in this case, the Newton
method converged quadratically on the solution for all timesteps. This happens be-
cause the Young’s modulus E will no longer appear in the governing differential equa-
tions (6.12), and so there are smaller changes in the independent variables between
timesteps.

However, when we move to a multi-physics model, nondimensionalising does not
resolve the issue. Since stress appears in the hydrogen flux J and the chemical poten-
tial, µ, it therefore appears in the conservation of mass and energy equations — see
equations (2.21), (2.24), (2.15) and (2.28) respectively. In fact, there are terms in the
energy conservation equation which have squared stress terms. Nondimensionalisation
of the stress will mean the Young’s modulus is introduced into these equations instead.

In one-dimensional modelling, the stress was calculated as zero everywhere be-
cause the growth of the domain was not restricted. However, when attempting to model
hydriding in two dimensions, the non-uniform expansion and temperature changes as-
sociated with localised hydride formation will cause stresses in the system.

Though it is possible to solve the continuum multi-physics model with FEM for
hydriding on a two-dimensional domain, there are many factors which make it difficult.
They are listed here:

• The metal-hydride transition region requires many small elements to resolve the
steep gradient in U∗. These small elements mean that small timesteps must be
taken.

• Small elements are required to resolve steep stress gradients.
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• Fast-changing stress values require small timesteps to be taken so that the previ-
ous solution is still a good initial guess for the next timestep.

• There are three timescales in the problem: diffusion of hydrogen controlled by
D, reaction to form hydride controlled by kHr and the switch-on speed of the
outer boundary condition on C controlled by v. All three of these timescales
must be considered when choosing a timestep size.

By choosing extremely small timesteps and elements, the problems of resolving steep
gradients and fast-changing dependent variables are solved. However, the simula-
tion will need to run for a large number of timesteps to see change on the diffusion
timescale. We then encounter the problem of the code being computationally expen-
sive and generating large amounts of data.

To solve this, the first step in future work would be to solve the system on a fully
adaptable mesh with an adaptive timestepping regime. This will ensure that small
elements and timesteps are used only where they are needed. The problem will still be
computationally expensive because adaptivity requires calculation, but hopefully less
so than indiscriminately decreasing the element size and timestep length.

Referring to the problem of Condition II with a uniform temperature gradient, we
also note that the calculated stress is large, even though the deformation is small rel-
ative to the size of the domain — the maximum y-displacement is less than 1

1000 of
the domain length. In one-dimensional modelling, we saw deformations up to 1

5 of the
domain size. Thus, with a full working multi-physics model for hydriding, we could
potentially expect very large stress values.

Finally, in the sensitivity analysis of Model 3 in one-dimensional modelling, we
concluded that V̄Hr, the partial molar volume of hydride in uranium metal is highly
influential on the expansion. This value is expected to be very important when calcu-
lating large stresses that depend on deformation.

6.3 Discussion and conclusions

The quasi-steady states seen in the pure metal model could be evidence of a mechanism
for cessation of hydride growth existing in a system which solely models reaction and
diffusion. Alternatively it could contribute to the slowing of growth alongside stresses
generated by the SPL. Developing mathematical models allows us to explore these
mechanisms in isolation.
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A multi-physics model could be used to calculate stress, and therefore predict
whether the ultimate tensile strength of a given material has been reached. This could
be used to predict the occurrence of hydride blisters breaching the SPL. Sensitivity
analysis of such models could be used to determine parameters that influence the time
or blister size when the SPL is breached.

As discussed in the last section, running simulations on these two-dimensional
models is computationally expensive. Running sensitivity analysis experiments on
these two-dimensional models would take a vast amount of computing time since a
whole simulation must be run to obtain a single data point. However, it lends itself to
easy parallelisation since each data point can be obtained individually and compared
at the end. It would be important to parallelise any parameter experiments on two-
dimensional models.

In future work on these models, it should be noted that the physical parameters
of uranium hydride used here do not differ from those for uranium metal. To have
a model with high fidelity to experiment, a full set of physical parameters should be
used. It is not always possible to find existing parameters in the literature.
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(a) ux (b) uy

(c) σxx

(f) Displacement on right boundary (g) Displacement on top boundary

Figure 6.11: Graphs to show deformation and stress due to uniform temperature in-
crease with Conditions II.
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(a) ux (b) uy

(c) σxx (d) σyy

(e) σxy (f) Tr(σ)

Figure 6.12: Graphs to show displacement and stress in a uniform temperature gradient
with Conditions II.
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(a) T/T0

(c) Displacement on right boundary

(e) Displacement on top boundary

Figure 6.13: Graphs to show temperature, and displacement on the right and top bound-
aries in a uniform temperature gradient with Conditions II.
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Figure 6.14: Schematic to show unrestricted deformation of a two-dimensional domain
in a uniform temperature gradient, with the temperature at the top boundary higher than
that at the bottom.
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(a) T/T0 (b) ux

(c) uy (d) σxx

(e) Tr(σ)

Figure 6.15: Graphs to show temperature, displacement and stress in a uniform tem-
perature gradient with Conditions III.
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(c) ux and uy on right boundary (d) ux and uy on top boundary

(g) ux and uy on left boundary (h) ux and uy on bottom boundary

Figure 6.16: Graphs to show displacement on the boundaries in a uniform temperature
gradient with Conditions III.



Chapter 7

Future work

Some important areas of future work are apparent from the discussions of one- and
two-dimensional modelling results. Firstly, it is important to obtain a boundary condi-
tion on C of the correct form that is physically consistent, or use some other method to
model hydrogen in-flux into the system. This could be achieved by finding a method
to properly convert the Sieverts’ law given by Powell [63, 64].

Secondly, it is clear that a mesh and timestepping method which can sufficiently
resolve the solutions for the two-dimensional multi-physics model must be found. This
will open up the potential to study the effects of both hydride-induced stress and pre-
existing stress. It would be possible to investigate whether tensile stress produces pref-
erential hydriding regions as seen experimentally in zirconium [35] and niobium [32].
It would also be interesting to attempt to replicate the experimental findings of Appel
et al. in their pre-stressed uranium bars [27]. Alongside the introduction of stress in
the diffusion equation via the chemical potential, µ, a stress-dependent solid solubility
limit could be introduced, following the lead of previous modelling by Puls [33] and
Varias [34]. It would be possible to compare the effects of stress-dependent CT SS and
µ as reasons for preferential hydriding. It would also be interesting to see the effect of
multiple blisters in one domain and explore how their stress fields interact.

On the theme of stress and deformation, a more complicated nonlinear elasticity
model could be employed. Since UH3 is highly brittle, it is not physically accurate to
model it as a linearly elastic material. Appel et al. also found that plastic deformation
is important to SPL cracking [27].

Interesting work has been done by S. Blaxland in their 2015 thesis [85], and by
Greenbaum et al. [86, 87], to determine which hydride shapes are energetically prefer-
able based on the strain energy calculated by FEM. With the full version of the model
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in this work (that includes reaction-diffusion and thermoelastic effects), hydride is
produced when it is energetically preferable based on the stress field, but also on the
temperature and local concentration of hydrogen. After more development to the two-
dimensional model in this work, it would be possible to investigate whether the same
shapes are energetically preferable in the short- and long-term after the inclusion of
these effects.

Another obvious next step is to complete a thorough investigation over a range of
boundary conditions and preferential diffusion functions to see if the observed quasi-
steady state exists in two-dimensional models with an SPL.

By proceeding with sensitivity analysis on the two-dimensional (and potentially
higher-dimensional) multi-physics models, it will be possible to investigate the depen-
dence of the model results on physical parameters such as the external pressure of
hydrogen, size of pre-existing stress and initial temperature. Sensitivity analysis could
be used to highlight important areas of future experimental investigation. As discussed
previously, running sensitivity analyses on two-dimensional FEM models is compu-
tationally costly. One way to reduce computational cost may be to approximate the
temperature by a constant value. In the one-dimensional multi-physics models, tem-
perature did not change appreciably from its initial value in any of the models. Unless
it becomes clear that this is different in two dimensions, it is proposed that temperature
is set to a constant value to remove one of the equations.

In the longer term, models on an axisymmetric cylindrical domain and in three di-
mensions could be solved. This could be used to explore intrinsically higher-dimensional
effects, such as three-dimensional stress effects and the morphology of hydrides in
three-dimensions.

Finally, in terms of the model derivation, it would be mathematically elegant to
obtain a variational formulation for the whole system, as was done for linear thermoe-
lasticity in section 2.10, if the relevant invariants can be found or derived.
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Appendix A

Chemical potential of a stressed solid

The chemical potential of some chemical species in a system is defined as the derivative
of internal energy of the system with respect to the change of number of particles of
that species. The chemical potential of a dilute solute in an unstressed solid is given
by Raoult’s law for an ideal solution,

µ = µ0 +RT ln(C) (A.1)

where µ0 is the chemical potential with zero solute concentration [54]. The chemical
potential for a stressed solid is found by a thermodynamics argument by Li et al. [55],
the details of which are sketched below.

Consider isothermal processes on a two-component system with a mobile compo-
nent, labelled M, and an immobile component, I. In the system we are considering, M

is the diffusing hydrogen and I is the uranium metal. The system is considered to be a
unit cube, each face of which is in contact with a body of fluid, F. M is mobile within
F, and the walls of the system are penetrable only by M. The setup is shown in Figure
A.1, which is taken from the paper by Li et al..

The fluid in contact with the faces of the system whose normal is parallel to the x-
direction is under pressure Px and M has chemical potential µx

M in this fluid. The same
is true for Py and µy

M, and Pz and µz
M in the fluid in contact with the faces of the system

whose normal is parallel to the y- and z-directions respectively. Consider two of the
fluid blocks connected by a tube filled with the same fluid F as shown in Figure A.1.
The ends of the tube are such that M may flow through but F may not. Consider the
case where µx

M 6= µy
M. A chemical potential gradient exists along the tube, which will

cause M to flow down it. However, this process is an isothermal conversion of heat to
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Figure A.1: Diagram of a unit cube of immobile material, I, with pressure exerted on
each face by a fluid, F. Image taken from Li et al. 1966 [55]. The striped region in
the centre is the block of I, and the four white squares are the blocks of fluid, F. The
labels Px and Py give the pressure of F in each fluid-filled block (Pz is the pressure
of F in contact with the two faces of I whose normal is parallel to the z-direction that
cannot be seen in this two-dimensional sketch). The labels µx

M and µy
M are the chemical

potential of the mobile component, M, in that fluid block (again, µz
M is the chemical

potential of M in the fluid blocks in contact with the two faces of I whose normal is
parallel to the z-direction). The dashed line indicates the tube connecting the points A
(where µM = µy

M) and B (where µM = µx
M).

work, which violates the second law of thermodynamics, so we must have µx
M = µy

M.
By similar arguments, we can say that µx

M = µy
M = µz

M.

Next, we consider removing a section of the stressed solid such that the cuts made
are always perpendicular to the principal stress axes. The stresses which acted on this
section while it was part of the whole may be reapplied by fluid blocks as in the case
of the whole above. The thought experiment may then be repeated for this set-up and
we find again that the chemical potential is equal in each fluid block. This implies that
the chemical potential of the mobile component M is equal throughout the system for
any elastically-supported stresses.

To find this uniform quantity, µM, we consider reversible, isothermal processes on
a closed system. The first law of thermodynamics states that the internal energy of the
system is conserved. We have

dU = d̄Q+ d̄W (A.2)

where U is the internal energy, d̄Q is the heat going into the system and d̄W is work
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done on the system. A statement of the second law of thermodynamics for reversible
processes is

d̄Q = T dS (A.3)

where T is the temperature and S is the entropy. Putting this into the first law statement
and integrating along a cycle gives∮

dU = T
∮

dS+
∮

d̄W (A.4)

for an isothermal process. The system is closed so the first term is zero and the pro-
cess is reversible so the second term is zero, Thus the work done is also zero. This
means that work done on a closed isothermal system is path-independent for reversible
processes. This path independence may be exploited to find the chemical potential µM.

We look at the transfer of δnM moles of M from the surface of the stressed solid I
into F. This process may be performed in two ways. The first is by moving M whilst I
is in the current stressed state.

The work required to add one mole of M to the stressed solid is WM and to F is W F
M .

This gives the work done on the solid for the first path is

W1 = δnM
(
W F

M −WM
)
. (A.5)

The second path is by relaxing all stresses on the body, transferring one mole of
M from I to F, and then reapplying the stresses. To relax the stresses, the work done
on the body is −w. The work done to transfer M is the sum of the work done for
the transfer itself, (µM− µ0

M)δnM, and the work done in the fluid expansion, W F
M δnM.

Then the work done to reapply the stress on I will be w− ∂w
∂nM

δnM. This is the negative
of the amount of work done to relieve the stress initially, decremented by an amount
proportional to the amount of M lost. The total work done on the solid for the second
path is

W2 = (µM−µM0−
∂w

∂nM
+W F

M)δnM. (A.6)

All the processes described are reversible, so the work done is path independent. This
means we can equate W1 =W2 and obtain

µM = µM0 +
∂wM

∂nM
−WM, (A.7)

which is our expression for the chemical potential of M stressed solid, I. The first term
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on the right hand side is the chemical potential for the unstressed solid. The second
term is the partial molal strain energy. The final term is the work done by the applied
stresses when a mole of M is added to the body, also called the work of addition.

The chemical potential for the unstressed body is taken from Raoult’s law, Equation
(A.1), and we have

µM = µ0 +RT ln(C)+
∂wM

∂nM
−WM (A.8)

Using the 1998 paper by Varias [34] on the hydrogen-zirconium system, we derive
expressions for the partial molal strain energy and the work of addition. The applied
stress is σ, and the strain is ε, so we have the strain energy for a material particle with
volume V is given by

wM =
∫

εmn

0
V σi jdε

i j =
∫

σmn

0
V σi jCi jkldσkl (A.9)

where C is the compliance tensor. Taking the derivative with respect to the number of
moles of M, we obtain

∂wM

∂nM
=

∂

∂nM

(∫
σmn

0
V σi jCi jkldσkl

)
=

∫
σmn

0

(
∂V

∂nM
Ci jkl

σi j +
∂Ci jkl

∂nM
V σi j

)
dσkl.

(A.10)

If we further make the assumption that the compliance does not depend on the number
of moles of hydrogen, we have ∂Ci jkl

∂nM
= 0. Now we finally have

∂w
∂nM

=
1
2

V̄ HCi jkl
σi jσkl (A.11)

where ∂V
∂nM

= V̄ H is the partial molar volume of hydrogen.

Now, also need an expression for the work of addition WM. This is the work done
by σ on the volume V for each mole of hydrogen added [55],

WM =V σi j
∂εi j

∂nM
. (A.12)

We assume the metal is isotropic and thus the deformation will be a volumetric
expansion. This means the shear strain elements will be zero and εi j = φδi j where φ is
the normal strain in each direction. Now we look at the ratio of the change in volume
of an element ∆Ω to its original volume Ω during volumetric expansion. The normal
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strain in each direction measures the change in length L of a material line element
relative to the original length of the element – ∆L

L . Considering a cube of volume V

and side-length L, we have
∆Ω

Ω
=

3 ∆L
L

= ε
(ii) (A.13)

in each direction, where the superscript (ii) indicates no summation over i. Relating
this to our problem, the change in volume per mole of hydrogen addition is V̄ H , the
original volume is V , and ∂εi j

∂nM
is the strain per mole of hydrogen addition. This gives

V̄ H

V
δ

i j = 3
∂εi j

∂nM
. (A.14)

Substituting the strain per mole of added hydrogen into equation (A.12) gives the work
of addition

WM =V σi j
∂εi j

∂nM
=V σi j

V̄ H

3V
δ

i j =
σk

k
3

V̄ H . (A.15)

Equations (A.11) and (A.15) are substituted into (A.8) to give

µM = µ0 +RT ln(C)+
1
2

V̄ HCi jkl
σi jσkl−

σk
k

3
V̄ H . (A.16)

Looking at the molal strain energy and work of addition terms, we see that ∂wM
∂nM

∝

E−1σ2 and WM ∝ σ where E is the Young’s modulus of the metal. The Young’s mod-
ulus of uranium is approximately 2×1011Pa [88][84]. The ultimate tensile and com-
pressive strengths of uranium (the largest stress values we could reasonably expect to
measure) are on the order of 108Pa [89] and therefore ∂wM

∂nM
is negligible compared with

WM, so we neglect this term.
The final equation for chemical potential of hydrogen diffusing in a block of stressed

uranium is thus

µM = µ0 +RT ln(C)−
σk

k
3

V̄ H . (A.17)



Appendix B

Conservation of energy

To derive the equation we use for the non-mechanical energy in the model, an argument
is used which is similar to that of Varias’ 2008 paper [56]. We look at the equation of
energy per unit mass, Φ, for a deforming solid,

ρ
DΦ

Dt
= σ :

Dε

Dt
−∇X ·JE (B.1)

where σ is the Cauchy stress, ε is the strain tensor and the derivatives D
Dt are material

derivatives, so for some φ, Dφ

Dt = ∂φ

∂t +V ·∇Xφ, where V is the Eulerian velocity of a
material point and ∇X takes the derivative with respect to the Eulerian coordinate sys-
tem. Every derivative in this section is taken with respect to the Eulerian coordinates,
so for brevity, ∇ = ∇X.The first term on the right-hand-side of equation (B.1) is the
mechanical energy (since the derivative of the strain energy = stress power) and the
second term is the Eulerian flux of the so-called non-mechanical energy, JE .

We look at this in the context of a solid material with a gas diffusing through it.
In general, the energy depends on the number of molecules of the diffusing substance
per unit mass of the system η, the entropy per unit mass of the system S, and the strain
tensor ε:

Φ = Φ(η,S,εi j). (B.2)

Thus we may write the material derivative of Φ as

DΦ

Dt
=

Dη

Dt
∂Φ

∂η

∣∣∣∣
S,εi j

+
DS
Dt

∂Φ

∂S

∣∣∣∣
η,εi j

+∑
i, j

Dεi j

Dt
∂Φ

∂εi j

∣∣∣∣
η,S

(B.3)

and use this to define certain thermodynamic quantities. We say that the state variables
εi j are thermodynamically conjugate to the thermodynamic tensions, the stress σi j.
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This means we write σi j
ρ

= ∂Φ

∂εi j
|η,S, where the factor of 1

ρ
is because Φ is energy per

unit mass. Chemical potential, µ is the change in internal energy due to the addition
or removal of diffuser to the system, so we have µ = ∂Φ

∂η
|S,εi j . We also use the relation

between entropy, energy and temperature, ∂Φ

∂S |η,εi j = T . The first term on the right-
hand-side governs energy change due to sources or sinks of particles, the second is
related to heat and the third results from solid deformations.

Similarly, we look at the entropy per unit mass of the system. As a function of
state, S may be uniquely determined as a function of T , η and σi j

S = S(T,η,σi j). (B.4)

Therefore, we may also write the material derivative of the entropy,

DS
Dt

=
DT
Dt

∂S
∂T

∣∣∣∣
η,σi j

+
Dη

Dt
∂S
∂η

∣∣∣∣
T,σi j

+∑
i, j

Dσi j

Dt
∂S

∂σi j

∣∣∣∣
T,η

. (B.5)

The partial derivative of the entropy per unit mass with respect to temperature,

∂S
∂T

∣∣∣∣
η,σi j

=
cs

T
=

cp

T
(B.6)

where cs, the specific heat capacity at constant stress, is assumed to be equal to the spe-
cific heat at constant pressure, cp. Since η is the number of molecules of the diffusing
substance per unit mass of the solid, we can write that η = C

ρ
, the concentration of the

substance divided by the density of the solid, so

Dη

Dt
=

1
ρ

DC
Dt
− C

ρ2
Dρ

Dt
. (B.7)

We use the conservation of mass in density terms,

Dρ

Dt
=

∂ρ

∂t
+V ·∇ρ =−ρ∇ ·V (B.8)

to write this as

Dη

Dt
=

1
ρ

(
DC
Dt

+C∇ ·V
)
. (B.9)
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Then, we use Fick’s law in the Eulerian frame (this is the same as equation (2.7))

∂C
∂t

+∇ · (CV+J) =
DC
Dt

+C∇ ·V+∇ ·J = 0 (B.10)

to give that

Dη

Dt
=−1

ρ
∇ ·J. (B.11)

We also have that the derivative of entropy with respect to η is the heat of transport of
the diffusing substance divided by the temperature, ∂S

∂η
= Q

ρT [56], with a factor of 1
ρ

since the entropy is per unit volume.

Replacing the derivatives ∂Φ

∂εi j
, ∂Φ

∂η
, ∂Φ

∂S , Dη

Dt and ∂S
∂η

in equations (B.3) and (B.5), we
now have

ρ
DΦ

Dt
=−µ∇ ·J+ρT

DS
Dt

+σ :
Dε

Dt
(B.12)

and
ρ

DS
Dt

=
ρcp

T
DT
Dt
− Q

T
∇ ·J+ Dσ

Dt
:

∂S
∂σ

∣∣∣∣
T,η

. (B.13)

σ and ε are a work conjugate pair: σ : Dε

Dt is equal to rate of work per unit undeformed
volume of the body.

We now use the 1998 paper by Varias [34] on hydrogen diffusion in Zirconium
(a similar problem to the one presented here) to adapt equations (B.12) and (B.13)
to the hydriding problem. We assume that the deformation is purely elastic. Elastic
deformation is a reversible process, so must generate zero entropy. This means that the
final term on the right-hand-side of (B.13) is zero. We also introduce a new term into
equation (B.13) which describes change in entropy due to the reaction to form hydride.
This reaction, U + 3H →UH3 removes one mole of uranium atoms and three moles
of hydrogen atoms from the system for every one mole of hydride created. Thus, the
rate of change in concentration of each of the three species due to the reaction alone is
related by

DCHr

Dt
=−DU

Dt
=−3

DC
Dt

(B.14)

where CHr is the hydride concentration and U is the uranium concentration. The ma-
terial derivative of the entropy due to the reaction alone is therefore

∂S
∂CHr

DCHr

Dt
+

∂S
∂U

DU
Dt

+
∂S
∂C

DC
Dt

=

(
∂S

∂CHr
− ∂S

∂U
−3

∂S
∂C

)
DCHr

Dt
. (B.15)
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In general, the entropy is not measured in chemical reactions, but rather the enthalpy,
H. The entropy change associated with a given reaction is calculated from the change
in enthalpy divided by the temperature. For the uranium hydriding reaction, we have
the molar enthalpy of formation of UH3, ∆H̄ as measured by Abraham and Flotow [90].
To convert this to entropy change per unit volume, we divide by ρT . Thus the term in
brackets, describing the change in entropy due to the formation of one mole of UH3 is
replaced by ∆H̄

ρT . We also use that by definition, the volume fraction of hydride, f , is
equal to the hydride concentration multiplied by the partial molar volume of hydride,
f = V̄HrCHr, so that DCHr

Dt = 1
V̄Hr

D f
Dt . This means that equation (B.13) for the hydriding

problem is

ρ
DS
Dt

=
cp

T
DT
Dt
− Q

T
∇ ·J+ ∆H̄

V̄HrT
D f
Dt

(B.16)

To replace the DS
Dt term, we begin by equating (B.1) and (B.12) , which are both

equations for ρ
DΦ

Dt . We rearrange for ρ
DS
Dt , to give

ρ
DS
Dt

=
µ
T

∇ ·J− 1
T

∇ ·JE

=−∇ ·
(

JE

T
− µ

T
J
)
− JE

T 2 ∇T −J ·∇
( µ

T

)
=−∇ ·

(
JE

T
− µ

T
J
)
− 1

T

(
JE

T
∇T +T J ·∇

( µ
T

)) (B.17)

The next part of the derivation is concerned with calculating the fluxes of energy
JE and diffusing substance J. We label the two terms on the right-hand-side of (B.17),
and it becomes

ρ
DS
Dt

=−∇ ·S+Ψ, (B.18)

where

Ψ =− 1
T

(
JE

T
∇T +T J ·∇

( µ
T

))
(B.19)

and

S =
JE −µMJ

T
. (B.20)

Now. by integrating over the material volume Ω and using the divergence theorem, we
obtain

d
dt

∫
Ω

ρSdV =
∫

Ω

ΨdV −
∫

∂Ω

S ·ndA. (B.21)

This states that the rate of change of entropy within a volume Ω is equal to the dif-
ference between rate of entropy generated within the volume and the rate at which it
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flows out of the volume across its surface ∂Ω.

Finally, we must replace the flux of non-mechanical energy, JE . To this end, we em-
ploy the Onsager reciprocity relation from thermodynamics [91]. The laws of Fourier
and Fick relate the heat and mass fluxes to their so-called thermodynamic forces, tem-
perature gradient and chemical potential, respectively. When both gradients are present
in a system, the two processes are coupled. This coupling is accounted for by assuming
that both fluxes J and JE depend linearly on the two vector thermodynamic forces, ∆E

which drives non-mechanical energy flow, and ∆M which drives mass flow.

We write the equations to describe this as

JE = LE
∆

E +LEM
∆

M

J = LME
∆

E +LM
∆

M
(B.22)

where LE , LM, LEM and LMEare coefficients. The Onsager reciprocity relation states
that the coefficients LEM and LME are equal [34, 91].

Now, the two thermodynamic forces and three coefficients must be found. We have
a relation due to Denbigh [92] relating mass and non-mechanical energy flux with the
rate of generation of internal entropy per unit volume arising from mass and heat flow,

Ψ =
1
T

(
JE ·∆E +JM ·∆M) . (B.23)

This is the same quantity as the Ψ defined in (B.19) to be the specific rate of generation
of internal entropy, so we equate the two and obtain

− JE

T
·∇T −T J ·∇

( µ
T

)
= J ·∆E +J ·∆M (B.24)

From this, we have equations for the thermodynamic forces

∆
E =− 1

T
∇T ∆

M =−T ∇

( µ
T

)
, (B.25)

so our fluxes become

JE =−LE

T
∇T −T LEM

∇

( µ
T

)
J =−LME

T
∇T −T LM

∇

( µ
T

) (B.26)

To be able to have a full equation for the non-mechanical energy flux, we also need the
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coefficients LM, LE and LEM = LME .

Firstly, we consider the equation (2.21) derived in chapter 2 for the flux of diffusing
substance, which is given again here,

J =−DUC
RT

(
∇µ+

Q
T

∇T
)
. (B.27)

We equate this with our definition of J in terms of the thermodynamic forces,

− DUC
RT

(
∇µ+

Q
T

∇T
)
=−LME

T
∇T −LMT ∇

( µ
T

)
. (B.28)

Expanding the gradient of µ
T and equating coefficients in ∇µ and ∇T gives the coeffi-

cients
LM =

DUC
RT

and LME = LEM =
DUC(µ+Q)

RT
. (B.29)

Now, to obtain the final coefficient LE , we consider a situation in the absence of mass
flux. We have J = 0, so from the definition of mass flux (B.27),

∇µ =−Q
T

∇T. (B.30)

Using this relation to replace ∇µ in the expansion of ∇
( µ

T

)
, we may write

∇

( µ
T

)
=

Q+µ
T 2 ∇T. (B.31)

Fourier’s Law for the flux of thermal energy, JE = −κ∇T , where κ is the thermal
conductivity, holds in the absence of mass flux. We use this to replace JE and (B.31)
to replace ∇

( µ
T

)
and rearrange to finally obtain

LE = κT +
DUC(µ+Q)2

RT
, (B.32)

the final coefficient to be calculated. We have the Eulerian flux of non-mechanical
energy is

JE =−
(

κ+
DUC(µ+Q)2

RT 2

)
∇T − DC(µ+Q)

R
∇

( µ
T

)
=(µ+Q)J−κ∇T

(B.33)
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This flux is now substituted into the first line of equation (B.17), which gives

ρT
DS
Dt

= ∇ · (κ∇T )−Q∇ ·J−J ·∇µ. (B.34)

Finally, we substitute this into equation (B.16) to give

ρcp
DT
Dt

+
∆H̄
V̄Hr

D f
Dt

= ∇X · (κ∇XT )−J ·∇Xµ (B.35)

where we also return to the explicit derivatives with respect to the Eulerian coordinates.



Appendix C

Weak form in cylindrical co-ordinates

In this chapter, we present a derivation of the weak form equations for thermoelasticity
in a cylindrical domain. The implementation is described so that it can be implemented
in an axisymmetric model of uranium hydriding. Modelling on axisymmetric cylindri-
cal domains provides a way to look at solutions for a quasi-three-dimensional system,
without the computational complexity of a true three-dimensional domain.

In deriving the weak form equations for one- and two-dimensional Cartesian do-
mains in section 3.3, the divergence theorem was employed to transfer a spatial deriva-
tive from all second-spatial-derivative and F-type terms, and the boundary terms are
obtained as a result. We present a neat way to transfer the spatial derivative in general
orthogonal co-ordinate systems.

We define a domain Ω, the cylinder which occupies the region r∈ [0, R̃], θ∈ [0,2π),
Z ∈ [a,b], and ∂Ω is the cylinder boundary. The coordinate system (r,θ,Z) is shown in
Figure C.1.

The weak form is found for the equations of linear thermoelasticity, to show the
method. The weak form of the other equations can be found similarly. The equations
for linear thermoelasticity, derived in Chapter 2 are given here for reference:

εi j =

(
1+ν

E

)
σi j−

ν

E
σkk +α∆T δi j = 0

∇ ·σ = 0
(C.1)

In a general co-ordinate system, the strain tensor is defined by

ε =
1
2
((∇⊗u)+(∇⊗u)ᵀ) (C.2)
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Z

θ = 0

r

θ

er

eθ

eZ

P

r = R̃

Z = b

Z = a

Ω

∂Ω

Figure C.1: Cylindrical coordinate system.

where ⊗ is the tensor product, defined by (a⊗b)i j = (e j ·a)(ei ·b). Taking the tensor
product ∇⊗u in cylindrical coordinates, we obtain

∇⊗u =

(
er

∂

∂r
+ eθ

1
r

∂

∂θ
+ eZ

∂

∂Z

)
⊗ (urer +uθeθ +uZeZ) . (C.3)

This results in the strain tensor

ε =
1
2
((∇⊗u)+(∇⊗u)ᵀ)

=
1
2


2∂ur

∂r
1
r

∂ur
∂θ
− uθ

r + ∂uθ

∂r
∂uZ
∂r + ∂ur

∂Z
1
r

∂ur
∂θ
− uθ

r + ∂uθ

∂r 2
(

ur
r + 1

r
∂uθ

∂θ

)
1
r

∂uZ
∂θ

+ ∂uθ

∂Z
∂uZ
∂r + ∂ur

∂Z
1
r

∂uZ
∂θ

+ ∂uθ

∂Z 2∂uZ
∂Z

 .
(C.4)

Then the three components of the linear thermoelastic constitutive relation that corre-
spond to the diagonal elements of the strain tensor are

∂ur

∂r
=

1
E

σrr−
ν

E
(σθθ +σZZ)+α∆T

ur

r
+

1
r

∂uθ

∂θ
=

1
E

σθθ−
ν

E
(σrr +σZZ)+α∆T

∂uZ

∂Z
=

1
E

σZZ−
ν

E
(σrr +σθθ)+α∆T,

(C.5)
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and the three distinct components corresponding to the off-diagonal elements of the
strain tensor are

1
2

(
1
r

∂ur

∂θ
− uθ

r
+

∂uθ

∂r

)
=

1+ν

E
σrθ

1
2

(
∂uZ

∂r
+

∂ur

∂Z

)
=

1+ν

E
σrZ

1
2

(
1
r

∂uZ

∂θ
+

∂uθ

∂Z

)
=

1+ν

E
σθZ.

(C.6)

There are no second spatial derivatives in the constitutive relation. With reference to
the weak form of reaction diffusion equations, equation (3.7), this means all terms in
the constitutive relation are of the R term type. Therefore to obtain the weak form
of these equations, we do not require the spatial derivative of the shape functions.
However, this is not the case for Cauchy’s momentum equation. In the weak form of
Cauchy’s momentum equation, the stress is a type F term. In the two-dimensional
Cartesian weak form, given in the first two of equations (6.14), we see that by having
stress as an F type term, we obtain the traction boundary terms.

To calculate the weak form of Cauchy’s momentum equation, we define three
vector test functions, which are equivalent to the value of the scalar test function
ψ(x) = ψ(r,θ,Z) in the direction of each of the three unit vectors

Ψ1(r,θ,Z) = ψ(r,θ,Z)er,

Ψ2(r,θ,Z) = ψ(r,θ,Z)eθ and

Ψ3(r,θ,Z) = ψ(r,θ,Z)eZ.

(C.7)

We write the integral form of the momentum equations as the three equations, for
i = 1,2,3,∫

Ω(∇ ·σ) ·Ψi(r,θ,Z)dV =
∫

∂Ω

(σ ·Ψi) ·ndS−
∫

Ω

σ : (∇⊗Ψi)dV

=
∫ b

Z=a

∫ 2π

θ=0
(σ ·Ψi) · er

∣∣∣∣
r=R̃

R̃dθdZ +
∫ 2π

θ=0

∫ R̃

r=0
(σ ·Ψi) · eZ

∣∣∣∣
Z=b

rdrdθ

−
∫ 2π

θ=0

∫ R̃

r=0
(σ ·Ψi) · eZ

∣∣∣∣
Z=a

rdrdθ−
∫ b

Z=a

∫ 2π

θ=0

∫ R̃

r=0
σ : (∇⊗Ψi)rdrdθdZ

= 0

(C.8)
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where the divergence theorem has been used to transfer the spatial derivative onto Ψ.
Now, we must evaluate σ : ∇⊗Ψi and σ ·Ψi for i = 1,2,3. We have

∇⊗Ψi =

(
er

∂

∂r
+ eθ

1
r

∂

∂θ
+ eZ

∂

∂Z

)
⊗ ((Ψi)rer +(Ψi)θeθ +(Ψi)ZeZ) (C.9)

which, for each vector test function, is

∇⊗Ψ1 =


∂ψ

∂r
1
r

∂ψ

∂θ

∂ψ

∂Z

0 ψ

r 0
0 0 0

 ,∇⊗Ψ2 =

 0 −ψ

r 0
∂ψ

∂r
1
r

∂ψ

∂θ

∂ψ

∂Z

0 0 0

 ,

∇⊗Ψ3 =

 0 0 0
0 0 0

∂ψ

∂r
1
r

∂ψ

∂θ

∂ψ

∂Z

 .

(C.10)

We take the contraction of the stress tensor with each of these to give

σ : (∇⊗Ψ1) =
∂ψ

∂r
σrr +

1
r

∂ψ

∂θ
σrθ +

∂ψ

∂Z
σZZ +

ψ

r
σθθ,

σ : (∇⊗Ψ2) =−
ψ

r
σrθ +

∂ψ

∂r
σθr +

1
r

∂ψ

∂θ
σθθ +

∂ψ

∂Z
σθZ and

σ : (∇⊗Ψ3) =
∂ψ

∂r
σZr +

1
r

∂ψ

∂θ
σZθ +

∂ψ

∂Z
σZZ.

(C.11)

For the boundary terms,

σ ·Ψ1 =ψ(σrrer +σrθeθ +σrZez),

σ ·Ψ2 =ψ(σθrer +σθθeθ +σθZez) and

σ ·Ψ3 =ψ(σZrer +σZθeθ +σZZez).

(C.12)
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Therefore, the weak form equations of the three Cauchy equation components are∫ b

Z=a

∫ 2π

θ=0

∫ R̃

r=0

[
∂ψ

∂r
σrr +

1
r

∂ψ

∂θ
σrθ +

∂ψ

∂Z
σZZ +

ψ

r
σθθ

]
rdrdθdZ =

∫ b

Z=a

∫ 2π

θ=0
ψσrr

∣∣∣∣
r=R̃

R̃dθdZ +
∫ 2π

θ=0

∫ R̃

r=0
ψσrZ

∣∣∣∣
Z=b

rdrdθ−
∫ 2π

θ=0

∫ R̃

r=0
ψσrZ

∣∣∣∣
Z=a

rdrdθ∫ b

Z=a

∫ 2π

θ=0

∫ R̃

r=0

[
− ψ

r
σrθ +

∂ψ

∂r
σθr +

1
r

∂ψ

∂θ
σθθ +

∂ψ

∂Z
σθZ

]
rdrdθdZ =

∫ b

Z=a

∫ 2π

θ=0
ψσθr

∣∣∣∣
r=R̃

R̃dθdZ +
∫ 2π

θ=0

∫ R̃

r=0
ψσθZ

∣∣∣∣
Z=b

rdrdθ−
∫ 2π

θ=0

∫ R̃

r=0
ψσθZ

∣∣∣∣
Z=a

rdrdθ∫ b

Z=a

∫ 2π

θ=0

∫ R̃

r=0

[
∂ψ

∂r
σZr +

1
r

∂ψ

∂θ
σZθ +

∂ψ

∂Z
σZZ

]
rdrdθdZ =

∫ b

Z=a

∫ 2π

θ=0
ψσZr

∣∣∣∣
r=R̃

R̃dθdZ +
∫ 2π

θ=0

∫ R̃

r=0
ψσZZ

∣∣∣∣
Z=b

rdrdθ−
∫ 2π

θ=0

∫ R̃

r=0
ψσZZ

∣∣∣∣
Z=a

rdrdθ.

(C.13)
The six constitutive relations in their weak form are∫ b

Z=a

∫ 2π

θ=0

∫ R̃

r=0

{
∂ur

∂r
− 1

E
σrr +

ν

E
(σθθ +σZZ)−α∆T

}
ψrdrdθdZ = 0∫ b

Z=a

∫ 2π

θ=0

∫ R̃

r=0

{
ur

r
+

1
r

∂uθ

∂θ
− 1

E
σθθ +

ν

E
(σrr +σZZ)−α∆T

}
ψrdrdθdZ = 0∫ b

Z=a

∫ 2π

θ=0

∫ R̃

r=0

{
∂uZ

∂Z
− 1

E
σZZ +

ν

E
(σrr +σθθ)−α∆T

}
ψrdrdθdZ = 0∫ b

Z=a

∫ 2π

θ=0

∫ R̃

r=0

{
1
2

(
1
r

∂ur

∂θ
− uθ

r
+

∂uθ

∂r

)
− 1+ν

E
σrθ

}
ψrdrdθdZ = 0∫ b

Z=a

∫ 2π

θ=0

∫ R̃

r=0

{
1
2

(
∂uZ

∂r
+

∂ur

∂Z

)
− 1+ν

E
σrZ

}
ψrdrdθdZ = 0∫ b

Z=a

∫ 2π

θ=0

∫ R̃

r=0

{
1
2

(
1
r

∂uZ

∂θ
+

∂uθ

∂Z

)
− 1+ν

E
σθZ

}
ψrdrdθdZ = 0.

(C.14)
These equations can then be used as the weak form of a thermoelastic problem on a
three-dimensional cylindrical domain, or used on an axisymmetric cylindrical domain
by neglecting θ dependence. The integrals over θ will be replaced with multiplication
by 2π.



Appendix D

Code validation

The test case of the Viscous Burgers’ Equation (VBE) was selected to validate the
model implementation. This equation has semi-analytic solutions which may be com-
pared with the oomph-lib solution. It also provides the means to test the implementa-
tion of both the R- and F-type terms described in section 3.3.

The VBE may be written in two different forms

∂y
∂t

+ y
∂y
∂x

= ζ
∂2y
∂x2 (D.1)

or
∂y
∂t

+
∂

∂x

(
1
2

y2
)
= ζ

∂2y
∂x2 . (D.2)

where ζ is a constant. These can be described in the framework of advection-reaction-
diffusion equations. The first formulation has the term y∂y

∂x , which would be a type

R
(

y, ∂y
∂x

)
term. This term is exchanged in the second formulation for a type F

(
y, ∂y

∂x

)
term: ∂

∂x

(1
2y2).

D.1 Cole-Hopf transformation

The Cole-Hopf transformation [93] is used to solve the VBE. The substitution is

y =−2ζ
∂

∂x
(lnφ) =−2ζ

φx

φ
, (D.3)

whose inverse is
φ = exp

(
− 1

2ζ

∫
ydx
)
. (D.4)
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Figure D.1: Graph to show the comparison between the oomph-lib and reference solu-
tions for the R-type term at three different times.

Use of equation (D.3) on the VBE gives

∂

∂x

(
1
φ

∂φ

∂t

)
= ζ

∂

∂x

(
1
φ

∂2φ

∂x2

)
. (D.5)

Integrating the above equation with respect to x once and redefining φ as φ×exp(−
∫

C(t)dt)

to get rid of the function C(t) which arises from the integration, we obtain

∂φ

∂t
= ζ

∂2φ

∂x2 , (D.6)

the heat equation. When zero Dirichlet boundary conditions are imposed, we have the
solution to the heat equation

φ(x, t) = (4πζt)1/2
∫

∞

−∞

exp
(
−(x− x′)2

4ζt
− 1

2ζ

∫ x′

0
f (x′′)dx′′

)
dx′ (D.7)

where f (x′′) is the initial condition. The use of Equation (D.4) results in an analytic
solution y(x, t) for the VBE.
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Figure D.2: Graph to show the comparison between the oomph-lib and reference solu-
tions for the F-type term at three different times.

D.2 Solutions of the viscous Burgers’ equation

Numeric integration was used to obtain semi-analytic solutions which could then be
compared to results from oomph-lib. MATLAB [94] was used to find the semi-analytic
reference solutions because it is easy to integrate between infinite limits using its in-
built functions. Figure D.1 shows the comparison for the R-type term and similarly
Figure D.2 for the F-type term. We see that the oomph-lib solutions and reference
solutions exhibit the same behaviour.

D.3 Convergence study

Convergence studies were performed to check the rate of convergence of the oomph-
lib solution to the semi-analytical solution found in MATLAB. The solutions were
compared over the whole domain x ∈ [0,2π] at t = 1.0. oomph-lib computes the er-
ror between its solution and the reference solution on a one-dimensional domain by
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calculating

relative error =

√√√√∫
ζ

∣∣uoomph−lib−ure f
∣∣2dx∫

ζ

∣∣ure f
∣∣2dx

. (D.8)

The integrals are evaluated numerically with Gauss quadrature. The number of el-
ements of the oomph-lib solution will change in each simulation of the refinement
study, which also changes the locations of the Gauss nodes. The value of the reference
solution is then required at each Gauss node to calculate the error. However, evaluating
this solution is extremely time-consuming - it would be preferable to only do it once.
To facilitate this, the reference solution was evaluated on the domain discretised by
600,000 elements and to obtain the value at an intermediate point, linear interpolation
is implemented. The large number of elements compared with that of the oomph-lib
solution ensures that the interpolation will closely approximate the actual solution.

The relative error was calculated for nine different lengths of timestep and seven
different element lengths. The results of the convergence study are shown in Figures
D.3 and D.4.

From Figure D.3, we see that generally the relative error decreases with increas-
ing number of elements. However, for each size of timestep used (even when ∆t =

0.00001), the error value reaches a plateau. This is because the error due to the spatial
refinement becomes negligible compared to that due to the temporal refinement. The
steepest gradient of the relative error decrease for ∆t = 0.00001 before the plateau is
approximately −2.90 on the log-log scale. Using the element size h = length of domain

N

gives us an equation for the relationship between h and relative error

relative error =C1h2.90 (D.9)

with some proportionality constant C1. It is expected that the error is proportional
to hp+1 where p is the degree of the polynomial which describes the shape functions
on the elements. Since quadratic elements are used here, we would expect a relation
whereby the relative error is O(h3), so we have very good agreement with this.

The gradient of the relative error graphs increase with increasing N before the
plateau is reached. This is because the first data points on the graph are for a very
small number of elements. A mesh this coarse will not properly capture the shape of
the solution at all, so we may expect that the line would steepen.

Figure D.4 shows the same data points but plotted with error against the inverse of
the timestep size. Here, we see the error becoming saturated by low spatial refinement,
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except for the error data for 1000 elements. The gradient of the line representing the
relative error calculated for 1000 elements is approximately−1.01 on the log-log scale.
This gives the expression

relative error =C2∆t1.01 (D.10)

where C2 is again some constant of proportionality.
The timestepper used was BDF2, a second-order scheme, which is expected to

exhibit relative error of O(∆t2) for every timestep taken. If NT timesteps are taken, the
error is O(NT ∆t2). Using that the total time, T , is a constant, and ∆t = T

NT
, we have that

the error after NT timesteps is O(∆t). Clearly, we see excellent agreement with this in
the convergence study. We can say that the solution is converging with reduction in
timestep size as expected.
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Figure D.3: Graphs to show the convergence of the oomph-lib solutions to the refer-
ence solution with increasing N for nine different sizes of timestep.
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Appendix E

Sobol theorem

This proof is by I.M. Sobol [70] and refers to Chapter 4. We will show that the expan-
sion into ‘summands of different dimensions’ exists and is unique. To achieve this, we
obtain definitions for each function fi1...is(x̄i1 . . . x̄is) in the expansion

f (x̄) = f0 +
n

∑
i=1

fi(x̄i)+
n

∑
i=1

∑
i< j

fi j(x̄i, x̄ j)+ · · ·+ f12...n(x̄1, . . . , x̄n)

= f0 +
n

∑
s=1

∑
i1<···<is

fi1...is(x̄i1 . . . x̄is)

= f0 +F(x̄i1 . . . x̄is).

(E.1)

We will use the notation dx̄/dx̄i = dx̄1 . . .dx̄i−1dx̄i+1 . . .dx̄n to indicate integration with
respect to all independent variables except x̄i.

We define the constant f0 by integrating f (x̄) with respect to all the independent
variables ∫ 1

0
· · ·

∫ 1

0
f (x̄)dx̄ =

∫ 1

0
· · ·

∫ 1

0
f (x̄)

n

∏
k=1

dx̄k = f0. (E.2)

Next we define the ‘first dimension’ functions. Consider

gi(x̄i) =
∫ 1

0
· · ·

∫ 1

0
f (x̄)dx̄/dx̄i

=
∫ 1

0
· · ·

∫ 1

0
( f0 +F(x̄i1 . . . x̄is))dx̄/dx̄i

= f0 + fi(x̄i)

(E.3)
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so we may define

fi(x̄i) := gi(x̄i)− f0 =
∫ 1

0
· · ·

∫ 1

0
f (x̄)dx̄/dx̄i− f0. (E.4)

Next we define the ‘second dimension’ functions by considering the function

gi j(x̄i, x̄ j) =
∫ 1

0
· · ·

∫ 1

0
f (x̄)dx̄/dx̄idx̄ j

=
∫ 1

0
· · ·

∫ 1

0
( f0 +F(x̄i1 . . . x̄is))dx̄/dx̄idx̄ j

= f0 + fi(x̄i)+ f j(x̄ j)+ fi j(x̄i, x̄ j)

(E.5)

so we may define

fi j(x̄i, x̄ j) := gi j(x̄i, x̄ j)−
(

f0 + fi(x̄i)+ f j(x̄ j)
)

(E.6)

and the ‘higher dimension’ functions are defined similarly.

In Chapter 4, there were two conditions

• f0 is constant (Condition 1), and

•
∫ 1

0 fi1...is(x̄i1, . . . , x̄is)dx̄k = 0 for i1 ≤ k ≤ is (Condition 2)

which we will now see may be obtained from the definitions of the functions fi1...is(x̄i1 . . . x̄is)

given above. Condition 1 is immediate from he definition of f0. Integrating Equation
(E.3) with respect to x̄i gives

∫ 1

0
gi(x̄i)dx̄i =

∫ 1

0

(∫ 1

0
· · ·

∫ 1

0
f (x̄)dx̄/dx̄i

)
dx̄i =

∫ 1

0
· · ·

∫ 1

0
f (x̄)dx̄

=
∫ 1

0
( f0 + fi(x̄i))dx̄i

= f0 +
∫ 1

0
fi(x̄i)dx̄i.

(E.7)

By comparing the final term on the first line with the final line, and using the definition
of f0, we have that

∫ 1
0 fi(x̄i)dx̄i = 0. Now, integrating Equation (E.5) with respect to
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x̄ j, we obtain

∫ 1

0
gi j(x̄i, x̄ j)dx̄ j =

∫ 1

0

(∫ 1

0
· · ·

∫ 1

0
f (x̄)dx̄/dx̄idx̄ j

)
dx̄ j

=
∫ 1

0
· · ·

∫ 1

0
f (x̄)dx̄/dx̄i = f0 + fi(x̄i)

=
∫ 1

0

(
f0 + fi(x̄i)+ f j(x̄ j)+ fi j(x̄i, x̄ j)

)
dx̄ j.

(E.8)

Utilising the previous result that
∫ 1

0 fi(x̄i)dx̄i = 0, we have

∫ 1

0
gi j(x̄i, x̄ j)dx̄ j = f0 + fi(x̄i)

= f0 + fi(x̄i)+
∫ 1

0
fi j(x̄i, x̄ j)dx̄ j

(E.9)

and so
∫ 1

0 fi j(x̄i, x̄ j)dx̄ j = 0. The same method may be used for all ‘higher dimen-
sion’ functions such that we have

∫ 1
0 fi1...is(x̄i1 , . . . , x̄is)dx̄k = 0 for i1 ≤ k ≤ is, which is

Condition 2.



Appendix F

Table of physical parameters

A list of values for the physical parameters used in this report are shown here alongside
sources and notes where necessary. Some of the values could not be found in the
literature for U and are instead given for another metal-hydrogen system.
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F.1 Terminal solid solubility limit calculation

The value for CT SS quoted from Une and Ishimoto (2004) [39] is

CT SS = 3.39×104× exp(−27291/RT )wppm . (F.1)

For 298K, this value is CT SS = 0.55wppm, thus for every 1kg of U, the solubility limit
is 0.55×10−6kg of H.

The molar weight of uranium is 238u×NA = 0.238kg mol−1. The number of moles
in 1kg of uranium is therefore 1kg

0.238kg mol−1 = 4.20mol.

The partial molar volume of uranium is 1.25× 10−5m3mol−1. The volume taken
up by 4.20mol of uranium is therefore 4.20mol× (1.25× 10−5)m3mol−1 = 5.25×
10−5m3.

Molar weight of hydrogen is 1u×NA = 9.99× 10−4kg mol−1. The number of
moles in 0.55×10−6kg of hydrogen is therefore 0.55×10−6kg

9.99×10−4kg mol−1 = 5.50×10−4mol.
At the solubility limit, the number of moles of hydrogen in the volume taken up

by 1kg of uranium is 5.50×10−4mol
5.25×10−5m3 = 10.47mol m−3. This is the concentration (in

mol m−3) of hydrogen in uranium at the solubility limit.



Appendix G

Sensitivity analysis additional data

G.1 Additional sensitivity analysis data for Model 2 cal-
culated by the Monte Carlo method

Table G.1: First-order Sobol indices for Model 2 calculated by the Monte Carlo method
with 100 samples.

Concentration (C) Expansion (u) UH3 vol. frac. (f)
DU 1.547×10−1 3.047×10−1 1.547×10−1

Catm

CT SS
4.479×10−1 3.516×10−1 4.479×10−1

λC 5.304×10−1 4.233×10−1 5.303×10−1

Table G.2: First-order Sobol indices for Model 2 by the Monte Carlo method with 200
samples.

Concentration (C) Expansion (u) UH3 vol. frac. (f)
DU 1.369×10−1 3.140×10−1 1.369×10−1

Catm

CT SS
4.469×10−1 3.620×10−1 4.469×10−1

λC 3.992×10−1 3.266×10−1 3.992×10−1

Table G.3: First-order Sobol indices for Model 2 calculated by the Monte Carlo method
with 1000 samples.

Concentration (C) Expansion (u) UH3 vol. frac. (f)
DU 1.510×10−1 3.129×10−1 1.510×10−1

Catm

CT SS
4.646×10−1 3.594×10−1 4.646×10−1

λC 3.840×10−1 3.072×10−1 3.840×10−1
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Table G.4: First-order Sobol indices for Model 2 calculated by the Monte Carlo method
with 5000 samples.

Concentration (C) Expansion (u) UH3 vol. frac. (f)
DU 1.514×10−1 3.204×10−1 1.514×10−1

Catm

CT SS
4.281×10−1 3.320×10−1 4.281×10−1

λC 3.896×10−1 3.415×10−1 3.905×10−1

G.2 Additional sensitivity analysis data for Model 2 by
the PCE method

Table G.5: First-order Sobol indices for Model 2 calculated by the PCE method with
quadrature order 3.

Concentration (C) Expansion (u) UH3 vol. frac. (f)
DU 1.588×10−1 3.321×10−1 1.588×10−1

Catm

CT SS
4.469×10−1 3.511×10−1 4.469×10−1

λC 3.920×10−1 3.137×10−1 3.920×10−1

Table G.6: First-order Sobol indices for Model 2 calculated by the PCE method with
quadrature order 4.

Concentration (C) Expansion (u) UH3 vol. frac. (f)
DU 1.588×10−1 3.321×10−1 1.588×10−1

Catm

CT SS
4.469×10−1 3.511×10−1 4.469×10−1

λC 3.920×10−1 3.137×10−1 3.920×10−1



CHAPTER G. SENSITIVITY ANALYSIS ADDITIONAL DATA 187

Table G.7: First-order Sobol indices for Model 2 calculated by the PCE method with
quadrature order 5.

Concentration (C) Expansion (u) UH3 vol. frac. (f)
DU 1.588×10−1 3.321×10−1 1.588×10−1

Catm

CT SS
4.469×10−1 3.511×10−1 4.469×10−1

λC 3.920×10−1 3.137×10−1 3.920×10−1

G.3 Influential and non-influential input parameters

Figure G.1 shows the dependence of the output parameter f on input parameters DU

and V̄Hr in Model 3. In each case, the value of f is taken at the node on the outer
boundary after 200 timesteps. When varying DU , V̄Hr is held at its mean value and
vice versa. The change in f when V̄Hr is varied by ±10% from its mean value is
negligible compared to the change in f when DU is varied by ±10%. We conclude
that DU and strongly influences f and V̄Hr weakly influences f . This illustrates what
is meant by ‘influential’ and ‘non-influential’ parameters.

Figure G.1: Graphs to show dependence of f on DU and V̄Hr in one-dimensional Model
3. The value of f is taken after 200 timesteps at the node on the outer boundary.

G.4 Additional sensitivity analysis data for Model 3 by
the PCE method
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Table G.8: First-order Sobol indices for Model 3 calculated by the PCE method with
quadrature order 3 and limits of the uniform distribution ±1% of the mean value.

Expansion (u) UH3 vol. frac. (f)
DU 3.889×10−2 3.861×10−5

CT SS 2.746×10−5 6.928×10−5

Patm 4.642×10−2 2.000×10−1

V̄U 7.335×10−1 7.999×10−1

V̄H 7.589×10−9 3.358×10−28

V̄Hr 1.811×10−1 2.763×10−28

CUB 4.004×10−28 3.316×10−26

Table G.9: First-order Sobol indices for Model 3 calculated by the PCE method with
quadrature order 3 and limits of the uniform distribution ±5% of the mean value.

Expansion (u) UH3 vol. frac. (f)
DU 3.883×10−2 3.925×10−5

CT SS 2.726×10−5 6.958×10−5

Patm 4.626×10−2 1.999×10−1

V̄U 7.319×10−1 7.999×10−1

V̄H 7.387×10−9 2.274×10−29

V̄Hr 1.820×10−1 1.873×10−29

CUB 6.734×10−29 7.282×10−28



Appendix H

Surface passivation layer with
x-dependent thickness

To model a scratch in the SPL, the y-position of each node was multiplied by the x-
dependent function

P(x) = 1×10−5− 1000Å
2

e−
(x−µ)2

2σ2 (H.1)

where µ = 5×10−6m and σ2 = 1×10−15m2. This would give a minimum SPL thick-
ness of 500Å and a maximum thickness of 1000Å. A close zoom on the scratch is
shown in the left frame of figure H.1. Moving downwards from the top of the image,
the grey coloured region is the atmosphere, the blue region is SPL, the white blurred re-
gion is the transition between SPL and metal (centred on y = 9.9×10−6m) and the red
region is pure metal. The gridlines are plotted every 10−7m in the x- and y-directions.

The line y = 9.93×10−6m lies in the SPL region, and therefore we should expect
that U∗ = 0. The Newton method is solved on the initial condition, and the resultant
profile of U∗ along the white line y = 9.93× 10−6m is shown in the right frame of
Figure H.1. The Newton method has converged on a clearly incorrect solution. More
work is needed to develop a working model with an x-dependent SPL thickness.
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Figure H.1: Close-up image of the thin SPL region and uranium concentration initial
condition along the line y = 9.93×10−6m.
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