# A novel approach to estimating information-theoretic measures for exploratory data analysis and explainable machine learning 

A thesis submitted to the University of Manchester for the degree of Doctor of Philosophy
in the Faculty of Science and Engineering

2021

Lisa K. Crow<br>Department of Physics and Astronomy

## Contents

Contents ..... 2
List of figures ..... 5
List of tables ..... 13
List of publications ..... 15
Abstract ..... 16
Declaration of originality ..... 17
Copyright statement ..... 18
Acknowledgements ..... 19
1 Introduction ..... 20
1.1 Motivation ..... 20
1.2 Thesis Overview ..... 21
References ..... 22
2 Basic Concepts in Information Theory ..... 25
2.1 Shannon entropy and Mutual Information ..... 25
2.2 Differential entropy and Mutual Information ..... 27
References ..... 30
3 Entropy Estimation ..... 32
3.1 Partitioning Methods ..... 33
3.1.1 Fixed partitioning ..... 33
3.1.2 Adaptive partitioning ..... 35
$3.2 k$-Nearest-Neighbor Entropy Estimators ..... 36
3.2.1 The Bias of $k$-Nearest-Neighbour Methods ..... 38
$3.3 k$-nearest-neighbour Estimators for Mutual Information ..... 39
3.4 Discussion ..... 39
References ..... 40
4 Noisy Resampling Entropy Estimation Method ..... 45
4.1 Quantisation ..... 46
4.1.1 What is the Entropy of a Histogram? ..... 46
4.1.2 Value of $M$ ..... 50
4.2 Adding noise ..... 59
4.2.1 Noise distribution ..... 60
4.2.2 Randomisation ..... 65
4.2.3 Resampling ..... 68
4.3 Bias and Consistency ..... 72
4.4 Simulations ..... 75
4.5 The effect of precision on $k$ ..... 78
4.6 Error Analysis ..... 80
4.7 Discussion ..... 88
References ..... 89
5 Information Measures and Machine Learning ..... 91
5.1 Real-World Data ..... 92
5.2 Comparing algorithm W with the $3 \mathrm{H}-\mathrm{KL}$ and KSG estimators ..... 94
5.3 Kullback-Leibler Divergence ..... 98
5.4 Cohen's kappa ..... 104
5.5 The Kullback-Leibler divergence and Cohen's kappa ..... 106
References ..... 108
6 Exploratory Data Analysis and Explainable Machine Learning ..... 112
6.1 Exploratory Data Analysis and Visualisations ..... 113
6.1.1 Parallel Coordinate Plots ..... 114
6.1.2 Visualising Variable Interactions ..... 116
6.2 Visualisation Software: DataViewer ..... 118
6.2.1 The Code and External Libraries ..... 119
6.2.2 Minimum Viable Product ..... 119
6.2.3 Main Window ..... 120
6.2.4 Groups and Classes ..... 120
6.2.5 Histogram Widget ..... 122
6.2.6 Scatter Plots Widget ..... 124
6.2.7 Variable Interaction Diagram ..... 125
6.2.8 CDR ..... 127
6.3 Application to Case Studies ..... 127
6.3.1 Experimental method ..... 127
6.3.2 Wisconsin Breast Cancer Data ..... 128
6.3.3 Qualitative Bankruptcy Data ..... 132
6.3.4 Particle Data ..... 135
6.3.5 Coronary Heart Disease Data ..... 139
6.3.6 Prostate Cancer Data ..... 143
6.4 Discussion ..... 145
References ..... 147
7 Conclusions and Future Work ..... 151
7.1 Main contributions ..... 151
7.2 Future work ..... 154
References ..... 155
Appendix ..... 157
A ..... 158
A. 1 Equivalence of Scott's rule and the cost function of Shimazaki and Shinomoto ..... 158
B ..... 160
B. 1 Noise distribution ..... 160
C ..... 163
C. 1 Classifier Algorithms ..... 163
D ..... 164
D. 1 kappa and the Kullback-Leibler Divergence ..... 164
E ..... 166
E. 1 DataViewer Access ..... 166
E. 2 DataViewer Licensing ..... 166
E. 3 DataViewer Code Structure ..... 166
References ..... 168

## List of figures

2.1 A graph to show the concave function of Shannon entropy as a function of prob- ability for a two-outcome system, such as getting a head on a biased coin. ..... 26
2.2 A Venn-diagram representation to illustrate the relationships between informa- tion measures of discrete variables $X$ and $Y$. Each region is labelled to indicate the information measure they represented, where the area of the regions is pro- portional to the magnitude of the value they represent. Note that $H(X), H(Y)$ and $H(X, Y)$ remain constant in both diagrams. However, the intersection is larger for the diagram on the right, illustrating a larger mutual information and a stronger relationship. ..... 27
3.1 Schematic of $k$ nearest-neighbour distance method shown for a two-dimensional sample. Centered around the test point shown in red, the first three nearest- neighbours are indicated by concentric circles. For $k=3$ the two-dimensional $k$-nearest neighbour distance $\lambda_{3, i}$ is indicated by the black arrow. ..... 37
4.1 A flow chart depicting the steps involved in the new two-stage noisy resampling entropy estimation method. The method applies both quantisation (histogram- ming) and randomisation (adding noise) procedures. Note that the data is al- ready quantised for discrete random variables, removing the need for this step. The example depicted generates 5 randomised "iterations" or repeats of the data sample. We estimate the entropy using the KL entropy estimator for each itera- tion, and the result is averaged. ..... 46
4.2 Graphs comparing the behaviour of the MSE of the differential entropy as a function of bin width (left) and Shannon entropy (right) for one-dimensional pdfs. The MSE was calculated from the differential entropy of 500 i.i.d trials, via $h=H+\log (\Delta)$. The MSE on the $y$-axis has been scaled with the minimum value calculated scaled to zero and the maximum value set to one to allow com- parison of the MSE curves. The error bars on the $x$-axis represent $\pm 1$ standard deviation of the bin width or Shannon entropy obtained from the independent trials. Note that the $x$-axis for the Shannon entropy plots are reversed, such that the maximum Shannon entropy $(\log (N))$, indicated by the black dashed line, is on the left-hand side of the Shannon entropy plots. ..... 49
4.3 Histograms of the same normally distributed sample, with 500 data points, binned with algorithm 1 for different values of the algorithm parameter $M$. The histograms are plotted over one another and shown on a log scale to better illustrate the over-binning for $M=1$. Note that the counts are given, not the pdf estimates, to allow the viewer to compare shape more easily.51
4.4 A plot of the ratio $R=H_{\text {OUT }} / H_{I N}$ as a function of $M$ for different sample sizes on a $\log (M)$ scale. This is shown for normal (left) and uniform (right) distributions. ..... 52
4.5 The histogram cost function in [4] as a function of the histogramming parameter $M$ in algorithm 1 , where increasing $M$ corresponds to fewer bins. Each data point represents the binning cost of a single sample of size $N$, as indicated on each plot. The data points for the uniform distribution are connected to highlight that, unlike the other distributions, it continues to decrease for large $M$. Note also that the cost is scaled so that the minimum cost of each histogram is zero and the maximum cost is one ..... 56
4.6 A plot of the binning efficiency $\left(=2^{H} / q\right)$ of algorithm 1 as a function of $M$. Demonstrated for different sample sizes on a $\log (M)$ scale. This is shown for normal (left) and uniform (right) distributions ..... 57
4.7 Histograms of the several pdfs. For each distribution, a sample of 500 data points was binned with algorithm 1 for different values of the algorithm parameter $M$. Note that these have not been normalised and therefore cannot be used for pdf fitting. The fits shown are for illustration purposes only. ..... 58
4.8 The evolution of a Log Normal distribution ( $\mu=0$ and $\sigma=1$ ) for fixed $N=500$ and increasing $M$. The sample range is plotted using a $\log$ scale to allow a better visual comparison of the different binning and fittings. The sample was fitted with a $\log$ normal distribution using least squares fitting for each value of $M$. The corresponding histogram attributes, fit parameters and $\chi_{\text {Red }}^{2}$ can be found in table 4.3. ..... 59
4.9 Schematics to illustrate the idea of adding noise to discrete data. On the left, we visualise non-overlapping noise distributions, where each repeat is only non-zero in the range $(i \Delta,(i+1) \Delta)$. On the right, we visualise the concept of each bin in a histogram with a noise distribution that does not overlap into neighbouring bins. ..... 61
4.10 The measured bias of the entropy estimate for a quantised normal distribution with zero mean and unit variance for different noise distributions. Each data point is the average deviation or "bias" for the entropy estimate of the underlying pdf from 500 i.i.d trials, each consisting of 1,000 instances. Note that all values are given as their absolute value. The error bars indicate $\pm 1$ standard deviation obtained from the ensemble of estimates. ..... 62
4.11 The comparison of a uniform noise distribution perfectly bounded within the bin and a normal noise distribution with tails that exceed the bin boundaries. The average observed bias of the resulting entropy estimates for 250 i.i.d trials of a discrete $\mathcal{U}[0,15)$ distribution is given as a function of sample size to illustrate the effects.
4.12 A flow chart illustrating the process of quantising and randomising a continuous
sample for a bivariate normal distribution with zero mean, unit variance and
$\rho=0.6$. On the left is the scatter plot for the original sample. The sample was
then quantised via algorithm 1 to obtain the scatter plot shown in the middle.
On the right, we show the scatter plot for the randomised sample with uniform
noise $(\mathcal{U}[0,1)$ ). ..... 64
4.13 Comparing the MSE of the mutual information from 250 i.i.d trials of a discrete uniform distribution $\mathcal{U}[0,15)$, for different noise distributions, as a function of sample size. The results for the $3 \mathrm{H}-\mathrm{KL}$ estimator are shown on the left, and the results for the KSG estimator on the right. ..... 65
4.14 The MSE of the mutual information estimate, obtained from 250 i.i.d trials, as a function of sample size, showing the poor behaviour of the KSG estimator for a discrete uniform distribution $\mathcal{U}[0,15)$. ..... 66
4.15 The bias of the 2 D entropy estimate from the proposed algorithm as a function of sample size. The black horizontal line indicates the theoretical differential entropy at $h_{x y}=5.369$ bits. The dashed lines indicate $\pm 1$ standard deviation estimated from 500 i.i.d trials. ..... 68
4.16 The MSE as a function of the number of iterations for samples of size $N=$ 1,000. The MSE was obtained from 500 i.i.d estimates of the one-dimensional entropy. On the left this is shown for continuous distributions which were quan- tised and randomised according to algorithm W. On the right is the same for the discrete distributions in table 4.4. For discrete distributions there is no need to undergo the quantisation and instead only step 2 in algorithm 2 is applied. For both the continuous and discrete distributions the parameter $k=1$ was used. . ..... 70
4.17 Four examples of the convergence of the algorithm W estimate for single samples of an independent joint normal distribution. For each example, the KL estimate for the same single data sample is shown in green, and the theoretical value is shown in black. ..... 71
4.18 Comparison of the sampling distribution for algorithm W and the $3 \mathrm{H}-\mathrm{KL}$ es- timator, for $N_{I}$ iterations and $T$ i.i.d trials. On the left are the Least-squares normal fits to a histogram of the results. The vertical coloured lines indicate the $\mu$ for each distribution. On the right are distribution summaries in the form of box plots, where the mean of each is indicated by a solid black line and open circles indicate outliers. ..... 72
4.19 The entropy estimate as calculate using algorithm W as a function of $N$ for $k=1,4,10$. Starting with $N=100,500$ i.i.d samples where generated from a marginal (left) and bivariate (right) normal distribution with $\rho=0.6$. The data was quantised according to the proposed method and re-sampled with $N_{I}=50$. ..... 73
4.20 The distribution of mutual information values for different sample sizes and pdfs. Each distribution is constructed from 500 mutual information estimates calcu- lated using the 3 H -principal and algorithm W for $k=1$ and $N_{I}=50$. In each plot the black vertical line illustrates the theoretical value for the mutual infor- mation. ..... 74
4.21 Experiment 1. Left: Scatter plot for a bivariate normal distribution with $\rho=0.6$. Right: MSE of the mutual information as a function the sample size for 250 i.i.d trials for the corresponding scatter plot. ..... 76
4.22 Experiment 2. Left: Scatter plot for a joint uniform-normal distribution. Right: MSE of the mutual information as a function the sample size for 250 i.i.d trials for the corresponding scatter plot. ..... 77
4.23 Experiment 3. Left: Scatter plot for a discrete-continuous mixed Bernoulli- Uniform distribution. Right: MSE of the mutual information as a function the sample size for 250 i.i.d trials for the corresponding scatter plot. ..... 77
4.24 Experiment 4. Left: Scatter plot for a discrete-continuous mixed Poisson-Exponential distribution. Right: MSE of the mutual information as a function the sample size for 250 i.i.d trials for the corresponding scatter plot. ..... 78
4.25 The MSE of the $3 \mathrm{H}-\mathrm{KL}, \mathrm{KSG}$ and algorithm W for mutual information esti- mates. Here we used the parameters $k=1$ for all the estimators and $N_{I}=50$ for algorithm W. The MSE was determined from 250 i.i.d trials of an uncor- related bivariate normal distribution. We repeated the experiment for different numbers of significant figures. ..... 79
4.26 The MSE of the mutual information for the proposed algorithm, the $3 \mathrm{H}-\mathrm{KL}$ es- timator and the KSG estimator. The MSE was averaged over 250 i.i.d samples of a bivariate normal distribution of size $N=1,000$ and $\mathrm{sf}=2$. ..... 80
4.27 The sample variance of the entropy estimate of 250 i.i.d trials for several one- dimensional distributions on a log-log scale. On the right-hand axis we also give the standard deviation, $\sigma$, where $\operatorname{Var}[\hat{H}]=\sigma^{2}$. ..... 82
4.28 The variance of the entropy of a one-dimension normal distribution with zero mean and unit standard deviation. The variance was estimated from 250 i.i.d trials of samples with $N=1,000$ and $k=\{1,2,4\}$ ..... 83
4.29 The variance of the mutual information of 250 i.i.d trials for $N_{I}=\{10,25,50\}$ and $k=1$ for an uncorrelated bivariate normal distribution. ..... 84
4.30 The variance of the mutual information of 250 i.i.d trials for $N_{I}=\{1,2,4\}$ and $k=1$ for an uncorrelated bivariate normal distribution ..... 84
4.31 The variance on the mutual information estimate ( $k=1$ and $N_{I}=50$ ) for 250 i.i.d trials of a bivariate normal distribution, shown as a function of the the covariance, rho. ..... 85
4.32 Reduced $\chi^{2}$ goodness-of-fit test on variance model for mutual information con- ducted with bivariate normally distributed samples for $k=1$ and $N_{I}=50$ ..... 86
4.33 Comparison of variance for different mutual information estimators and proba- bility distributions. The probability distributions simulated were (top row - left to right) normal $\mathcal{N}(0,1)$, uniform $\mathcal{U}[0,1]$, exponential $(\lambda=1)$, (bottom row - left to right) $\log$ normal $(\mu=0, \sigma=1)$ and gamma $(\alpha=2, \beta=1)$. ..... 87
5.1 A comparison of the performance of algorithm W , the noisy $3 \mathrm{H}-\mathrm{KL}$ and the noisy KSG estimators for mutual information. The methods were tested on the purely discrete Bankruptcy data set and contrasted with the estimates obtained from the plug-in approach for relative frequencies. ..... 95
5.2 A comparison of the proposed estimator (algorithm W) with the $3 \mathrm{H}-\mathrm{KL}$ and KSG mutual information estimators. The mutual information was estimated for pairwise correlations in the WBCD data set and plotted as a function of the Pear- son's correlation coefficient. The blue line indicates the theoretical relationship between $\rho$ and $I(X, Y)$ for a joint normal distribution. ..... 96
5.3 Scatter plots for the WBCD data set to illustrate nonlinear correlations which measure a non-zero Pearson's correlation coefficient. The data has been brushed to illustrate the two classes, where the black indicates an overlap. ..... 97
5.4 A comparison of the mutual information estimators for pairwise variable-class correlations as function of the accuracy estimate from classification learning models. ..... 98
5.5 Comparison of convergence rates of algorithm W , with $N_{I}=50$, and the ap- plication of equation 5.8 to a singular raw data sample. Both methods used the first nearest-neighbour and the error bars indicate one standard deviation when repeated on 250 independent trials. ..... 102
5.6 An schematic of an offset normal distribution. A reference pdf $p(X)$ with zero mean and $\sigma$ variance is shown in black. A second identically distributed pdf, $q(X)$, in red, is centered at $\mu=4 \sigma$. The distance between the distribution means is referred to as the offset and is given as a multiple of $\sigma$. Here $q(X)$ is offset from $p(x)$ by 4 . ..... 103
5.7 Standard deviation for each normal distribution was one, the offset refers to the number of standard deviations the two distributions have been translated along the $x$-axis ie an offset of 2 means the mean of each distribution is $2 \sigma$ separation. $N_{I}=50,250$ Trials and $k=1$. The horizontal lines illustrate $\log _{2}(N)$ the fundamental limit on any Kullback-Leibler divergence estimate. ..... 104
5.8 Cohen's kappa as a function of the CDR estimate for pairwise correlations as estimated via the algorithm W. ..... 107
6.1 A simple schematic of a parallel coordinate plot where each instance has been brushed a different colour. ..... 115
6.2 A schematic of a VID for a 10-dimensional system. ..... 117
6.3 A schematic of the "supervised" VID for a 10-dimensional system with the class variable in the center. ..... 118
6.4 The parallel coordinates plot for the CHD data set in a horizontal and vertical orientation. On the left hand side is the manipulations menu. This is where the various visualisations and manipulations can be selected from. As the user hovers over the plot the variable name and axis value at the cursor location is displayed in the status bar at the bottom of the window. ..... 121
6.5 The Edit groups window in DataViewer. Any number of new groups can be created by clicking on the plus sign. Individual groups can then be coloured, hidden or deleted. While resetting the groups deletes all groups and creates and returns the data to its default grouping. ..... 122
6.6 Fixed-width histogram for the variable $l d l$ from the CHD data set, where the two groups have been binned separately and brushed such that green corresponds to the Control group and red to the CHD patients. ..... 123
6.7 Equiprobable histogram for the variable $l d l$ from the CHD data set. ..... 124
6.8 Scatter plot widget in DataViewer. ..... 125
6.9 Screenshots of the VID GUI, illustrated using the supervised VID for the CHD data set. ..... 126
6.10 Ordered parallel coordinate plot of the WBCD data set ..... 129
6.11 Supervised interaction diagram of the SI values between 0 and 1 for the WBCD. ..... 130
6.12 A variable interaction diagram showing the inter-correlations of the WBCD data for correlations restricted to $0.35<S I \leq 1.00$ bits. ..... 131
6.13 A variable interaction diagram showing the inter-correlations of the WBCD data for correlations restricted to $0.20<S I \leq 0.35$ bits. ..... 131
6.14 Parallel coordinates for the purely discrete Bankruptcy data set. ..... 133
6.15 The VID for the Bankruptcy data set for SI values between 0 and 1 . ..... 133
6.16 Parallel coordinates plot for the Particle data set produced by DataViewer. ..... 135
6.17 The fixed-width histogram (left) and the equiprobable histogram (right) for the Particle data set variable, $s f$ as plotted by DataViewer with the same colouration as in corresponding parallel coordinates plot. ..... 136
6.18 Hybrid scatter plot matrix for the Particle data set. On the left diagonal side are the scatter plots for the original data and on the right diagonal side the scatter plots for the equiquantised data. ..... 137
6.19 The VID for all variable SI values between 0 and 1 , including with the class variable for the equiquantised Particle data set. ..... 138
6.20 Parallel coordinates plot for the coronary heart disease data set coloured such that the control group is blue and the coronary heart disease patients are red ..... 140
6.21 The supervised VID of the CHD data set for SI values between 0 and 1 . ..... 141
6.22 The unsupervised VID for all the variable in the CHD data set, excluding the class variable for SI values between 0 and 1 . ..... 141
6.23 Parallel coordinates plot for the Prostate data set. ..... 144
6.24 Scatter plots for the Prostate data set. On the left is lcavol vs the class variable $l p s a$ and on the right $l c p$ vs lcavol. The data has been brushed with the same colour gradient as in the parallel coordinates plot. ..... 144
6.25 Supervised VID for the Prostate data set for SI values between 0 and 1 ..... 145
6.26 The unsupervised VID for the Prostate data set for SI values between 0 and 1 . ..... 146
7.1 A normalised graph demonstrating the distribution-independent minimum for MSE of the entropy estimate for quantised one-dimensional continuous distri- butions. ..... 152
7.2 A graph demonstrating that statistical fluctuations in a histogram, measured us- ing a normalised cost function, have dissipated for $M \geq 2$. ..... 152
7.3 Verification that the entropy of a noise distribution is added to a differential en- tropy estimate resulting in an apparent bias. ..... 153
7.4 Comparison of the MSE for mutual information estimators of simulated inde- pendent normal distributions. ..... 153
7.5 Comparison of the mutual information of variable-class pairs given as a function of the classification accuracy estimate for real-world data samples. ..... 153
7.6 A graph depicting the fundamental limit applicable to all estimations of the Kullback-Leibler divergence, where the horizontal lines indicate $\log _{2}(N)$ bits. ..... 154
7.7 A graph demonstrating the relationship between Cohen's kappa and the sym- metric Kullback-Leibler measure, CDR for real data sets. ..... 154
B. 1 Bias of the KL entropy estimate as a function of standard deviation of the normal noise distribution. ..... 161
B. 2 Bias of the KL entropy estimate as a function of range of the continuous uniform noise distribution. ..... 161
B. 3 Bias of the KL entropy estimate as a function of rate of the exponential noise distribution. ..... 162
B. 4 A schematic of noise distributions for different distributions and parameters in relation to a bin width of 1 . The parameters used are shown of each plot and from top to bottom the noise distributions are normal, uniform and exponential. ..... 162
E. 1 A diagram showing the code structure for DataViewer. The direction of arrows indicates inheritance.167

## List of tables

4.1 A table to demonstrate the theoretical form of Shannon entropy according to Scott's formula for minimum MISE for a selection of continuous pdfs. The bin widths were determined using the parametric form of Scott's formula and the Shannon entropy calculated via $H(X)=h(x)-\ln (\Delta)$. All results are given in nats for conciseness. ..... 47
4.2 A table of attributes for several one-dimensional pdfs that we use throughout our simulated experiments. We include the attributes; skewness - a measure of the asymmetry of a distribution - and kurtosis - a measure of the tail, where high kurtosis indicates a substantial deviation from the mean ..... 48
4.3 Histogram attributes and the corresponding least-squared fit parameters for the Log Normal density estimate in figure 4.8 for different values of the binning parameter $M$ in algorithm 1. ..... 57
4.4 Attributes of one-dimensional discrete distributions used in simulated experiments. ..... 70
4.5 The normal least-squared fit parameters for figure 4.20 to demonstrate that al- gorithm W is asymptotically unbiased and consistency. ..... 75
4.6 The error model least-squared fit parameters for the variance on the entropy es- timate in figure 4.28, using the formula in equation 4.18. ..... 82
4.7 The error model least-squared fit parameters for the mutual information estimate in figures 4.29 and 4.30, using the formula in equation 4.18. The - for the $N_{I}$ value in some of the rows indicates that this was the parameter that variance was a function of, thus does not have a single values attributed to the fit. Note that the $A$ and $B$ in this table are different from those in table 4.6 for the entropy estimate error model. ..... 83
5.1 A confusion matrix, used to describe the performance for a classifier, is shown to visualise the notation for correctly and incorrectly labelled instances for a two-class system. ..... 105
5.2 An interpretation of the success of a machine learning application using the kappa statistic where the last two columns are taken from [35] and the CDR is approximated as $\mathrm{CDR}=-\log _{2}(1-\kappa)$. ..... 107
6.1 Comparison of the SI and CDR values with the accuracy estimate and kappa statistic from learning algorithms for the Bankruptcy data set. All variables combinations are in relation to the class. Note that mutual information, and consequently SI, is not defined for more than two-dimensions, indicated by the '-'. 134
6.2 The SI and CDR values for variable subsets in the Particle data set, as well as the accuracy estimate and kappa statistic obtained from a PART decision tree model. The SI values given are for the individual variable with the class, the SI for all other individual variables were zero and ' - ' indicates that it is not-defined for beyond two dimensions.139

6.3 CDR and similarity index values for individual variables with the class variable
of the Coronary Heart Disease data set, ordered from the highest to the low
est CDR value. All variables combinations are in relation to the class. Note
that mutual information, and consequently SI , is not defined for more than two
dimensions, indicated by the '-'. ..... 142
D. 1 A table to visualise the notation for correctly and incorrectly labelled instances for a classifier on a two-class system. ..... 164

## List of publications

Watts, S. J., \& Crow, L. (2019). Big variates - visualising and identifying key variables in a multivariate world. Nuclear Instruments and Methods in Physics Research, Section A: Accelerators, Spectrometers, Detectors and Associated Equipment, 940(December 2018), 441-447. https://doi.org/10.1016/j.nima.2019.06.060


#### Abstract

It is a common misconception in data analysis that more data equates to more knowledge. However, as data becomes bigger, the methods required to decipher and visualise critical information become an ever more cumbersome task. A central problem in data analysis is identifying and understanding relationships in complex systems. Mutual information has proven valuable in this regard and is already a crucial measure in many data analysis and machine learning tasks. Nearest neighbour techniques are a classic approach in non-parametric statistics and have proven effective in entropy estimation. Unfortunately, it is well established that estimating entropy is fraught with difficulties, especially for discrete-continuous mixed cases.

In this thesis, we develop an ensemble method to estimate information-theoretic measures using a novel noisy resampling technique. The method is empirically shown to be asymptotically unbiased and consistent. Moreover, through artificial and real-world experiments, we show that the approach repeatedly outperforms the current leading $k$-nearest-neighbour methods - the Kozachenko-Leonenko estimator and the KSG estimator - to achieve a more accurate and robust estimate for discrete and continuous random variables alike. This ability is essential in classification problems, where the class variable is often discrete, significantly widening the applicability of mutual information measures in data analysis. In real-world domains, the proposed method successfully identifies key variables supported by machine learning results.

New algorithms are implemented in an exploratory analysis tool for multivariate data. We investigate the visualisations currently used for multi-dimensional data and introduce DataViewer, a visualisation software package for exploring patterns in modern data sets. We propose a variable interaction diagram for illustrating variable correlations with significant mutual information. The software is designed to aid interpretation of complex data structures, which in turn motivates intelligent feature selection. The techniques are illustrated by application to several real world data sets.
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## Chapter 1

## Introduction

### 1.1 Motivation

In the world of "Big data," the goal of quantifying interactions in complex data structures is essential. Information-theoretic tools are becoming increasingly prevalent in data analysis and machine learning due to their sensitivity to non-linear dependencies [1]. Several informationtheoretic quantities, such as entropy, mutual information, and Kullback-Leibler divergence, have proven their effectiveness in data analysis as measures of relevancy ${ }^{1}$ and redundancy ${ }^{2}$. Mutual information, the most popular measure, plays a core role in many machine learning applications. The measure quantifies the amount of information that two variables share. This has led to its widespread use in machine learning including topics such as goodness-of-fit tests [2], clustering [3]-[6], parameter estimation [7] and feature selection [8]-[12]. All of which heavily rely on the successful identification of key variables to avoid over-fitting and sub-optimal learning rates.

It is crucial to reliably estimate the necessary information quantities before applying informationtheoretic tools to data analysis and machine learning. Despite the widespread use of these measures, it is well established that a robust entropy estimate from empirical samples is fraught with difficulties. Consequently, entropy estimation is still an active research topic [13]-[21]. In addition, entropy is only well defined for discrete random variables and continuous random variables independently. In other words, the mathematical definition of entropy varies depending on the data type. Thus, the two are dissonant. Therefore, most estimators focus on either purely continuous or discrete cases, which are scarce in real-world applications, particularly in classification problems that involve a discrete class variable.

Furthermore, in real-world problems, probability distributions are generally unknown, calling for non-parametric techniques. For discrete random variables, the most common and intuitive non-parametric method to estimate entropy is to count the frequencies of the observed values. However, the problem is more complex for continuous random variables, as the number of possible outcomes appears infinite. Previous attempts to work around this problem typically involve quantising, or binning, continuous variables into discrete bins and applying a discrete entropy

[^0]estimator. However, "good" quantisation is complicated, and the unavoidable dependence on the bin width introduces a bias into the entropy estimate, as well as a vulnerability to statistical fluctuations [22]. Alternatively, one can add noise to discrete samples and apply continuous methods. However, this is yet to be done successfully in the literature [23]. Instead, more complex and accurate methods exist that are only applicable to continuous random variables. This thesis focuses on the popular $k$-nearest-neighbour techniques.

This research aimed to develop a robust entropy estimation method that applies to continuous and discrete random variables. By broadening the applicability of information estimators, the benefits of information theory can be more widely appreciated. In the era of big data the ability to handle a variety of data types and successfully identify hidden structures from empirical samples is of increasing importance.

### 1.2 Thesis Overview

Real-world systems consist of a variety of data types, and a widely applicable entropy estimator is necessary to successfully deal with these cases. In this thesis, we investigate the estimation of information-theoretic measures, with the aim to create a robust entropy estimator that can be used for continuous and discrete variables alike. We demonstrate that our proposed estimator successfully deals with abnormal distributions, for example distributions with a large kurtosis, that common differential entropy estimators struggle with. The algorithm combines discrete and continuous methods using the Kozachenko-Leonenko estimator as a base to apply a novel noisy resampling technique.

In chapter 2 we provide an overview of information-theoretic concepts relevant for data analysis, including mutual information as a measure for variable dependence. In particular, we discuss the differences between Shannon entropy and differential entropy for discrete and continuous variables. We review current entropy estimation techniques in chapter 3. In the first half we compare fixed-width and adaptive partitioning methods for discrete variables. In the second half, we discuss the more accurate $k$-nearest-neighbour methods for entropy and mutual information of continuous variables. We consider the problems associated with each approach.

We begin chapter 4 by discussing the quantisation of random variables in terms of Shannon entropy and contrast it to the traditional bin width-centred view. Next, we discuss the difficulties using randomised discrete variables. In doing so, we derive a formula to explain the resultant biases observed in the literature, and therefore present an alternative to correct this. Finally, we combine these concepts and propose our novel noisy resampling algorithm for entropy estimation, which we empirically show is asymptotically unbiased and consistent. For artificial data, we compare the proposed method to popular $k$-nearest-neighbour estimators for continuous, discrete and mixed cases, adding the correct noise where appropriate.

The first half of chapter 5 evaluates the proposed method on real-world data. Correlated variables are identified via the mutual information estimates, and the results are analysed using correlation measures and machine learning models. These are compared with those obtained from popular $k$-nearest-neighbour estimators to demonstrate the superior performance of the proposed method. In the second half, the Kullback-Leibler divergence, another information measure, is discussed. We show how our method can be adapted to a $k$-nearest-neighbour divergence estimator. We use synthetic and real-word data examples to discuss the Kullback-Leibler divergence as a measure for predictivity in classification problems. We empirically show that for finite samples, there are statistical limits inherent with the estimate of the Kullback-Leibler divergence of $\mathcal{O}(\log (N))$ and relate it to the machine learning statistic Cohen's kappa.

Beyond designing algorithms for information-theoretic measures, we want to apply the ideas discussed in this thesis to real-word data to extract valuable information. In chapter 6 we discuss visualisations and the role they play in the human understanding of data structures. We illustrate a novel visualisation software package, DataViewer that implements the algorithms presented in this thesis. Here we explore the use of mutual information and the Kullback-Leibler divergence in exploratory data analysis and machine learning, using visualisation to present the structures detected.
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## Chapter 2

## Basic Concepts in Information Theory

Information theory, proposed by Claude Shannon in 1948, is intended to quantitatively describe information transfer limits in communication systems. One can consider the input and outputs of a communication system as random variables in a data set. The efficiency of information transferred across channels is analogous to the correlation between those variables. For an ideal channel, there is a one-to-one mapping between the input and output corresponding to highly dependent variables. If the channel is significantly noisy the input and output would be independent. Note that the direction of transmission is irrelevant, as knowing either the input or output would provide information about the other. Thus, the efficiency is an attribute of the channel or relationship, rather than the variables [1].

Since its creation, information theory has gained momentum in various fields, from multimedia processing to data analysis [2]-[6]. However, the multidisciplinary success of information theory is due to the foundations in probability rather than describing physical systems by communication channels. The result is a generalised theory of information content and correlation.

### 2.1 Shannon entropy and Mutual Information

Information theory is built on the premise of entropy which can be interpreted as a measure of the average information or uncertainty associated with a random variable. Let $P(X)$ denote the probability of the random variable $X$ with $q$ discrete outcomes. The Shannon entropy of $P(X)$ is defined as:

$$
\begin{equation*}
H(X) \equiv-\sum_{x \in X} P(x) \log _{2}(P(x))^{1} \tag{2.1}
\end{equation*}
$$

Where the base of the logarithm gives the units. A base of 2 expresses Shannon entropy in terms of bits. Another common unit is nats corresponding to natural logarithms. Note that it is convention that $X$ represents its probability distribution, $H(X)=H(P(X))$ and this notation is used throughout.

By construction Shannon entropy is a non-negative quantity: $H(X) \geq 0$ in order to satisfy

[^1]the necessary criteria for an information measure. In the case that $P(x)=0$ by convention $0 \log (0)=0$ as an event that does not occur contains no information. By the same token, a highly probabilistic event is not very surprising and therefore contains less information than a lower probability event. The average information output of a system is maximised when all possible outcomes are equally probable, $P(X)=1 / q \forall X$, therefore $H(X) \leq \log _{2}(q)$ with equality iff $X$ is uniform. This forms a concave function of the distribution of $X$, as seen in figure 2.1 for a distribution of probabilities of a two-outcome system, such as a biased coin [7], [8].


Figure 2.1: A graph to show the concave function of Shannon entropy as a function of probability for a two-outcome system, such as getting a head on a biased coin.

The entropy of a joint distribution for a pair of discrete random variables $(X, Y)$ is a straightforward generalisation of equation (2.1),

$$
\begin{equation*}
H(X, Y)=-\sum_{x \in X} \sum_{y \in Y} P(x . y) \log _{2}(P(x . y)) \tag{2.2}
\end{equation*}
$$

The joint entropy shares the same properties as with a single variable. In addition to these properties, the joint entropy is sub-additive $H(X, Y) \leq H(X)+H(Y)$, where the equality occurs iff $X$ and $Y$ are independent. The properties of Shannon entropy can be better understood via the illustration in figure 2.2 demonstrating the relationships between information measures in a two-dimensional system. $H(X \mid Y)$ is the conditional entropy quantifying the uncertainty surrounding $X$ when given the knowledge of $Y$ and vice-versa. $I(X, Y)$, corresponding to the intersection of $H(X)$ and $H(Y)$, quantifies the information shared by the random variables $X$
and $Y$, called the mutual information.


Figure 2.2: A Venn-diagram representation to illustrate the relationships between information measures of discrete variables $X$ and $Y$. Each region is labelled to indicate the information measure they represented, where the area of the regions is proportional to the magnitude of the value they represent. Note that $H(X), H(Y)$ and $H(X, Y)$ remain constant in both diagrams. However, the intersection is larger for the diagram on the right, illustrating a larger mutual information and a stronger relationship.

Mutual information is defined as the difference between the uncertainty of $Y$ before we observe $X$ and the uncertainty of $Y$ after observing $X$. Therefore, it is the reduction in uncertainty of $Y$ caused by observing $X$ and similarly it is the amount of information gained about $Y$ after observing $X$. The same is true when $X$ and $Y$ are interchanged as mutual information is a symmetric measure $I(X, Y)=I(Y, X)$. This can better understood by considering the mutual information as a measure of the difference in entropy of the joint distribution and the joint distribution assuming $X$ and $Y$ were independent. These are mathematically equivalent via the chain rule.

$$
\begin{align*}
I(X, Y) & \equiv H(Y)-H(Y \mid X) \\
& =H(Y)+H(X)-H(X, Y) \tag{2.3}
\end{align*}
$$

Mutual information is non-negative, $I(X, Y) \geq 0$, and the magnitude determines the strength of the dependence, such that $I(X, Y)=0$ can only mean that $X$ and $Y$ are statistically independent. In addition, two variables cannot share more information than the smallest individual entropy $I(X, Y) \leq \operatorname{Min}[H(X), H(Y)]$, this can be visualised using the Venn diagram-like depiction in figure 2.2.

### 2.2 Differential entropy and Mutual Information

By construction, the number of possible outcomes for the Shannon entropy is finite. However, for many physical problems the distributions in question are continuous, such that $q \rightarrow \infty$. To
calculate the Shannon entropy of a continuous probability distribution, $p(x)$ a discrete estimate of the probability density function (pdf) can be constructed by segmenting the distribution into $q$ intervals of width $\Delta$, such that $P_{i}=p\left(x_{i}\right) \Delta$. Allowing the Shannon entropy of a quantised estimate of the pdf, $H\left(X^{\Delta}\right)$ to be written as:

$$
\begin{align*}
H\left(X^{\Delta}\right) & =-\sum_{i=1}^{q} p\left(x_{i}\right) \Delta \log _{2}\left(p\left(x_{i}\right) \Delta\right) \\
& =-\sum_{i=1}^{q} p\left(x_{i}\right) \Delta\left(\log _{2}\left(p\left(x_{i}\right)\right)+\log _{2}(\Delta)\right)  \tag{2.4}\\
& =-\sum_{i=1}^{q} p\left(x_{i}\right) \Delta \log _{2}\left(p\left(x_{i}\right)\right)-\log _{2}(\Delta) \sum_{i=1}^{q} P_{i} \\
& \approx-\int_{-\infty}^{\infty} p(x) \log _{2}(p(x)) d x-\infty
\end{align*}
$$

In the limit of $\Delta \rightarrow 0, q \rightarrow \infty$ and $p\left(x_{i}\right) \rightarrow p(x)$, such that the first term becomes an integral over all space. In that same limit, the second term tends to infinity $\lim _{\Delta \rightarrow 0} \log _{2}(\Delta) \rightarrow \infty$ [9], suggesting that the Shannon entropy, and consequently the uncertainty of a continuous distribution, is infinite for all pdfs. Therefore, this quantity is not helpful, as the infinite term washes away any interesting information contained in the integral. Thus, a "differential entropy" quantity is defined, which ignores this infinite term.

$$
\begin{equation*}
h(X)=-\int_{-\infty}^{\infty} p(x) \log _{2}(p(x)) d x \tag{2.5}
\end{equation*}
$$

Although the differential entropy seems a natural extension to the Shannon entropy, they do not possess all the same properties, nor can they be interpreted in the same manner. An unusual property of differential entropy is that a continuous distribution can have a zero or negative differential entropy, unlike its discrete counterpart. For example, a continuous uniform distribution $\mathcal{U}(0,1)$ has a differential entropy of $h(X)=0$ bits. Similarly, $\mathcal{U}(0,0.5), h(X)=-1$ bits. Therefore, the interpretation of the differential entropy, when considered in isolation, is not well understood. Because of this property, the Venn diagram representation shown in figure 2.2, breaks down, as it cannot illustrate negative information.

Another unusual property of differential entropy is that it is not scale-invariant. A continuous variable measured in millimetres would have $\log _{2}(1000)$ bits more differential entropy than the same variable in meters. More generally, multiplying a continuous distribution $X$ by a constant such that $Y=c X$ gives a differential entropy of $h(Y)=h(X)+\log _{2}|c|$. Although $X$ completely describes $Y, Y$ contains more information. A pragmatic explanation is that increasing or decreasing the range of the variable equivalently affects the number of fixed-width bins needed to describe the pdf reliably. Contrary to Shannon entropy, which only depends on the outcome probability rather than the value of the outcome.

This property explains why the Shannon entropy of a pdf is theoretically infinite. A pdf has infinite unique outcomes, and each outcome can convey infinite amounts of information. By continuously increasing the sample size and precision of the outcomes, the Shannon entropy of an estimated pdf would also continuously increase. In practice, however, we are limited to a finite sample with finite precision. Therefore, if we quantise an empirical sample of a continuous distribution, as $\Delta \rightarrow 0$ each segment will contain either $0\left(p\left(x_{i}\right)=0\right)$ or $1\left(p\left(x_{i}\right)=1 / N\right)$ observation. As segments with zero probability do not contribute, the maximum number of unique contributing bins is $N$ and thus the maximum Shannon entropy for any pdf is limited to $H\left(X^{\Delta}\right) \leq \log _{2}(N)$ bits. This is consistent with the maximum Shannon entropy of a discrete probability distribution with $q$ unique outcomes $H(X) \leq \log _{2}(q)$.

It is evident from the differences in properties that the Shannon entropy and the differential entropy are not the same measure and are not interchangeable. Note the capitalisation of the Shannon entropy, $H(X)$ and the lower-case $h(X)$, which will only refer to the differential entropy for all future uses. This capitalisation is the convention, but the literature is fraught with inconsistencies, and the reader should be wary of this. From equation 2.4 the Shannon and differential entropy can be related via

$$
\begin{equation*}
H(X) \approx h(X)-\log _{2}(\Delta) \tag{2.6}
\end{equation*}
$$

This relationship is approximate however we have dropped the superscript $\Delta$, which previously indicated that $X^{\Delta}$ was a discrete approximation of the pdf $X$.

For the joint differential entropy with the joint pdf $p(x, y)$ and marginal pdfs $p(x)$ and $p(y)$ :

$$
\begin{equation*}
h(X, Y)=-\int_{-\infty}^{\infty} \int_{-\infty}^{\infty} p(x, y) \log _{2}(p(x, y)) d x d y \tag{2.7}
\end{equation*}
$$

The same relationship between $H(X, Y)$ and $h(X, Y)$ can be derived. Starting from an estimation for the joint differential entropy, where $p(x, y)$ is approximated as $P_{i j}=p\left(x_{i}, y_{j}\right) \Delta_{x} \Delta_{y}$. As before, the probability of a given point $\left(x_{i}, y_{j}\right)$ being in bin $(i, j)$ is the proportion of the volume of bin $(i, j)$ to the total histogram. Thus, the joint Shannon entropy of two continuous random variables is similarly related to the differential entropy via

$$
\begin{equation*}
H(X, Y)=h(X, Y)-\log _{2}\left(\Delta_{x} \Delta_{y}\right) \tag{2.8}
\end{equation*}
$$

In line with the joint Shannon entropy, $h(x, y) \leq h(x)+h(y)$ still holds, with equality iff $X$ and $Y$ are independent [8].

Similarly, the mutual information between two continuous random variables has the same prop-
erties as for the discrete case, and is defined as

$$
\begin{align*}
I(X, Y) & =\int p(x, y) \log _{2}\left(\frac{p(x, y)}{p(x) p(y)}\right) d x d y  \tag{2.9}\\
& =h(X)+h(Y)-h(X, Y)
\end{align*}
$$

Note that a lower case, to indicate continuous distributions, is unnecessary for the mutual information because it is equivalent for two continuous variables and their quantised approximations, as we show here.

$$
\begin{align*}
I(X, Y) & =h(X)+h(Y)-h(X, Y) \\
& =H(X)+\log _{2}\left(\Delta_{x}\right)+H(Y)+\log _{2}\left(\Delta_{y}\right)-H(X, Y)-\log _{2}\left(\Delta_{x} \Delta_{y}\right)  \tag{2.10}\\
& =H(X)+H(Y)-H(X, Y)
\end{align*}
$$

A noteworthy property of mutual information is that it is invariant under transforms of the marginal variables. This property is true provided the original values are retrievable from the reparametrisation. Consequently, the mathematical complexity of the correlation between two variables has no bearing on the mutual information value; rather, it measures the strength of the association. Consider the mutual information between the variables $X$ and $Y$ is 1 bit. Now suppose we transformed $X^{\prime}=e^{X}$ and $Y^{\prime}=Y^{3}$ the mutual information is still 1 bit despite the increased complexity of the relationship [9]. These properties of the mutual information make it a useful quantity for measuring and comparing linear and nonlinear variable correlations necessary in data analysis.
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## Chapter 3

## Entropy Estimation

Since Shannon's ground-breaking work in information theory, it has repeatedly demonstrated its practical applications in several statistical procedures. Among the information measures, mutual information is the most commonly used in data analysis to evaluate the statistical dependence between two variables. Unlike measures of linear dependence, or other rank correlation coefficients, the mutual information is of particular interest due to its sensitivity to dependencies that do not manifest themselves in the covariance [1]. See [2] for an overview of applications.

A principal problem in any of these applications is estimating the information content from observed samples. In most cases, the underlying probability distribution is unknown. Instead, the data is available in the form of $N$ independent and identically distributed (i.i.d) observations that approximately represent the domain. It has become increasingly appreciated that a robust estimate of entropy from empirical data is fraught with difficulties and despite its widespread use, entropy estimation is still an active research topic [3]. The most straightforward and intuitive, non-parametric entropy estimation method is the plug-in approach. The estimated probabilities are directly substituted into the Shannon entropy formula using the relative frequencies. This is simple for discrete distributions. For continuous variables, however, the technique suffers from an unavoidable dependence on the quantisation, leading to serious bias problems [4].

There are several families of more complex differential entropy estimators that have improved upon the quantisation technique. One example is the kernel density estimator. Kernel density estimates offer advantages over the histogram in terms of improved convergence rate, an insensitivity to the origin choice, and the ability to specify sophisticated window shapes. However, in ref. [5] Kernel density estimates provided no additional insight to variable relationships compared to linear correlation coefficients, making the increased computation complexity unjustifiable. Kraskov supported this conclusion [6]. Alternatively, $k$-nearest-neighbour methods, originally proposed by Kozachenko and Leonenko [7] in 1987, have spiked in popularity in recent years. This resurgence is due to computational advances, making the approach more practical and efficient to implement.

In this section, we review entropy estimation using partitioning and $k$-nearest-neighbour techniques. These topics lay the groundwork for the proposed entropy estimator in chapter 4.

### 3.1 Partitioning Methods

For continuous random variables, the number of potential outcomes is infinite. Therefore, it is impossible to obtain probability estimates for each distinct outcome, especially given the limited amount of data typically attainable for real-world problems. However, partitioning the data to extract the relative frequencies reduces an infinite-dimensional problem into an achievable finitedimensional problem. Thus, any entropy estimation via partitioning methods is unavoidably entwined with the problem of quantisation.

In quantisation, the true probability distribution, $p(x)$ is approximated using the relative frequencies of the occurrence of data samples. If $n_{x}(i)$ is the number of observations for which $X=x_{i}$ then one can approximate $p\left(x_{i}\right) \approx n_{x}(i) / N$ and similarly for $p\left(y_{j}\right)$. The joint entropy is then approximated using the product of the quantised states, $p\left(x_{i}, y_{j}\right) \approx n_{x y}(i, j) / N$.

A quantisation approach is the most straightforward method for estimating entropy, but it is not without difficulties. Here we will give a brief overview of fixed and adaptive partitioning methods. A more thorough discussion on partitioning techniques for entropy estimation can be found in [4].

### 3.1.1 Fixed partitioning

Fixed partitioning or "equal width binning" is the most widely used quantisation technique for classical histogram methods. The technique divides the data into $q$ equally spaced discrete bins of width $\Delta$. The relative frequencies are then directly substituted into 2.1 . The technique is used in [8] to estimate the mutual information between two genes in RNA. From this analysis, the authors found significant mutual information values for non-correlated variables. This result is likely because a robust entropy estimate via fixed partitioning is complicated, as the accuracy of the estimate depends on the long-standing histogram question: How many bins are needed to construct a reliable depiction of the true probability distribution?

Many rules of thumb exist to determine the number of bins. For example, some use the rule that between 5 and 20 bins are typically sufficient [9]. Thus, constructing a histogram is subjective, as the eye fine-tunes the choice of bins. The user makes an instinctive trade-off between fewer bins to reduce noise or more bins to extract detail in the underlying probability distribution. This subjectivity surrounding the choice of $q$ inputs bias into the density estimate, propagating through the mutual information. Instead, researchers have derived formulas in an attempt to objectively answer the question.

Scott's rule in [10] is perhaps the most well known and widely used fixed partitioning method. For a sample of $N$ i.i.d events with a standard deviation $\sigma$, Scott's rule aims to minimise the
mean integrated squared error (MISE) via

$$
\begin{equation*}
\Delta=\left(\frac{6}{N \int p^{\prime}(x)^{2} d x}\right)^{\frac{1}{3}} \tag{3.1}
\end{equation*}
$$

where $p^{\prime}(x)$ is the first derivative. Unfortunately, Scott's rule requires prior knowledge of the underlying probability distribution and a non-zero first derivative, otherwise the formula fails. As this is often not viable, it is common to assume a normal distribution for a non-parametric version of Scott's rule: $\Delta=3.5 \sigma / N^{1 / 3}$ [10]. Popular fixed-width alternatives include Sturges' formula $q=1+\log _{2}(N)$, derived from the Binomial distribution [11] and Freedman and Diaconis rule where $\Delta=2 \operatorname{IQR}(X) / N^{1 / 3}$ and IQR is the interquartile range [12]. In reality, there is no optimal number of bins that suits all problems, and many of these methods make strong, unwarranted assumptions about the underlying distributions [9].

More recently, the drive for improved entropy estimation techniques in partitioning has provided new methods to these classic rules. In [13], the authors derive a formula for the number of bins to minimise the mean squared error (MSE) on the Shannon entropy estimate, where $\operatorname{MSE}(\hat{X})=\operatorname{Var}(\hat{X})+\operatorname{Bias}(\hat{X}, X)^{2}$. To bypass the parametric nature of this solution, the authors, like Scott, formalised the bias and variance for a normal distribution with an uncorrelated joint distribution. Despite the authors' similar assumptions, they empirically demonstrated that the estimator outperformed Scott's, Sturges' and the Freedman-Diaconis rules for estimating entropy using fixed partitioning methods.

Nevertheless, all non-parametric fixed partitioning methods require strong assumptions about the shape of the underlying probability distribution and blindly allocate bins with no real consideration for the data described. As a result, regions of high density are over smoothed, and the technique is poor at identifying sharp peaks [14].

Once quantised, the relative frequencies replace the discrete probabilities in 2.1. However, doing so tends to result in a systematic bias, independent of the probability distribution, which stems from the fact that the entropy is a nonlinear function of an unknown probability distribution. The bias manifests itself in the mutual information estimate as a systematic overestimation. The only remedy is to directly subtract the bias [4], [5].

There have been several attempts to quantify the systematic bias with varying degrees of rigour [15]-[17] with most arriving at comparable answers. The partitioning bias arises from two sources: the finite resolution and the finite sample size. Both [15] and [16] derive the same bias correction, with [16] arriving at the answer by modelling $p_{i}$ using a Binomial distribution and a Taylor expansion around $n_{i}$. The analysis shows that finite data introduces an underestimate of $1 / 2 N$ for each contribution to the entropy sum. However, independent of the quantisation method used, there is no universal rate at which the error goes to zero [4]. Nevertheless, due to its simplicity and low computational cost, fixed partitioning methods are still popular for
estimating the entropy of a random variable.

### 3.1.2 Adaptive partitioning

Adaptive partitioning or "data-dependent partitions" were developed to improve upon the traditional fixed-width methods. Instead of having equal bin widths, it is common in entropy estimation to partition the data based on statistical criteria. The simplest and most common adaptive partitioning method is "equiquantisation", which segments the marginal space into $q$ bins, such that each bin contains approximately the same number of observations. Equiquantisation effectively applies a linear transform to each variable. As previously discussed in chapter 2 mutual information is invariant under linear transforms of the marginal space [18]-[20].

Unlike fixed partitioning, the relative frequencies do not preserve the pdf. Instead, equiquantisation forces the frequency distribution of the individual variables to be uniform, but not the joint distribution. As we are only interested in the variable interactions, not the individual variables, preserving the marginal distributions is unnecessary. In fact, insisting on preservation is considered disadvantageous. By forcing the marginal distributions to be uniform regions where $P(x)$ and $P(y)$ are dense, results in more closely spaced bins, and regions where the data points are sparse, have wider bins. Consequently, data points close to the support ${ }^{1}$ contribute more equally to the entropy estimate. The effect is that it increases sensitivity to the distribution, amplifying data structures. The non-uniformity of the joint distribution then reveals the structural dependence between the two variables $X$ and $Y$. A uniform $P(x, y)$ implies independence, as $P(x)=P(y)=1 / q$, and a non-uniform $P(x, y)$ implies a dependence. Maximising information in this way exhibits better statistical properties than fixed-width binning [18], [21].

Regardless of its advantages over fixed partitioning, the number of bins remains a crucial and complicated choice in adaptive partitioning, and there have been many attempts at formulating partitions. In [19] Paluš used a equiprobable box-counting method and proposed an upper limit on the number of bins of $q \leq \sqrt[d+1]{N}$ for $d$ variables, which was reported to prevent heavily biased entropy estimates. Alternatively, Darbellay and Vajda in [22] iteratively segment the full parameter space of the $d$ variables such that each bin is approximately uniform. The decision to partition a bin is based on a $\chi^{2}$ statistical test to achieve conditional independence. Although $\sqrt{N}$-consistent and asymptotically unbiased, this approach severely underestimates the mutual information for some distributions attributed to the statistical test used. More recently, Wang et al. uses adaptive partitioning to estimate the Kullback-Leibler divergence. Wang et al. proves strong convergence and outperforms the Darbellay and Vajda approach through additional bias correction terms [20].

Independent of the partitioning method used, there will always be limitations to partitioning techniques due to a loss of information from the quantisation of the continuous variable. The

[^2]amount of information lost depends on the quality and size of the initial sample, and the quantisation method.

A small data sample restricts the accuracy of any information estimate, as it is insufficient to reliably estimate the density. What constitutes a sufficient sample size, however, is complicated and depends on the complexity of the distribution being estimated. Even for relatively simple distributions, statistical fluctuations in small samples introduce both statistical and systematic biases to the density estimate that propagate through to the mutual information [1], [23].

Unfortunately, there is no one $q$ or $\Delta$ that reliably constructs the pdf for all distributions and sample sizes.

## $3.2 k$-Nearest-Neighbor Entropy Estimators

For continuous variables the mutual information estimate is susceptible to biases and statistical fluctuations when partitioning methods are applied. The more promising $k$-nearest-neighbour methods are a family of well-known techniques that have empirically proven effective at density estimation. They are highly popular, as the approach is non-parametric, with few assumptions about the pdf and a number of other reasons that make them a practical and efficient choice [24]. The success of these techniques in density estimation naturally lends itself to applications in entropy estimation, and the topic has been highly researched [25]-[31].

Variations of $k$-nearest-neighbour estimators have been derived frequently in the literature using geometrical arguments [6], [7], [27], [32], [33]. These methods utilise the Euclidean geometry of the sample space around a test point. Let $\lambda_{k, i}^{d}$ be the $d$-dimensional $L^{2}$ distance from $x_{i}^{d}$ to its $k^{\text {th }}$ nearest neighbour $x_{j}^{d}$, where $k$ is a small, fixed-positive integer. Each nearest-neighbour distance provides a local view of the density distribution around a single, test point in the data sample. The concept of nearest-neighbour distances is illustrated in figure 3.1. By considering the density of the $d$-dimensional sphere a relationship between the distribution and the number of data points contained within the sphere is apparent.

The exemplar $k$-nearest-neighbour estimator was initially developed by Kozachenko and Leonenko in 1987 [7]. Wherein, Kozachenko and Leonenko proved the mean square consistency under mild conditions for $k=1$ and general $d$. Since then, the Kozachenko-Leonenko (KL) estimator has been studied with great interest in the literature with many variations presented. In [34] Tsybakov and Van der Meulen considered a truncated version of the KL estimator and showed $\sqrt{N}$-rate of convergence when $d=1$ for a class of one-dimensional densities with unbounded support and exponentially decreasing tails. In [27] Singh et al. generalised to $k \geq 1$. The revision is almost equivalent to the original when $k=1$, with the only difference being the use of $\log (N)$ in place of $\log (N-1)$. The proposed estimator, given in bits, is derived in [27]


Figure 3.1: Schematic of $k$ nearest-neighbour distance method shown for a two-dimensional sample. Centered around the test point shown in red, the first three nearest-neighbours are indicated by concentric circles. For $k=3$ the two-dimensional $k$-nearest neighbour distance $\lambda_{3, i}$ is indicated by the black arrow.
and defined as

$$
\begin{gather*}
\hat{h}_{k}(X)=\frac{d}{N} \sum_{i=1}^{N} \log _{2}\left(\lambda_{k, i}^{d}\right)+\log _{2}\left(S_{d}\right)+\log _{2}(N)+\frac{\gamma-L_{k-1}}{\ln (2)}  \tag{3.2}\\
L_{k-1}=\sum_{p=1}^{k-1} \frac{1}{p} \tag{3.3}
\end{gather*}
$$

where $\gamma(=0.577216 \ldots)$ is the Euler-Mascheroni constant, $L_{k-1}$ is the harmonic number of $k-1$ and $S_{d}$ is the volume of a unit-sphere $S_{d}=\pi^{d / 2} / \Gamma\left(\frac{d}{2}+1\right)$ with $\Gamma($.$) as the Gamma function.$ [27] uses heuristic arguments to show the estimator is asymptotically unbiased and consistent for fixed $k$ and general $d$. Very recently Devroye and Gyorfi showed that for bounded $X$, without any smoothness conditions the KL estimator is strongly consistent iff $\mathbb{E}\{\log [\|X\|+1)\}<\infty$ [31].

It has been established in [27], [29], [30], [33] that the variance of the KL estimator decays at a rate of $\mathcal{O}(1 / N)$ under various assumptions. [27] established for $d=1$ and general fixed $k$ that the variance is a decreasing function of $k$ :

$$
\begin{equation*}
\operatorname{Var}\left[\hat{h}_{k}(X)\right]=\frac{1}{N}\left(\operatorname{Var}[\log (f(x))]+\Psi_{1}(k)\right) \tag{3.4}
\end{equation*}
$$

where $\Psi_{1}$ is the trigamma function. [28] extends this to general $d$ and $k$ showing that the variance of the KL estimator is bounded by $O\left((N k)^{-1}\right)$.

Therefore, under the criterion of the mean squared error, larger values of $k$ yield a smaller error
for all distributions. For practical purposes, however, larger values of $k$ are computationally expensive and can degrade the entropy estimate if too large. Thus, the choice of $k$ is an important issue, and the bias-variance trade-off must be considered. There are two approaches to the choice of $k$, one where $k$ grows with the sample size, and the other where $k$ is a small constant [26], [35]. Most literature favours the latter and benefits from the smaller computational demands and optimal convergence rates [29]. Based on Monte Carlo simulations, Singh et al. suggests a blanket rule of $k=4$, stating that the gain from higher values is insubstantial. However, these results are only shown for small samples sizes, $<50$, limiting the applicability of this proposed rule-of-thumb.

### 3.2.1 The Bias of $k$-Nearest-Neighbour Methods

The problem with $k$-nearest-neighbour methods is an extension of the overarching problem of the nonlinear dependence of entropy on the probability distribution. Meaning the KL estimator exhibits substantial biases when the density is small [36], [37]. Establishing the convergence rate of the bias is challenging. [38] showed that the bias vanishes asymptotically, however they neglected the bias incurring at the boundaries. For data points located near the boundaries of the variable support the $k$-nearest-neighbour radius (neighbourhood) for a data point exceeds the support. The result is a truncated sphere and an overestimation bias on the entropy. The larger the value of $k$, the more data points have truncated neighbourhoods. Resulting in a bias-variance trade-off for increasing $k$. As $k / N \rightarrow 0$, the bias decays to zero in the interior of the density. At the support, however, the bias is much larger $\mathcal{O}(1)$, compared to $\mathcal{O}\left((k / N)^{2 / d}\right)$, and does not converge to zero. For higher dimensions, the boundary effect is more significant [39], [40].

In the literature, there are many correction methods [39], [40]. For example, [40] replaces the density estimate of a boundary point with that from a nearby point without a truncated neighbourhood. On the other hand, [39] base their correction term on the logarithm of the proportion of volume inside the support compared to the whole neighbourhood volume. [39] shows this is more effective than the approach in [40].

For one-dimensional random variables, however, the estimator can be considered unbiased even for relatively small sample sizes. For higher dimensions, the KL estimator converges relatively slowly to the true entropy, resulting in a significant bias even for large sample sizes [39]. Thus, one would need an exponentially larger sample for an equivalent bias at higher dimensions. This bias is not equal for all distributions, however, and the KL estimator is known to perform well on multivariate normal distributions [40].

Despite these difficulties, in general $k$-nearest-neighbour methods exhibit faster convergence and smaller errors compared to partitioning methods, making them the favourable approach [41].

## $3.3 k$-nearest-neighbour Estimators for Mutual Information

Calculating entropy in data analysis is a stepping stone in the calculation of more interesting information-theoretic terms. The mutual information is the most commonly used measure in information theory to determine the dependence between two random variables.

In [6] Kraskov et. al. argued that the biases on each of the three KL entropy estimates, as discussed in section 3.2.1, do not cancel out due to the different distance scales in the joint and marginal spaces for different distributions. Kraskov consequently developed a $k$-nearestneighbour method for directly calculating the mutual information based of the work of KozachenkoLeonenko. It uses the distance to the joint $k^{\text {th }}$ nearest-neighbour and counts the number of instances, $n_{x}$ and $n_{y}$, bounded by this distance in the marginal spaces separately. This ensures that the distance scales cancel out. The mutual information estimator, referred to as the KSG estimator, is thus

$$
\begin{equation*}
\hat{I}(X, Y)=\Psi(k)+\Psi(N)-\frac{1}{N} \sum_{i=1}^{N}\left[\Psi\left(n_{x}+1\right)+\Psi\left(n_{y}+1\right)\right] \tag{3.5}
\end{equation*}
$$

where $\Psi(\ldots)$ is the digamma function. Kraskov empirically showed that this method outperformed the KL estimator when estimating mutual information, which we will refer to as the 3H-KL estimator.

Although the KSG estimator is prevalent throughout the literature, the theoretical properties remain unknown. Even the original reference [6] states there are distributions for which the estimator does not converge. More recently, [35] establishes consistency and identifies an upper bound on the rate of convergence of the bias and [36] empirically demonstrates that the variance $\mathcal{O}(1 / N)$.

Despite the practical performance of the KSG estimator, it similarly, suffers from the same problems as the KL estimator due to its foundations in $k$-nearest-neighbour techniques. Just as with the KL estimator, the KSG estimator suffers from the boundary effect, requiring exponentially larger samples for the equivalent bias. [3] showed $k$-nearest-neighbour estimators in general tend to systematically underestimate the mutual information for strongly dependent variables and small sample sizes.

### 3.4 Discussion

The question of variable dependence is a topic that has been studied for decades. However, big data has presented us with a growing problem. Data sets with many variables and even more potential relationships are now widespread. Examining each relationship is no longer practical.

Instead, we need an objective and reliable way to identify significant correlations. Mutual information provides an obvious basis for comparing variable interactions. While non-parametric mutual information estimators have been extensively studied, researchers have typically avoided mixed cases due to the difficulties surrounding them. Thus, the field is largely unexplored.

The most common attempts to overcome mixed data has been to quantise continuous variables and apply discrete methods, discussed in section 3.1 with adaptive partitioning approaches proving most effective. However, partitioning methods are vulnerable to bias and statistical fluctuations, making nearest neighbour methods more desirable. Alternatively, one can add a small independent noise distribution to a discrete variable to artificially add distance between repeating points and apply a continuous estimator. However, the literature suggests that adding noise causes the estimate to degrade and is unstable with respect to the noise added, but this is not the case if the noise distribution is correctly selected [37]. In chapter 4 we address these issues.
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## Chapter 4

## Noisy Resampling Entropy Estimation Method

The difficulties associated with estimating information measures from finite empirical samples has motivated researchers to explore more versatile methods. Estimating parameters from empirical samples is a problem faced in a number of scientific fields, and as a result techniques such as resampling and aggregated estimators, which average the result, have been developed to improve upon empirical estimates. For our entropy estimator, we take inspiration from ensemble methods. Ensemble methods determine an empirical parameter through combining techniques and repeating applications to form an aggregate estimator. Such techniques have been shown to improve upon a single estimate. Randomised ensemble methods are premised on a base estimator, then an ensemble of results is formed by repeating the base estimator on independent and random perturbations of the data sample. A common randomised ensemble example is bagging (bootstrap aggregating). Bagging uses the bootstrap resampling method and averages over the repeats. This has the added advantage of estimating sampling variability by measuring the standard error on a single estimate [1]. Resampling is a valuable technique used in parameter estimation to improve or determine the statistics of an estimator or model. Resampling within the context of information estimates, however, can be dangerous, as it is a nonlinear quantity.

Due to the inherent difficulties associated with estimating entropy and the problem of mixed systems we propose a new ensemble method to improve on the reliability and accuracy of an information estimate. Similar to bagging, the proposed noisy resampling entropy estimation method is an ensemble technique to generate multiple samples from a single data set in order to find an average. The repeat samples are generated through a two-stage process of quantising (binning) and randomising (adding noise) to produce continuous approximations of the original sample, see figure 4.1 for a flow chart of the methodology

This method combines the two approaches typically implemented for mixed systems. Being able to quantise the continuous variables reliably means that the same entropy estimation technique can be applied to both continuous and discrete variables, which is crucial for consistency when estimating mutual information. The KL estimator is then applied to each randomised sample.

Each generated sample consists of $N$ instances and is effectively i.i.d. This method is shown to improve on a single $3 \mathrm{H}-\mathrm{KL}$ estimate of mutual information and outperforms or is equivalent to the KSG estimator for all tested mutual information estimates. Having reliable methods for mixed systems significantly increases the applicability of mutual information in machine learning.


Figure 4.1: A flow chart depicting the steps involved in the new two-stage noisy resampling entropy estimation method. The method applies both quantisation (histogramming) and randomisation (adding noise) procedures. Note that the data is already quantised for discrete random variables, removing the need for this step. The example depicted generates 5 randomised "iterations" or repeats of the data sample. We estimate the entropy using the KL entropy estimator for each iteration, and the result is averaged.

### 4.1 Quantisation

### 4.1.1 What is the Entropy of a Histogram?

Optimised binning has been an active area of research for many decades with various applications. It is difficult, however, for any method that uses fixed-partitioning to return a reliable entropy estimate due to statistical fluctuations for small bins and a bias if the bins are too large. There are many methods within the literature that aim to minimise statistical criteria to justify the choice in binning. Nevertheless, the practice seems problematic, as Shannon entropy is sensitive to the bin size [2]. This provokes the question: What is the Shannon entropy of a histogram?

To answer this, we first consider the limits on the Shannon entropy of a finite sample. Theoretically, the Shannon entropy of a continuous pdf is infinite. Although, we noted in section 2.2 that for a finite sample of a continuous distribution, the Shannon entropy is limited by the
number of unique outcomes. While the precision of the measurements can govern the number of unique outcomes, it cannot exceed the sample size: $H(X) \leq \log _{2}(N)$ bits. This Shannon entropy would be an extreme case of over-binning, and all knowledge of the underlying probability distribution would be lost. Nevertheless, it sets an upper limit on the Shannon entropy of an empirical sample of a continuous distribution. From this, we know that $H(X)$ of any continuous sample is bounded by $0 \leq H(X) \leq \log _{2}(N)$, representing the extremes of underand over-binning, respectively. Therefore, Shannon entropy for any finite sample, independent of the probability distribution, converges to $\log _{2}(N)$ bits as the number of bins, $q$ increases and the bin width, $\Delta$ decreases. However, as differential entropy is well-defined for a pdf, there is a value of $H(X)$ and a corresponding bin width according to equation 2.6 , which most accurately represents the true pdf.

We note the importance of a distribution-independent limit on the Shannon entropy of a finite sample. This universal limit suggests a common $\log _{2}(N)$ dependence for all probability distributions. To determine the form of this dependence, we consider the bin width that minimises the MISE, using the parametric form of Scott's formula for different pdfs with known differential entropy. From this bin width and the known differential entropy, we can determine the theoretical form of the Shannon entropy for a continuous distribution. This calculation has been done for several distributions in table 4.1, where, for simplicity, the results are given in nats.

| Distribution | $h(x)($ nats $)$ | $\Delta$ | $H(X)($ nats $)$ |
| :---: | :---: | :---: | :---: |
| Normal | $\frac{1}{2} \ln \left[2 \pi e \sigma^{2}\right]$ | $2 \times 3^{1 / 3} \pi^{1 / 6} \sigma N^{-1 / 3}$ | $\frac{1}{3} \ln \left[N \frac{\pi e^{3 / 2}}{3 \times 2^{3 / 2}}\right]=\frac{1}{3} \ln [1.66 N]$ |
| Exponential | $1-\ln [\lambda]$ | $12^{1 / 3} \lambda^{-1} N^{-1 / 3}$ | $\frac{1}{3} \ln \left[N \frac{e^{3}}{12}\right]=\frac{1}{3} \ln [1.67 N]$ |
| Maxwell-Boltzmann | $\frac{1}{2} \ln \left[\frac{\pi}{\beta}\right]+\gamma-\frac{1}{2}$ | $\left(\frac{6 \times 2^{3 / 2} \sqrt{\pi}}{7 \beta^{3 / 2}}\right)^{1 / 3} N^{-1 / 3}$ | $\frac{1}{3} \ln \left[N \frac{\pi e^{3(\gamma-0.5)}}{2.42}\right]=\frac{1}{3} \ln [1.64 N]$ |
| Gamma $(\alpha=2, \beta=1)$ | $1+\gamma$ | $24^{1 / 3} N^{-1 / 3}$ | $\frac{1}{3} \ln \left[N \frac{e^{3(\gamma+1)}}{24}\right]=\frac{1}{3} \ln [4.73 N]$ |

Table 4.1: A table to demonstrate the theoretical form of Shannon entropy according to Scott's formula for minimum MISE for a selection of continuous pdfs. The bin widths were determined using the parametric form of Scott's formula and the Shannon entropy calculated via $H(X)=$ $h(x)-\ln (\Delta)$. All results are given in nats for conciseness.

Table 4.1 demonstrates that the theoretical Shannon entropy for a minimum MISE histogram has a definite form. This is true for all distributions tested. In fact, for any of the common fixed-width binning rules, the resulting histogram has a Shannon entropy of the form: $H=\frac{1}{M} \log _{2}(\beta N)$ bits, where $M$ and $\beta$ are constants. Note that for $H \leq \log _{2}(N)$ to be true $M \geq 1$ and for $N=1$, we would expect the Shannon entropy to go to zero. Thus, we set $\beta=1$, such that

$$
\begin{equation*}
H=\frac{1}{M} \log _{2}(N) \tag{4.1}
\end{equation*}
$$

However, setting $\beta=1$ removes any distribution dependence in the Shannon entropy for continuous random variables. To verify that the Shannon entropy of a continuous variable is indeed independent of the distribution, we consider the MSE of the differential entropy estimate for dif-
ferent quantisations. To do this, we simulated samples for several one-dimensional probability distributions with known differential entropy. The distributions used are described in table 4.2 and were chosen to encompass standard comparisons, as well as various characteristics. For each simulated sample, we quantised the data points into $q$ bins. We varied $q$ between $2 \leq q \leq N / 5$, and extracted the bin width and Shannon entropy via $\Delta=$ Range $/ q$ and the relative frequencies, respectively. For each $q$ and $N$ value the process was repeated 500 times for i.i.d trials. The MSE was thus determined using the known differential entropy and $h=H+\log _{2}(\Delta)$. To confirm the Shannon entropy of a finite sample is distribution independent, we examined the MSE of the differential entropy as a function of Shannon entropy for different sample sizes and distributions. If the Shannon entropy of a continuous distribution is independent of the probability distribution it describes, then the minimum MSE for each distribution will coincide. The results from this investigation are shown on the right of figure 4.2. For comparison, we also illustrate the behaviour of the MSE of the differential entropy for the same data as a function of bin width. This is shown on the left of figure 4.2.

| Distribution | Mean | Std dev | Support | Skewness | Kurtosis | h (bits) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Normal, $\mathcal{N}(0,1)$ | 0.00 | 1.00 | $(-\infty, \infty)$ | 0.00 | 3.00 | 2.05 |
| Uniform, $\mathcal{U}[0,1)$ | 0.50 | 0.30 | $[0,1)$ | 0.00 | -1.20 | 0.00 |
| Exponential, $\operatorname{Exp}(1)$ | 1.00 | 1.00 | $[0, \infty)$ | 2.00 | 6.00 | 1.45 |
| Log Normal, $\log \mathcal{N}(0,1)$ | 1.65 | 2.16 | $(0, \infty)$ | 6.18 | 111 | 2.05 |
| Gamma, $\Gamma(2,1)$ | 2.00 | 1.41 | $(0, \infty)$ | 1.41 | 3.0 | 2.28 |

Table 4.2: A table of attributes for several one-dimensional pdfs that we use throughout our simulated experiments. We include the attributes; skewness - a measure of the asymmetry of a distribution - and kurtosis - a measure of the tail, where high kurtosis indicates a substantial deviation from the mean.

The behaviour of the MSE of differential entropy is comparable for all distributions. We initially observe an abrupt decrease in the MSE as $\Delta$ increases. This is due to Poisson fluctuations. Poisson statistics apply to discrete and independent processes and is a fundamental form of noise in a histogram that arises due to sampling randomness. For high average counts the Poisson fluctuations tends to a Gaussian, however, for low counts the Poisson distribution is asymmetric. For example, if one expected 1 event per bin, then $36.8 \%$ of the time one would observe zero events, $36.8 \%$ of the time one would observe 1 event and $18.4 \%$ of the time one would observe 2 events. The zero-probability bins, due to the Poisson fluctuations, subsequently cause the Shannon entropy to be underestimated. As $\Delta$ increases further, a bias arises due to the loss of fine-scale structure in the distributions. For the uniform distribution, however, this is not the case. Instead, the MSE continues to decrease as $q \rightarrow 1$, as a uniform distribution cannot be under-binned.

When considering the MSE of the differential entropy as a function of the bin width, as known from previous work in fixed partitioning, there is no one $\Delta$ value suitable for all distributions. In contrast, for Shannon entropy, the behaviour of each distribution is more coherent, highlighting the drawbacks of considering quantisation in terms of bin width.


Figure 4.2: Graphs comparing the behaviour of the MSE of the differential entropy as a function of bin width (left) and Shannon entropy (right) for one-dimensional pdfs. The MSE was calculated from the differential entropy of 500 i.i.d trials, via $h=H+\log (\Delta)$. The MSE on the $y$-axis has been scaled with the minimum value calculated scaled to zero and the maximum value set to one to allow comparison of the MSE curves. The error bars on the $x$-axis represent $\pm 1$ standard deviation of the bin width or Shannon entropy obtained from the independent trials. Note that the $x$-axis for the Shannon entropy plots are reversed, such that the maximum Shannon entropy $(\log (N))$, indicated by the black dashed line, is on the left-hand side of the Shannon entropy plots.

Firstly, for Shannon entropy, all distributions tend to a common maximum value, indicated by the black dashed line on the left-hand side of the Shannon entropy plots, illustrating $\log _{2}(N)$. For bin widths, however, the maximum bin width (i.e. when there is only one bin) depends on the range of the finite sample, which in turn depends on the distribution-leading to misaligned curves. This disjointedness is most evident for the uniform distribution, which is significantly translated along the $x$-axis for bin width compared to the other distributions. However, in terms of the Shannon entropy, the uniform distribution instead signifies an upper bound, corresponding to the uniform maximum entropy distribution for bounded samples.

Secondly, the different ranges for each of the distributions inevitably results in varied optimal bin widths in order to capture the features of the variable. However, when the MSE is considered as a function of Shannon entropy the minimum is observed as independent of the distribution, instead only depending on the sample size. This result is phenomenal and has repercussions in the area of quantisation and all surrounding topics that utilise it. This analysis reinforces our distribution-independent ansatz: $H=\log (N) / M$ and confirms the result obtained from table 4.1.

The fact that the optimal Shannon entropy of a finite sample is distribution-independent has immediate implications. One implication is that if a continuous sample was quantised via current fixed-partitioning methods, using the relative frequencies to estimate the Shannon entropy would be nonsensical. This is because the sample size predetermines the optimal Shannon entropy for a continuous sample.

Furthermore, the current treatment of random variables causes substantial biases in the Shannon entropy estimates. Standardising the Shannon entropy of each random variable minimises the bias and statistical fluctuations in the mutual information estimate.

### 4.1.2 Value of $M$

Now that we know the optimal Shannon entropy of a continuous finite sample, we can turn the idea of fixed-partitioning entropy estimation on its head. Instead of binning the data to find the Shannon entropy, it is possible to use the Shannon entropy in 4.1 to determine the optimal binning by substituting it into 2.6 .

$$
\begin{equation*}
\Delta=\frac{2^{h}}{N^{1 / M}} \tag{4.2}
\end{equation*}
$$

However, to determine the optimal $\Delta$, one first needs to know the differential entropy. To do this, we will use the asymptotically unbiased and consistent KL estimator. By combining these methods and using them to fine-tune the binning, it allows for more consistent and objective histograms. The steps necessary to implement the proposed binning procedure are detailed in algorithm 1 . Note that $\Delta$ is adjusted to utilise the marginal space and avoid the end bin exceeding
the support during implementation.

```
Algorithm 1: The first step in the two-stage noisy resampling entropy estimator
Input:
    - \(\left\{x_{i}\right\}_{i=1}^{N} \in \mathbb{R}\) : the sample
    - \(k \in \mathbb{Z}^{+}\): the number of nearest neighbours
    - \(M \in \mathbb{R}\) : the \(N\) dependence in the initial Shannon entropy
```


## Quantise:

for $i \leftarrow 1$ to $N$ do
$\lambda_{k, i} \leftarrow \operatorname{Min}\left\{\left\|x_{i}-x_{j}\right\|\right\} j \neq i$ : the $k^{t h}$ smallest distance

## end

$\hat{h}_{K L} \leftarrow \frac{1}{N} \sum_{i=1}^{N} \log \left(\lambda_{k, i}\right)+\log \left(S_{1}\right)+\log (N)+\gamma-L_{k-1}$
$\Delta \leftarrow\left|\frac{2^{h}}{N^{1 / M}}\right|$
$q \leftarrow$ Floor $\left[\frac{\text { Range }}{\Delta}\right]$
$\Delta \leftarrow \frac{\text { Range }}{q}$ : adjusting $\Delta$ to utilise marginal space
for $i \leftarrow 1$ to $N$ do

$$
X_{i}=\text { Floor }\left[\frac{x_{i}-x_{\text {min }}}{\Delta}\right]
$$

end

## Output:

- $\left\{X_{i}\right\}_{i=1}^{N}$ : the quantised instances


Figure 4.3: Histograms of the same normally distributed sample, with 500 data points, binned with algorithm 1 for different values of the algorithm parameter $M$. The histograms are plotted over one another and shown on a log scale to better illustrate the over-binning for $M=1$. Note that the counts are given, not the pdf estimates, to allow the viewer to compare shape more easily.

Figure 4.3 shows how the proposed method performs on a normal distribution for $M=\{1,2,3,4\}$ and $h_{\text {true }}=2.05$ bits. The bin widths for these values of $M$ were calculated to be $\Delta=$ $\{0.008,0.19,0.56,0.93\}$ respectively. These corresponded to differential entropy values of $h=$ $\{1.11,2.03,2.04,2.06\}$ bits. With the exception of $M=1$, the resultant estimate corresponds well with the true entropy. As supported by the $N$ dependence for the minimum MISE, $M=3$ achieved one of the best estimates. Conversely, $M=1$ demonstrated extreme over binning with $q=690$ compared to the 500 instances in the sample, demonstrating the importance of the choice of $M$. For the same data, the bin widths for Scott's formula and Hacine-Gharbi's method were similarly $\Delta=0.44$ for both corresponding to $h=2.02$ bits. Which interestingly, despite the $\Delta$ value falling between those for $M=2$ and $M=3$, Scott's and Hacine-Gharbi's methods perform slightly worse than $M=2$. This begs the question what value of $M$ should be used.


Figure 4.4: A plot of the ratio $R=H_{\text {OUT }} / H_{I N}$ as a function of $M$ for different sample sizes on a $\log (M)$ scale. This is shown for normal (left) and uniform (right) distributions.

Equation 4.1 expresses our estimate of the Shannon entropy of a finite sample. Therefore, the Shannon entropy, estimated from the resulting histogram's frequencies, should be approximately equal to the initial estimate, from equation 4.1. For figure 4.3, consider the example $M=3$. We determined the bin width using the Shannon entropy $H_{I N}=\log (N) / 3=2.99$ bits, while the Shannon entropy calculated from the resulting histogram was $H_{O U T}=2.88$ bits. Although similar in value, we ask if there is a value of $M$ for which $H_{I N}=H_{\text {OUT }}$.

Consequently, we define the variable $R=H_{\text {OUT }} / H_{I N}$. Therefore, as $H_{\text {OUT }} \rightarrow H_{I N}, R \rightarrow 1$. The behaviour of $R$ is shown in figure 4.4 for normal (left) and uniform (right) samples over the range $1 \leq M \leq 4$. On the left, normal samples of varying sizes are generated with zero mean and unit standard deviation. Then, the samples are quantised according to algorithm 1 , and $H_{O U T}$ is calculated from the resultant frequencies. Each point represents the average $R$ value determined from 500 i.i.d trials. On the right, we repeat the experiment for uniform samples with $\mathcal{U}[0,1)$.

The behaviour of $R$ is comparable for all tested distributions and can be derived for the uniform distribution [3] by considering the Poisson statistics of the mean entries per bin.

$$
\begin{equation*}
R=\frac{H_{O U T}}{H_{I N}}=\frac{M}{\log _{2}(N)} \sum_{j=1}^{j=N} \frac{j}{j!} \log _{2}\left(\frac{N}{j}\right) N^{\left(1-\frac{1}{M}\right)(j-1)} \exp \left(-N^{1-\frac{1}{M}}\right) \tag{4.3}
\end{equation*}
$$

Generically, as $M$ increases, we observe $R$ increasing before plateauing at some maximum value dependent on the sample size and then decreasing. All sample sizes reach their maximum $R$ value between approximately $1.5 \leq M \leq 2.0$, after which $R$ plateaus. This indicates that the statistical fluctuations have dissipated by $M=2$. Further increases in $M$ result in the deterioration of $R$, the point at which this occurs increases with sample size. The decline of $R$ suggests an optimal region of $M$ with a degradation of the binning for lower and higher values. The deterioration of $R$ coincides with fluctuations characterised by diagonal lines. The fluctuations are attributed to the change in quantisation for increasing $M$. As $M$ increases, the bin width $\Delta$ increases and there are fewer bins. When there are only a few bins, the data is underbinned, and increasing $M$ does not significantly change the relative frequencies. Therefore, $H_{I N}=\log (N) / M$ decreases, while $H_{\text {OUT }}$ remains the same. Resulting in the gradual rise of the ratio $R$. Eventually, $M$ increases sufficiently to decrease the number of bins. Thus changing the quantisation and $H_{\text {OUT }}$ decreases accordingly. Despite $H_{I N}$ only decreasing marginally, the decrease in $H_{\text {OUT }}$ is instantaneous and large. This sudden change to $H_{O U T}$ causes the observed jump in the value of $R$. This process of a gradual rise followed by a sudden drop continues until the value of $M$ corresponds to $q=1$.

For smaller sample sizes ( $N \leq 100$ ), $R$ peaks for $M \approx 1.5$ and quickly degrades. Whereas, for larger sample sizes $(N>100), R$ approaches one between $1.5 \leq M \leq 2$ and plateaus for a range of $M$ values before degrading. This difference between the sample sizes is unsurprising, as smaller values of the number of bins, $q$ more accurately represent the distribution when the sample size is small. The degradation of $R$ for $M \approx 3$ contrasts Scott's formula, which suggests a value of $M=3$. However, even for reasonable sample sizes, $R$ begins to deteriorate for $M<3$, indicating Scott's formula under-bins the data.

To demonstrate that $M=3$ is under-binned, we consider the $\chi_{r e d}^{2}$ for a normal least-squares fit on the histograms in figure 4.3. When fitted to the normalised relative frequencies, a reduced $\chi_{r e d}^{2}=1$ indicates that the histogram is representative of the underlying distribution. Therefore, the reduced $\chi_{r e d}^{2}$ give an indication of which $M$ corresponds to the best representation of the true pdf. The pdf estimates for $M=\{1,2,3,4\}$ achieved $\chi_{\text {red }}^{2}=\{0.43,0.85,0.61,0.41\}$, respectively. These results support the conclusion that $M=3$ would result in an inferior density estimate, instead suggesting $M=2$ would be more suitable.

## Cost function

In the previous experiment, the behaviour of $R$ did not tell us about the quality of the resulting histogram. A recent study by Shimazaki and Shinomoto [4], similar to Scott, uses a MISE minimisation procedure to derive a cost function for a histogram bin width based on the Poisson sampling in time series analysis.

$$
\begin{equation*}
\text { Cost }=\frac{2 \bar{n}-\sigma^{2}}{\Delta^{2}} \tag{4.4}
\end{equation*}
$$

Where $\bar{n}$ and $\sigma$ are respectively the mean and standard deviation of the number of instances per bin. Similar to the MSE, equation 4.4 identifies and penalises increased variance and bias. One of the overwhelming benefits of this approach is that the cost function does not require prior knowledge of the pdf. We can thus use this function to determine the optimal value of $M$ for any empirical sample.

Using the derived cost function, they find two solutions to the minimum MISE bin width. This is determined from the autocorrelation function of the $\operatorname{pdf} \phi(\tau)=\int p(x) p(x-\tau)$, where the integral is over the relevant range of $p(x)$. In the case where the autocorrelation function is smooth, resulting in $\phi^{\prime}(0)=0$ due to the symmetry, then the optimal bin width is

$$
\begin{equation*}
\Delta \approx\left(-\frac{6 \mu}{\phi^{\prime \prime}(0) N}\right)^{1 / 3} \tag{4.5}
\end{equation*}
$$

Where $\mu$ is the mean spike rate. Interestingly, Shimazaki and Shinomoto's solution in 4.5 is consistent with Scott's formula for a non-time series histogram i.e. when $\mu=1$. For the proof see appendix A where we use a Taylor expansion to show that $\phi^{\prime \prime}(\tau) \approx \int p^{\prime}(x)^{2} d x$.

The second solution requires the autocorrelation function to have a cusp at $\tau=0\left(\phi^{\prime}(0+)<0\right)$, for which the optimal bin width is

$$
\begin{equation*}
\Delta \approx\left(-\frac{3 \mu}{\phi^{\prime}(0) N}\right)^{1 / 2} \tag{4.6}
\end{equation*}
$$

Equation 4.6 for the cost function additionally provides a solution to the uniform distribution, which has a cusp at $\tau=0$. This is an advantage over Scott's formula, which requires the first derivative to be non-zero.

These solutions suggest that to remove statistical fluctuations and avoid under binning the $N$ dependence of $H_{I N} 2 \leq M \leq 3$ is a reasonable rule of thumb.

Using Shimazaki and Shinomoto's cost function, we explore the values of $M$, which simultaneously minimise the bias and variance for the one-dimensional distributions described in table 4.2. We simulate samples of sizes $N \in\{50,100,200,500,1000,5000\}$ for each distribution, where the data was quantised using the proposed method set out in 1 . The differential entropy in
equation 4.2 was estimated using the KL estimator with $k=4$, and $M$ was varied between 1.0 and 6.0 in increments of 0.1 . The results are shown in figure 4.5. Note that the cost is scaled between zero and one for easier comparisons between the distributions. It is apparent from figure 4.5 that the cost function reflects the behaviour observed for the MSE of the differential entropy in figure 4.2. However, here we consider these features for single samples in terms of $M$. Thus, one can deduce an appropriate value for $M$ independent of sample size.

Independent of the sample size or distribution, the cost rapidly decreases for $M>1$ due to statistical fluctuations dissipating. For $M>3$, the cost rises slowly due to under-binning, with the exception of the uniform distribution. As we previously observed with the MSE, the characteristic bias from under-binning does not manifest in the uniform distribution as it is flat. We also note the step-like features for $M>3$, analogous to the diagonal lines observed in figure 4.4 due to under-binning. For non-uniform distributions, the steps-like feature corresponds with an increasing cost. The decrease in statistical fluctuations combined with the rising bias leaves a minimised cost region between $M=2$ and $M=3$, corresponding to the two solutions found by Shimazaki and Shinomoto [4]. However, the minimum cost does not depend on the distribution, as [4] suggested. Instead, it is easy to see that the behaviour of the normalised cost function, for $M<2$, is consistent between distributions. This can be proven mathematically [5].

## Efficiency

Recall the maximum Shannon entropy distribution is a uniform distribution, where $H=\log (q)$. A uniform distribution is the most efficient way $H$ bits of information can be stored. The more the distribution deviates from uniformity, the less efficient the use of marginal space. As only a perfectly uniform distribution has an efficiency of one, all other distributions have limited efficiency. Nevertheless, the efficiency of the binning can be compared for different values of $M$. The efficiency will plateau for some $M$ value when it has reached the maximum for its underlying density. Figure 4.6 shows the bin allocation efficiency for different values for $M$ using the same data as in figure 4.4 with the results from the normal distribution on the left and the uniform on the right.

$$
\begin{equation*}
\epsilon=\frac{2^{H}}{q} \tag{4.7}
\end{equation*}
$$

Figure 4.6 illustrates the improvement of the use of the marginal space for increasing $M$. For the normal distribution we observe that the larger the sample size the lower the maximum efficiency. This is because, for distributions with tails, the difference in densities between the peak and the edges of the tail increases with $N$ and the shape becomes less and less uniform. For the uniform distribution the opposite is true as the density is better estimated with increasing $N$. Eventually, for all distributions, the efficiency plateaus at $M \approx 2$ and once again we observe step like jumps indicating that the shape of the underlying distribution is being lost as the bins become more and more equiprobable. The larger the sample size, the larger the value of $M$ is before the shape of


Figure 4.5: The histogram cost function in [4] as a function of the histogramming parameter $M$ in algorithm 1, where increasing $M$ corresponds to fewer bins. Each data point represents the binning cost of a single sample of size $N$, as indicated on each plot. The data points for the uniform distribution are connected to highlight that, unlike the other distributions, it continues to decrease for large $M$. Note also that the cost is scaled so that the minimum cost of each histogram is zero and the maximum cost is one.
the distribution begins to degrade. For $N=35$ this happens as low as $M=1.5$, whereas for $N=1,000$ this occurs at $M \approx 3$ and for $N=10,000$ this is not observed in the given range. For the small samples $(N \leq 100)$ these step like features are observed shortly after the efficiency


Figure 4.6: A plot of the binning efficiency $\left(=2^{H} / q\right)$ of algorithm 1 as a function of $M$. Demonstrated for different sample sizes on a $\log (M)$ scale. This is shown for normal (left) and uniform (right) distributions.
plateaus. Increasing $M$ beyond this would result in a degraded density estimate. Therefore, for small sample sizes $M$ should be greater than 1.5 and for large sample sizes $M$ should be less than 3.

## Examples

In figure 4.7 we illustrate how the method performs for different values of $M$ in the reduced range $M=\{1.5,2.0,2.5,3.0\}$ on artificial samples of normal, uniform, exponential and gamma distributions, as detailed in table 4.2. It is clear, even for $M=1.5$, the extent of the over-binning which was previously identified by the cost function. This is apparent for all the probability distributions analysed indicated by the large fluctuations in the bin heights. As $M$ increases the histogram becomes more stable and provides a better estimate for the pdf.

For a log normal distribution we also fit the histogram using a standard least-squares fit, as shown in figure 4.8. The resulting fitting parameters can be found in table 4.3. The reduced $\chi^{2}$ is closest to one for $M=2$ indicating that the data is best represented for this value of $M$.

| M | $\Delta$ | q | H (bits) | bias (bits) | $\mu$ | error | $\sigma$ | error | $\chi_{\text {Red }}^{2}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1.5 | 0.07 | 225 | 5.74 | 0.144 | 0.03 | 0.01 | 1.09 | 0.07 | 0.62 |
| 2.0 | 0.19 | 80 | 4.35 | 0.093 | 0.02 | 0.02 | 1.00 | 0.06 | 0.95 |
| 2.5 | 0.35 | 43 | 3.51 | 0.052 | 0.03 | 0.02 | 0.98 | 0.05 | 0.88 |
| 3.0 | 0.53 | 28 | 2.92 | 0.043 | 0.06 | 0.02 | 1.00 | 0.06 | 0.71 |

Table 4.3: Histogram attributes and the corresponding least-squared fit parameters for the Log Normal density estimate in figure 4.8 for different values of the binning parameter $M$ in algorithm 1.

Unfortunately, there is not one value of $M$ that is ideal for all situations. Instead, there is a range of appropriate values which a user can fine tune, within reason, for a given data set. For general


Figure 4.7: Histograms of the several pdfs. For each distribution, a sample of 500 data points was binned with algorithm 1 for different values of the algorithm parameter $M$. Note that these have not been normalised and therefore cannot be used for pdf fitting. The fits shown are for illustration purposes only.
distributions a value of between 2 and 3 is recommended, with $M=2$ giving the maximum entropy without introducing statistical fluctuations. The most important thing, however, is that $M$ is consistent for all variables. It is the act of setting the Shannon entropy such that it is equal for all variables that enables an objective comparison of information content between variables.

This is a data driven approach to quantising samples that can be used on any continuous random variable. The binning algorithm makes no assumptions about the underlying pdf and instead assumes an empirical Shannon entropy of $\log _{2}(N) / M$ bits. An ansatz based on the remarkable result that the Shannon entropy of a continuous random variable is only dependent on the sample size. For the remainder of this work we will use the parameter $M=2$ unless otherwise specified.


Figure 4.8: The evolution of a Log Normal distribution ( $\mu=0$ and $\sigma=1$ ) for fixed $N=500$ and increasing $M$. The sample range is plotted using a $\log$ scale to allow a better visual comparison of the different binning and fittings. The sample was fitted with a log normal distribution using least squares fitting for each value of $M$. The corresponding histogram attributes, fit parameters and $\chi_{\text {Red }}^{2}$ can be found in table 4.3.

### 4.2 Adding noise

Now that we have a reliable approach for qauntising continuous variables, it might be instinctual to simply estimate the entropies or mutual information via the conversion equation $h=$ $H+\log (\Delta)$, however this would be ill-informed. As previously discussed all partitioning methods are not without their limitations due to the loss of information inevitable from the quantisation, and we remind the reader that this was not the intention of the quantising approach proposed. Continuous estimators, such as the nearest-neighbour KL and KSG estimators, perform comparatively better than quantising methods where the relative frequencies are plugged into the equation for Shannon entropy. These nearest-neighbour estimators, however, can only be applied to purely continuous variables as well as having a number of known problems for edge cases.

We aim to build on the quantising method described in section 4.1 which lays the foundations for an ensemble entropy estimator for both discrete and continuous variables alike using the superior nearest-neighbour methods. We will also address some of the known nearest-neighbour limitations and show that entropy estimates are made more robust to sample fluctuations due to the process of quantisation and additive noise.

### 4.2.1 Noise distribution

For mixed samples with both continuous and discrete variables, one approach would be to quantise the continuous variables and apply purely discrete techniques, or vice versa for discrete to continuous. The core idea of our approach is to convert all continuous variables to discrete through the quantisation in section 4.1, and then convert all variables (discrete and quantised) to continuous by the addition of noise, $\epsilon$.

$$
\begin{equation*}
x_{i}=X_{i}+\epsilon \tag{4.8}
\end{equation*}
$$

Where $X_{i}$ and $\epsilon$ are respectively independent sequences of i.i.d variables.
Adding noise to a discrete sample is a technique used to enable the application of more accurate continuous methods. Typically these approaches add continuous normal noise, which is regarded as advantageous due to its symmetry and smoothing properties. However, note that a poorly chosen noise distribution will distort the features and add information to the entropy estimate, perceived as bias. This introduced bias has been repeatedly identified in the literature [6], [7], resulting in the rejection of this approach as the research has thus far deemed it inappropriate. Here, however, we show that the observed bias is due to the noise distribution having an entropy itself, which combines with the entropy of the sample. Using this insight we show how the addition of noise can be applied successfully to improve the estimate of both discrete and quantised variables.

To substantiate this let $u(x)$ be a continuous pdf of a finite sample, which is only non-zero over a fixed range of $x,[0, \Delta)$. Now consider $u(x)$ repeated $q$ times along the $x$-axis, each translated by $\Delta$ so that there is no overlap between consecutive distributions. $u(x+(i-1) \Delta)$ represents the pdf of the continuous random number restricted to a single bin: $[(i-1) \Delta, i \Delta]$. Figure 4.9 (left) illustrates this for $i=1,2,3$, where $u(x+(i-1) \Delta)$ has been shortened to $u_{i-1}$, and the original non-translated pdf is $u(x)=u_{1}$.

Now define a new pdf, $g(x)$, which describes the original $u(x)$ plus its translations up to $q$.

$$
\begin{equation*}
g(x)=\sum_{i=1}^{q} p_{i} u_{i-1} \tag{4.9}
\end{equation*}
$$

By definition $\int_{-\infty}^{\infty} g(x) d x=1$ and the probability coefficients, $p_{i}$ are positive and $\sum_{i=1}^{q} p_{i}=1$.



Figure 4.9: Schematics to illustrate the idea of adding noise to discrete data. On the left, we visualise non-overlapping noise distributions, where each repeat is only non-zero in the range $(i \Delta,(i+1) \Delta)$. On the right, we visualise the concept of each bin in a histogram with a noise distribution that does not overlap into neighbouring bins.

The differential entropy for $g(x)$ is therefore

$$
\begin{align*}
h(g) & =-\int_{-\infty}^{\infty} g(x) \log _{2}[g(x)] d x \\
& =-\int_{-\infty}^{\infty} \sum_{i=1}^{q} p_{i} u_{i-1} \log _{2}\left[\sum_{i=1}^{q} p_{i} u_{i-1}\right] d x \tag{4.10}
\end{align*}
$$

By construction, the consecutive $u_{i-1}$ do not overlap, meaning only one is ever non-zero for a given interval of $\Delta$. This non-overlapping characteristic allows the integral to be written as a sum of its constituent parts.

$$
\begin{align*}
h(g) & =-\sum_{i=1}^{q} \int_{(i-1) \Delta}^{i \Delta} p_{i} u_{i-1} \log _{2}\left[p_{i} u_{i-1}\right] d x \\
& =-\sum_{i=1}^{q} \int_{(i-1) \Delta}^{i \Delta} p_{i} u_{i-1}\left(\log _{2}\left[p_{i}\right]+\log _{2}\left[u_{i-1}\right]\right) d x  \tag{4.11}\\
& =-\sum_{i=1}^{q} p_{i} \log _{2}\left[p_{i}\right] \int_{(i-1) \Delta}^{i \Delta} u_{i-1} d x-\sum_{i=1}^{q} p_{i} \int_{(i-1) \Delta}^{i \Delta} u_{i-1} \log _{2}\left[u_{i-1}\right] d x \\
& =H(p)+h(u)
\end{align*}
$$

Therefore, the differential entropy of $g(x)=\sum_{i=1}^{q} p_{i} u_{i-1}$ is a sum of the Shannon entropy of the probability coefficients, $p_{i}$ and the differential entropy of a single $u(x)$ distribution. By considering $u(x)$ the noise distribution and $p_{i}$, the normalised relative frequencies of a quantised sample, this set up describes the entropy of a discrete variable with added noise. The diagram in figure 4.9 (right) illustrates this idea.

We can verify the above result using simulations of distributions with known differential entropy for the underlying and noise distribution. According to equation 4.11, the expected entropy will equal the sum of the Shannon entropy of the underlying distribution and the differential entropy of the noise distribution used. As by the derivation, subsequent $u(x)$ cannot overlap. Therefore, the selected distribution parameters restrict the majority of the non-zero density to the boundaries of the bin to limits the complications of overlapping noise distributions. Furthermore, we consider symmetric and non-symmetric noise distributions, some of which fill the bin, and others only partial fill it. This variety of noise distributions ensures a range of features of which to test equation 4.11 against.

We quantised one-dimensional normal distributions using algorithm 1 and add noise to the binned instances. Note that the binned instances are integer values corresponding to the bin they belong to, $i$ such that the bin boundaries are always $[i, i+1)$. The entropy was then measured using the KL entropy estimator. This experiment is shown in figure 4.10 , where the height of the bars indicate the theoretical differential entropy of the noise distributions shown on the $x$-axis. This is the expected divergence from the true value of the underlying normal pdf. For


Figure 4.10: The measured bias of the entropy estimate for a quantised normal distribution with zero mean and unit variance for different noise distributions. Each data point is the average deviation or "bias" for the entropy estimate of the underlying pdf from 500 i.i.d trials, each consisting of 1,000 instances. Note that all values are given as their absolute value. The error bars indicate $\pm 1$ standard deviation obtained from the ensemble of estimates.
all distributions, the observed bias is consistent with the theory that $h(g)=H(P)+h(u)$. This result explains the failures for noise distributions in previous work, as the noise entropy was unaccounted for.

The noise distributions used were chosen to limit the majority of the non-zero density to the boundaries of the bins, as the derivation does not hold for overlapping noise distributions. We demonstrate the consequences of the support of the noise distribution in appendix B by considering normal, uniform and exponential noise distributions with varying parameters. It may be intuitive to think that adding noise that exceeds the bin boundaries may somewhat counteract the bias in histograms that result from statistical fluctuations of instances entering neighbouring bins. However, we briefly compare the results of a uniform and normal noise distribution in figure 4.11 to illustrate the advantages of a noise distribution that is well confined within the bin. For a discrete uniform distribution $\mathcal{U}[0,15$ ), we add a continuous uniform noise distribution $(\mathcal{U}[0,1)$ ), and a normal noise distribution $(\mathcal{N}(0.5,0.3))$. By definition the uniform noise is perfectly confined to the bin of width $\Delta=1$ and $h_{\text {true }}=0.00$ bits. Whereas, the normal noise, centered in the middle of the bin, has a standard deviation of $\sigma=0.3$ and $h_{\text {true }}=0.310$ bits. Although most of the non-zero density is confined within the bin for these parameters, the tails do somewhat exceed the bin boundaries. Figure 4.11 shows the bias of the entropy estimate from the entropy of the underlying $\mathcal{U}[0,15)$ distribution. For the uniform distribution, which is perfectly bounded and has zero differential entropy, the bias is small and decreases asymptotically as expected. For the normal noise distribution, which has tails exceeding the bin boundaries, there is an observed bias, as expected. However, the bias is significantly less than the entropy of the noise distribution, so it cannot be directly subtracted, and it does not vanish asymptotically.

As the continuous uniform noise distribution $\mathcal{U}(0,1)$ has a differential entropy of zero and is well constrained by the bin boundaries, the noise does not distort the underlying distribution, and the entropy estimate is unaffected. This is beneficial because it removes the need to subtract off the noise distribution entropy and avoids unpredictable effects from the noise distribution exceeding the bin boundaries. Interestingly, this is the foundation of histograms as density estimators. In the limit of $\Delta \rightarrow 0$, the spread of instances within a bin is approximately uniform. Therefore, we propose that a continuous random sample can be approximately reconstructed from its histogram by the addition of continuous uniform noise $\mathcal{U}[0,1)$, denoted by $u_{j}$.

$$
\begin{equation*}
\hat{x}_{j}=X_{j}+u_{j} \tag{4.12}
\end{equation*}
$$

Thus, generating an approximation of the original data of equal size to the original sample. We refer to this as randomising. An example is shown in figure 4.12 for a bivariate normal distribution that has undergone the quantisation in algorithm 1 and randomisation with uniform noise. The noisy sample on the right of figure 4.12 replicates the original sample reasonable well.


Figure 4.11: The comparison of a uniform noise distribution perfectly bounded within the bin and a normal noise distribution with tails that exceed the bin boundaries. The average observed bias of the resulting entropy estimates for 250 i.i.d trials of a discrete $\mathcal{U}[0,15)$ distribution is given as a function of sample size to illustrate the effects.


Figure 4.12: A flow chart illustrating the process of quantising and randomising a continuous sample for a bivariate normal distribution with zero mean, unit variance and $\rho=0.6$. On the left is the scatter plot for the original sample. The sample was then quantised via algorithm 1 to obtain the scatter plot shown in the middle. On the right, we show the scatter plot for the randomised sample with uniform noise $(\mathcal{U}[0,1)$ ).

If one was only interested in the mutual information, theoretically, any noise distribution could be used. Although the individual entropy estimates would be affected, the entropy of the noise would cancel out in the mutual information, provided the noise distributions were uncorrelated. We show this for the $3 \mathrm{H}-\mathrm{KL}$ and KSG estimators for a discrete uniform distribution $\mathcal{U}[0,15)$ in figure 4.13. For all noise distributions, the MSE of the mutual information decreases asymptotically, as expected. Figure 4.13 thus demonstrates that any uncorrelated and reasonably nonoverlapping noise distribution can be used to estimate the mutual information. However, we note that the $3 \mathrm{H}-\mathrm{KL}$ estimator cannot produce an estimate of the mutual information without noise, as there are no non-zero nearest-neighbour distances in the original discrete sample. We also note that although the KSG estimator can estimate the mutual information of a discrete sample, the result has an asymptotically increasing bias. We illustrate this in figure 4.14 for discrete $\mathcal{U}[0,15)$ distribution.


Figure 4.13: Comparing the MSE of the mutual information from 250 i.i.d trials of a discrete uniform distribution $\mathcal{U}[0,15)$, for different noise distributions, as a function of sample size. The results for the $3 \mathrm{H}-\mathrm{KL}$ estimator are shown on the left, and the results for the KSG estimator on the right.

### 4.2.2 Randomisation

This randomisation process can be applied to both discrete and quantised random variables. Doing so allows the application of continuous $k$-nearest-neighbour estimators to both data types. For example, suppose the noise was added to the discrete variable for the Shannon entropy $(h(g)=H(P)+h(u)$ ), and the KL estimator applied to the raw (non-quantised and nonnoisy) continuous variable for the differential entropy. In that case, these cannot necessarily be combined to get any meaningful value for the mutual information. However, by quantising the continuous variable and adding noise, the KL estimator gives the Shannon entropy of the continuous distribution, making the combination compatible.

This new approach calculates the Shannon entropy via the KL estimator because the quantisation


Figure 4.14: The MSE of the mutual information estimate, obtained from 250 i.i.d trials, as a function of sample size, showing the poor behaviour of the KSG estimator for a discrete uniform distribution $\mathcal{U}[0,15)$.
effectively re-scales the distribution so that $\Delta=1$, meaning $h(X)=H(X)$. We can also see this if we consider how the quantising affects the nearest neighbour's distances between the noisy data points, $\hat{x}_{j}$. Using the definition for a quantised data point

$$
\begin{equation*}
X_{j}=\text { Floor }\left[\frac{x_{j}-x_{\min }}{\Delta}\right] \tag{4.13}
\end{equation*}
$$

For a quantised sample in one dimension, the marginal space is transformed by a factor of $\Delta^{-1}$ compared to the original data sample. The added noise for the approximation of the sample: $\hat{x}_{j}=X_{j}+u_{j}$, does not change the order of magnitude of the marginal space once quantised. Thus, the spacing for the noisy sample points is also transformed by a factor of $\Delta^{-1}$. When compared to the original sample, this transformation changes the value of the entropy estimation as follows:

$$
\begin{equation*}
\Lambda_{k, j}=\sqrt{\left(\hat{x}_{j}-\hat{x}_{k, l}\right)^{2}} \approx \frac{1}{\Delta} \sqrt{\left(x_{j}-x_{k, l}\right)^{2}}=\frac{1}{\Delta} \lambda_{k, j} \tag{4.14}
\end{equation*}
$$

To distinguish between the KL estimator applied to the raw data and the KL estimator applied to samples of the proposed method we have denoted the latter as $\hat{\zeta}$.

$$
\begin{align*}
\hat{\zeta} & =\frac{1}{N} \sum_{i=1}^{N} \log \left[\Lambda_{k, j}\right]+\log \left[S_{1}\right]+\log [N]+\gamma-L_{k-1} \\
& =\frac{1}{N} \sum_{i=1}^{N} \log \left[\frac{1}{\Delta} \lambda_{k, j}\right]+\log \left[S_{1}\right]+\log [N]+\gamma-L_{k-1}  \tag{4.15}\\
& =\hat{h}_{K L}-\log (\Delta) \\
& =\hat{H}
\end{align*}
$$

Therefore, by quantising the sample we force the differential KL entropy estimator to become
a Shannon entropy estimator. When referring to these in the future we will maintain the convention that for the original sample with $k$-NN distances $\lambda_{k, j}$, the KL estimator determines the differential entropy $\hat{h}_{K L}$ and for the proposed quantised and noisy sample, with $k$-NN distances $\Lambda_{k, j}$ the KL estimator determines the Shannon entropy $\hat{H}_{W}$. The derivation can easily be extended to two dimensions with the assumption that $\Delta_{x}=\Delta_{y}$. If $\Delta_{x} \neq \Delta_{y}$, however, we can still empirically show that the resultant entropy estimate in two dimensions is equivalent to the Shannon entropy and does not give rise to biases.

Consider a continuous uniform distribution, $\mathcal{U}[0,1)$ and a normal distribution with zero mean and $\sigma=10$. These distributions have been selected due to the large difference in the bin width calculated via algorithm 1. For example, for $N=100$ and averaged over 500 i.i.d trials $\Delta_{\mathcal{U}}=$ $0.108 \pm 0.009$ and $\Delta_{\mathcal{N}}=4.3 \pm 0.4$ for the uniform and normal distributions respectively. If the variables are independent then the theoretical joint differential entropy of these distributions is $h_{x y}=5.369$ bits. By substituting $\hat{\zeta}_{x y}=H_{x y}$ into equation $h_{x y}=H_{x y}+\log _{2}\left(\Delta_{x} \Delta y\right)$ and using the average bin width from algorithm 1 , we can estimate the joint differential entropy. If $\hat{\zeta}_{x y}$ is equal to the Shannon entropy of the system when $\Delta_{x} \neq \Delta_{y}$ then this should reasonably estimate the theoretical joint differential entropy. This experiment is shown in figure 4.15. For comparison the KL estimator applied to the raw data is also shown.

As can be seen from the plot the 2D entropy estimate from the proposed method is consistent with the theoretical value for all sample sizes. For $N=100$ the bias of the joint distribution, as estimated via the proposed method, was $0.06 \pm 0.03$, this is shown to decrease, and for $N=$ 10,000 the bias was calculated to be $0.0079 \pm 0.0003$ bits. This not only shows that using quantised nearest-neighbour distances in the KL estimator results in estimates of the Shannon entropy, but also demonstrates the effectiveness of the algorithm. The performance of the KL estimator applied to the raw data is inferior in comparison.

Whether one uses the Shannon entropy or the differential entropy to calculate the mutual information is inconsequential, as the value is the same for both. See section 2. The preferential treatment in the literature for the differential entropies solely lies in the superior estimation methods. The same methods that we have exploited here. However, properties of the Shannon entropy are advantageous as unlike the differential entropy the Shannon entropy is non-negative meaning that the interpretation of its value is unambiguous.

Note that in figure 4.15 the uniform and normal distribution were quantised and the noise added separately to each one-dimensional variable ie. $\Delta_{\mathcal{U}}=2^{h_{K L}(\mathcal{U})} / \sqrt{N}$ and $\Delta_{\mathcal{N}}=2^{h_{K L}(\mathcal{N})} / \sqrt{N}$ respectively. It might seem a natural progression to quantise the joint distribution for the twodimensional entropy, such that $\Delta_{x y}=2^{h_{x y}} / N^{1 / M}$, where $\Delta_{x y}=\Delta_{x} \Delta y$. This, however, presents the problem of how many bins are needed for each variable. Which ultimately is the quantisation problem. Therefore, this is only suitable in cases where the bin widths needed to describe each of the variable distributions are of similar values. As if one was to naively use the same bin width


Figure 4.15: The bias of the 2D entropy estimate from the proposed algorithm as a function of sample size. The black horizontal line indicates the theoretical differential entropy at $h_{x y}=$ 5.369 bits. The dashed lines indicate $\pm 1$ standard deviation estimated from 500 i.i.d trials.
for both ie. $\Delta_{x}=\Delta_{y}=\sqrt{\Delta_{x y}}$ then the result would be two sub optimally binned distributions. In addition, the KL estimator requires a greater sample size in order to achieve the same accuracy for higher dimensions, therefore, binning the variables in this way is less accurate and more time consuming than considering each individually.

### 4.2.3 Resampling

The randomisation procedure generates an independent sample with the same pdf as the original data. We can repeat this procedure and then estimate the entropy for each randomised i.i.d sample via the KL estimator to obtain a distribution of estimates. The idea is that the average of the ensemble is a stable entropy estimate from a single sample. This approach is similar in concept to the ensemble method of Bagging. Bagging generates repeated samples using a bootstrap resampling method. It then applies an estimator to each sample generated and takes the average. Bagging has been shown to improve the accuracy of the estimate, especially for unstable estimators [8], [9]. Our two-stage quantisation and randomisation process is not, however, the same as Bagging. This distinction is important, as resampling using the bootstrap method
within the realm of entropy estimation is inappropriate. Bootstrap resampling is only applicable to quantities that are linear in the underlying pdf, which entropy is not. This requirement is because Bagging uses what is known as "sampling with replacement", where the same instances can appear multiple times in a single sample. $k$-nearest-neighbour entropy estimators interpret non-unique instances in a sample as fine-scale structures, which increases the information content [10]. The method we propose does not encounter this issue, as it is unlikely that any two instances in a sample are identical through the addition of noise. We should note that our repeated randomisation is not strictly the same as traditional resampling. Resampling typically selects instances from the original sample using a random or systematic method, treating the original sample as an alternative for the complete domain. On the other hand, we generate new samples according to the relative frequencies of the original pdf estimate. Note that prior to this point, all examples of the proposed method were implemented with $N_{I}=1$.

We can generate any number of repeats by applying this procedure to each variable in a data set. Allowing the user to improve the entropy estimate without the need to collect more data. We therefore propose the generation of $N_{I}$ i.i.d samples generated from the quantisation in algorithm 1 and the randomisation in algorithm 2 . These algorithms combine to form what shall be referred to as "algorithm W", the proposed entropy estimator. Each approximation of the original data sample constitutes an "iteration." The KL entropy estimator can then be applied to each sample generated. The pseudo-code for this part of the algorithm is set out in algorithm 2, where $\hat{H}_{W}$, the output of algorithm 2, is the Shannon entropy calculated using the KL formula for differential entropy. Note that the noise is added separately to each variable for higher dimensions, such as the joint entropy, but the nearest neighbour distances are for the joint space.

```
Algorithm 2: The second step in the two-stage noisy KL entropy estimator
Input:
    - \(\left\{X_{i}\right\}_{i=1}^{N} \in \mathbb{R}:\) the quantised sample
    - \(k \in \mathbb{Z}^{+}\): the number of nearest neighbours
    - \(N_{I} \in \mathbb{Z}^{+}\): the number of iterations
```


## Randomisation:

```
for \(i \leftarrow 1\) to \(N_{I}\) do
    for \(j \leftarrow 1\) to \(N\) do
        \(\hat{x}_{j} \leftarrow X_{j}+u_{j}\) where \(u_{j}\) is a random number from \(\mathcal{U}[0,1)\)
    end
    for \(j \leftarrow 1\) to \(N\) do
        \(\Lambda_{k, j} \leftarrow \min \left\{\left(\hat{x}_{j}-\hat{x}_{k, l}\right)^{2}\right\} \forall j \neq l\) : The smallest \(k^{t h}\) nearest-neighbour distance
    end
    \(\hat{\zeta}_{i} \leftarrow \frac{1}{N} \sum_{i=1}^{N} \log \left[\Lambda_{k, j}\right]+\log \left[S_{1}\right]+\log [N]+\gamma-L_{k-1}\)
end
Output:
```

    - \(\hat{H}_{W}=\frac{1}{N_{I}} \sum_{i=1}^{N_{I}} \hat{\zeta} i\)
    We now validate our technique through several synthetic experiments for continuous and discrete distributions. First, we discuss the application of our estimator to one-dimensional distributions from table 4.2, as well as the discrete distributions in 4.4. For each distribution, we implement algorithm W on 500 i.i.d trials with $k=1$. For each sample, we estimate $H(X)$, and determine the MSE from the distribution of estimates. We illustrate that the MSE decreases as the number of iterations increases for both continuous and discrete distributions. See figure 4.16. This reduction occurs due to the reduced estimation error from repeated applications of the KL estimator, as observed in resampling techniques.

| Distribution | Mean | Std dev | Support | Skewness | Kurtosis | $H$ (bits) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| Bernoulli $(p=0.25)$ | 0.25 | 0.188 | $\{0,1\}$ | 1.155 | 0.167 | 0.811 |
| Uniform $\mathcal{U}[1.6]$ | 3.5 | 2.92 | $\{1,6\}$ | 0.00 | -1.27 | 2.58 |
| Binomial $\mathcal{B}(100,0.5)$ | 50 | 0.25 | $\{0,100\}$ | 0.00 | -0.02 | 4.37 |
| Geometric $(p=0.95)$ | 1.05 | 0.06 | $\{1,2,3, \ldots\}$ | 4.70 | 24.05 | 0.30 |

Table 4.4: Attributes of one-dimensional discrete distributions used in simulated experiments.


Figure 4.16: The MSE as a function of the number of iterations for samples of size $N=1,000$. The MSE was obtained from 500 i.i.d estimates of the one-dimensional entropy. On the left this is shown for continuous distributions which were quantised and randomised according to algorithm W . On the right is the same for the discrete distributions in table 4.4. For discrete distributions there is no need to undergo the quantisation and instead only step 2 in algorithm 2 is applied. For both the continuous and discrete distributions the parameter $k=1$ was used.

In addition, the bias decreases as a function of $N_{I}$. In figure 4.17, we implemented algorithm W on a independent bivariate normal distribution ( $\rho=0$ and $I_{\text {true }}=0$ bits). Each graph shows the estimate of $H(X, Y)$ for a single data sample, as a function of the number of iterations applied. The cumulative average of the estimate from algorithm W is plotted for up to 200 iterations to assess the convergence. As the number of iterations increases, we observe that the estimate stabilises for $N_{I} \approx 50$ to a value close the true value. The KL estimator was equally applied to the same data samples for comparison. These are shown in figure 4.17 in green. The theoretical value for the two-dimensional entropy is indicated by a solid black line $\left(h(X, Y)_{\text {true }}=4.094\right.$ bits $)$. For all samples tested, algorithm W achieved a smaller bias than


Figure 4.17: Four examples of the convergence of the algorithm W estimate for single samples of an independent joint normal distribution. For each example, the KL estimate for the same single data sample is shown in green, and the theoretical value is shown in black.
the KL estimator for the same sample. The results here are conducive to a resampling process that improves the accuracy of the KL entropy estimator and reduces the estimation error.

To illustrate that this resampling method is suitable for nonlinear functions of the pdf, we generate 500 i.i.d trials of bivariate normal distributions. Each sample is of size $N=5,000$ and with covariance $\rho=0.6$. For each trial, we estimate the mutual information by applying the $3 H-K L$ estimator and similarly applying algorithm W for $N_{I}=1$. Thus, producing sampling distributions for the bivariate normal distribution for the $3 \mathrm{H}-\mathrm{KL}$ and Algorithm W, shown in figure 4.18. For a typical system, however, multiple samples are not always feasible. Repeating the calculation on randomised data allows us to estimate the sampling distribution. This is also shown in figure 4.18 for $N_{I}=500$ for a single trial.

Figure 4.18 shows that the randomisation procedure mimics the sampling distribution for i.i.d trials. The results were consistent with the theoretical mutual information value, 0.3219 bits, indicated by the black dashed line. The resampling in algorithm W does not indicate any skew and accurately replicates the true probability distribution of estimates. Thus, unlike, in boot-


Figure 4.18: Comparison of the sampling distribution for algorithm W and the $3 \mathrm{H}-\mathrm{KL}$ estimator, for $N_{I}$ iterations and $T$ i.i.d trials. On the left are the Least-squares normal fits to a histogram of the results. The vertical coloured lines indicate the $\mu$ for each distribution. On the right are distribution summaries in the form of box plots, where the mean of each is indicated by a solid black line and open circles indicate outliers.
strapping this type of resampling approach can be used with entropy estimators despite being nonlinear in the underlying pdf.

### 4.3 Bias and Consistency

As with most common entropy estimators, the KL estimator is asymptotically unbiased for sufficiently regular probability distributions as $N \rightarrow \infty$ [11] i.e.

$$
\begin{equation*}
\lim _{N \rightarrow \infty} E[\hat{h}(X)]=h(x) \tag{4.16}
\end{equation*}
$$

However for higher dimensions the KL estimator requires exponentially greater sample sizes for the equivalent bias in one dimension. As a result, the bias is sample size dependent.

Due to the proposed algorithms foundations on the KL estimator it is expected to share many of its properties. To confirm the asymptotic unbiased nature of algorithm W we will consider the behaviour of the bias for increasing sample sizes. If there is a systematic drift of the estimated entropy with changing $N$ and the drift is larger than the standard deviation this would be considered bias. However, if algorithm W is asymptotically unbiased then the the estimate will tend to the true value as $N$ increases. Figure 4.19 shows the estimated entropy for a normal distribution in one (left) and two (right) dimensions. The theoretical values are shown in black corresponding to $h_{\text {true }}=2.0471$ bits for one dimension and in two dimensions with $\rho=0.6$, $h_{\text {true }}=3.772$ bits. As the bias is inherently related to the choice of $k$ the entropy estimate is shown as a function of $N$ for $k=1,4,10$. For smaller values of $k$ the nearest-neighbour approach will better detect fine-scale structure, however, if too small it can falsely identify struc-
tures from statistical fluctuations. On the other hand, if $k$ is too large the fine-scale structures are missed and the entropy estimate can be underestimated.

The average entropy estimate from 500 i.i.d samples is shown as the solid line while the dashed outer lines, with the corresponding colour, indicate $\pm 1$ standard deviation. By considering the


Figure 4.19: The entropy estimate as calculate using algorithm W as a function of $N$ for $k=$ 1, 4, 10. Starting with $N=100,500$ i.i.d samples where generated from a marginal (left) and bivariate (right) normal distribution with $\rho=0.6$. The data was quantised according to the proposed method and re-sampled with $N_{I}=50$.
estimation error there is no observed sample size dependent drift for any value of $k$ shown. We observe that all mutual information estimates, for $k=1,4$ and 10 , converge to the true mutual information as $N \rightarrow \infty$. Of the three values of $k$ shown in figure 4.19 the convergence of $k=10$ is the slowest in one dimension, due to a large portion of the nearest neighbour distances that are truncated due to being close the edge of the support for small sample sizes. There is minimal differences, however, between the convergence of $k=1$ and $k=4$ in one dimension. Whereas, for two dimensions $k=1$ converges significantly faster than the other values. Although overall, the convergence is slower for all $k$ values for two dimensions compared to one. This is not unexpected due to the known increasing bias with the number of dimensions. As observed, we note that the entropy value is dependent on $k$.

Any function of a empirical sample will itself be a random variable that can take on many values due to fluctuations in a sample. This gives rise to a distribution of estimates indicating the quality of the estimator. We will therefore also demonstrate the suitability of the proposed algorithm from the characteristics of the distribution of its estimates.

For this we will conduct a series of experiments for each of the standard distributions. In each experiment an ensemble of 500 mutual information estimates were calculated from i.i.d trials. A histogram of the values was constructed for $N=\{500,1000,5000,10000\}$ and fitted to a normal distribution using least-squares fitting. For an estimator to be categorised as asymptotically unbiased and consistent the expected value will tend to the true value and its accuracy will
improve as the sample size increases. Therefore, as $N$ increases the mean on the normal fit will tend to the theoretical value and the standard deviation will decrease.

Figure 4.20 shows a series of plots for independent 2D distributions of the pdfs described in table 4.2. Each plot shows the histogram of the distribution of mutual information estimates for $N=500$, as well as the fits obtained from the histograms for all of the sample sizes. The fit parameters and the reduced $\chi^{2}$ values are given in table 4.5.


Figure 4.20: The distribution of mutual information values for different sample sizes and pdfs. Each distribution is constructed from 500 mutual information estimates calculated using the 3 H principal and algorithm W for $k=1$ and $N_{I}=50$. In each plot the black vertical line illustrates the theoretical value for the mutual information.

It is apparent from the fit parameters in table 4.5 that as sample size increases the mean tends to the true mutual information and the standard deviation decreases. This is similarly observed in figure 4.20 which shows the distribution of estimates becoming increasingly concentrated near the true value for larger sample sizes, indicating that the proposed estimator is consistent. Unsurprisingly, due to the asymptotically unbiased nature of the KL estimator, the distribution fits for $N=500$ tend to be centered at marginally negative values compared to the true mutual information. This bias decreases at $N$ increases, demonstrating the asymptotic unbiased properties of the proposed estimator. Therefore, algorithm W is asymptotically unbiased and consistent.

| N | Normal | Uniform | Exponential | Log Normal | Gamma |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $\begin{array}{cc} \hline & \text { mean } \\ \circ & \text { std dev } \\ & \operatorname{Red} \chi^{2} \end{array}$ | $\begin{gathered} \hline 0.005 \pm 0.002 \\ 0.048 \pm 0.002 \\ 1.22 \end{gathered}$ | $\begin{gathered} \hline-0.029 \pm 0.002 \\ 0.043 \pm 0.002 \\ 1.66 \end{gathered}$ | $\begin{gathered} \hline-0.030 \pm 0.002 \\ 0.052 \pm 0.002 \\ 1.26 \end{gathered}$ | $\begin{gathered} \hline-0.025 \pm 0.002 \\ 0.052 \pm 0.002 \\ 0.57 \end{gathered}$ | $\begin{gathered} \hline-0.012 \pm 0.0002 \\ 0.049 \pm 0.002 \\ 0.39 \end{gathered}$ |
| $\begin{array}{cc} \hline 8 & \text { mean } \\ 8 & \operatorname{std} \operatorname{dev} \\ \therefore & \operatorname{Red} \chi^{2} \\ \hline \end{array}$ | $\begin{gathered} 0.008 \pm 0.002 \\ 0.034 \pm 0.001 \\ 0.66 \end{gathered}$ | $\begin{gathered} -0.026 \pm 0.001 \\ 0.032 \pm 0.001 \\ 1.39 \end{gathered}$ | $\begin{gathered} -0.026 \pm 0.002 \\ 0.036 \pm 0.001 \\ 0.60 \end{gathered}$ | $\begin{gathered} -0.016 \pm 0.002 \\ 0.037 \pm 0.001 \\ 0.86 \end{gathered}$ | $\begin{gathered} -0.006 \pm 0.002 \\ 0.037 \pm 0.001 \\ 1.00 \end{gathered}$ |
| $\begin{array}{cc} 8 & \text { mean } \\ 8 & \text { std dev } \\ \text { in } & \operatorname{Red} \chi^{2} \end{array}$ | $\begin{gathered} 0.0020 \pm 0.0007 \\ 0.0159 \pm 0.0006 \\ 0.79 \end{gathered}$ | $\begin{gathered} -0.0124 \pm 0.0006 \\ 0.0146 \pm 0.0005 \\ 2.11 \end{gathered}$ | $\begin{gathered} -0.0116 \pm 0.0007 \\ 0.0150 \pm 0.0005 \\ 0.7205 \end{gathered}$ | $\begin{gathered} -0.0037 \pm 0.0008 \\ 0.0170 \pm 0.0006 \\ 1.19 \end{gathered}$ | $\begin{gathered} -0.0000 \pm 0.0007 \\ 0.0157 \pm 0.0005 \\ 1.76 \end{gathered}$ |
| $\begin{array}{cc} \hline 8 & \text { mean } \\ 8 & \operatorname{std} \operatorname{dev} \\ \circ & \operatorname{Red} \chi^{2} \\ \hline \end{array}$ | $\begin{gathered} \hline 0.0006 \pm 0.0004 \\ 0.0099 \pm 0.0003 \\ 0.76 \end{gathered}$ | $\begin{gathered} \hline-0.0086 \pm 0.0005 \\ 0.0111 \pm 0.0004 \\ 0.82 \end{gathered}$ | $\begin{gathered} -0.0078 \pm 0.0005 \\ 0.0115 \pm 0.0004 \\ 1.18 \end{gathered}$ | $\begin{gathered} \hline-0.0025 \pm 0.0005 \\ 0.0119 \pm 0.0004 \\ 0.70 \end{gathered}$ | $\begin{gathered} -0.0018 \pm 0.0005 \\ 0.0111 \pm 0.0004 \\ 1.37 \end{gathered}$ |

Table 4.5: The normal least-squared fit parameters for figure 4.20 to demonstrate that algorithm W is asymptotically unbiased and consistency.

### 4.4 Simulations

In this section we evaluate the performance of the proposed estimator in a variety of artificial experiments where the true mutual information is known. For comparison we will also evaluate the $3 \mathrm{H}-\mathrm{KL}$ estimator and the KSG estimator. For fairness of comparison the parameter $k$ is fixed at $k=1$ for all estimators and $N_{I}=50$ throughout. For each experiment we will perform 250 i.i.d trials and consider the MSE of the mutual information estimate as a function of sample size.

Experiment 1. We will first consider the performance of our estimator for a bivariate normal distribution with $\rho=0.6$. The normal distribution often constitutes a base line test due to its prevalence in real world systems. Both the KL and KSG estimators have repeatedly demonstrated their affinity to the normal distribution, with the KSG estimator known to empirically outperform the $3 \mathrm{H}-\mathrm{KL}$. An exemplar joint distribution is shown in the scatter plot on the left of figure 4.21 for $N=1,000$. Each Gaussian is of zero mean and unit variance and consequently $\Delta_{x} \approx \Delta_{y}$.

The results of experiment 1 are shown on the right of figure 4.21. In this experiment our proposed estimator outperforms the other methods with a comparable smaller MSE particularly at small sample sizes. As expected the KSG estimator significantly outperforms the $3 \mathrm{H}-\mathrm{KL}$. The comparatively bad performance of the $3 \mathrm{H}-\mathrm{KL}$ estimator can be attributed to bias that arises due


Figure 4.21: Experiment 1. Left: Scatter plot for a bivariate normal distribution with $\rho=0.6$. Right: MSE of the mutual information as a function the sample size for 250 i.i.d trials for the corresponding scatter plot.
to the different distance scales in the joint and marginal spaces. As for a given $k$ the nearest neighbour distances in the joint space will be larger than in the marginal spaces for the same $k$ value. Due to this non-uniformity in the density the biases in each of the entropy estimates for the $3 \mathrm{H}-\mathrm{KL}$ estimator do not cancel when considering the mutual information [12]. This was the grounds for the KSG estimator which aims to reduce this effect. It is due to the quantisation in algorithm W that reduces the scale dependence seen in the KL estimator, as the quantised marginal distributions tend to have scales of the same, or similar, orders of magnitude.

Experiment 2. Next we evaluate the performance for a case where the scales of the marginal distributions vary significantly. Consider the joint independent uniform-normal distribution in figure 4.15, where the uniform distribution has a continuous range between 0 and 1 and the normal distribution is of zero mean and $\sigma=10$. The joint distribution is shown on the left of figure 4.22 . We previously saw how the quantisation was able to account for the different marginal spaces when compared to the KL estimator for the joint entropy. We now consider the MSE of the mutual information, this time with $N_{I}>1$. The $3 \mathrm{H}-\mathrm{KL}$ estimator, as before, suffers from significant biases. Despite the aims of the KSG estimator to eradicate the effect the proposed estimator still outperforms the others.

Experiment 3. Variable $X$ is a discrete Bernoulli distribution that can take the value 0 or 1 . For a given value of $X, Y$ is a continuous uniform distribution over the range $[X, X+2)$. The true mutual information of this system can be determined analytically, with $I_{\text {true }}=-\left(p \log _{2}(p)+\right.$ $\left.(1-p) \log _{2}(1-p)\right) / 2$ bits, where $p$ is the probability of success. We choose $p=0.25$ and a scatter plot of a sample data set is shown on the left of figure 4.23 for $N=1,000$.

Due to the discrete variable $X$ the KL and KSG estimator require noise to be added to the system in order to be implemented. We will use the same principal for the noise distribution as


Figure 4.22: Experiment 2. Left: Scatter plot for a joint uniform-normal distribution. Right: MSE of the mutual information as a function the sample size for 250 i.i.d trials for the corresponding scatter plot.
used in our method. Therefore, we will add uniformly distributed noise to any discrete samples $\mathcal{U}[0,1)$ in order to maintain the entropy of the system. This will be done for all discrete variables considered throughout to create the noisy KL and noisy KSG estimators.


Figure 4.23: Experiment 3. Left: Scatter plot for a discrete-continuous mixed BernoulliUniform distribution. Right: MSE of the mutual information as a function the sample size for 250 i.i.d trials for the corresponding scatter plot.

The addition of uniform noise allows the other estimators to converge with increasing sample size. The noisy KSG and the proposed method are comparable. For small $N$ our estimator performs marginally better while the KSG performing marginally better for large $N$.

Experiment 4. Here we replicate the mixed-distribution experiment in [6], where variable $Y$ is a standard exponential distribution $\operatorname{Exp}(1)$, and $X$ is a discrete "zero-inflated Poissonization" of $Y$, i.e. $X=\operatorname{Poisson}(Y)$. The distribution for $N=1,000$ is shown on the left of figure 4.24. The theoretical mutual information is $I_{\text {true }} \approx 0.4345$ bits.


Figure 4.24: Experiment 4. Left: Scatter plot for a discrete-continuous mixed PoissonExponential distribution. Right: MSE of the mutual information as a function the sample size for 250 i.i.d trials for the corresponding scatter plot.

### 4.5 The effect of precision on $k$

For a continuous distribution the number of possible distinct values is infinite. However, for a random variable the precision of a measurement is limited which drastically reduces the number of distinct values in the domain and consequently reduces the entropy. This is intuitive, if you knew the result of some random variable to $\pm 0.1$ rather than to $\pm 1$ then the first would be more informative and the uncertainty surrounding the outcome would be less.

For nearest-neighbour estimators this is a known problem as they heavily rely on unique values in order to have non-zero nearest neighbour distances. As the precision decreases there is an increase in the size of the nearest neighbour distances, this causes an over-estimate for the entropy. As the precision decreases further the variable is effectively quantised and clusters of repeating values appear which, if $k$ is smaller than the cluster size, reduces the number of non-zero nearestneighbour distances. Thus, a limited precision results in a slow decline in the estimators abilities until the variable is effectively discrete and without the addition of noise is not applicable.


Figure 4.25: The MSE of the $3 \mathrm{H}-\mathrm{KL}$, KSG and algorithm W for mutual information estimates. Here we used the parameters $k=1$ for all the estimators and $N_{I}=50$ for algorithm W. The MSE was determined from 250 i.i.d trials of an uncorrelated bivariate normal distribution. We repeated the experiment for different numbers of significant figures.

In figure 4.25 we demonstrate this for algorithm W , the $3 \mathrm{H}-\mathrm{KL}$ and KSG estimators for mutual information of a bivariate normal distribution. The precision of the samples in limited by the number of significant figures (sf), where in this experiment $\mathrm{sf}=\{1,2,3,4,5\}$ and the MSE of the mutual information is plotted as a function of sample size.

When the precision is limited a sample size dependent bias arises. This is because for a given precision as $N$ increases the number of duplicate instances increases and thus the number of nonzero nearest-neighbour distances decreases, degrading the estimate. The same is not observed for algorithm W for $\mathrm{sf}>1$. Although the initial quantising is based on of the result of the KL estimator, the subsequent steps reduces this nearest-neighbour problem. In the case of limited precision the binning would be of a reduced quality, however, the addition of noise and the resampling almost removes the chance of zero-valued nearest-neighbour distances which, in turn, reduces the dependence of the estimator on the number of unique values in a sample.

Increasing $k$ such that $k>$ number of duplicates would reduce the number of zero-valued nearest-neighbour distances, improving the estimate. However, increasing $k$ too much comes


Figure 4.26: The MSE of the mutual information for the proposed algorithm, the 3H-KL estimator and the KSG estimator. The MSE was averaged over 250 i.i.d samples of a bivariate normal distribution of size $N=1,000$ and $\mathrm{sf}=2$.
with the trade-off of additional biases for a reduced error. For a sample size of $N=1,000$ with a precision of 2 the average number of duplicates for each unique value is $10 \pm 1$. Therefore, increasing $k$ up to this value will improve on the estimate for the $3 \mathrm{H}-\mathrm{KL}$ and KSG estimator. On the other hand, increasing $k$ much beyond this will see the bias begin to rise due to missing fine scale structures in the data. The MSE as a function of $k$ can be seen for the $N=1,000$ and sf $=2$ example in figure 4.26. For the $3 \mathrm{H}-\mathrm{KL}$ and KSG estimators the MSE of the mutual information decreases as $k$ increases up to $\approx 10$. However, for algorithm W the estimate is stable, even for low values of $k$.

Unfortunately, there is no value of $k$ which is optimal for all samples sizes, data precision and distributions. Unless specified otherwise we will thus use $k=1$ for all estimators for consistency and easy comparisons.

### 4.6 Error Analysis

The variance of an estimator is crucial in determining the reliability of the result, as the error is necessary to know the number of relevant significant figures. However, calculating the error on an entropy estimate is not simple, see [13]. Due to the complex nature of this problem, very little work has been done to assess the sampling errors on many commonly used information estimators. However, when it is not possible to derive the errors, information about the error distribution can be drawn from repeated measurements.

This section will discuss the errors on the entropy and the mutual information estimates for algorithm W. To estimate the variance, we simulate i.i.d trials of pdfs and estimate the entropy and mutual information for each. The variance is then estimated as the sample variance. Finally, we then fit a model to these values by varying the dependent parameters, using $\sqrt{2 / T}$ as the error on the variance estimate for $T$ trials [14]. We then compare the sample variance for the $3 \mathrm{H}-\mathrm{KL}$ and KSG estimators with algorithm W.

It is expected that the variance of algorithm W scales as $1 / N$. However, other factors such as the choice of $M, k$ and $N_{I}$ can also affect the variability. We have previously shown that $h(g)=$ $h(u)+H(P)$, where $h(u)$ is the differential entropy of the continuous uniform noise distribution ( $h(u)=0$ bits), and $H(P)$ is the Shannon entropy of the empirical sample. Thus, we propose the error on $h(g)$, the entropy estimate from algorithm W , is comprised of two contributions: an error due to the binning of the data $(H(P)$ ), which is referred to in the literature as a quantisation error, and an error due to the KL estimator.

$$
\begin{equation*}
\operatorname{Var}[h(g)]=\operatorname{Var}[h(u)]+\operatorname{Var}[H(P)] \tag{4.17}
\end{equation*}
$$

As the quantised data sample does not change between iterations, the $\operatorname{Var}[H(P)]$ term is constant with regard to $N_{I}$. It can be considered an error due to residual statistical fluctuations on the histogram. Conversely, the $\operatorname{Var}[h(u)]$ term is analogous to repeated applications of the KL estimator to $N_{I}$ i.i.d samples. Thus, the first term is expected to $\approx \operatorname{Var}\left[\hat{h}_{K L}(X)\right] / N_{I}$, where $\operatorname{Var}\left[\hat{h}_{K L}(X)\right]$ is the variance on the KL estimator. The variance on the KL entropy estimator is well known and approximated by $\operatorname{Var}\left[\hat{h}_{K L}(X)\right]=\left(\operatorname{Var}[\ln (p(X))]+\Psi^{1}(k)\right) / N$, where distribution dependent fluctuations arise due to sample noise in the nearest-neighbour distances. For example, for the uniform distribution $\operatorname{Var}[\ln (p(X))]=0$ and thus $\operatorname{Var}\left[\hat{h}_{K L}(X)\right]=\Psi^{1}(k) / N$. In the case of the proposed estimator, independent of the underlying distribution, uniform continuous random numbers are added to the quantised data, resulting in uniform $k$-nearest-neighbour statistics for all probability distributions. Therefore, we propose that this removes the distribution dependence observed for the KL variance and gives us a $\Psi^{1}(k)$ dependence. Therefore, the expected form the variance on algorithm W for a entropy estimate is

$$
\begin{equation*}
\operatorname{Var}[\hat{H}(X)]=\frac{1}{N}\left(\frac{A \Psi^{(1)}(k)}{N_{I}}+B\right) \tag{4.18}
\end{equation*}
$$

Where $A$ is constant, and $B$ depends on the quality of the binning, i.e. the choice of $M$. For simplicity, we will keep $M=2$ throughout this thesis, unless specified otherwise. Note, also, that equation 4.18 is in the units nats and needs to be divided by $\ln (2)^{2}$ to obtain bits.

Firstly, we want to confirm the distribution independence and the $1 / N$ scaling for the variance. To do this, we estimate the variance for several one-dimensional distributions from 250 i.i.d trials. For each distribution, we estimated the entropy via algorithm W for $N_{I}=50, k=1$ and
$M=2$. This is shown in figure 4.27 as a function of sample size. Thus, from this plot, we confirm the variance is indeed distribution independent and of $\mathcal{O}\left(N^{-1}\right)$.


Figure 4.27: The sample variance of the entropy estimate of 250 i.i.d trials for several onedimensional distributions on a log-log scale. On the right-hand axis we also give the standard deviation, $\sigma$, where $\operatorname{Var}[\hat{H}]=\sigma^{2}$.

Next, we want to verify the dependence on $k$ and $N_{I}$. For this we consider the variance of a onedimensional normal distribution as a function of $N_{I}$, and different values of $k$. The results from this, for 250 i.i.d trials, is shown in figure 4.28. We conduct this experiment for $k=\{1,2,4\}$ for a sample of $N=1,000$. For each value of $k$ we fitted a least-squares fit according to equation 4.18. The corresponding fit parameters are shown in table 4.6. We observed that $A$ and $B$ are consistent for all samples tested with $A \approx 1.5$ and $B \approx 0.5$. The reduced $\chi^{2}$ confirm that this is a good fit for the data. Thus, for $N=500$, the estimation error on an entropy estimate is $\approx 0.05$ bits.

| $k$ | $M$ | $N_{I}$ | $A$ | error | $B$ | error | $\chi_{\text {red }}^{2}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 2.0 | 50 | 1.5 | 0.2 | 0.51 | 0.02 | 0.77 |
| 2 | 2.0 | 50 | 1.6 | 0.3 | 0.45 | 0.02 | 1.53 |
| 4 | 2.0 | 50 | 1.3 | 0.4 | 0.47 | 0.02 | 0.75 |

Table 4.6: The error model least-squared fit parameters for the variance on the entropy estimate in figure 4.28, using the formula in equation 4.18.

Finally, we consider the variance on the mutual information. Here we compare the sample variance as a function of $N$ for different numbers of iterations and different values of $k$. This is


Figure 4.28: The variance of the entropy of a one-dimension normal distribution with zero mean and unit standard deviation. The variance was estimated from 250 i.i.d trials of samples with $N=1,000$ and $k=\{1,2,4\}$.
shown for the uncorrelated joint normal distribution in figure 4.29 and 4.30 for $N_{I}$ and $k$ respectively. The variance for the mutual information is similarly expected to follow the same form as for the entropy variance, with different values of $A$ and $B$. We fit this to the data in both figures and give the fit parameters in table 4.7. This demonstrates that the variance on the mutual information is consistent with the predicted formula for different iterations and confirms the dependence on $k$.

| $k$ | $M$ | $N_{I}$ | $A$ | error | $B$ | error | $\chi_{\text {red }}^{2}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1 | 2 | 10 | 2.93 | 0.01 | 0.571 | 0.001 | 1.13 |
| 1 | 2 | 25 | 2.94 | 0.01 | 0.496 | 0.001 | 0.83 |
| 1 | 2 | 50 | 2.30 | 0.01 | 0.477 | 0.001 | 2.54 |
| 1 | 2 | - | 3.0 | 0.3 | 0.50 | 0.02 | 0.52 |
| 2 | 2 | - | 3.1 | 0.3 | 0.31 | 0.01 | 0.90 |
| 4 | 2 | - | 3.6 | 0.4 | 0.194 | 0.007 | 1.30 |

Table 4.7: The error model least-squared fit parameters for the mutual information estimate in figures 4.29 and 4.30 , using the formula in equation 4.18. The - for the $N_{I}$ value in some of the rows indicates that this was the parameter that variance was a function of, thus does not have a single values attributed to the fit. Note that the $A$ and $B$ in this table are different from those in table 4.6 for the entropy estimate error model.

As shown in [15] there is also a $\rho$ dependence in the quantisation error when estimating mutual information. Thus the full error model for the mutual information estimate for $k=1$ ( $\Psi^{1}(k=$


Figure 4.29: The variance of the mutual information of 250 i.i.d trials for $N_{I}=\{10,25,50\}$ and $k=1$ for an uncorrelated bivariate normal distribution.


Figure 4.30: The variance of the mutual information of 250 i.i.d trials for $N_{I}=\{1,2,4\}$ and $k=1$ for an uncorrelated bivariate normal distribution.
$1)=1.645$ ) and $M=2$ in algorithm W is expected to follow

$$
\begin{equation*}
\operatorname{Var}[\hat{I}(X, Y)]=\frac{1}{N}\left(\frac{3 \times 1.645}{N_{I}}+\frac{1+\rho^{2}}{2}\right) \tag{4.19}
\end{equation*}
$$

Which is given in nats. We verify this model for different sample sizes of a bivariate normal distribution, shown in figure 4.31. Here, we fit the theoretical error model in equation 4.19 to the variance for $N=500,1000,5000$, with no free parameters. The reduced $\chi^{2}$ were thus $1.34,1.33$ and 3.37 for each of the sample sizes respectively. Figure 4.31 demonstrates that the $\rho^{2}$ dependence is correct. We similarly validate our model for the mutual information variance


Figure 4.31: The variance on the mutual information estimate ( $k=1$ and $N_{I}=50$ ) for 250 i.i.d trials of a bivariate normal distribution, shown as a function of the the covariance, rho.
of algorithm W via a reduced $\chi^{2}$ goodness-of-fit test for bivariate normally distributed samples. A normal distribution allows the errors to be easily assessed as the true mutual information is known and related to the Pearson's correlation coefficient via $I(x, y)=-\frac{1}{2} \log _{2}\left[1-\rho^{2}\right]$. The results from the experiment are illustrated in figure 4.32. The mutual information values are obtained from algorithm W with a single sample for $N=500,1000$ and 5000 . The error bars were determined from equation 4.19 using the measured Pearson's correlation coefficient. The model achieved a reduced $\chi^{2}=0.88,0.5$ and 0.59 for $N=500,1000$ and 5000 respectively. These values are suitably close to one, and therefore we conclude that the model is sufficient.

However, it is apparent from the fit parameters in table 4.7 for figure 4.28 , that $B$ also depends on $k$ which has, thus far, not been discussed. This dependence can be attributed to the quality of the binning that comes from the initial $k$-nearest-neighbour estimate in $\Delta=2^{\hat{h}_{K L}} / \sqrt{N}$. In reality, $B$ will also be some function of $M$, which is minimum when the binning is optimal. The exact function of $M$ requires extensive work to establish, however, a sufficient rule of thumb of the variance is $\mathcal{O}\left(\left(N N_{I}\right)^{-1}+N^{-1}\right)$. Therefore, for a sample size of $N=1,000$, the estimation error on the mutual information will be between $0.03-0.06$ bits for $k=1$. The error can be reduced


Figure 4.32: Reduced $\chi^{2}$ goodness-of-fit test on variance model for mutual information conducted with bivariate normally distributed samples for $k=1$ and $N_{I}=50$.
by increasing $k$, although we note that as $k$ increases, the bias on the estimate will increase. High precision measurements of mutual information are especially important in classification with a discrete class, as the class typically contains $\mathcal{O}(1)$ bit. Thus, seemingly small values of mutual information can play crucial roles in determining the class output.

Consequently, we compare the sample variance of algorithm W with the $3 \mathrm{H}-\mathrm{KL}$ and KSG estimators using simulated data. For each experiment, we calculate the average mutual information for each estimator from 500 i.i.d trials. As before, the sample variance from these trials constitutes the variance estimate. This approach is necessary for the KSG estimator, as there has been little work on determining its variance despite its prevalence in the literature. The difficulty in determining the error on the KSG estimator stems from its distribution dependence, which makes it difficult to devise an expression for general probability distributions. The same is true for the KL estimator in higher dimensions. As algorithm W has no distribution dependencies the same error model can be applied to all distributions, thus an general error model is possible, as shown.

To investigate how the errors compare between distributions and estimators we calculate the sample variance for a selection of distributions for $k=4$ for all estimators. This experiment is illustrated in figure 4.33. Each plot shows the variance on the estimators as a function of sample size for a particular distribution: 3H-KL (blue), KSG (green) and algorithm W (red).

For all distributions, the $3 \mathrm{H}-\mathrm{KL}$ estimator has the largest variance out of the estimators tested.


Figure 4.33: Comparison of variance for different mutual information estimators and probability distributions. The probability distributions simulated were (top row - left to right) normal $\mathcal{N}(0,1)$, uniform $\mathcal{U}[0,1]$, exponential $(\lambda=1)$, (bottom row - left to right) $\log$ normal $(\mu=0$, $\sigma=1)$ and gamma $(\alpha=2, \beta=1)$.

In addition, for small sample sizes, the variance on the KSG estimator diverges from the $1 / N$. This divergence is due to the $1 / N$ scaling of the variance being valid only for large $N$. Due to this phenomenon, the variance on the KSG estimator and our proposed estimator compete as to which one best performs for small sample sizes. However, for $N \geq 100$, algorithm W consistently demonstrates a lower variance for all distributions tested. Thus, despite the additional quantisation error, the proposed estimator has a smaller variance than the $3 \mathrm{H}-\mathrm{KL}$ estimator, and is more stable than the KSG estimator.

Unfortunately, it is impossible to determine the exact error for real data, where we only have one sample. We can estimate the error on the mutual information via the equation 4.19. However, estimating the errors in this way cannot tell the user if anything unusual is occurring in the calculations. Alternatively, one can use the resampling itself to tell us about the error. The standard deviation of the ensemble of $N_{I}$ mutual information estimates, denoted $\hat{\sigma}_{e}$, tells us about the error on one iteration. For small $k$, the first $A$ term dominates the error. Thus, although we cannot estimate the error exactly from the resampling, we can use the ensemble variance to estimate that the true error will be between

$$
\begin{equation*}
\frac{\hat{\sigma}_{e}^{2}}{N_{I}} \leq \sigma_{I}^{2} \leq \frac{\hat{\sigma}_{e}^{2}}{N_{I}}+\frac{1+\rho^{2}}{2 N} \tag{4.20}
\end{equation*}
$$

This approach is useful as it is based on the real data.

### 4.7 Discussion

In this section, we have proposed quantisation and noisy resampling techniques that, when combined, produce the foundations for a robust entropy estimation algorithm, referred to as algorithm W. In doing so, we have shown a distribution-independent form of Shannon entropy for continuous variables, $H(X)=\log (N) / M$. A unified Shannon entropy is advantageous because it avoids assumptions about the underlying distribution for quantisation. While the choice of $M$ is complicated, experiments show a clear region of acceptable values between $2 \leq M \leq 3$. In this region, the statistical fluctuations have sufficiently dissipated, while the bias due to underbinning is not yet significant.

The technique of adding noise to an empirical sample has previously been used in various applications with benefits. However, in entropy estimation, an arbitrary noise function directly and negatively affects the estimate. We derive a formula to show that the entropy of the noise distribution is added to the entropy of the empirical sample when randomising discrete or quantised samples - illustrating the importance of choosing and accounting for a given noise distribution. Furthermore, we demonstrate the benefits of implementing an uncorrelated uniform distribution bounded between zero and one to ensure that the entropy of the noise distribution is zero and does not exceed the bin boundaries.

Repeating the randomisation technique to mimic resampling, to our knowledge, has not previously been used. In fact, entropy estimation as a whole has greatly avoided resampling. However, when combined with the quantisation, the resampling has advantageous properties that mitigate some known nearest-neighbour problems, such as the number of unique values (precision) and different marginal scales. We empirically show that algorithm W is asymptotically unbiased and consistent. We present various simulated experiments to illustrate the effectiveness of algorithm W for discrete, continuous and mixed random variables. Simultaneously, we show that the approach either outperforms or is comparable to the KSG estimators for a number of simulated cases.

We also demonstrate that the variance of algorithm W is composed of two parts: a $\mathcal{O}\left(N^{-1}\right)$ term associated with the quantisation of a sample, and a term that scales as $\mathcal{O}\left(\left(N N_{I}\right)^{-1}\right)$ associated with the base KL estimator. Despite the additional quantisation error, the resampling allows us to reduce the error on an information estimate without the need for larger samples. Thus, algorithm W has a smaller variance compared to the $3 \mathrm{H}-\mathrm{KL}$ and KSG estimators, allowing the result to be known to higher precision. Furthermore, we show that the expressions derived for the variances generalise to all tested distributions. This generalisation is unlike the variance for the KL and KSG estimators, which exhibit distribution dependencies, making generalised error equations complicated to formulate for these estimators. The ability to estimate an error for any pdf is therefore an important and distinctive quality of algorithm W for assessing the reliability
of the result. In addition, the small estimation errors allows us to use the mutual information as a precision tool to study variable interactions.

The increased robustness of the algorithm W estimate for increasing iterations, however, should be weighed against the computational time required for $N_{I}$ repeated applications of the $3 \mathrm{H}-\mathrm{KL}$ estimator. This comparative time can be dramatically reduced by using multi-threading, where each iteration is ran in parallel, at which point the computational time is dependent on the specifications of the computer used. For each available thread, the computational time of algorithm W is approximately a factor of $N_{I} / n_{\text {threads }}$ times that of the $3 \mathrm{H}-\mathrm{KL}$ estimator. Both the $3 \mathrm{H}-\mathrm{KL}$ and algorithm W scale linearly with $N$, unlike the KSG estimator, which has approximately a $\mathcal{O}\left(N^{3 / 2}\right)$ dependence. Therefore, in comparison to the KSG estimator, algorithm W prevails particularly for large data samples, $>4,000$. Whereas, in comparison to the $3 \mathrm{H}-\mathrm{KL}$ estimator multi-threading becomes an indispensable commodity. Although the increased applicability and reliability of the algorithm W estimate outweighs this computational demand.
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## Chapter 5

## Information Measures and Machine

## Learning

We previously demonstrated the effectiveness of algorithm W for estimating the entropy and mutual information of simulated data. It is also necessary to test the algorithm's performance on real-world data to establish its applicability to real-world data analysis tasks. The advantage of simulated data is that the entropy and mutual information values are known. However, with realworld data sets, mutual information cannot be known in advance. Therefore, we must measure the algorithm's performance in alternative ways. We use several approaches to achieve this and compare the proposed algorithm's performance against the $3 \mathrm{H}-\mathrm{KL}$ and KSG mutual information estimators.

Firstly, in section 5.1, we introduce the real-world data sets that will be used in experiments throughout the remainder of this thesis. We then employ the methods described below to verify the superior performance of algorithm W compared to the popular $3 \mathrm{H}-\mathrm{KL}$ and KSG estimators in a real-world setting.

- For purely discrete data sets, there is no question of quantisation methods. Therefore, mutual information is easily calculated using plug-in methods of the relative frequencies. If applied correctly, noisy $k$-nearest-neighbour methods should obtain the same result as the plug-in method. We therefore compare mutual information estimates from algorithm W , the noisy $3 \mathrm{H}-\mathrm{KL}$ and the noisy KSG estimator against the plug-in mutual information values for a purely discrete real-world data set.
- The Pearson's correlation coefficient, $\rho$, is a popular measure of linear dependence, which has a known relationship with the mutual information, assuming the distributions are normal. As mutual information is sensitive to nonlinear and linear dependencies, all correlations that have non-zero $\rho$ should also have non-zero mutual mutual information. We compare the Pearson's correlation coefficient as a function of the mutual information for purely continuous and mixed cases alike.
- Finally, using the mutual information as a measure of relevancy we compare the mutual information values for variable-class interactions for several real-world data sets. Using classification algorithms as an alternative evaluation of relevancy, we compare the classification accuracy with the mutual information estimate.

Finally, in section 5.3, we consider an alternative information measure; the Kullback-Leibler divergence. The Kullback-Leibler divergence measures the difference between two distributions, making it a natural metric for many machine learning tasks. The Kullback-Leibler divergence similarly has a $k$-nearest-neighbour estimator, which, when used in conjunction with the key elements of algorithm W, improves the convergence and accuracy of the estimator. We discuss the limit on any Kullback-Leibler estimate, similar to what we observed for entropy in the previous chapter. In addition, we evaluate the predictive abilities of variable subsets for supervised classification problems by estimating their Kullback-Leibler divergence. Finally, we relate it to the kappa statistic, a measure of model performance, and thus use it as a non-parametric method for assessing the machine learning capabilities of real-world data sets.

### 5.1 Real-World Data

In this section, we describe four real-world data sets and one Monte Carlo sample. The data sets were chosen due to their predominance in the literature and the various data types and patterns exhibited. We primarily consider classification problems, which are reflected in the data sets chosen.

Each data set is evaluated using a classification algorithm. The algorithm implemented for each was chosen based on the individual problem and its performance for the full data set. This is because no one algorithm is applicable to all data patterns - no free lunch theorem [1]. For each data set, we give the machine learning statistics: kappa and the accuracy estimate-a measure of the percentage of instances correctly classified using 10 -fold cross-validation-for the full data set. All learning algorithms are conducted using the data mining software Weka [2], an opensource collection of machine learning techniques, including feature selection and classification algorithms. A brief description of each of the classifiers used in this thesis can be found in appendix C .

The Wisconsin breast cancer diagnostic (WBCD) data set (https://archive.ics.uci.edu/ml/ datasets/Breast+Cancer+Wisconsin+(Diagnostic)) dates from 1992 and consists of features collected from 569 patients - 357 of whom had benign breast tumours, and 212 with malignant cases [3]. It is a common classification data set in machine learning, which has been analysed many times over [4]-[7]. From digitised images, 10 characteristics were extracted from a cluster of cells. The features consisted of cell radius, perimeter, area, compactness, smoothness, concavity,
concave points, symmetry, fractal dimension ${ }^{1}$ and texture. As a cluster of cells was analysed, the average value, the most extreme/worst value, and the standard error was measured for each characteristic, collating to 30 continuous variables. A binary classification variable indicated if the tumour was benign (0) or malignant (1). The simple logistic regression algorithm performed best on this data set, building a model from 10 of the variables, which achieved a $\kappa=0.9546$ and a $97.891 \%$ accuracy.

The Qualitative Bankruptcy data set (https://archive.ics.uci.edu/ml/datasets/qualitative_bankruptcy) consists of 250 Korean business bank loan cases collected between 2001 - 2002 in ref [8]. Experienced loan officers evaluated six bankruptcy risk factors and assigned risk levels for each case: negative (0), average (1) or positive (2). In addition, a binary class variable indicates if the business did (1) or did not (0) go bankrupt over the time period. All the variables in this data set are discrete, adding a challenge to the analysis. The purpose of this data set in [8] was to generate a set of classification rules to mimic the expert's decision making. Therefore, we will use the PART decision tree algorithm to mimic the decision-making process. The model achieves a $\kappa=0.9918$ and a $99.6 \%$ accuracy.

The Particle data set, unlike the others, is a Monte Carlo sample for $K_{s}$ production in electronpositron interactions [9]. The Monte Carlo was generated using the JETSET [10] and EvtGen [11] simulation packages. It consists of 5,000 instances, 1,264 signal instances, and 3, 736 background instances. Each instance consists of 8 variables and a classification label to specify signal or background. Due to its superior performance, we chose the PART decision tree algorithm for this data set, which achieved a $\kappa=0.8975$ and a $96.18 \%$ accuracy.

The Coronary Heart Disease (CHD) risk-factor study in [12] was carried out in three rural areas of Western Cape, South Africa. This data set was obtained from [13]. The sample is made up of 160 cases of CHD and 302 control cases, indicated by the class variable. A value of 1 shows the individual has coronary heart disease, and a value of 0 indicates they were from the control group. The data set consists of 8 continuous variables and 1 binary variable to describe each instance; systolic blood pressure ( $s b p$ ), cumulative tobacco consumption (tobacco), lowdensity lipoprotein (ldl), abdominal fat (adiposity), family history (famhist), psychosocial stress (type A), BMI value (obesity), alcohol, and age. The logistic regression model performed the best on this data set, achieving a $\kappa=0.3359$ and a $71.2121 \%$ accuracy.

The Prostate data was obtained from [13], collected from a 1989 study in [14] that examined the correlation between the level of prostate specific antigens (PSA) and numerous clinical measures in 97 men about to receive a radial prostatectomy. From this data [14] aimed to predict the PSA level, a continuous variable, from 8 variables log cancer volume (lcavol), log prostate weight (lweight), age, log of the amount of benign prostatic hyperplasia (lbph), seminal vesicle invasion (svi), log of capsular penetration (lcp), Gleason score (gleason), and percent of Gleason scores

[^3]
### 5.2 Comparing algorithm W with the $\mathbf{3 H}-\mathrm{KL}$ and KSG estimators

The $3 \mathrm{H}-\mathrm{KL}$ and KSG estimators are known for performing well on normal distributions. However, real data is often more complex in shape. This set of experiments consists of comparing the performance of the proposed estimator with the $3 \mathrm{H}-\mathrm{KL}$ and KSG estimators for mutual information on real data sets. Here they will be used to estimate the mutual information between pairs of variables. Where appropriate, noise is added to discrete variables for the $3 \mathrm{H}-\mathrm{KL}$ and KSG estimators to make them applicable. All estimators use the first nearest-neighbour for a direct comparison

First, we consider the Bankruptcy data set, which consists of six discrete variables and one binary class variable. Purely discrete data, such as this one, does not need to be quantised, removing the problems associated with choosing a bin width. Instead, the mutual information is easily calculated from the relative frequencies using a plug-in method. Although there is still an error associated with this estimate, the value should correspond to the value obtained from continuous estimators, as mutual information is equal for discrete and continuous estimates of identical probability distributions. Therefore, we will compare the plug-in mutual information estimates with those obtained from algorithm W, the noisy $3 \mathrm{H}-\mathrm{KL}$ and noisy KSG estimators. Figure 5.1 shows the comparisons of the three $k$-nearest-neighbour methods with the discrete plug-in method. Each plot has a least-squares linear fit to aid interpretation. All plots show a positive trend between the estimates, however, the variance around the linear trend differs significantly. It is clear from figure 5.1 that algorithm W surpasses the other estimators, with the plug-in and $k$ -nearest-neighbour estimates almost perfectly corresponding. Not only does this demonstrate the performance of the algorithm W , but it also emphasises the importance of averaging over many randomised samples. For the noisy $3 \mathrm{H}-\mathrm{KL}$ and the noisy KSG estimators, where the sample was only randomised once, there is considerable variation around the linear trend-demonstrating that without an aggregated estimate, a naive noisy $k$-nearest-neighbour mutual information estimator is inadequate at producing a reliable and robust estimate for discrete samples.

Note that the algorithm W mutual information estimate is consistently less than the plug-in method. This is because the Bankruptcy data set is small, with only 250 instances, and the method is asymptotically unbiased. Which, as we saw in section 4.3 , tends to underestimate for small sample sizes.

Next, we consider mutual information in terms of Pearson's correlation coefficient. The Pearson's correlation coefficient, $\rho$, is a normalised measure of linear dependence with a value between -1 and 1 . A pair of linearly correlated variables will have a non-zero Pearson's correlation coefficient and a non-zero mutual information. For two normal distributions, this falls on the


Figure 5.1: A comparison of the performance of algorithm W, the noisy $3 \mathrm{H}-\mathrm{KL}$ and the noisy KSG estimators for mutual information. The methods were tested on the purely discrete Bankruptcy data set and contrasted with the estimates obtained from the plug-in approach for relative frequencies.
curve $I(x, y)=\log _{2}\left(1-\rho^{2}\right) / 2$. A nonlinear correlation, on the other hand, will not be identified by Pearson's correlation coefficient but will be revealed by the non-zero mutual information. No pair should fall within the realm of small mutual information and large $\rho$, which would signify that the mutual information estimator missed a linear correlation.

Figure 5.2 shows the mutual information estimates versus the Pearson's correlation coefficient for all pairs of variables in the Breast Cancer data set, as estimated via algorithm W, the $3 \mathrm{H}-\mathrm{KL}$ and KSG estimators. From figure 5.2, we can quickly deduce that the $3 \mathrm{H}-\mathrm{KL}$ estimator performs significantly worse than the other estimators. For the $3 \mathrm{H}-\mathrm{KL}$ estimator, we observe a bias that shifts the base of the normal curve to non-zero (slightly positive). This bias incorrectly suggests independent variables are correlated, although weakly. The significantly negative mutual information values observed for the 3 H -KL estimator are un-interpretable and therefore not identified as significant correlations. However, many of these variable pairs have a significant Pearson's


Figure 5.2: A comparison of the proposed estimator (algorithm W) with the 3H-KL and KSG mutual information estimators. The mutual information was estimated for pairwise correlations in the WBCD data set and plotted as a function of the Pearson's correlation coefficient. The blue line indicates the theoretical relationship between $\rho$ and $I(X, Y)$ for a joint normal distribution.
correlation coefficient, indicating a linear relationship that the $3 \mathrm{H}-\mathrm{KL}$ estimator has missed. These relationships correspond to the variable pairs that contain area mean or area worst. This is likely due to the difference in scales between the cell feature area and the remainder of the Breast Cancer data set variables. Similarly, the same pairs manifest themselves in the KSG plot, where we observe a cluster of points above the expected curve. Although the mutual information values for these pairs are greater than zero for the KSG estimator, they are still considerably less $(\leq 0.1)$ than expected, given the corresponding $\rho$ value. We observed the same effect for the $3 \mathrm{H}-\mathrm{KL}$ and KSG estimators in the artificial uniform-normal distribution in section 4.4, which also had different marginal distribution scales. The proposed estimator, on the other hand, does not display these undesirable characteristics.

Nonlinear dependencies typically diverge from the normal distribution relationship between $\rho$ and $I(X, Y)$ and are contained within the curve. The pairs that demonstrate this are the same for


Figure 5.3: Scatter plots for the WBCD data set to illustrate nonlinear correlations which measure a non-zero Pearson's correlation coefficient. The data has been brushed to illustrate the two classes, where the black indicates an overlap.
both algorithm W and the KSG estimator, with the exception of the correlations circled in red for algorithm W. These data points can be attributed to nonlinear dependencies that have a linear component, thus Pearson's correlation coefficient is non-zero. The correlations that have been circled exhibit similar dependencies to each other. Examples of this dependence are illustrated in figure 5.3 for radius mean vs smoothness se and fractal dimension mean vs area worst. Figure 5.3 shows that the Pearson's correlation coefficient has identified a small negative linear correlation, however, from observing the correlations there is clearly a non-linear relationship with a "L" shape dependence, which explains the positioning of these points.

Finally, we evaluate the effectiveness of each of the mutual information estimators at measuring the correlation or "discriminating ability" of variables with a class. This is a classic question in supervised machine learning. Figure 5.4 compares the mutual information estimates from algorithm W with the $3 \mathrm{H}-\mathrm{KL}$ and KSG estimators as a function of the accuracy estimate, a machine learning metric. The mutual information was calculated for each variable-class correlation in the WBCD, Bankruptcy, Particle and CHD data sets. Note that the Prostate data was not included as the class is continuous and therefore an accuracy estimate cannot be defined. The accuracy estimates were obtained from the the respective classification algorithm in section 5.1.

As we have seen throughout these experiments the $3 \mathrm{H}-\mathrm{KL}$ estimator performs poorly on many real world distributions. This is particularly apparent for discrete variables. Although using an appropriate noise distribution does improve on the estimate the process needs to be repeated in order to obtain a reliable estimate. Both algorithm W and the noisy KSG estimator perform reasonable well for the majority of pairs.


Figure 5.4: A comparison of the mutual information estimators for pairwise variable-class correlations as function of the accuracy estimate from classification learning models.

### 5.3 Kullback-Leibler Divergence

There are many quantities in information theory that have shown to be effective in data analysis. Among these metrics is the Kullback-Leibler divergence, also known as the "relative entropy," which measures the difference in entropy between two distributions. Consider two $d$ dimensional probability mass functions $P(X)$ and $Q(X)$, both functions of the random variable $X$. The Kullback-Leibler divergence is defined as

$$
\begin{align*}
D(P \mid Q) & =\sum P(X) \log \left(\frac{P(X)}{Q(X)}\right)  \tag{5.1}\\
& =H_{X}(P, Q)-H(P)
\end{align*}
$$

where $H_{X}(P, Q)$ denotes the cross-entropy: $H_{X}(P, Q)=\sum P(X) \log (Q(X))$. Note that here we have used the probability distributions for $H(P)=H(P(X))$ rather than our previous notation $H(X)=H(P(X))$. This is to be explicit that the Kullback-Leibler divergence measures the difference in two distributions for the same random variable $X$. This extends, as expected,
to probability density functions $p(X)$ and $q(X)$ :

$$
\begin{align*}
d(p \mid q) & =\int p(X) \log \left(\frac{p(X)}{q(X)}\right) d x  \tag{5.2}\\
& =h_{X}(p, q)-h(p)
\end{align*}
$$

As before, upper and lower cases indicate the corresponding discrete and continuous measures. For both the discrete and continuous cases, the Kullback-Leibler divergence is non-negative. A zero-valued divergence, i.e. when there is no difference in entropy between the distributions, can only mean that $P$ and $Q$ are identical. The greater the divergence value, the more the distributions differ. Although the examples given use the probability mass functions, all the properties are analogous to probability density functions and are interchangeable with $p$ and $q$, respectively.

The measure is also often referred to as the Kullback-Leibler distance, this terminology, however, is misleading as it is an asymmetric measure $(D(P \mid Q) \neq D(Q \mid P))$, that does not satisfy the triangle inequality. Instead, the difference in entropy between the distributions is in reference to one of the distributions. $D(P \mid Q)$ is more accurately described as quantifying the amount of information lost by approximating a reference distribution $P$, by a second "model" distribution $Q$. Interestingly, the mutual information is a special case of the Kullback-Leibler divergence where the reference distribution is the joint distribution $P=P(X, Y)$ and the model distribution is the assumption that the two are independent $Q=P(x) P(y): I(X, Y)=D(P(x, y) \mid P(x) P(y))$. Thus, the mutual information gives the entropy lost by assuming that $p(x)$ and $p(y)$ are independent.

Akin to entropy the corresponding discrete and continuous measures are not necessarily mathematically equivalent. Consider the quantised continuous distributions $P^{\Delta}$ and $Q^{\Delta}$, using the estimates $P_{i}=p\left(x_{i}\right) \Delta_{P}$ and $Q_{i}=q\left(x_{i}\right) \Delta_{Q}$ the relationship between the discrete and continuous Kullback-Leibler divergence can be derived.

$$
\begin{equation*}
d(P \mid Q) \approx D(P \mid Q)+\log _{2}\left(\frac{\Delta_{Q}}{\Delta_{P}}\right) \tag{5.3}
\end{equation*}
$$

Note that the bin width terms do not cancel out as they did for the mutual information. For the Kullback-Leibler divergence, equivalence only occurs when the two quantised distributions have the same bin width. Although, as the Kullback-Leibler divergence quantifies a change in entropy, it is not unexpected that the conversion between discrete and continuous distributions follows that of the entropy rather than the mutual information. However, if the two distributions were binned separately the relative position of each distribution would need to be preserved in order to correctly calculate the "distance" between them. Therefore, in practise $d(P \mid Q)=D(P \mid Q)$.

Quantifying the amount by which two distributions differ is of particular interest to statisticians in a number of data analysis tasks. The Kullback-Leibler divergence has proven to be effective
and popular choice in replacing standard statistical methods as a similarity measure [15]. This lends itself to a variety of uses in classification tasks [16] as well as clustering problems between unknown distributions [17], [18]. There are also a number of publications showing the effectiveness of the Kullback-Leibler divergence as a cost function for model selection [19]-[22]. More recently, in [23] the Kullback-Leibler divergence was used to answer the question "how much data is enough?" for natural driving data. They measured the divergence of distributions for increasing sample sizes to see if adding more data changed the model. [23] used the KullbackLeibler divergence to compare the distributions for different sample sizes. Taking a value of zero to indicate that additional data did not provide more information about the density function and a large value to indicates that more data improved the density estimate.

The Kullback-Leibler divergence can similarly be used for quantifying the discriminating abilities of a variable or subset of variables for the classic two-class problem. By measuring how similar the two $d$-dimensional class distributions are we can quantify how easy it is to distinguish between the classes using that subset of variables. A large Kullback-Leibler divergence value means that the classes have different distributions in these variables, whereas a small value means that the distributions are indistinguishable and therefore have a low discriminating power. This measure is different from the mutual information. Rather than comparing the correlation between variables the Kullback-Leibler divergence compares two $d$-dimensional distributions. The mutual information is in fact a special case of the Kullback-Leibler divergence where the model distribution is the assumption that the two variable are independent. This is a useful measure when the sample has two classes, however, the Kullback-Leibler divergence does not expand to multiple classes. We could compare the discriminating power for each pair of classes present. For example, for a data set with three or more classes the number of comparisons required would be $C!/ 2(C-2)!$, where $C$ is the number of classes. However, this quickly becomes complicated.

Despite the number of uses of the Kullback-Leibler divergence its asymmetry is problematic. When comparing distributions it is desirable to treat each distribution equally. This is particularly so for classification problems. [24] uses a symmetric Kullback-Leibler divergence consisting of $d(p, q)=d(p \mid q)+d(q \mid p)$, also known as the $J$-divergence. However, its relationship to the classifiers performance is more tenuous [25]. Instead [25] suggests a symmetric resistor-average Kullback-Leibler measure defined as:

$$
\begin{equation*}
\frac{1}{R(p, q)}=\frac{1}{D(p \mid q)}+\frac{1}{D(q \mid p)} \tag{5.4}
\end{equation*}
$$

This resistor-average metric is better suited for classification as it was found to be less arbitrary than other types of means. When used in the context of evaluating variables predictive power of a class we refer to the quantity $R(p, q)$ as the Class Distance Resistance (CDR).

Much like entropy, estimating the Kullback-Leibler divergence is fraught with difficulties. Similar approaches have been employed to derive an estimator. In [26], an adaptive partitioning
estimator is proposed based on equiquantitised relative frequencies. The accuracy of which deteriorates with sample size. More recently, a handful of $k$-nearest-neighbour estimators were developed [27]-[29]. In [27], Wang et al. proposes a first nearest-neighbour estimator for the Kullback-Leibler divergence, which is extended to $k$-nearest-neighbour in [28]. Let $\left\{x_{1}, \ldots, x_{N}\right\}^{d}$ be $N d$-dimensional i.i.d samples drawn from the probability distribution $p$ and similarly let $\left\{y_{1}, \ldots, y_{M}\right\}^{d}$ be $M d$-dimensional i.i.d samples drawn from the probability distribution $q$. For the Kozachenko-Leonenko entropy estimator, the nearest-neighbour distances provide a local view of the density surrounding a test point. The Kullback-Leibler divergence, however, compares the densities of the two distributions. Wang et al. achieves this by using the samples from one of the distributions as the test points. The $k$-nearest-neighbour distances of the test points are found for both distributions and the local densities compared. The $L^{2}$ distance of a $d$-dimensional test point $x_{i}^{d}$ to its $k$-nearest-neighbour in $\left\{x_{j}^{d}\right\}_{j \neq i}$ is defined as

$$
\begin{equation*}
\lambda_{k, i, d}^{p p}=\operatorname{Min}\left\|x_{i}^{d}-x_{j}^{d}\right\|_{2 j} j \neq i \tag{5.5}
\end{equation*}
$$

where $\|\ldots\|_{2}$ denotes the Euclidean $L_{2}$ norm. For example, in three dimensions the $k$-nearestneighbour distance from the test point $\left\{x_{i}^{1}, x_{i}^{2}, x_{i}^{3}\right\}$ is

$$
\begin{equation*}
\lambda_{k, i, 3}^{p p}=\operatorname{Min}\left[\sqrt{\left(x_{i}^{1}-x_{j}^{1}\right)^{2}+\left(x_{i}^{2}-x_{j}^{2}\right)^{2}+\left(x_{i}^{3}-x_{j}^{3}\right)^{2}}\right] \tag{5.6}
\end{equation*}
$$

Then $\lambda_{k, i, d}^{p q}$ denotes the distance of the same test point $x_{i}^{d}$, in the reference distribution, to its $k$-nearest-neighbour in the model distribution, $\left\{y_{j}^{d}\right\}$ :

$$
\begin{equation*}
\lambda_{k, i, d}^{p q}=\operatorname{Min}\left\|x_{i}^{d}-y_{j}^{d}\right\|_{2} \tag{5.7}
\end{equation*}
$$

The Kullback-Leibler divergence is then estimated via the following formula:

$$
\begin{equation*}
d(p \mid q)=\frac{d}{n} \sum_{i=1}^{N} \log _{2}\left(\frac{\lambda_{k, i, d}^{p q}}{\lambda_{k, i, d}^{p p}}\right)+\log _{2}\left(\frac{M}{N-1}\right) \tag{5.8}
\end{equation*}
$$

where the second term is a correction term for unbalanced classes. They prove that the estimator is asymptotically unbiased and mean-square consistent. Almost sure convergence was later proven in [30] for fixed $k$. The convergence rate for a number of $k$ values was tested and found that the convergence was fastest for $k=1$ at the expense of a higher variance. Estimating the Kullback-Leibler divergence via $k$-nearest-neighbour distances has the same associated problems as the $k$-nearest-neighbour estimators for entropy and mutual information.

We can use the same key principals implemented in algorithm W, of quantising and randomising the variables, to calculate the Kullback-Leibler divergence. We simply substitute the entropy estimator with equation 5.8. Doing so drastically improves the convergence rate of the KullbackLeibler estimator, as seen in figure 5.5 . Where equation 5.8 was applied to a single sample
consisting of two balanced classes each distributed normally with $\sigma=1$ and $\mu=0$, which has a theoretical divergence of zero. This synthetic experiment was repeated for algorithm W , with $N_{I}=50$. It was observed that algorithm W converges much faster in comparison to the application of equation 5.8 to the raw data.


Figure 5.5: Comparison of convergence rates of algorithm W, with $N_{I}=50$, and the application of equation 5.8 to a singular raw data sample. Both methods used the first nearest-neighbour and the error bars indicate one standard deviation when repeated on 250 independent trials.

As the mutual information is a special case of the Kullback-Leibler divergence, it is expected that the error model is similar in form as the one determined for the mutual information in section 4.6. For example, for $N=1,000$ we expect an estimation error of $\mathcal{O}\left(\left(2 N \ln (2)^{2}\right)^{-1}\right) \approx 0.03$ bits, this is consistent with the estimation error obtained from the i.i.d trials. However, further work is needed to to confirm the error model.

As two distributions become increasingly separable, then theoretically, the Kullback-Leibler divergence would increase indefinitely. This is comparable to the conclusion that the theoretical Shannon entropy of a continuous distribution is infinite. However, the information content of a finite sample is limited to $\leq \log _{2}(N)$ bits. Therefore the loss of entropy defined by the Kullback-Leibler divergence is also limited. To demonstrate this, consider two normally distributed samples with the same standard deviation. The theoretical Kullback-Leibler divergence for two normal distributions with the same $\sigma$ is $\frac{1}{2 \sigma^{2}}\left(\mu_{1}-\mu_{2}\right)^{2}$, in nats, where $\mu_{i}$ refers to the mean
of each of the distributions. If $\mu_{1}=\mu_{2}=0$, then Kullback-Leibler divergence would be zero and the two distributions would be identical. Suppose we translate one of the normal distributions along the $x$-axis so that the means are offset. In that case, it becomes increasingly easier to discriminate between the two distributions, i.e. the Kullback-Leibler divergence increases. We illustrate the idea of offset normal distributions in figure 5.6. However, we know that a finite data sample has a maximum entropy. Thus, a limited information content simultaneously limits the Kullback-Leibler divergence for a finite sample. In figure 5.7 we simulate the aforementioned case of two increasingly offset normal distributions for $N=50,500,5000$. We observe that the Kullback-Leibler divergence estimate saturates for a value that increases with sample size. To explain this, we point to the Chernoff-Stein lemma, which states that the probability of an error is $2^{-d(p, q)}$, which assumes an infinitely large sample [31]. If $N$ is finite, on the other hand, the probability of an error is bounded by $1 / N$. Thus, the maximum Kullback-Leibler divergence for a finite sample is $d(p \mid q) \leq \log _{2}(N)$ bits. This value is indicated in figure 5.7 by the horizontal dashed lines, the colour of which corresponds to the colour of the data points for that sample size. Recently, this finite limit was also shown in [32].


Figure 5.6: An schematic of an offset normal distribution. A reference $\operatorname{pdf} p(X)$ with zero mean and $\sigma$ variance is shown in black. A second identically distributed pdf, $q(X)$, in red, is centered at $\mu=4 \sigma$. The distance between the distribution means is referred to as the offset and is given as a multiple of $\sigma$. Here $q(X)$ is offset from $p(x)$ by 4 .

This saturation for limited data has interesting consequences for data analysis. In machine learning more data samples improves the statistics and the performance of models. In essence, this is what the limit on the Kullback-Leibler divergence refers to. Two distributions in a finite sample may be separable with infinite data, however if the data is insufficient the information is simply


Figure 5.7: Standard deviation for each normal distribution was one, the offset refers to the number of standard deviations the two distributions have been translated along the $x$-axis ie an offset of 2 means the mean of each distribution is $2 \sigma$ separation. $N_{I}=50,250$ Trials and $k=1$. The horizontal lines illustrate $\log _{2}(N)$ the fundamental limit on any Kullback-Leibler divergence estimate.
not attainable. [23] asked "How much data is enough?", but we can flip this on its head and ask "How well will this data do?". For this we must first discuss the common machine learning statistic kappa.

### 5.4 Cohen's kappa

The kappa statistic was first introduced by Cohen in [33] and is a common measure used in model performance. Cohen's kappa measures how well the predictive output of a classifier agrees with the true class labels. It defines the measure of agreement correcting for the possibility that the classifiers match by chance. The chance of agreement depends on the percentages of correct labels in each class and it reduces as the number of classes increases. For a data sample with $C$ classes, where in class $i$ there are $n_{i}$ instances, let $m_{i}$ be the number of instances that the classifier assigns the label $i$ and $m_{T i}$ be the number of instances that are correctly classified as class $i$, where " $T$ " denotes "True". Similarly, $m_{F i}$ is the number of instances that are incorrectly classified as class $i$, where " $F$ " denotes "False". This is visualised for the two-class case in
table D.1. Thus, the observed agreement is the probability that any output label assigned by the

|  | class 1 | class 2 | total |
| :---: | :---: | :---: | :---: |
| class 1 | $m_{T 1}$ | $m_{F 1}$ | $m_{1}$ |
| class 2 | $m_{F 2}$ | $m_{T 2}$ | $m_{2}$ |
| total | $n_{1}$ | $n_{2}$ | N |

Table 5.1: A confusion matrix, used to describe the performance for a classifier, is shown to visualise the notation for correctly and incorrectly labelled instances for a two-class system.
classifier is correct:

$$
\begin{equation*}
P_{o}=\frac{\sum_{i=1}^{C} m_{T i}}{N} \tag{5.9}
\end{equation*}
$$

When $P_{o}=1$ all the instances have been correctly labelled and when $P_{o}=0$ all the instances are labelled incorrectly. Then, let $P_{e}$ be the expected agreement defined by the probability that an instance was classified correctly simply by chance

$$
\begin{equation*}
P_{e}=\sum_{i=1}^{C}\left(\frac{n_{i}}{N} \frac{m_{i}}{N}\right) \tag{5.10}
\end{equation*}
$$

The kappa statistic is thus defined as

$$
\begin{equation*}
\kappa=\frac{P_{o}-P_{e}}{1-P_{e}} \tag{5.11}
\end{equation*}
$$

A kappa value of zero means that the classifier achieves no better than randomly assigning the class labels and a kappa value of one means the classifier perfectly predicts the class for every instance. Cohen's kappa is always less than or equal to one. It can be negative, however, this indicates that the classifier is useless [34], [35].
kappa is particularly useful for multi-class classification problems or imbalanced classes as it captures information about the model that other measures such as the accuracy do not. The kappa statistic is larger for solutions which perform well for all classes. For example, consider a data sample with 200 instances and two classes where class 1 has 150 instances and class 2 has 50 instances. It may be the case that classifying all of the instances as class 1 achieves the model with the highest accuracy estimate. However, the solution is myopic and ultimately pointless. kappa attempts to avoid such a solution, instead preferring models which achieve balanced accuracy in each of the classes. Key to the kappa statistics is the confusion matrix. A confusion matrix is commonly used in supervised machine learning to summarise the performance of a classification algorithm. For the traditional two-class case with the confusion matrix

$$
\left[\begin{array}{ll}
m_{T 1} & m_{F 1}  \tag{5.12}\\
m_{F 2} & m_{T 2}
\end{array}\right]
$$

kappa can be calculated via

$$
\begin{equation*}
\kappa=\frac{2\left(m_{T 1} m_{T 2}-m_{F 2} m_{F 1}\right)}{\left(m_{T 1}+m_{F 1}\right)\left(m_{F 1}+m_{T 2}\right)+\left(m_{T 1}+m_{F 2}\right)\left(m_{F 2}+m_{T 2}\right)} \tag{5.13}
\end{equation*}
$$

The larger the value of kappa the more reliable the classification model. Therefore, statisticians aim to find the classification algorithm that maximises kappa. However, the quality of the data will limit the performance of any algorithm. As the accuracy estimate and kappa usually have the same trend, "bad" quality data will have a limited accuracy, and thus limited kappa, that it can achieve [34].

### 5.5 The Kullback-Leibler divergence and Cohen's kappa

As observed in figure 5.7 the Kullback-Leibler estimate plateaus when the data is no longer sufficient to increase the discriminating power of the sample. This is a fundamental limit of a finite data sample and alludes to the quality of the data as a predictive tool. The exact value of kappa is dependent on the suitability of the learning algorithm implemented, however, the Kullback-Leibler divergence can be used to estimate the expected kappa for a given variable subset. Define

$$
\begin{equation*}
d_{12}=d\left(p_{1} \mid p_{2}\right) \text { and } d_{21}=d\left(p_{2} \mid p_{1}\right) \tag{5.14}
\end{equation*}
$$

where 1 and 2 refer to the probability distributions corresponding to classes 1 and 2. After some algebra the kappa statistic for the classic two-class case can be estimated via

$$
\begin{equation*}
\kappa=\frac{2 n_{1}\left(1-2^{-d_{12}}\right)+2 n_{2}\left(1-2^{-d_{21}}\right)}{n_{1}\left(2+2^{-d_{21}}-2^{-d_{12}}\right)+n_{2}\left(2+2^{-d_{12}}-2^{-d_{21}}\right)} \tag{5.15}
\end{equation*}
$$

The proof of equation 5.15 can be found in appendix D using the Chernoff-Stein lemma [31]. Note the dependence of kappa on $n_{1}$ and $n_{2}$. This characteristic is the foundation to the case that kappa is only useful when the classes are balanced, $n_{1}=n_{2}$ [35]. This dependence disappears if $d_{12}=d_{21}$.

There are some special cases which simplify equation 5.15.

- If the classes are balanced $n_{1}=n_{2}=N / 2$

$$
\begin{equation*}
\kappa=1-\frac{1}{2}\left(2^{-d_{12}}+2^{-d_{21}}\right) \tag{5.16}
\end{equation*}
$$

- If $d_{12}=d_{21}=d$

$$
\begin{equation*}
\kappa=1-2^{-d} \tag{5.17}
\end{equation*}
$$

The second approximation gives the kappa statistic, a measure of success, as one minus the

Chernoff-Stein lemma for the probability of an error [31]. This approximation is particularly useful as it is often the case that $d_{12} \approx d_{21}$.

The benefits of being able to estimate the expected kappa directly from the data is two fold. Firstly, the CDR values can be used for feature selection by evaluating the suitability of variable subsets. Secondly, if the data set is limited in its abilities to discriminate then this will be identified. Preventing the need to endlessly search learning algorithms for a negligible improvements to the model. A rule-of-thumb used to indicate what a kappa value would mean for a classification model is given in table 5.2, along with the corresponding CDR values.

| CDR (bits) | kappa | Agreement |
| :---: | :---: | :---: |
| $\leq 0.32$ | $<0.2$ | Poor |
| $0.33-0.74$ | $0.21-0.40$ | Fair |
| $0.75-1.32$ | $0.41-0.60$ | Moderate |
| $1.33-2.32$ | $0.61-0.80$ | Good |
| $\geq 2.33$ | $0.81-1.00$ | Very Good |

Table 5.2: An interpretation of the success of a machine learning application using the kappa statistic where the last two columns are taken from [35] and the CDR is approximated as CDR $=$ $-\log _{2}(1-\kappa)$.


Figure 5.8: Cohen's kappa as a function of the CDR estimate for pairwise correlations as estimated via the algorithm W.

For the data sets described in section 5.1 we can evaluate the quality of the data by calculating the CDR values for various subsets of variables. The true kappa values, obtained from classification algorithms in Weka, are then plotted as a function of the CDR. The approximation that $\kappa=$ $1-2^{-\mathrm{CDR}}$ is shown for reference.

As expected, the data sets tend to follow the $1-2^{-C D R}$ trend displayed in figure 5.8 supporting the relationship between the Kullback-Leibler divergence and kappa. Note the log of the CDR value on the $x$-axis. From figure 5.8 we can make various conclusions about the quality of the model possible from each of the data sets. The Bankruptcy data set achieves the most accurate models, indicated by the large kappa, this is reflected in the CDR values. In contrast, the CHD data set performs the worst. For small CDR values the kappa value tends to be underestimated. This is apparent for the CHD data set which performs marginally better than expected. The Particle and Breast Cancer data sets fall somewhere in the middle, producing reasonable models for certain variable subsets.
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## Chapter 6

## Exploratory Data Analysis and Explainable Machine Learning

Identifying interesting associations between random variables is paramount to understanding a system. Continuously advancing computational abilities means more methods than ever are available for extracting this information from a sample. As a result, modern data analysis techniques and machine learning algorithms are now at the forefront of scientific advancements. The use of these techniques in any data analysis task can improve the knowledge and understanding of the system. Such promises fueling the never-ending competition for better results.

Consequently, there is an eagerness to acquire as much data as possible to maximize the knowledge gained. Recent advances in computational infrastructure and accessible storage have facilitated this growth in data size in both the number of instances and the number of variables, giving rise to the field of "big data". With many believing, the more, the better. Naturally, big data brings about new challenges for querying, exploring, and analysing these ever-growing data sets. In the age of machine learning, it is all too easy to overload algorithms with too much information, which slows down learning and can cause the algorithm to overfit. While it is true that more instances do offer greater statistical power, higher-dimensional data sets often lead to unreliable results due to increased computational complexity. Instead, the performance of a machine learning algorithm is better improved by applying the most appropriate algorithm to a subset of the most informative variables.

To achieve an optimal subset, it is helpful to examine the data prior to more complex data analysis to identify and remove unwanted variables, preventing them from confusing the algorithm. Removing these unwanted variables is often part of a pre-processing step before applying any machine learning and is referred to as feature selection. Traditionally, supervised learning tasks use feature selection. Where supervised learning uses pre-labeled instances to train a classification algorithm that can predict the labels on unseen data. Although the approach is not always employed, the benefits are well established.

Feature selection methods aim to identify the predictive abilities of a variable, or set of variables. A variable is considered relevant if it correlated to the class variable and irrelevant if not [1].

Feature selection should not be confused with the process of feature extraction, which reduces the dimensionality of the data sample by compressing multiple variables into a single variable [2]. Feature selection, instead, returns a ranking or an optimised subset of the original variables that are highly predictive of the class. The internal relationships (variable-variable) in a subset are significant for successful supervised learning. If the data set consists of several strongly relevant variables, there will likely be overlapping information about the class. That is to say, the variables themselves have non-zero mutual information with one another. Therefore, using two highly relevant variables in a classification model may be no more predictive than using one. Information is redundant when the variables in a subset contains reoccurring information. Ideally, an optimised subset consists of a few relevant variables that are uncorrelated to one another. Meaning that variables that appear to have a weak correlation with the class can contain information that no other variable does, making it highly valuable in a variable subset [3].

Feature selection approaches are separated into two categories: univariate and multivariate methods. Univariate methods evaluate the predictive abilities of a single variable with the class, such as attribute ranking. This approach gravitates itself to a subset with only highly relevant variables and not necessarily an optimised subset. In comparison, multivariate methods evaluate the predictive abilities of subsets of variables as a whole, comparing their performance to other subsets to identify the optimal selection [4].

It is all well and good that machines can run millions of calculations in a fraction of a second to select an optimised subset; however it is not conducive of learning about a system. As we move towards machine learning governing decisions in our everyday lives, such as mortgage applications or medical procedures, it is increasingly vital that we shift our attitudes away from a black-box mentality towards explainable machine learning. Humans have an innate need to understand decision making; therefore, for machine learning models to have a future in realworld applications, we must be able to comprehend their predictions and decisions. Blindly applying machine learning is not sustainable. Explaining complex results, however, requires an understanding of the variables deemed to be beneficial. Thus, the identification of relevant variables and variable-variable interactions is a valuable commodity in modern data analysis. Here we put forward a guided approach to feature selection which aids in the comprehension of machine learning models and how well it performs [5], [6].

### 6.1 Exploratory Data Analysis and Visualisations

Exploratory data analysis describes an investigation-centred approach to data analysis. Rather than seeking to answer a pre-determined question, the analyst familiarises themselves with the data to understand its characteristics without necessarily having prior knowledge of the underlying mechanisms. Using an exploratory approach, one can use the improved insight of the data
to explain machine learning results. A greater understanding of the data leads to a better understanding of the outcomes. The process utilises as many methods as deemed necessary, often employing data visualisations, an unmatched tool in exploratory data analysis. Although multivariate data analysis is typical in many scientific fields, traditional visualisation techniques are unsuitable for more than two dimensions, tending to display only one or two dimensions at a time, i.e. histograms and scatter plots. The increase in data collection calls for an evolution in visualisation methods to tackle high dimensional data sets [6].

There are a number of multivariate visualisation tools available including three-dimensional scatter plots, scatter plot matrices [7], hyperboxes [8], star coordinates [9] and parallel coordinates [10]. Many of these method utilise recent advancements in graphical techniques to aid the visualisations for real-time data manipulations. Here, we review interactive parallel coordinates plots for multivariate visualisation. We expand upon the concept of hypergraphs to propose a variable interaction diagram for presenting pairwise inter-variable and variable-class data structures. Finally, we introduce DataViewer, a novel visualisation software package for exploratory data analysis. DataViewer provides a graphical user interface (GUI) for exploring variable correlations using information-theoretic measures. We leverage the power of co-plots, also known as linked brushing, to highlight patterns and guide the user in an exploratory analysis. We hope that these visualisations and algorithms will aid data scientists in finding key variable interactions and further the understanding of a data set.

### 6.1.1 Parallel Coordinate Plots

A parallel coordinates plot is a multivariate data visualisation tool that allows the viewer to visually detect structures and patterns beyond three-dimensions. Each variable is projected onto a one-dimensional axis aligned in parallel. An instance is represented as a polyline connecting all the axes. Each variable is normalised and the polyline intersects each axis at the point corresponding to the variable value. A schematic is shown in figure 6.1. At first, these plots can come across as complicated and "messy" due to visual clutter, such as polyline crossings. However, simple features, such as linear correlations and clustering, display a duality in Cartesian and parallel coordinates. As with conventional Cartesian plots, structures are easily identifiable with some developed intuition. Recognising relationships between variables is discussed in [11] once familiar parallel coordinates allow for straightforward pairwise comparison with adjacent variables.

However, the patterns revealed are highly dependent on the order in which the parallel axes are presented. For non-adjacent variables, a comparison can be challenging. Dimension management is therefore a recurring topic of interest in multivariate visualisations [10], [12]. [13] discussed the problems associated with understanding relations between non-adjacent dimensions and highlighted the importance of axis permutations. For a $d$-dimensional data set, $(d+1) / 2$


Figure 6.1: A simple schematic of a parallel coordinate plot where each instance has been brushed a different colour.
parallel coordinate plots are required to observe all possible pairwise combinations of adjacent axes [13]. This is considerably more efficient than viewing all $d$ ! pairwise scatter plots, however, the topic of optimal axis ordering is still an active research topic [14], [15].

For this reason, interactive axis ordering and flipping features are paramount to benefit from the visualisation fully. The advancement of computer graphics has facilitated the practicality of parallel coordinates in modern analysis. These advancements have enabled the ability to append axis positions in real-time and use algorithms to establish an intelligent ordering, instigating a unique interactive angle. These approaches use optimising algorithms, that minimise a global cost parameter to solve the axes ordering problem. For instance, minimising the number of polyline crossings produces less "tangled" plots and reduces visual clutter [16].

In addition, interactive features, including pruning and brushing, are powerful tools for exploratory visualisation. Pruning unwanted items on the parallel coordinates plot reduces the number of instances or variables displayed, alleviating visual clutter. For example, the benefits of pruning include the ability to filter outliers from the data set and remove low-density regions. This ability isolates clusters or subsets of the data for an exploratory approach. However, one might not want to remove these points physically from the data set. Instead, a similar visual effect to pruning is achieved through brushing. Brushing adds colour or transparency to the data, highlighting clusters of instances or high-density regions, making them easier to track through the plot [17].

### 6.1.2 Visualising Variable Interactions

Visualising variable interactions for exploratory data analysis enhances the viewer's understanding of the relationships in a data set and how they tie into one another. Visualising how systems are connected is a topic of great interest, referred to as "graph theory". Hypergraphs, a category of visualisations in graph theory, communicate complex network systems through a series of nodes and lines.

In [18] Jakulin et. al. uses the premise of nodes and connections to visualise variable interactions. Jakulin uses the size of the node to represent uncertainty for variables and their connections. For a variable node this is the entropy of that variable, and for a connections this is the strength of the correlation. To attempt to decompose the various information measures, Jakulin also uses colour to indicate positive and negative values, where white circles indicate a positive information and grey circles indicate negative information such as redundancy. The joint entropy of the variables can be obtained by summing over all of the grey nodes and subtracting the white nodes. For a non-expert these graphics are difficult to comprehend as they require sufficient knowledge about information theory. Using the area to represent the magnitude of the information measures can also be difficult to visually interpret, especially when the differences are small.

We propose a visual representation of the variable interactions also inspired by hypergraphs referred to as the "variable interaction diagram" (VID). The VID visualises pairwise interactions between variables. Nodes, displayed as circles of fixed size, represent each variable, and the lines connecting them indicate a correlation. The nodes are labelled using the variable name and the colour and thickness of the lines correspond to the strength of the relationship. A thick line indicates a strong correlation, making highly correlated connections easy to identify, and a thin line indicates a weak correlation. Therefore, two variables unconnected by a line are not directly dependent, and an unconnected node indicates the variable is independent of all other variables in the system. As the mutual information is a symmetric quantity $(I(X, Y)=I(Y, X))$ the lines in a VID are undirected. A schematic of a VID for a 10 dimensional data set is given in figure 6.2.

The scale in figure 6.2 indicates the strength of the connections. It is divided into four equallysized regions, the blue region for weakly correlated to the red for strongly correlated. Being able to compare correlation strengths is crucial for any analysis. However, the individual entropies limit the maximum amount of information that any two variables can share, i.e. a variable cannot share more information than it has. Therefore, a variable with a small entropy sharing all its information will have a smaller mutual information than a variable with a larger entropy sharing only some of its information. Algorithm W ensures that the individual entropies are the same for each continuous variable. However, for a discrete variable, the Shannon entropy is fixed. Thus, comparing the mutual information values for discrete-discrete and continuous-discrete


Figure 6.2: A schematic of a VID for a 10 -dimensional system.
combinations would result in incorrect conclusions. The mutual information must be normalised to compare correlation strengths. Therefore, the mutual information is scaled between zero and one by dividing by the smallest entropy to give the similarity index (SI).

$$
\begin{equation*}
S I(x, y)=\frac{I(x, y)}{\operatorname{Min}[H(x), H(y)]} \tag{6.1}
\end{equation*}
$$

Normalising the mutual information is paramount for supervised problems, as the class is more often than not discrete.

In unsupervised learning, we are interested in variable-variable interactions to identify interesting correlations and predict the value of any variable with the knowledge of other variables. Whereas, in supervised learning, the objective is to predict the class using the variables. Thus, in supervised learning, we are particularly interested in correlations that involve the class. It may therefore be valuable to concentrate solely on the class-variable interactions. By positioning the class variable in the centre of the VID, the viewer can focus on these correlations alone. This reduces the visual clutter if there are otherwise many correlations or variables. A schematic for the supervised VID is shown in figure 6.3 with the class positioned in the centre of the diagram. In practice, however, any variable can be put in the central position to highlight that variable's relationships. The particular query of the analyst depends on which visualisation is the most suitable.

The VID aims to enable the viewer to identify pairs and clusters of variables that are correlated. For exploratory data analysis, this is useful to guide the user to interesting structures within the data. For classification problems, the VID, both supervised and unsupervised, is valuable for


Figure 6.3: A schematic of the "supervised" VID for a 10 -dimensional system with the class variable in the center.
feature selection.

### 6.2 Visualisation Software: DataViewer

In addition to the algorithms, we developed an application to implement the ideas presented in this thesis. The software was required to implement algorithm W , detailed in chapter 4 , to calculate the mutual information and CDR values for pairwise relationships. The intention was for non-data scientists to use the application to identify critical correlations for exploratory data analysis and help decipher complex data structures. The application was to incorporate visualisations, including histograms, scatter plots, parallel coordinate plots, and the VID introduced in 6.1.2 to create a minimum viable product (MVP). An MVP is a basic version of the desired application, with the minimum functionality necessary for distribution and use.

To make the techniques accessible to non-data scientists, a Graphical User Interface (GUI) was necessary. The objective was to allow the user to upload their data via a CSV file, implement basic data editing, and apply the proposed algorithms. We also wanted to utilise interactive visualisations, which are increasingly popular due to their ability to allow real-time updates and manipulations of the data. These are particularly useful in exploratory data analysis, allowing the viewer to investigate queries as they arise.

### 6.2.1 The Code and External Libraries

DataViewer's code-base is in C++, chosen due to its fast performance and modular features, making it easy to add functionality throughout the development. In addition, C++ has several compatible external libraries, which were employed to increase the efficiency of some calculations. We discuss some of the external libraries used here.

The GUI has been developed in the Qt framework, a GUI software. Qt's foundations in C++, its ease of use and cross-platform accessibility made it an ideal choice for this project. In Qt, objects communicate using signal and slot messaging. Thus, a GUI widget can send event information from the user interacting with the screen (a signal) to special functions called slots. This simple yet effective construct enabled the development of a highly interactive interface with minimal impact on the code of the underlying algorithms.

The external library, the Open Graphics Library (OpenGL), was used to streamline some visualisations, as it enabled efficient displaying of large quantities of data via the computer's Graphics Processing Unit. In addition, OpenGL accelerates the rendering of QCustomPlot, a Qt widget for visualisations. This combination offers high performance visualisation for real-time manipulations.

The most computationally time-consuming aspect of algorithm W is the nearest neighbour search. Unfortunately, there are no exact algorithms for solving the nearest neighbour problem faster than the linear search approach. On the other hand, approximate algorithms can speed up the process for higher dimensions and large $k$, with only a minor loss in accuracy for $k>1$. To reduce the computational time the Fast Library for Approximate Nearest-Neighbours (FLANN) was implemented. It is a C++ external library that performs approximate nearest neighbour searches in high dimensions [19].

The random numbers used for noise distributions were generated using the "Mersenne Twister" engine [20], which passes the Diehard statistical tests [21]. The seed for the engine is generated using a non-deterministic source e.g. a hardware device on the users computer to feed the generator. This generates 64 -bit unsigned integers which is then used to create the desired distribution.

### 6.2.2 Minimum Viable Product

An academic version of the DataViewer is publicly available and has been distributed under an open-source license, the details of which can be found in appendix E. The executable was released so that no external libraries needed to be downloaded in order for the full functionality of the software. This required using features in Qt to automatically link the external libraries which
were included within the deployment file. The MVP release contained all the basic functionality necessary. The application has continued to undergo development since the MVP release. The next development being the addition of multi-threading programming for the iterative calculations to reduce calculation time. This has been tested on the algorithms externally from the application and has shown to be worthwhile.

### 6.2.3 Main Window

Once downloaded the software can be started by clicking on the executable in the deployment file, however, if the licensing documents are not present this will result in a failed execution informing the user of the problem. Once open data can be loaded, in the form of a CSV file, by selecting the 'File' menu via the main window. Upon successfully loading the data the parallel coordinates plot is automatically displayed in the main window. Each axis is labelled using the headers provided in the CSV file and the plot height is adjusted to account for the length of the longest variable name. Although this is automatically displayed in the horizontal format the option is available to the user to rotate the plot vertically in order to make best use of the screen space available. Figure 6.4 shows the application upon opening a data set for the first time. The top image shows the default orientation of the parallel coordinates plot and the bottom shows the alternative display, which can be selected via the menu on the left hand side of the window.

The axes are by default displayed in the ordering corresponding to the order they appeared in the uploaded data file. They can be manually moved by clicking and dragging the variable to its desired location.

### 6.2.4 Groups and Classes

By default upon opening the data all instances are assigned to a single group, which is an attribute of each of the instances. Via the group editing manager, seen in figure 6.5 new groups can be created. The instances the user wants to include in group can be selected by highlighting the desired area anywhere on the parallel coordinates plot by simply clicking and dragging. The selected instances are assigned to the new group and any unselected instance remains in the default group. The default group cannot be deleted unless all instances are assigned to alternative groups and similarly upon deleting a group the instances are automatically re-assigned to the default group.

The user can also create groups by assigning a class variable. This is best done with a discrete variable as a new group is automatically created for each distinct value in the variable. These groups then similarly appear in the group editor. The group and any assigned feature such as group name, colour or visibility becomes an attribute of that instance and is maintained in all visualisations. This is known as the idea of co-plots. Co-plots are multiple plots of the same


Figure 6.4: The parallel coordinates plot for the CHD data set in a horizontal and vertical orientation. On the left hand side is the manipulations menu. This is where the various visualisations and manipulations can be selected from. As the user hovers over the plot the variable name and axis value at the cursor location is displayed in the status bar at the bottom of the window.
data presented in different ways. Colour allows the analyst to keep track of subsets of points through each visualisation.

The application also includes a pruning feature, this can be used to remove instances from the data set entirely or to temporarily hide them. Similar to pruned instances, hidden items (instances or variables) will not appear in any of the visualisations or calculations. However, hidden items can be made visible again, this can be done via the group editor.


Figure 6.5: The Edit groups window in DataViewer. Any number of new groups can be created by clicking on the plus sign. Individual groups can then be coloured, hidden or deleted. While resetting the groups deletes all groups and creates and returns the data to its default grouping.

When points are overplotted the transparency of the polylines can be adjusted such that high density regions have a more prominent colour than low density regions. This also accounts for different coloured polylines which are overplotted, indicated by the mixing of the colours. The level of transparency can be adjusted by the user via the opacity slider accessed through the manipulation menu.

### 6.2.5 Histogram Widget

When the histogram visualisation is selected, a new window is opened and the data is automatically binned using the quantisation approach in section 4.1, where $\Delta=2^{h} / \sqrt{N}$ using $k=1$ and $M=2$. However, the parameters $k$ and $M$ can be adjusted through the histogram window to achieve the desired quantisation. Once the user has achieved the desired binning, the application notifies them that the new values will be extended to all calculations. The bin width is calculated for the full variable, not for individual groups. However, the groups assigned are then binned separately. The user can scan through the variables using the drop-down menu. Recall that hidden variables will not be displayed.

Clicking on the histogram displays an information box that tells the user some basic features about the histogram. Similarly, the status bar at the bottom gives real-time information about the selected bin, such as the bin boundaries and bin height. An example of the histogram window is shown in figure 6.6.

The information contained in the histogram can be exported in several ways; as a png file of the


Figure 6.6: Fixed-width histogram for the variable $l d l$ from the CHD data set, where the two groups have been binned separately and brushed such that green corresponds to the Control group and red to the CHD patients.
plot, as a CSV file of the binned instances and as a CSV file of the relative frequencies and bin boundaries.

## Equiprobable binning

The most common quantisation technique for histograms is bins of fixed width. This method preserves the distribution in the relative frequencies but can be sensitive to extreme values. Although estimating the distribution is a fundamental data analysis technique, it is often a means to determine more interesting features, such as variable interactions. An alternative quantisation method, known as equiprobable quantisation, or "equiquantisation", does not preserve the distribution in the relative frequencies. However, partitioning the data in this way has been shown to be more responsive to variable interactions, which are of interest. It has been shown that doing so produces superior results for information-theoretic measures [22]. In addition, visualising equiquantisation is especially valuable when considering variable-class interactions [23] [24]. See section 3.1.2 for reference. The equiprobable histogram is uninteresting for non-grouped data sets; however, it is beneficial for distributions with a large kurtosis (tails). We will see how this can be used in section 6.3 for the Particle data set.

An example of an equiprobable histogram is shown in figure 6.7, where the classes have been coloured and histogrammed separately. DataViewer quantises continuous variable into $q=$ $\operatorname{round}[\sqrt{N}]$ bins, each with $n_{i}=\operatorname{round}[N / q]$ instances. If $N$ does not partition perfectly into $q$ bins, such that $q * n_{i}-N \neq 0$, the bins are randomly chosen to have $\pm 1$ instance depending on if there is an excess or deficit of instances. This ensures the distribution is as close to uniform
as possible, by preventing the final bin from having $n_{q} \ll \operatorname{round}[N / q]$.


Figure 6.7: Equiprobable histogram for the variable $l d l$ from the CHD data set.

The equiprobable binning feature is part of the histogram GUI. It can be accessed via selecting the setting on the 'Histogram type' drop down menu found at the top of the window. This feature can also be used to swap between the fixed-width histograms for the raw and normalised data $\left(n_{i} /(\Delta N)\right.$ ).

Just as with the standard histogram GUI you can swap between variables, click on the graph to view relevant information about the histogram. You can also right-click on the window to either save the individual image of the current histogram as a jpeg or to output the binned indexes in a tab formatted CSV file. This enables the file to be read back into DataViewer and can subsequently be used to for viewing the equiprobable parallel coordinate plots.

### 6.2.6 Scatter Plots Widget

Similar to the histogram GUI, selecting the scatter plot visualisation option creates a separate window. This allows the user to view all plots simultaneously and have full control over the layout.

The scatter plot widget has two drop down menus positioned at the top of the window. These allow the user to select the variables on the $X$ and $Y$ axes, from the visible items. The coloration and transparency assigned in the main window is similarly applied here. Changing the colours or transparency in the main window automatically updates in the scatter plot GUI. The transparency can be turned on and off for the scatter plot using the "Opacity" tick-box. This can be useful when using high amounts of transparency in the parallel coordinates plot as with scatter plots the
points are typically smaller and there is less chance of overplotting. Nonetheless, transparency in scatter plots is equally useful to alleviate the problems associated with overplotting when it occurs. A screenshot of the scatter plot GUI can be seen in figure 6.8.


Figure 6.8: Scatter plot widget in DataViewer.

Other features include the ability to change the size of the points and swap between the original data and the equiquantised data. In future versions of the software, it will be beneficial for the pruning and brushing features, as available in the parallel coordinates plot, to be available in the scatter plot GUI. Allowing clusters of points to be more easily highlighted.

### 6.2.7 Variable Interaction Diagram

Selecting the VID from the Data Visualisation menu causes a pop-up box to appear with checkboxes with the options "Supervised" and "Normalised". Checking the "Supervised" QCheckBox gives the supervised VID, with the current class variable in the center. If a class variable has not been selected, clicking "OK" to continue will result in a warning pop-up informing the user this is a necessary requirement before aborting the visualisation. Checking the "Normalised" QCheckBox gives the SI values (normalised mutual information) instead of the mutual informa-


Figure 6.9: Screenshots of the VID GUI, illustrated using the supervised VID for the CHD data set.
tion. Once the setting have been selected the user clicks "OK" and algorithm W is implemented. Depending on the size and dimensionality of the sample a progress bar may appear to shows the progress of the calculation. The progress is determined from the percentage of iterations completed. For example, for 50 iterations, 1 iteration $=2 \%$, therefore for every iteration completed in the algorithm the progress bar will increase by $2 \%$. The number of iterations can be chosen from the Options menu in the main window, these similarly apply to the CDR values. Once the calculates are completed the VID widget is displayed. Screenshots of the GUI are given in figure 6.9.

Each node in the VID can have up to $d-1$ connections. For highly-correlated data sets the number of connections may cause the visualisation to become overcrowded. Similarly for large dimensional data. For this reason the user can adjust the upper and lower thresholds of the connections displayed. This allows the user to dive deeper into the variable interactions and
scan through the correlations in order of strength.
The SI values can be viewed in the application or exported through the "Results" menu at the top of the window. Exporting the data will result in the generation of a CSV file with the variable pairs and their mutual information values, and SI values if "Normalised" was selected, as well as their errors. Note that DataViewer estimates the errors on the mutual information using the resampling variance method discussed in section 4.6.

### 6.2.8 CDR

The latest version of DataViewer also includes the ability to calculate the Kullback-Leibler divergence and CDR values for any range of dimensions from 1 to $d-1$. This feature requires a discrete class variable to be selected. If there are more than two classes the CDR values are calculated for each pairwise class combination. Due to the indeterminable number of potential dimensions and classes there is currently not a visualisation to display this information. The numerical values are instead displayed in a widget and can be exported to a CSV file.

### 6.3 Application to Case Studies

The main goal of explainable machine learning is to make learning algorithms transparent and understandable. Many "black-box" techniques, such as Neural Networks, are too complex to be understood by humans as they can require thousands of parameters to come to a decision. That is not to say that interpretable models do not exist. For example, decision trees, which provide a series of classification rules, and linear regression models, which assign weights to the variables, are interpretable.

One way to increase the interpretability of an output model is through dimensionality reduction. The fewer dimensions, the less complicated the model, and the more interpretable it is. However, higher interpretability could lead to a trade-off of lower accuracy. Although, an interpretabilityaccuracy trade-off will not always be the case and in reality accuracy will increase for some data sets.

### 6.3.1 Experimental method

Here, we will take an empirical approach to demonstrate the ideas presented in this thesis on several classification problems. We will analyse the data sets, described in section 5.1, using the application DataViewer. Applying algorithm W in various settings demonstrates the multifaceted uses of the method and shows how the results can guide machine learning and explain the output models.

First, we will use the SI and CDR values to identify relevant and redundant variables, and use the visualisations in DataViewer to guide an intelligent and efficient approach to machine learning. In doing so, we demonstrate the effectiveness of the parallel coordinates for multivariate visualisations. We also illustrate the use of equiprobable binning to explain otherwise unattainable information by visualising correlations that are not evident in traditional methods.

We compare the SI and CDR values with the accuracy estimates for individual variables to evaluate the measure's abilities to identify relevancy. Similarly, we examine the variables identified as irrelevant and investigate how removing them from the data set changes the learning algorithm performance.

Then, by considering the inter-correlations in the data set using the VID, we suggest variable combinations that will benefit the learning algorithm. We evaluate the conclusions made by considering the learning accuracy estimate and kappa values for these variable combinations. Next, we perform an exhaustive wrapper search on the data sets to find the optimal variable subset. An exhaustive wrapper search is when a classification algorithm is applied to all possible combinations of variables in all dimensions to determine the variable subset that achieves the best kappa statistic. Finally, using the visualisations, we attempt to explain these results.

### 6.3.2 Wisconsin Breast Cancer Data

In the original paper, an adaptation of the multi-surface method known as the MSM-Tree was used to classify benign and malignant tumours. The MSM-Tree iteratively adds multi-dimensional surfaces to separate the classes until an acceptable level of classification is achieved. In [25] the number of surfaces and variables was manually limited to one and three, respectively, to maintain generalisation and prevent over-fitting. In [26], a later paper by the same research group, these parameters were justified after an exhaustive search for all combinations up to four dimensions and two surfaces. They concluded that the three-dimensional single surface model was optimal. This restriction was imposed due to the computational cost of analysing further dimensional combinations.

Even restricting oneself to two dimensions results in $\frac{31!}{2!(31-2)!}=465$ bivariate scatter plots. This would be extremely time-consuming to analyse by hand. The analysis could be made slightly easier by displaying the scatter plot matrix. However, this still involves searching through all combinations, and without a quantifying measure of a desired feature, this is a subjective method. Alternatively, we could display the multidimensional data set as a parallel coordinates plot, seen in figure 6.10, where the classes are coloured blue for benign and red for malignant. The axes ordering in figure 6.10 is a solution to the travelling salesmen problem, described in [27], based on the SI values calculated by DataViewer ${ }^{1}$. The solution has split the variables into two paths extending out from the class variable, diagnosis.

[^4]Figure 6.10: Ordered parallel coordinate plot of the WBCD data set.

The central variables of the parallel coordinates plot display distinct regions of the class colours, clearly demonstrating their ability to discriminate between the classes. It is also simple to identify correlated variables from the parallel coordinates plot. To the left of the class variable, the polylines run parallel, indicating that these variables are related. This signifies that these variables contains similar information, and it may not be beneficial to include them all in a subset for a classification solution. However, the variable subsets in the two paths leading from the class are less likely to be correlated. Therefore, we can conclude that having variables from both regions will benefit a machine learning algorithm.

In contrast, the variables with a small or no similarity index to the class variable are on the far sides of the plot. They are easy to discern as the class colours become increasingly mixed, indicated by the darker colouration. Note, however, the variable symmetry worst has distinct class regions despite being on the far edge of the parallel coordinates plot. Similarly for texture worst and texture mean. Being position far from the class does not strictly mean they are irrelevant to the system, but does suggest that they share less information with the central variables.

Many interesting features are not visible in detail in the parallel coordinates plot. To drill down deeper into the infrastructure of the data set we must illustrate the class-variable interactions in the supervised VID in figure 6.11 . We can instantly visually identify several variables-fractal dimension worst, smoothness mean, fractal dimension mean, texture se, smoothness se, compactness se, symmetry se and fractal dimension se-that are not directly linked to the class, indicated by the lack of line or a fine line. This is unsurprising due to the darker colouration observed for these variables in the parallel coordinates plot.


Figure 6.11: Supervised interaction diagram of the SI values between 0 and 1 for the WBCD.

Conversely, we can identify concave point worst, radius worst, area worst, perimeter worst and concave points mean to have the strongest relationships with the class, all of which have a SI value $\geq 0.50$. There are also many other correlations with the class, indicating a highly correlated data set. It is therefore not unexpected that many of these variables share information. For example, it is likely that the average, worst, and standard error for each of the cell features will have some correlation, similarly, for the perimeter, radius and area for the cluster of cells. These correlations are intuitive, but they may not always be as simple to identify. Therefore, it is important to consider the inter-correlations.

In figures 6.12 and 6.13 we display the VIDs for correlations between variables in the WBCD data set. Note, these diagrams do not include the class variable. To reduce the complexity arising from many variable interactions we have restricted the range of SI values shown in each plot using the spin box feature in DataViewer. The ranges chosen were merely determined on the basis of visual clarity.

The connections in the VIDs agree with the expected inter-correlations. We observe correlations between the mean, worst, and standard error of several features and between clusters of variables such as perimeter, radius and area, and concave points, concavity and compactness. These clusters correspond to the two paths extending out from the class variable in the ordered parallel coordinates plot.

The sheer number of inter-correlations illustrates the redundancy within this data set and makes it difficult to identify potentially interesting relationships for exploratory analysis. For the supervised problem, including irrelevant variables and multiple variables with the same information will slow down and confuse a machine learning algorithm. Therefore, it is important to reduce


Figure 6.12: A variable interaction diagram showing the inter-correlations of the WBCD data for correlations restricted to $0.35<S I \leq 1.00$ bits.


Figure 6.13: A variable interaction diagram showing the inter-correlations of the WBCD data for correlations restricted to $0.20<S I \leq 0.35$ bits.
the dimensionality to improve the model performance and explainability. We want to remove any variables that do not directly or indirectly contribute to the class as well as relevant variables that are strongly related. The VID identifies these variables.

We observe that the variables not connected to the class in the supervised VID have no significant correlations with relevant variables. We can therefore conclude that the variables, fractal dimension worst, smoothness mean, fractal dimension mean, texture se, smoothness se, compact-
ness se, symmetry se and fractal dimension se are irrelevant. Removing these from the learning process only marginally affects the model performance compared to the full data set, achieving a accuracy of $97.715 \%$ and $\kappa=0.951$.

We can further reduce the dimensionality by eliminating redundant variables identified by the variable clusters observed. We can simply pick the best variable from each cluster and remove the rest, drastically reducing the amount of redundant information present. In the case of the WBCD data set the variables perimeter worst and concave points worst are adjacent to the class in the parallel coordinates plot due to their significant SI value with diagnosis. Therefore, these variables will be kept in the subset, and those highly correlated to them removed. We will similarly remove other related variables, for example, we will remove texture worst and texture se, but keep texture mean based on the SI values. We continue to constantly pick those correlated to the class, but independent from other variables leaving us with the 5 -dimensional subset perimeter worst, concave points worst, symmetry worst, texture mean and smoothness worst. Applying the simple logistic regression model to this subset makes rules on all but one variable, symmetry worst. This model achieves an accuracy of $97.364 \%$ and a $\kappa=0.943$. Again, despite the removal of 17 variables, the model has only taken marginal setbacks.

In the original analysis, the three attributes selected in the final model were area worst, smoothness worst and texture mean, correctly classifying $97 \%$ of the test sample. It is easy to see that an equivalent subset can be deduced from the selected variables. As area worst and perimeter worst were highly correlated to both each other and the class, they are essentially interchangeable in the final subset. For comparison we apply the simple logistic regression to the 3-dimensional subset for both area worst and perimeter worst obtaining $96.84 \%, \kappa=0.932$ and $97.190 \%$ and $\kappa=0.940$ respectively. smoothness worst and texture mean are desirable variables because they are not only correlated to class, but they share little information with any other variables in the data set. These can be identified in the VID by looking for variables with the least number of connections to other variables.

### 6.3.3 Qualitative Bankruptcy Data

The Bankruptcy data set consists of 6 discrete variables and a binary class. As all the variables are discrete this problem is challenging to investigate using classic visualisations. This can be seen for the parallel coordinates, in figure 6.14 , where it is difficult to visually discern any data patterns.

The VID in figure 6.15 simultaneously shows the interactions with the class and the intercorrelations between the variables. This visualisation is more insightful to the data. We can instantly identify the relevant variables and how they are connected to one another. These correlations are supported by the CDR values in table 6.1.


Figure 6.14: Parallel coordinates for the purely discrete Bankruptcy data set.


Figure 6.15: The VID for the Bankruptcy data set for SI values between 0 and 1.
For the Bankruptcy data set problem, the objective was to find a set of rules that mimicked the expert's decision making process. In [28] the performance of several learning algorithms were compared. The model which best matched the expert's classification was a genetic algorithm which had a consistency of $94.4 \%$ with the experts and a $94 \%$ accuracy. It used a composite fitness function to maximise the sum of the predictive accuracy and coverage (how well the condition is universally applied to all cases) to extract a set of 11 prediction rules. This was the least number of rules out of all the models. In the analysis there was no attempt to select the relevant variables, only to test if the prediction matched that of the experts. As a result

| Variable | SI (bits) | CDR | Accuracy estimate (\%) | kappa |
| :--- | :---: | :---: | :---: | :---: |
| Industrial Risk | 0.00 | 0.075 | 64.0 | 0.249 |
| Management Risk | 0.06 | 0.217 | 68.0 | 0.356 |
| Financial Flexibility | 0.57 | 1.416 | 91.2 | 0.823 |
| Credibility | 0.46 | 1.358 | 89.2 | 0.776 |
| Competitiveness | 0.86 | 3.166 | 98.4 | 0.967 |
| Operating Risk | 0.00 | 0.114 | 62.8 | 0.247 |
| Industrial Risk, Financial Flexibility | - | 1.666 | 91.2 | 0.823 |
| Industrial Risk, Competitiveness | - | 2.840 | 98.4 | 0.967 |
| Industrial Risk, Operating Risk | - | 0.384 | 70.0 | 0.397 |
| Credibility, Competitiveness | - | 3.584 | 99.6 | 0.992 |
| Industrial Risk, Financial Flexibility, Competitiveness | - | 3.384 | 100.0 | 1.000 |
| Industrial Risk, Competitiveness, Operating Risk | - | 2.835 | 100.0 | 1.000 |
| Management Risk, Credibility, Competitiveness | - | 3.407 | 99.2 | 0.984 |
| Financial Flexibility, Credibility, Competitiveness | - | 4.040 | 99.6 | 0.992 |
| Credibility, Competitiveness, Operating Risk | - | 3.402 | 99.6 | 0.992 |

Table 6.1: Comparison of the SI and CDR values with the accuracy estimate and kappa statistic from learning algorithms for the Bankruptcy data set. All variables combinations are in relation to the class. Note that mutual information, and consequently SI, is not defined for more than two-dimensions, indicated by the '-'.
all variables were considered and included in the final model, with the suggestion that more variables would improve on the result. This is not necessarily true and could in fact have the opposite effect. As, despite the fact that there are only 6 variables, a learning algorithm can still be affected by the dimensionality.

Despite the fact that all variables appeared in the final rules in [28], three variables (Financial Flexibility, Credibility and Competitiveness) appeared considerably more often than the other variables. From the VID in 6.15 this is unsurprising as the individual variables have the strongest correlations with the class. In addition, this subset had the largest CDR value for three dimensions, see table 6.1. However, it is also apparent from the VID that these variables are correlated with one another. In fact, removing Financial Flexibility from this subset does not affect the machine learning model, despite the two-dimensional combination having a smaller CDR value. This is due to the information that Financial Flexibility shares with Credibility and with Competitiveness.

In fact, there is no variable that can be combined with Competitiveness and Credibility that will improve the performance of the two-dimensional model. However, when the pair is combined with Management Risk, a variable correlated to Competitiveness, the model degrades. This is the only variable, other than Credibility and Financial Flexibility, that has a significant correlations with Competitiveness as well as being the only variable which degrades the otherwise optimal two-dimensional model.

More accurate three-dimensional models can be obtained using multi-variable interactions. For example, Industrial Risk is only beneficial to a model when combined with Operating Risk or both Financial Flexibility and Competitiveness. These variable combinations are apparent from the CDR values. Although the CDR does not directly indicate the optimal combination, it does
direct the user to possible combinations.
Many of these two and three dimensional combinations achieve a better performing model that the full the 6 variable data set. This demonstrates the inappropriate infatuation with more variables which degrade the model due to redundant information.

### 6.3.4 Particle Data

In [29], Teodorescu applied a genetic algorithm to the Particle data set, which uses the accuracy estimate as a fitness function. The intention was to create an automated process for optimising cuts on variables. With this in mind, we have used the PART decision tree algorithm, as it provides interpretable rules equivalent to cuts. We will use this algorithm throughout the Particle analysis.

Figure 6.16 shows the parallel coordinates plot for the Particle data set. The data is brushed so that the signal instances are green and the background red. From the plot, we can already make some observations about the data. For the variable Fsig we can distinguish between the signal and background colours on the one-dimensional projection, suggesting that this variable can discriminate between the classes. Many variables also demonstrate extremely high and low-


Figure 6.16: Parallel coordinates plot for the Particle data set produced by DataViewer.
density regions, going from thousands of instances to just a few over a small space. This can be seen in the variables doca, Rxy, Rz, sfl and Fsig, indicative of a distribution with a large kurtosis (tail). Quantising a distribution with a large kurtosis comes with a cost. Narrow bins are necessary to maintain the detail in the sharp, narrow peak. However, this means there are many zero-probability bins in the large tails. This is demonstrated using the fixed-width histogram for the variable $s f$ in figure 6.17 (left). The histogram is not only visually unpleasing, but it is also
difficult to visually extract information when exploring a data set. Alternatively, such variables can be viewed using equiprobable histograms, see section 3.1.2. The equiprobable histogram for the variable $s f$ is shown on the right of figure 6.17. This alternative visualisation is more visually pleasing and insightful for the viewer, and enables them to identify predictive variables easily, when not otherwise possible.



Figure 6.17: The fixed-width histogram (left) and the equiprobable histogram (right) for the Particle data set variable, $s f$ as plotted by DataViewer with the same colouration as in corresponding parallel coordinates plot.

This extends to scatter plots. Plotting the pairwise equiquantised instances can reveal new information and further the understanding of the data set. Consider the scatter plot matrix in figure 6.18. On the left diagonal, the scatter plots are of the original data. Due to the large kurtosis of many variables, the data structures do not fully utilise the space. This is inefficient and visually difficult to identify how well two variables distinguish between the classes. On the right diagonal of figure 6.18 are the scatter plots for the equiquantised instances. Comparatively, these are significantly more insightful to the viewer. Upon observing the equiquantised scatter plots, the discriminating ability of the variable combinations is apparent. However, there is still a need to quantify the discriminating power to avoid subjectivity.

Applying algorithm W to the original or equiquantised data is analogous, as the mutual information is invariant with respect to linear transformations. Some argue that equiquantising is, in fact, more beneficial [30], [31]. Although it is vital that the same method is applied to all continuous variables in the data set. In the case of distributions with a large kurtosis, we recommend that the distributions are equiquantised to avoid regions of sparse density which can otherwise cause the mutual information to be underestimated.

Therefore, the variable interaction diagram for the equiquantised data is shown in figure 6.19. Here, the variable-class and variable-variable correlations are shown on the same plot. This is visually accessible when the data set does not contain too many variables, and there is not an excessive number of correlations to cause visual clutter.


Figure 6.18: Hybrid scatter plot matrix for the Particle data set. On the left diagonal side are the scatter plots for the original data and on the right diagonal side the scatter plots for the equiquantised data.

We can easily identify that the variables mass, Fsig and $s f$ are the most relevant to the class variable flag. This is corroborated by the CDR values for these variables, given in table 6.2. For the subset of variables, \{mass, Fsig, sfl\} the CDR value is 2.945 bits, corresponding to a $\kappa \approx 1-2^{-2.945}=0.87$. This prediction is consistent with the model obtained using the PART decision tree, which had a $\kappa=0.86$ and a $94.72 \%$ accuracy. Although this is a decrease in both $\kappa$ and accuracy compared to the full data set, suggesting other conditionally dependent variables are related to the class.

By considering the SI and CDR values for pairwise combinations, we can identify which ones are of interest. Consider the variable combinations $\{$ cos-hel, Pchi $\}$ and $\{s f l$, Pchi $\}$, both of which have zero SI and thus independent. However, unlike $\{$ cos-hel, Pchi $\},\{s f l, P c h i\}$ has a non-zero CDR value of 1.61 bits. Therefore, $\{s f$, Pchi $\}$ can discriminate between the classes. This is confirmed by the scatter plots, which can be found in figure 6.18. For $\{$ cos-hel, Pchi $\}$ there are no structural patterns in either the original or the equiprobable scatter plot. However, for $\{s f$, Pchi\} there is clear structure and distinct regions of the signal and background. Meaning that


Figure 6.19: The VID for all variable SI values between 0 and 1 , including with the class variable for the equiquantised Particle data set.
although Pchi is not directly related to the class, when in combination with $s f$ there is a threeway correlation that marginally increases the accuracy obtained when compared with model for sf alone.

The VID shows a significant SI value between the variables $F s i g$ and $s f$, revealing that there is a correlation that may be of interest. The scatter plot, in figure 6.18, confirms this correlation. However, for the classification problem, this suggests that including both variables may not be optimal for machine learning.

We can quantitatively assess which combinations would be suitable for a machine learning model using the CDR values. In two dimensions Rxy and Fsig has the largest CDR value, indicating a high predictive ability. As with $\{s f l, P c h i\}$, this is also an interesting relationship, as $R x y$ does not show a direct correlation with the class. However, its ability to distinguish between the classes is apparent from the pair's joint distribution. [29], similarly found that simultaneously cutting on the variables Fsig and Rxy was the most successful, achieving an accuracy of $94.0 \%$. The classification model for this subset similarly supports this conclusion, achieving a $\kappa=0.871$ and $95.08 \%$ accuracy. This two-dimensional subset is the best one can achieve without extending to further dimensions, and is only $\approx 1 \%$ less accurate than the model based on the full 8 dimensions.

| Variables | SI (bits) | CDR (bits) | Accuracy estimate (\%) | kappa |
| :--- | :---: | :---: | :---: | :---: |
| Fsig | 0.44 | 1.708 | 90.40 | 0.763 |
| sfl | 0.41 | 1.553 | 89.54 | 0.735 |
| mass | 0.25 | 0.897 | 82.72 | 0.557 |
| doca | 0.01 | 0.133 | 74.72 | 0.00 |
| Rxy, Fsig | - | 2.405 | 95.08 | 0.871 |
| Fsig, mass | - | 2.400 | 94.22 | 0.845 |
| sfl, mass | - | 2.343 | 93.24 | 0.820 |
| doca, Fsig | - | 2.194 | 93.32 | 0.828 |
| Rxy, Fsig, mass | - | 3.058 | 95.96 | 0.892 |
| sfl, Fsig, mass | - | 2.945 | 94.72 | 0.859 |
| Rxy, sfl, mass | - | 2.885 | 94.70 | 0.858 |
| doca, Fsig, mass | - | 2.883 | 94.76 | 0.860 |
| Rxy, sfl, Fsig, mass | - | 3.568 | 95.52 | 0.881 |
| doca, Rxy, Fsig, mass | - | 3.333 | 95.92 | 0.891 |
| doca, sfl, Fsig, mass | - | 3.276 | 94.58 | 0.856 |
| Rxy, cos-hel, Fsig, mass | - | 3.261 | 96.00 | 0.893 |
| Rxy, cos-hel, Fsig, Pchi, mass | - | 3.215 | 95.98 | 0.892 |
| Rxy, Rz, cos-hel, Fsig, Pchi, mass | - | 3.215 | 96.14 | 0.896 |
| doca, Rxy, cos-hel, Fsig, Pchi, mass | - | 3.573 | 96.02 | 0.893 |
| All | - | 3.961 | 96.18 | 0.898 |

Table 6.2: The SI and CDR values for variable subsets in the Particle data set, as well as the accuracy estimate and kappa statistic obtained from a PART decision tree model. The SI values given are for the individual variable with the class, the SI for all other individual variables were zero and ' - ' indicates that it is not-defined for beyond two dimensions.

From table 6.2 we can see that there are only marginal improvements extending beyond two dimensions. The three-dimensional subset with the largest CDR consists of Rxy, Fsig and mass, obtaining an accuracy only $0.22 \%$ less than the full data and $0.88 \%$ more than the twodimensional data set. This is about as well as the Particle data set can do as the CDR value plateaus for increasing dimensions.

### 6.3.5 Coronary Heart Disease Data

The data set is presented as a parallel coordinate plot in figure 6.20. The purpose of this data collection was to identify the risk factors of heart disease in a high prevalence region. When it comes to risk-factors the relationship between the variable and the outcome can be weak and only increase the probability of developing the condition. Simultaneously, it can also be the case that any variable on its own is not enough to give an individual an increased chance of developing CHD and only when considered in conjunction with other factors can we identify those who are at risk. Resulting in small mutual information values. These types of data sets are common in the medical field. These features can be seen in the parallel coordinates plot as, unlike in previous examples, there are few regions which clearly differentiate the two classes. This is reflected when classification algorithms are applied to the data set. The logistic-regression model performed the best, achieving an accuracy estimate of $71.212 \%$ and $\kappa=0.336$ on the full data set, considerably less than previous examples, however more than expected from the CDR value of 0.163 bits.


Figure 6.20: Parallel coordinates plot for the coronary heart disease data set coloured such that the control group is blue and the coronary heart disease patients are red.

So how does one interpret such a data set? Here, we first consider the relevancy of the individual variables. The SI value of each of the variables with the class are visualised in the supervised VID in figure 6.21. The SI values for this data are significantly less than what we have seen before. For perverse data sets, such as this one, an increased number of iterations is recommended in order to stabilise the values and reduce the errors. Here, we used 250 iterations. The variable with the largest SI with the class being age with an $S I=0.06 \pm 0.01$. This is the optimistic error estimate and it could in fact fall between 0.01 and 0.03 , as discussed in section 4.6. For data sets with weak correlations of the same order as the error we can consider the SI alongside the CDR to confirm these correlations. In the case of age the CDR supports the conclusion that this is the most relevant variable, followed by family history, tobacco and $l d l$ in descending order of relevance. We could create a model based off of these 4 variables yielding an accuracy estimate of $72.078 \%$ and $\kappa=0.358$. From this simple visualisation we have already improved on the classification model, however, the kappa still indicates a poor classification.

We can also evaluate the predicative abilities of the individual variables by considering the Kullback-Leibler divergence. The CDR values, shown in table 6.3, suggest similar conclusions to the SI with age once again ranked as the most predictive of the class. Alongside the CDR and SI values are the accuracy estimate and Cohen's kappa values for the individual variables evaluated using the logistic-regression algorithm. Interestingly, family history, which was identified as relevant by both the CDR and SI, performs worse than just classifying all of the instances as the control group. In addition the CDR values indicate that adiposity and $s b p$ may also have some predictive abilities of the class, this is supported by the marginal improvements to the accuracy estimates for these variables, although the kappa values are very small.


Figure 6.21: The supervised VID of the CHD data set for SI values between 0 and 1.


Figure 6.22: The unsupervised VID for all the variable in the CHD data set, excluding the class variable for SI values between 0 and 1 .

| Variable | SI (bits) | CDR (bits) | Accuracy estimate | kappa $(\%)$ |
| :--- | :---: | :---: | :---: | :---: |
| age | 0.06 | 0.270 | 67.316 | 0.232 |
| tobacco | 0.01 | 0.184 | 69.913 | 0.220 |
| family history | 0.03 | 0.142 | 62.338 | 0.070 |
| ldl | 0.01 | 0.109 | 66.883 | 0.138 |
| adiposity | 0.00 | 0.074 | 67.100 | 0.139 |
| sbp | 0.00 | 0.059 | 66.667 | 0.093 |
| alcohol | 0.00 | 0.006 | 65.152 | -0.004 |
| type A | 0.00 | 0.000 | 65.368 | 0.000 |
| obesity | 0.00 | 0.000 | 64.935 | -0.005 |
| ldl, family history, age | - | 0.333 | 73.16 | 0.374 |
| tobacco, ldl, family history, age | - | 0.120 | 72.078 | 0.358 |
| tob., ldl, adip., fam. hist., type A, age | - | 0.404 | 73.810 | 0.398 |

Table 6.3: CDR and similarity index values for individual variables with the class variable of the Coronary Heart Disease data set, ordered from the highest to the lowest CDR value. All variables combinations are in relation to the class. Note that mutual information, and consequently SI, is not defined for more than two-dimensions, indicated by the ' - '.

At this stage it will be valuable to consider the inter-correlations between the variables, these are visualised in figure 6.22 . We observe that obesity and adiposity are the most correlated variables in the data set, this is not unexpected as both are measures of how overweight an individual is. Including two closely related variables, such as these, can be confusing for the classification algorithm. This is clearly demonstrated in this example as by removing the variable obesity, which was evaluated to be less relevant than adiposity, we improve the accuracy of the model to $73.160 \%$ with $\kappa=0.380$, this is a $+1.95 \%$ improvement on the model fitted to the full data set of variables.

In the unsupervised interaction diagram we observe that family history, a variable identified to be relevant by the proposed method, does not exhibit any correlations with the other variables. This indicates that this variable contains information about the class that no other variable does and will therefore be invaluable in a variable subset. The remainder of the variables identified to be relevant to the class, on the other hand, demonstrate relationships between all possible combinations with the weakest relationship being between age and $l d l$. This potentially suggests that tobacco may be superfluous in the variable subset. To evaluate this we apply the logisticregression algorithm to the relevant variables minus tobacco. The resultant model gives an accuracy estimate of $73.160 \%$ and $\kappa=0.374$. This achieves the same accuracy estimate and only a marginal reduction in kappa compared to the 8 variable subset we previously looked at. This drastically simplifies the classification model while maintaining performance.

Using a wrapper subset evaluator in WEKA we implemented an exhaustive search on the full set of variables to find the optimal variable subset using the logistic-regression algorithm. The most predictive subset was found to consist of 6 variables: tobacco, ldl, adiposity, family history, type $A$ and age, yielding an accuracy estimate of $73.810 \%$ and $\kappa=0.398$. This is the most accurate model that this algorithm can build from this data set. Interestingly, type $A$, which was included in the 6 variable subset, was evaluated to be irrelevant by the CDR as well as the SI, achieving
a $\kappa=0.000$ when considered as a solitary variable. Nonetheless, it was found to improve the model, however, only when considered in conjunction with tobacco and adiposity.

Repeating the exhaustive search with obesity and type $A$ removed, two variables which we identified to be irrelevant, comes to the conclusion that $l d l$, family history and age achieves the most accurate model when type $A$ is not available. This is a marginal deterioration of $-0.649 \%$. Nonetheless, both of these subsets achieve more accurate models than using the full data set of variables. For such perverse data sets, reducing the dimensional complexity can improve on the accuracy of any subsequent model. Interestingly, family history, the variable which performed badly when used to classify instances on its own, was found necessary to the subset. Demonstrating the ineffectiveness of attribute ranking alone.

### 6.3.6 Prostate Cancer Data

This Prostate data set is different from the others, in that it has a continuous class variable, lpsa, with 85 distinct values out of the 97 sample size. Therefore, the class has been brushed so that a colour gradient corresponds to the class value. From the parallel coordinates plot in figure 6.23, we can see that the variables svi and gleason are discrete variables, and that pgg45 can only take on set values, potentially due to limited precision. Correlations between discrete variables can sometimes be difficult to visually identify. Nonetheless, a positive correlation between gleason and pgg45 is observed. After some playing with the axes ordering a number of other variables correlations become apparent, indicated by the characteristic parallel lines. Some correlations with the class are also evident from distinguished areas of colour, for example the variables lcavol and gleason, which show a clear separation. In figure 6.24 we show the scatter plots for lcavol and the class variable, lpsa on the left, and lcp and lcavol on the right. From the parallel coordinates we can see that the variable $l c p$ has the majority of instances take on a single value, while the remaining instances show correlation with lcavol. This is reflected in the scatter plot.

To begin to construct a idea of how these variable interact we consider the VIDs for supervised and unsupervised problems, shown in figures 6.25 and 6.26 respectively.

The supervised VID illustrates a number of significant correlations with the class variable. The fact that the class is continuous does not affect this feature. As observed from the parallel coordinates plot lcavol and gleason demonstrate correlations with the class, along with lcp, svi and lweight. This is confirmed by the correlation coefficients of the individual variables. We see that there are a number of variables - age, lbph and pgg45, not directly linked to the class. These could confuse a classification problem or at the very least add very little to the model.

Previously, we used linear regression to evaluate the Prostate data set due to it superior performance as well as its ability to deal with continuous class variables. When applied to the full data set the linear regression model contained 7 out of the 8 variables (removing gleason) achieving


Figure 6.23: Parallel coordinates plot for the Prostate data set.



Figure 6.24: Scatter plots for the Prostate data set. On the left is lcavol vs the class variable lpsa and on the right lcp vs lcavol. The data has been brushed with the same colour gradient as in the parallel coordinates plot.
a correlation coefficient of 0.7626 with the true class variable. However, by removing the variable not directly linked to the class the resultant linear regression model achieved a correlation coefficient of 0.776 , a marginal improvement compared to the full data set. Interestingly, this model only consisted of lcavol, lweight and svi. This is because when lcavol is in the model, the variables $l c p$ and gleason, which were previously identified as relevant, are no longer significant. Here we can see that from this one diagram we have quickly reduced the dimensionality of the model while simultaneously increasing the accuracy. The exhaustive search confirms that this three-dimensional subset is the best that one can achieve for this data set. From the unsupervised VID, it is apparent that many of these variables share information, thus, there is no benefit to including them all in the model. The variable lweight, on the other hand, is only weakly correlated


Figure 6.25: Supervised VID for the Prostate data set for SI values between 0 and 1.
to the other relevant variables making it an ideal choice in an optimised subset.

### 6.4 Discussion

Many factors affect the success of a data analysis task. By taking an exploratory approach, one can understand and influence the outcome through better knowledge of the data. Exploratory analysis is approachable from two directions. Visual analysis focuses on visualisations to help a user understand and interpret. One can also explore the data through statistical tests and queries. By tackling a data analysis problem two-fold, the data structures quickly become apparent.

This chapter presented several case studies and empirically analysed the suitability of algorithm W on real-world data. First, algorithm W calculated the SI and CDR values, which successfully detected variable-class and variable-variable interactions. Next, the data and SI values were presented visually in a comprehensible form for human interpretation. We then demonstrated their use in untangling complex data structures and understanding variable combination choices for feature selection and explaining machine learning models.

Feature selection and explainable machine learning come hand-in-hand. A suitable feature selection reduces the dimensionality, which in turn simplifies the model, aiding understanding. A good variable subset includes variables that are correlated with the class and uncorrelated with each other. However, the relevancy of a variable beyond pair-wise interactions with the class


Figure 6.26: The unsupervised VID for the Prostate data set for SI values between 0 and 1.
must be considered. The SI and CDR values, where applicable, were agreeable in their analysis. The SI values successfully ranked pair-wise interactions, which we confirmed via visualisations and machine learning tasks - as a result, guiding the user to interesting correlations while bypassing the need for an exhaustive search. Similarly, the CDR values successfully identified key variable subsets that performed well to train a classification model. Thus, avoiding the pitfall of only considering relevance.

All these case studies were carried out using the exploratory data analysis application, DataViewer. While the need for a quantitative method for identifying interactions is paramount, human comprehension thrives on visualisations. The use of standard one- or two-dimensional visualisations, such as histograms and scatter plots, still prove valuable when used in conjunction with the idea of co-plots or linked brushing. However, in the era of big data, the ability to consider multiple dimensions and interactions concurrently is more necessary than ever. Parallel coordinates did some way in providing this, and with brushing, enabled detection of probability distributions and variable correlations. However, only adjacent axes are comparable, and the visualisation is vulnerable to subjective interpretations.

To this aim, we presented a VID as a visualisation method for unsupervised and supervised problems. The VID is a compact summary of the variable interactions and can identify relevancy and redundancy in clusters of variables and connect pairs of interacting variables. We show numerous examples of the use of the VID to summarise interactions. In future, when there are many variables, it may be advantageous to add shading to the VID, so it is easier to identify
which variable label corresponds to which node. It would also be desirable to add interactive abilities into the VID, such as clicking on a variable node would reveal the "supervised" VID for the interactions with that variable. Similarly, clicking on connections could highlight that connection and subsequent connections to track dependencies through the data.

We presented an equiquantisation technique based on efficient coding ideas in information theory. The equiquantised-visualisations illustrate the same information as the original data, but the data structures are amplified by applying a linear transform. This amplification occurs due to dense information regions spreading out to use the marginal space more efficiently. Thus, by sacrificing the preservation of the distribution shape, the information estimates for variables with extremes of high and low-density regions are improved, and dependencies otherwise hidden are revealed. Through the examples given, equiprobable histograms and scatter plots prove an unmatched commodity for visualising correlations otherwise undetectable to a viewer.
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## Chapter 7

## Conclusions and Future Work

In this thesis, we explored various aspects of the estimation and applications of informationtheoretic statistics. Estimating entropy and mutual information is an essential task with many data analysis and machine learning applications. In particular, exploratory data analysis or features selection methods use mutual information criteria and would greatly benefit from a reliable way to estimate information measures for a wide range of applications. Unfortunately, most information estimators apply to either purely continuous or discrete samples, making them impractical in real-world cases. Numerous attempts have been made to quantise or add noise to samples to rectify this, to no avail. New algorithms in chapter 4 have solved this problem.

The main aim of this thesis was to develop a robust method for detecting nonlinear relationships that could be used for feature selection and classification tasks. Through our research, we propose a novel algorithm that uses a noisy resampling technique to identify pairwise correlations for finite samples. We implement these ideas into a new visualisation software package to improve understanding of data structures and their impact on machine learning. Our work suggests that information theory provides a quantitative understanding of data limitations and has many applications in data analysis when estimated reliably. Thus, a reliable approach to estimating entropy and other information measures will have knock-on effects in many data-centric disciplines.

### 7.1 Main contributions

Our main contributions will be summarised here. Note that the figures shown here are repeated from previous sections to provide a compact summary of the key findings from this work.

- Density estimation: We have analysed the behaviour of the Shannon entropy of continuous finite samples for different quantisations. Our work indicates that the Shannon entropy can be fixed at $H=\log _{2}(N) / 2$, independent of the underlying probability distribution, see figures 7.1 and 7.2. This observed independence contrasts with traditional quantisation methods that aim to minimise measures, such as the MISE of the density estimate, requiring prior knowledge of the underlying pdf. In addition, quantisation methods often require
subjective human input for smoothing, resulting in unpredictable biases in the entropy estimate. Thus, it is advantageous to determine the optimal bin width by setting the Shannon entropy to a constant for all variables, removing these subjective biases. Furthermore, this method is non-parametric and does not make any assumptions about the underlying pdf.


Figure 7.1: A normalised graph demonstrating the distribution-independent minimum for MSE of the entropy estimate for quantised one-dimensional continuous distributions.


Figure 7.2: A graph demonstrating that statistical fluctuations in a histogram, measured using a normalised cost function, have dissipated for $M \geq 2$.

- Noise distribution: We derived a formula for the effect of continuous noise distributions on discrete variables, $h(g)=H(P)+h(u)$, which we found not to preserve the information content of the sample. Instead, the noise distribution adds information to the system dependent on the differential entropy of the distribution used. We verified this behaviour for several distributions through synthetic experiments, where we found that the measured bias from the noisy entropy estimate equated to the entropy of the noise distribution, see figure 7.3. Verifying the derived formula. From these findings, we can now successfully add noise to discrete variables. We recommend a $\mathcal{U}[0,1)$ noise distribution, where $h(\mathcal{U}[0,1))=0$ bits removes these problems. Thus, improving the applicability of the superior continuous entropy estimator methods.
- Entropy estimation: We extend our ideas to propose a novel method for calculating informationtheoretic quantities. Thus, we proposed a noisy resampling method, termed algorithm W , for estimating entropy, mutual information and the Kullback-Leibler divergence. We empirically tested the new method on artificial and real-world data sets. The method successfully calculated entropy and mutual information values for known probability distributions, and experiments on artificial data showed that algorithm W is asymptotically unbiased and consistent. The proposed method demonstrated a faster convergence rate and smaller estimation error for several synthetic experiments consisting of mixed, continuous and discrete cases, for example see figure 7.4. Results from real-world data similarly showed that algorithm W effectively detected pairwise correlations and outperformed or was equivalent to


Figure 7.3: Verification that the entropy of a noise distribution is added to a differential entropy estimate resulting in an apparent bias.
the $3 \mathrm{H}-\mathrm{KL}$ and KSG estimators. Figure 7.5 demonstrates the comparative performance on correlations with a class variable as a function of the accuracy estimate for classification. As seen in chapter 4 a robust estimator is valuable is supervised learning as variables with a small mutual information with the class have proven merit in feature selection subsets.


Figure 7.4: Comparison of the MSE for mutual information estimators of simulated independent normal distributions.


Figure 7.5: Comparison of the mutual information of variable-class pairs given as a function of the classification accuracy estimate for real-world data samples.

- Kullback-Leibler divergence: We similarly applied the noisy resampling principles to the Kullback-Leibler divergence $k$-nearest-neighbour estimator in [1] and empirically demonstrated its superior convergence compared to the raw estimator. For finite data samples, we demonstrate that the Kullback-Leibler estimate saturates, see figure 7.6. As samples become increasingly separated the measure is limited by the information content of the sample. Thus, the estimate saturates, dependent on the sample size $\log _{2}(N)$, defined by
minimum error limit. Thus, showing that there is a fundamental limit on the discriminating power of finite data samples. We employ a symmetric Kullback-Leibler measure to evaluate the predictive abilities of data sets. Using the Chernoff-Stein lemma, we obtain a relationship between the Kullback-Leibler divergence and the kappa statistic, relating information theory to machine learning performance. This relationship is shown in figure 7.7.


Figure 7.6: A graph depicting the fundamental limit applicable to all estimations of the Kullback-Leibler divergence, where the horizontal lines indicate $\log _{2}(N)$ bits.


Figure 7.7: A graph demonstrating the relationship between Cohen's kappa and the symmetric Kullback-Leibler measure, CDR for real data sets.

- DataViewer We developed an innovative visualisation software package and showcased key functionalities of the application via five case studies on machine learning data sets. The software implements the noisy resampling method to estimate the similarity index (normalised mutual information) and symmetric Kullback-Libeler measure, CDR. The similarity index results are illustrated via the novel "variable interaction diagram", which summarises complex network structures in a human interpretative format. An interactive parallel coordinates widget is presented with brushing, pruning, and grouping features. We propose an information-based, equiprobable quantisation technique to improve the information estimates for high-kurtosis distributions. We subsequently present equiprobable visualisations as a valuable exploratory technique for visualising high-kurtosis distributions in one and two dimensions.


### 7.2 Future work

The concepts presented in this thesis can take several different directions. Here we discuss a few of those ideas.

- Multiple dimensions: We believe it is possible to extend the key principles in algorithm W to information-theoretic metrics beyond two dimensions. Common multi-dimensional
measures include co-information [2] and the total correlation [3]. These measures are similarly comprised of entropy terms and can thus be estimated from any entropy estimate. Unfortunately, the bias associated with $k$-nearest-neighbour estimators increases with dimensions, requiring exponentially more data for the same accuracy. However, as seen for the real-world examples, multi-dimensional interactions play a key role in optimised feature selection.
- Feature selection: There are several information-theoretic machine learning algorithms for attribute ranking and feature selection. For attribute ranking, "information gain" and "gain ratio" are the two most commonly used measures for relevancy. These are respectively, the mutual information and similarity index metrics, except that the gain ratio uses the variable's entropy to normalise the mutual information, rather than the smallest entropy. Similarly, various algorithms exist for information-theoretic feature selection [4]-[7]. An interesting direction of future experiments would be to compare the performance of these algorithms using the current methods for entropy estimation and the method proposed in this thesis.
- DataViewer: We have incorporated several visualisations into DataViewer. However, other avenues could be beneficial. For example, star coordinates are a valid alternative to visualising high-dimensional data. We discussed various improvements to the GUI throughout section 6.2 for the visualisations currently included in DataViewer. The suggested improvements primarily consist of increasing interactivity, and dynamic visualisations [8]. For the parallel coordinates plot the ordering of the axis is still a crucial, but unanswered question. We hope to address this problem by providing an automated ordering feature in DataViewer that utilises the similarity index in a solution to the travelling salesman problem. We believe these features will be of benefit for exploratory analysis. In future, we hope to test the versatility of DataViewer for user case studies.
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## Appendices

## Appendices A

## A. 1 Equivalence of Scott's rule and the cost function of Shimazaki and Shinomoto

Scott's formula is a well known bin width optimisation solution, which minimises the IMSE of the density estimate. After some reasonable approximations, this leads to the formula for the bin size

$$
\begin{equation*}
\Delta=\left(\frac{6}{\int_{-\infty}^{\infty} p^{\prime}(x)^{2} N d x}\right)^{\frac{1}{3}} \tag{A.1}
\end{equation*}
$$

Where $p^{\prime}(x)$ is the first derivative of the pdf, $p(x)$. However, equation A. 1 requires the first derivative to be non-zero and thus there is no solution for a uniform distribution. Scott's method also requires prior knowledge of the underlying pdf. In [1] Shimazaki et. al., however, develop a non-parametric method for binning neuronal spikes for a time histogram. Using a similar approach to Scott, Shimazaki et. al. minimises the mean integrated squared error (MISE) of the underlying spike rate. Two solutions were derived based on properties of the autocorrelation function, $\phi(\tau)=\int_{-\infty}^{\infty} p(x) p(x-\tau)$. When the autocorrelation function is a smooth function of $\tau$ [1] derive a formula for the optimal bin width:

$$
\begin{equation*}
\Delta=\left(-\frac{6 \mu}{\phi^{\prime \prime}(0) N}\right)^{\frac{1}{3}} \tag{A.2}
\end{equation*}
$$

Here we show that Shimazaki's formula is equivalent to Scott's rule for non-time histograms, where $\mu$, the mean spike rate is equal to 1 . We start with a Taylor expansion, $p(x-\tau)=$ $p(x)-\tau p^{\prime}(x)+\frac{\tau^{2}}{2} p^{\prime \prime}(x)+\ldots$ and substitute this into the autocorrelation function.

$$
\begin{align*}
\phi(\tau) & \approx \int_{-\infty}^{\infty} p(x)\left(p(x)--\tau p^{\prime}(x)+\frac{\tau^{2}}{2} p^{\prime \prime}(x)\right) d x \\
& \approx \int_{-\infty}^{\infty}\left(p(x)^{2}-\tau p(x) p^{\prime}(x)+\frac{\tau^{2}}{2} p(x) p^{\prime \prime}(x)\right) d x \tag{A.3}
\end{align*}
$$

Writing $\phi^{\prime}(\tau)$ as the derivative of $\phi(\tau)$ w.r.t. $\tau$, and $\phi^{\prime \prime}(\tau)$ as the second derivative, gives

$$
\begin{align*}
& \phi^{\prime}(\tau) \approx \int_{-\infty}^{\infty}\left(-p(x) p^{\prime}(x)+\tau p(x) p^{\prime \prime}(x)\right) d x \\
& \phi^{\prime \prime}(\tau) \approx-\int_{-\infty}^{\infty} p(x) p^{\prime \prime}(x) d x \tag{A.4}
\end{align*}
$$

Using integration by parts $u=p(x)$ and $v^{\prime}=p^{\prime}(x)$

$$
\begin{equation*}
\phi^{\prime \prime}(\tau) \approx \int_{-\infty}^{\infty} p(x) p^{\prime \prime}(x) d x=\left[p(x) p^{\prime}(x)\right]_{-\infty}^{\infty}-\int_{-\infty}^{\infty} p^{\prime}(x)^{2} d x \tag{A.5}
\end{equation*}
$$

These terms are integrated over the range of the function, which is by construction smooth. Thus the pdf goes to zero at the end of the range and the first term $\left[p(x) p^{\prime}(x)\right]_{-\infty}^{\infty}=0$.

$$
\begin{equation*}
\phi^{\prime \prime}(\tau) \approx-\int_{-\infty}^{\infty} p^{\prime}(x)^{2} d x \tag{A.6}
\end{equation*}
$$

When substituted into Shimazaki's solution, in equation A.2, the result is Scott's formula.

$$
\begin{equation*}
\Delta=\left(-\frac{6}{N \int_{-\infty}^{\infty} p^{\prime}(\tau)^{2}}\right)^{\frac{1}{3}} \tag{A.7}
\end{equation*}
$$

## Appendices B

## B. 1 Noise distribution

By construction in the derivation of $H(p)=h(g)-h(u)$ - where $p$ is the pdf of the random variable, $g$ is the histogram and $u$ is the continuous random number-the consecutive noise distributions did not overlap. Thus, for the above to be true the continuous random number used must not exceed the bins boundaries.

To empirically demonstrate the effects of the noise exceeding the bin boundaries we simulate a discrete uniform distribution $\mathcal{U}[0,15)$. For samples of size $N=1,000$ we measure the average bias of 250 i.i.d trials for the KL entropy estimator. We repeat this experiment for normal, uniform and exponential noise distributions over a range of their respective parameters. The results are shown in figures B.1-B.3. Alongside the measured bias, we also plot the theoretical entropy of the noise distribution. When the noise distribution is well confined inside the bin boundaries, the measured bias follows the theoretical entropy curve. However, it is apparent that as the range of the noise distribution increases the measured bias is less than theoretical entropy. For reference, example noise distributions are given in figure B. 4 the range of which is compared with a bin width of $\Delta=1$. These figures show that when the range of the noise distribution increasingly exceeds the bin boundaries the bias is no longer predictable and increases with range.


Figure B.1: Bias of the KL entropy estimate as a function of standard deviation of the normal noise distribution.


Figure B.2: Bias of the KL entropy estimate as a function of range of the continuous uniform noise distribution.


Figure B.3: Bias of the KL entropy estimate as a function of rate of the exponential noise distribution.


Figure B.4: A schematic of noise distributions for different distributions and parameters in relation to a bin width of 1 . The parameters used are shown of each plot and from top to bottom the noise distributions are normal, uniform and exponential.

## Appendices C

## C. 1 Classifier Algorithms

- PART Decision Tree: This algorithms uses a "separate-and-conquer" strategy to generate rules iteratively. For each rule a partial C4.5 decision tree is generated for the unclassified instances. The leaf that is able to classify the most instances is made into a rule and the remainder of the tree is discarded. It then removes the instances that have been classified and continues building trees iteratively for the remaining non-classified instances until all the instances have been classified [1].
- Simple Logistic Regression Model: This model consists of a standard decision tree structure (parent and child nodes) with logistic regression functions, instead of a class label, at the terminating nodes, "leaves". For each candidate leaf, a logistic regression model is built using the instances at that node. The model at the child node is based on the model at the parent node and higher levels. The idea is that 'global' influences are already encoded in higher-level models. The model at the child node can then be refined by taking into account local influences. This method is implemented using a "LogitBoost" algorithm, which iteratively changes the linear class functions to improve the fit [2].
- Genetic Algorithm: In a genetic algorithm the solution to an optimisation problem is evolved via "mutations" and "alterations". Each design solution is evaluated using a chosen fitness function, which quantifies how close the solution is to achieving a set of aims. After each valuation round the worst solutions are removed and new ones are "breed" from the best solutions [3].


## Appendices D

## D. 1 kappa and the Kullback-Leibler Divergence

Cohen's kappa is defined by the probability of the observed agreement, $P_{o}$ and the probability of the expected agreement by chance, $P_{e}$ :

$$
\begin{equation*}
P_{o}=\frac{\sum_{i=1}^{C} m_{T i}}{N} \quad \text { (D.1) } \quad P_{e}=\sum_{i=1}^{C}\left(\frac{n_{i}}{N} \frac{m_{i}}{N}\right) \tag{D.2}
\end{equation*}
$$

Where kappa is

$$
\begin{equation*}
\kappa=\frac{P_{o}-P_{e}}{1-P_{e}} \tag{D.3}
\end{equation*}
$$

We related kappa to the Kullback-Leibler divergence using the Chernoff-Stein lemma [1]. For a two-class system this is

$$
\begin{equation*}
m_{F 1}=\frac{n_{1} n_{2}}{n_{1}+n_{2}} 2^{-d_{21}} \tag{D.4}
\end{equation*}
$$

$$
\begin{equation*}
m_{F 2}=\frac{n_{1} n_{2}}{n_{1}+n_{2}} 2^{-d_{12}} \tag{D.5}
\end{equation*}
$$

Where $d_{12}=d\left(p_{1} \mid p_{2}\right)$ and $d_{21}=d\left(p_{2} \mid p_{1}\right)$ and the remaining terms are as per the confusion matrix table in D.1. First, we need to derive a formula for kappa as a function of the above

|  | class 1 | class 2 | total |
| :---: | :---: | :---: | :---: |
| class 1 | $m_{T 1}$ | $m_{F 1}$ | $m_{1}$ |
| class 2 | $m_{F 2}$ | $m_{T 2}$ | $m_{2}$ |
| total | $n_{1}$ | $n_{2}$ | N |

Table D.1: A table to visualise the notation for correctly and incorrectly labelled instances for a classifier on a two-class system.
terms. From table D. 1 we can easily see the following equations:

$$
\begin{align*}
m_{T 1}+m_{F 1} & =m_{1}  \tag{D.6a}\\
m_{T 2}+m_{F 2} & =m_{2}  \tag{D.6b}\\
m_{T 1}+m_{F 2} & =n_{1}  \tag{D.6c}\\
m_{T 2}+m_{F 1} & =n_{2}  \tag{D.6d}\\
n_{1}+n_{2} & =N \tag{D.6e}
\end{align*}
$$

$$
\begin{equation*}
m_{1}+m_{2}=N \tag{D.6f}
\end{equation*}
$$

We start by adding D.6c and D.6d and substituting this into D. 1

$$
\begin{equation*}
P_{o}=\frac{m_{T 1}+m_{T 2}}{N}=\frac{n_{1}+n_{2}-m_{F 1}-m_{F 2}}{n_{1}+n_{2}} \tag{D.7}
\end{equation*}
$$

Similarly, substituting in equations D.6a, D.6b, D.6c and D.6d into D. 2 gives

$$
\begin{align*}
P_{e} & =\frac{n_{1} m_{1}+n_{2} m_{2}}{N^{2}} \\
& =\frac{\left(m_{T 1}+m_{F 2}\right)\left(m_{T 1}+m_{F 1}\right)+\left(m_{T 2}+m_{F 1}\right)\left(m_{T 2}+m_{F 2}\right)}{\left(n_{1}+n_{2}\right)^{2}}  \tag{D.8}\\
& =\frac{n_{1}^{2}+n_{2}^{2}-\left(n_{1}-n_{2}\right)\left(m_{F 1}-m_{F 2}\right)}{\left(n_{1}+n_{2}\right)^{2}}
\end{align*}
$$

Thus, kappa can be written as

$$
\begin{align*}
\kappa & =\frac{P_{o}-P_{e}}{1-P_{e}} \\
& =\frac{\frac{n_{1}+n_{2}-m_{F 1}-m_{F 2}}{n_{1}+n_{2}}-\frac{n_{1}^{2}+n_{2}^{2}-\left(n_{1}-n_{2}\right)\left(m_{F 1}-m_{F 2}\right)}{\left(n_{1}+n_{2}\right)^{2}}}{1-\frac{n_{1}^{2}+n_{2}^{2}-\left(n_{1}-n_{2}\right)\left(m_{F 1}-m_{F 2}\right)}{\left(n_{1}+n_{2}\right)^{2}}} \\
& =\frac{\left(n_{1}+n_{2}\right)\left(n_{1}+n_{2}-m_{F 1}-m_{F 2}\right)-\left(n_{1}^{2}+n_{2}^{2}-\left(n_{1}-n_{2}\right)\left(m_{F 1}-m_{F 2}\right)\right)}{\left(n_{1}+n_{2}\right)^{2}-\left(n_{1}^{2}+n_{2}^{2}-\left(n_{1}-n_{2}\right)\left(m_{F 1}-m_{F 2}\right)\right)}  \tag{D.9}\\
& =\frac{2 n_{2} n_{1}-2 n_{1} m_{F 2}-2 n_{2} m_{F 1}}{n_{2} m_{F 2}-n_{2} m_{F 1}-n_{1} m_{F 2}+n_{1} m_{F 1}+2 n_{1} n_{2}} \\
& =\frac{2 n_{2} n_{1}\left(n_{1}+n_{2}\right)-2 n_{1}^{2} n_{2} 2^{-d_{12}}-2 n_{2}^{2} n_{1} 2^{-d_{21}}}{n_{2}^{2} n_{1} 2^{-d_{12}}-n_{2}^{2} n_{1} 2^{-d_{21}}-n_{1}^{2} n_{2} 2^{-d_{12}}+n_{1}^{2} n_{2} 2^{-d_{21}}+2 n_{1} n_{2}\left(n_{1}+n_{2}\right)}
\end{align*}
$$

where the final line uses the Chernoff-Stein lemma equations D. 4 and D.5. After some algebra, we arrive at:

$$
\begin{equation*}
\kappa=\frac{2 n_{1}\left(1-2^{-d_{12}}\right)+2 n_{2}\left(1-2^{-d_{21}}\right)}{n_{2}\left(2^{-d_{12}}-2^{-d_{21}}+2\right)+n_{1}\left(2^{-d_{21}}-2^{-d_{12}}+2\right)} \tag{D.10}
\end{equation*}
$$

## Appendices E

## E. 1 DataViewer Access

A public distribution of the binary is available that runs on Ubuntu. DataViewer - Academic can be supplied to anyone interested if they contact the authors of [1] A download will be provided that includes the binary, installation instructions, a demonstration video and the full licensing details, an overview of which is given in appendix E.2.

## E. 2 DataViewer Licensing

DataViewer is written in C++ and uses a number of external libraries for specialist tasks. Here we summarise the external libraries and their licenses. Some external libraries have multiple licenses, the primary one, however, is listed first.

| Library | License | Link to license |
| :--- | :--- | :--- |
| QtAwesome (https://github.com/gamecreature/QtAwesome/blob/master/LICENSE.md) | MIT | https://opensource.org/licenses/MIT |
|  | SIL | http://scripts.sil.org/OFL |
| Eigen (http://eigen.tuxfamily.or) | CC | https://creativecommons.org/licenses/by/3.0/ |
|  | MPL2 | http://www.mozilla.org/en-US/MPL/2.0/ |
| GSL (https://gitlab.com/libeigen/eigen) | LGPL | http://gitlab.com/libeigen/eigen |
|  | GPL3 | http://gitlab.com/libeigen/eigen |
| Qt 5.5.1 (https://www.qt.io/downl) |  | http://opensource.org/licenses/GPL-3.0 |
|  |  | LGPLv2 |
| MPIR (http://mpir.org/) | http://opensource.org/licenses/LGPL-2.1 |  |
| QCustomPlot (http::/www.qcustomplot.com/) | LGPLv3+ | http://opensource.org/licenses/LGPL-3.0 |
| FLANN (https://github.com/flann-lib/flann) | GPL3 | https://opensource.org/licenses/GPL-3.0 |
| OpenGL (https://www.opengl.org/) | BSD | https://opensource.org/licenses/BSD-2-Clause |

## E. 3 DataViewer Code Structure

The algorithms and GUI of DataViewer are both written in object-oriented C++. The code of which is substantial, consisting of 47 files. The full executable file of DataViewer is 37.8 MB and took considerable work. A code structure is provided in figure E. 1 for reference. Each visualisation widget has a custom class, which inherits objects from a corresponding algorithm class. These in turn send and receive messages from the software's top level manager class


Figure E.1: A diagram showing the code structure for DataViewer. The direction of arrows indicates inheritance.
'data.' Here attributes of the data are updated. Global attributes of variables, such as binning information, is stored in the 'variable' header file, objects of which can be accessed through 'data.' Several default objects are also utilised such as warning and informational messages for the user which are displayed using QMessageBox.
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[^0]:    ${ }^{1}$ A variable is relevant when it is informative of a target variable, typically a class variable for classification.
    ${ }^{2}$ A variable is redundant if the relevant information it contains about a target variable is also possessed by other variables.

[^1]:    ${ }^{1}$ The symbol $\equiv$ is used to make explicit that this is a definition.

[^2]:    ${ }^{1}$ The support of a random variable is the set of values which are not mapped to zero for a real-valued pdf.

[^3]:    ${ }^{1}$ The negative of the gradient of the perimeter and the scale on a log graph.

[^4]:    ${ }^{1}$ This technique for ordering the axes is only mentioned and will not be discussed further as work is needed to complete this line of research.

