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Abstract

This work aims to recognise people’s interests from their daily behaviours. Recognis-
ing personal interests contributes to the production of personalised behavioural inter-
ventions, which would have more traction and motivational value when compared to
general interventions. Typically, self-reporting methods are used to understand peo-
ple’s interests. These methods rely on people’s perception; despite that, in most cases,
interests are demonstrated in an individual’s daily activity. Moreover, self-reporting
tools are discrete and hence do not capture interest dynamics, which require continu-
ous observation; attempts to overcome this weakness through longitudinal analysis can
be highly intrusive and prone to memory and recall biases.

Digital devices such as smartphones and wearables can overcome such limitations
and hence have the potential to capture interests from daily behaviour in a continu-
ous, longitudinal and unobtrusive (passive) manner. However, the daily routine is not
only formed from actions motivated by personal interests. Instead, many of our daily
actions are motivated by other reasons such as obligations and external rewards. There-
fore, understanding the motives behind our daily activities is essential to distinguish
behaviours driven by personal interests from those motivated by other factors.

In this work, we create a framework for recognising personal interests using smart-
phones. We create an approach that first derives behavioural features of individuals’
daily routines from their smartphones’ data (digital phenotyping). Then, we employ
knowledge of human motivation to (1) infer interests without recourse of asking (un-
obtrusive) and (2) adapt to newly developed interests. We have conducted real-world
experiments to inform and assess our method. The conducted studies were designed to
longitudinally and continuously observe behaviours while people undertake their daily
life. Our results showed the advantage of basing the recognition of personal interests
on motivational knowledge. Compared to baseline methods, our approach significantly
improved the recognition of interests by an average of 62% with p < 0.05.
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The in-depth understanding of interests can be of value for personalisation in do-
mains such as precision medicine and behavioural nudges. Future work can build upon
our effort and measure the enhancement it may add to these domains. Moreover, the
techniques applied in this work can be further investigated to infer similar cognitive
phenomena.
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Chapter 1

Introduction

This work explores the use of smartphone-based digital phenotyping in recognising the
personal interests of an individual. Digital phenotyping is the process of quantifying
features of the person’s daily behaviours from digital devices’ data collected continu-
ously, in the wild, and without the need to ask individuals (Onnela and Rauch, 2016;
Vega-Hernandez, 2019). In this work, we quantify features of mobility, phone usage
and buying behaviours in order to recognise interests and understand their dynamics.
The work is the first step within a broader vision that seeks to benefit from individual
interests in personalising behavioural nudging. Personalised nudges are hypothesised
to work better in changing behaviour when compared to the generalised ones, as the
former would have more traction and motivational value (Schoning et al., 2019; Mills,
2020). Using interests for such personalisation can encompass more than one field,
whether educational, therapeutic, or professional.

The term interest is commonly used in our everyday life which can make its mean-
ing sometimes too vague (Silvia, 2007; Ahmed and Srivastava, 2019). However, from
cognitive and psychological aspects, interest expresses a mental and affective state
(Silvia, 2007). It can reflect spontaneous emotions triggered by people’s interaction
with their surroundings (situational interests) or can describe preferences and intrinsic
motivations that drive a range of personal behaviours (individual interests) (Renninger
and Hidi, 2016). The latter (which is the target of this thesis) reflects deep-seated ten-
dencies and convictions that people manifest in some of their daily behaviours. Hence,
individual interests are more enduring and intrinsic compared to situational interests
(Silvia, 2007; Renninger and Hidi, 2011). Differentiating behaviours that embody
those individual interests from other behaviours requires a deeper understanding of

19
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the human motivations behind each action. Through motivations’ understanding, be-
haviours that are motivated by individual interests can be recognised and separated
from those driven by external factors such as rewards and obligations.

Assessing and recognising interests has been the concern of multiple self-reporting
tools across different psychological sub-disciplines and applications (e.g. Amabile
et al., 1994; Tyler-Wood et al., 2010; Ryan, 2018). These tools are limited by the fact
that the provided answers may not necessarily reflect individuals’ real interests. In-
stead, these answers may express perceptions that are not reflected in daily behaviours,
or replies that people think are more socially acceptable (Northrup, 1997; Paulhus and
Vazire, 2007). The evolution and changes of interests (i.e. interest dynamics) is an-
other aspect that is not addressed by self-reporting inventories. Although in most cases,
intrinsic interests are demonstrated in an individual’s daily activity; self-reporting tools
are not designed to extract interest from daily behaviours nor to observe interest dy-
namics over time. Doing so would be highly intrusive and may significantly impact
the ecological validity of studies (Vega-Hernandez, 2019). For example, in the study
of (Memedi et al., 2015), participants were asked to answer seven questions four times
a day which caused high dropout (up to 42%) and median compliance rate (93%).

The use of self-reporting tools has been extended beyond behavioural and psycho-
logical studies to include computer science research. In this case, technology is used as
a tool to ask individuals about their interests. The reported interests can be employed
differently according to the underlying objectives (e.g. personalising user interfaces
(Adu et al., 2018) or behavioural recommendations (Meixner et al., 2020)). However,
this use of self-reporting methods is just a digitisation of the traditional medium (usu-
ally papers) without addressing the drawbacks inherent in the essence of this method.

Another intersection between computer science and interest recognition is in the
use of recommender systems. In these systems, interests are studied through recurrent
time episodes that represent periods of interaction between the user and the platform
within which the recommender systems operate (Khan et al., 2017; Quadrana et al.,
2018). Next, recommendations based on users’ interests are delivered in several forms
such as targeted ads, personalised movies or preferred news (Ricci et al., 2011; Lops
et al., 2011; Zhang et al., 2019). However, for recognising individual interests, recom-
mender systems typically have three features that differentiate them from the problem
at hand: (i) data capture relates to a highly constrained set of behaviours taking place
on a specified platform (e.g. all interactions with the website Amazon.com); (ii) these
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data are sporadic and hence do not reflect the continuity of daily behaviour (iii) predic-
tions are made based on prior behaviour itself, rather than the underlying motivations
that led to those behaviours.

The advancement and popularity of digital devices (such as smartphones and wear-
ables) have advanced the use of digital phenotyping, which in turn has the potential
to mitigate self-reporting and recommender systems shortcomings. Although vari-
ous studies have used digital phenotyping (e.g. Vega-Hernandez et al., 2017; Barnett
et al., 2018), to our knowledge, none of them utilises digital phenotyping to recognise
human interest, which is the subject of this research. We aim to recognise personal
interests through smartphone-based digital phenotyping. Specifically, we study three
behaviours that can reveal individual interests: mobility, phone usage, and buying be-
haviours.

For each one of the three behaviours, we rely on the data source that is highly in-
dicative of it. We use GPS data as the source for mobility behaviour, apps’ interactions
for phone usage behaviour, and notifications to analyse buying behaviour. Existing lit-
erature on mobility (Zandbergen, 2009; Wang et al., 2012) and phone usage behaviours
(Falaki et al., 2010; Harari et al., 2017) support our decision for respectively selecting
GPS data and app interactions as the data sources. The decision to select notifications
for buying behaviour is stemmed from three reasons. First, online buying activities are
usually proceeded by a receipt that is delivered as an email, a text message or a no-
tification from the related app. In all these cases, a notification is typically generated
to alert the user about the delivery of the receipt. Second, buying activities that occur
in stores can lead to the generation of a notification. In this case, users may provide
the retailers with their emails to receive receipts which represents another chance of
capturing buying behaviour. Third, using notifications instead of relying on a specific
shopping app enables us to build our method around the behaviour rather than a single
platform. Designing the method around a single app would make it unresponsive to
users’ adding new apps or removing existing ones.

We set our goal based on the presumption that there is a mechanism by which
smartphones can be used to understand everyday behaviours and to extract interests
from these behaviours. More specifically, we hypothesise that if we computationally
employ knowledge of human motivation and use smartphones to capture behavioural
data, we will be able to differentiate behaviours that are motivated by internal interests
from the ones driven by external factors such as obligations and rewards. Behaviours of
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the former are embodiments of individual interests and hence can lead to their recog-
nition. Our presumption is supported by (i) what experiments have shown in terms
of the possibility and effectiveness of extracting behavioural knowledge through dig-
ital phenotyping (Vega-Hernandez et al., 2017; Barnett et al., 2018), (ii) the fact that
the majority of people carry smartphones almost continuously (Torous et al., 2014;
Poushter et al., 2016), and (iii) personal interests are manifested in an individual’s
daily activity (Silvia, 2007; Renninger and Hidi, 2016).

1.1 Research questions

The research questions of this PhD thesis are:
RQ1: What data do we need to understand interests, and how can we obtain

them through digital phenotyping? Digital devices, such as smartphones, can be
used to collect data of daily routines and behavioural features effectively. The col-
lected data can lead to the identification of personal interests without asking people
directly (unlike self-reporting). However, behaviours of the daily routine are encoded
and not directly observed in the data that are passively collected from digital devices.
Detecting those behaviours and their features can be done through digital phenotyp-
ing, and that needs to be according to each source’s properties. For instance, extracting
mobility behaviour based on location data is different from detecting buying behaviour
using receipts received as smartphone’s notifications. Therefore, we need to research
the possible ways of decoding behavioural events from the collected raw data for each
of the three behaviours regarded by this thesis. The extracted behavioural events can
then be used as the basis for understanding individual interests. The use of digital
phenotyping to derive behavioural knowledge can contribute to providing an under-
standing of interests through an unobtrusive observation.

RQ2: How can we recognise individual interests using digital phenotyping?
Personal interests are ingrained desires within people. Identifying these interests re-
quires observing people’s behaviours while they engage in their daily events. However,
since not all events reflect individual interests, understanding the motives behind the
daily events of each behaviour is essential to recognise the ones driven by internal in-
terests. Knowledge of human motivation can help in understanding the properties of
behaviours motivated by interests. Therefore, researching possible ways to build com-
putational models from the motivation knowledge can help in bringing this knowledge
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from its behavioural and psychological context to the fields of technology and infor-
matics. Doing so can contribute to a better understanding of interests using unobtrusive
means.

RQ3: Does combining events of mobility, phone usage and buying behaviours
improve the accuracy of interest detection? Each one of the three behaviours con-
sidered by this thesis is formed of multiple events. Mobility behaviour, for instance,
may reflect events such as going to a movies theatre or visiting a hospital, whereas
phone usage behaviour may exhibit a web browsing or gaming activity. Recognising
personal interests using a single behaviour might not be sufficient since people may
exhibit their interests through various channels (e.g. watching a sport and buying a
sport-related product). Therefore, after we determine the behavioural data necessary
to understand interests (RQ1), and investigate how to detect individual interests using
digital phenotyping (RQ2), we explore how we can combine and weigh multiple be-
haviours into a framework that shows to what level of accuracy does mobility, phone
usage and buying behaviours can imply interest. This combinatory approach needs to
be compared to the existing methods that either rely on a single or multiple behavioural
streams to understand interests.

RQ4: How can we personalise the contribution of each behaviour and con-
ceive changes in people’s interests? Individual differences influence the nature and
realisation of people’s interests. Some people are more willing to explore and try new
interests, whereas others find peace in enjoying interests that they are familiar with.
Also, the degree to which each behaviour contributes to fulfilling personal interests
differs according to each person. An individual may prefer to not use their phone for
pursuing a specific interest (e.g. watching movies). At the same time, another person
may not mind the means as long as they satisfy an underlying interest. In addition
to the personal preferences of a specific source, individual differences can be caused
by constraints on data collection. Examples of these constraints include the people’s
desire to limit the data of a specific channel (privacy), the type of information that can
be gathered (technological), the compliance of the method with ethical requirements
(ethical). Therefore, we need an approach that can capture the interest dynamics and
consider variation in collection quality. Such an approach can contribute toward better
adaptability and personalisation of interests detection.
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1.2 Contributions

The main contributions of this thesis are:

1. Knowledge that supports the understanding of data needed for interest de-
tection through digital phenotyping.

Through two papers, we contribute to the understanding of interest-related be-
haviours using digital phenotyping. The two papers (detailed in Chapter 3 and
4) present the use of digital phenotyping within the context of mobility and buy-
ing behaviours. For the phone usage behaviour, we have conducted an extensive
review of the methods used to derive events of phone usage in Chapter 2. The
paper in Chapter 3 details a framework that aims to derive mobility behaviours
from the location data. The presented framework is based on a systematic litera-
ture review and aims to bridge the theory and practical implementation gap. The
second paper details and compares (based on real-world data) the various meth-
ods of recognising buying behaviour from smartphone notifications (Chapter 4).
The knowledge detailed on the three behaviours helps determine what and how
much data is needed to recognise interests (RQ1).

2. A framework for recognising interests that is better than existing methods.

The two papers that we detail in Chapters 5 and 6 contribute to the production
of a framework that improves the recognition of personal interests. In Chapter
5, we present a paper that introduces our Motivation-based Interest Recognition
(MIR) approach and realises it with mobility behaviour. Chapter 6 details the
paper that combines the three behaviours and apply the MIR to them as a com-
binatory method (cMIR). In both papers, we infer interests without recourse to
ask individuals (unobtrusive). As a result, it has become possible to rely more
on individuals’ behaviour derived from digital devices (smartphone in this case)
in identifying interests (objective) rather than relying solely on self-reporting.
The development of such a framework answers the second and third research
questions of this thesis. It shows how interests can be detected from passively
collected data (RQ2) and how combining multiple behaviours can improve the
recognition of personal interests (RQ3).

3. An adaptable and personalised approach to recognise interests from digital
phenotyping.
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This thesis also contributes an approach that adapts to changes in people’s in-
terests and personalises the process of interests detection. The papers that we
present in Chapter 6 shows the adaptivity of our approach according to each
individual’s data. By tailoring our combinatory MIR method according to an
individual’s data, we provide a flexible method capable of producing a person-
alised model from an overfitted set of motivation properties forming the general
approach. The model, as it is adapted for one person, is not meant to be trans-
ferred to another. Also, the tool in Chapter 7 depicts how interests are changing
over time according to each individual’s data. The two papers contribute to the
production of an adapted and personalised understanding of interests and their
dynamics through digital phenotyping (RQ4).

1.3 Thesis overview

With the permission of the supervisory team from the Faculty of Science and Engi-
neering, this thesis is presented in a journal/alternative format. This means that the
main chapters (Chapters 3 to 7 inclusive) of this work are papers that are published or
currently under review. Chapter 8 contains a sixth paper as a case study and part of the
overall discussion of the presented work. Our selection of the journal format is driven
by the ability to read and comprehend each paper individually. However, the chapters
containing these papers connectedly contribute to the overall picture that forms the
subject of this work.

In this work, we have focused on detecting people’s interests using three behaviours:
mobility, phone usage and buying. The selection of these behaviours stemmed from
the fact that people are willing to move to different places (a physical cost), spend time
(a mental cost) and pay money (a financial cost) in their pursuit of interests (Renninger
and Hidi, 2016; Ryan and Deci, 2017). Respectively, mobility, phone usage and buying
behaviours are proxies to these and hence were chosen as the interest detection base.

Our work has three main phases: 1) The feasibility phase, where we conducted a
secondary analysis on a smartphone dataset to explore initial parameters necessary to
identify interests. 2) A formative phase, where we set up our study’s protocol and data
collection tools. In this phase, we have conducted a three-month pilot study to produce
initial results and inform our method. 3) A summative phase, where we performed
a longitudinal study that lasted for six months. A summative evaluation has been
conducted to assess the approach that we have developed based on the insights from
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the previous two phases.

1.3.1 Feasibility phase

Our feasibility stage relied on secondary analysis based on a dataset previously cap-
tured from seven adults using the AWARE mobile sensing framework1 (Ferreira et al.,
2015). We used this phase to inform our study design decisions. The dataset, collected
over one year, contains 2.8 million measures of location and 22.8 thousand app usage
datapoints that are passively sensed from two Android and five iOS devices (Vega-
Hernandez, 2019). However, the dataset does not contain interest-specific ground truth
nor notification texts to help with exploring buying behaviour. Also, the app usage
data points were collected from two participants (out of the seven), which limited the
exploration of the phone usage behaviour. Nonetheless, the locations measures were a
good starting point as they were collected from all seven participants and covered most
of the study period.

As a result, we focused on mobility behaviour and how its features can be de-
rived from smartphones to understand specific behavioural or cognitive phenomena,
including interest. We culminated that with the paper titled “From GPS to Semantic

Data: How and Why” which proposes a structural framework for understanding mo-
bility behaviours from the smartphone’s GPS sensor (Chapter 3). The paper is based
on a systematic review of the relevant literature as well as our initial exploration. It
discusses the process of semantically enriching raw location data to extract features of
mobility behaviour (RQ1).

The location data of the secondary dataset also helped the initial investigation of
interest-related aspects, such as: the required duration to spot personal interests, the
basis for selecting the top N items from a set of ranked interests, and the relations
between potential variables that determine interests. The initial findings guided our
planning and execution of the formative phase described next.

1.3.2 Formative phase

The main goals of this phase were to explore the technological challenges, examine
our modelling and design decisions, suggest appropriate measures for tunable param-
eters and leverage our gained knowledge to plan the main study. While the feasibility
phase relied on secondary data analysis, we have conducted a pilot study and collected

1https://awareframework.com

https://awareframework.com
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a novel dataset from new participants in our exploration phase. We mirror the method
used by (Vega-Hernandez, 2019), using AWARE (Ferreira et al., 2015) to collect loca-
tion readings, app usage data, and notification texts.

We benefited from the pilot study in investigating the methods of extracting phone
usage and buying behaviours, respectively, from apps’ data and notification texts. As
the former is well studied (as we shall see in Chapter 2), extracting buying behaviour
from the notification text was yet to be investigated; therefore, we used the collected
data to explore it. In our endeavour, we have submitted a paper titled “Extracting Be-

havioural Features From Smartphone Notifications” (Chapter 4). The paper provides
end-to-end processing of notifications to understand behavioural aspects. We apply
knowledge-based and machine learning techniques to those notifications to assess the
recognition of buying behaviour from smartphone notifications (RQ1).

Besides the phone usage and buying behaviours, and as we started investigating the
location data from the feasibility phase, the pilot study helped initialise the assessment
of our modelling with the mobility behaviour. We published the results in a paper titled
“Recognising Intrinsic Motivation using Smartphone Trajectories” (Chapter 5). The
paper details our Motivation-based Interest Recognition (MIR) approach that infers
personal interests from continuously- and passively-sensed smartphones location data
(RQ2).

1.3.3 Summative phase

Guided by insights from both phases, we conducted our main study to perform a sum-
mative evaluation of our combinatory MIR (cMIR) that goes beyond a single behaviour
(i.e. mobility) to integrate the three. Our evaluation included longitudinal mobile data
collected – using AWARE – from eight participants going about their normal daily
activities. The details, methods and results of our main study have been elaborated
in a paper titled “Recognising Personal Interests: A Combinatory Approach based

on Smartphone-derived Behaviours and Intrinsic Motivation” (Chapter 6). The paper
shows how the multiplicity of behavioural streams improves the recognition of per-
sonal interests (RQ3). It also shows how the cMIR can be personalised and adapted
based on each participant’s data in addition to the integration of the three behaviours
(RQ4).

To implement our approach, we develop a web-based tool that extracts behavioural
events from the raw data and applies the proposed model accordingly. A paper about
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the tool titled “Smartphone Data Analytics: A Behaviour and Motivation Centric Im-

plementation” is included in Chapter 7. The tool visualises the results of applying
each one of the measurements used to model human interest and depicts the dynamics
of the interest over time (RQ4). Visualising the individual measures and their integra-
tion facilitates the comparison of each measure’s impact on the overall modelling of
interest.

We conclude the thesis by solidifying the knowledge that has been produced (Chap-
ter 8). We explain the advantages and limitations of our work and the suggested im-
provements for future research opportunities.



Chapter 2

Background and Related Work

Detection of interest forms the goal of this thesis, whereas motivation is the means by
which behaviours motivated by personal interests can be detected and distinguished
from other behaviours. Therefore, before embarking on discussing the related work,
we present the theoretical underpinnings on which this thesis is based. Specifically, we
cover interest and motivation. This primer helps explain the theoretical pillars of the
research and the grounds on which we chose these pillars.

After the primer, we introduce a detailed review of current studies that use smart-
phone’s digital phenotyping. The provided review serves the goal of introducing the
work related to understanding daily behaviours from smartphones data without re-
course to ask people. In this regard, we present an extensive survey of the literature
related to the three behaviours considered by this thesis: mobility, buying and phone
usage behaviours. The review details existing methods of forming behavioural events
from smartphone’s raw data. These events (a.k.a. behavioural items or units) are the
basis for recognising interests from human behaviour.

We conclude this chapter by detailing existing methods of recognising interests
from smartphones’ data (using the extracted behavioural events). Specifically, we
present a comprehensive review of the existing studies that base their detection of
interests on smartphone-derived data. We analyse the detection mechanisms used by
the studies and compare their works to the overall goal of this thesis. Accordingly, we
identify the existing shortcomings and the research gap that this work aims to fill.

29
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2.1 Theoretical underpinnings and primer

In this subsection, we provide the background necessary to understand human interest
and motivation. Although the papers included throughout the thesis share some of the
information presented in this subsection, the knowledge detailed here sets the stage
for a better and broader understanding of the theoretical background. It shows the
relationship between human interest and motivation from a theoretical perspective,
which influenced our work’s modelling and implementation details.

2.1.1 Human interest

The term interest may refer to several meanings in our everyday life, which can some-
times be too vague (Savickas, 1999; Benedict, 2001; Silvia, 2007). Saying that “we
live in an interesting time due to COVID-19” indicates a meaning that is different from
“we are not interested in eating at this place”. The former refers to the particular-
ity of the COVID-19 period, whereas the latter expresses a motivation state (Silvia,
2007). Interest also has other meanings – such as the financial one – that are outside
psychology and this thesis’s scope.

Psychologists’ study of interest has a long and shifting history (Silvia, 2007). In the
early nineties, research investigated the role of interest in the educational, motivational
and cognitive fields (Arnold, 1905; Dewey, 1913). The advent of behaviourism1 in
the twenties of the nineteenth century contributes to hindering psychological studies
on interest until a group of psychologists revive those studies between the period of
1960s and 1970s (Silvia, 2007). Since then, there have been many studies aimed at
understanding interest (e.g. Tomkins, 1962; Schumacher, 1963; Berlyne, 1966). These
studies slowly began to revolve around two main areas: (1) interest as part of the
emotion and (2) interest as a determinant part of the individual’s personality, goals
and dispositions (Silvia, 2007). Eventually, researchers started to refer to the first as
situational interests and the second as individual interests (Hidi, 1990; Krapp et al.,
1992; Schraw et al., 1995; Silvia, 2007). In the next subsections, we detail each one
and discuss the methods used to measure (i.e. operationalise) them.

1Behaviourism is a behavioural psychology school that focuses only on observable stimulus-
response behaviors.
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2.1.1.1 A primer on situational interest

Situational interest is defined as a temporary liking or mindful engagement in an activ-
ity (either mental or physical) that arises due to environmental factors (Schraw et al.,
2001). Triggers of situational interests exist outside the self in the environment, which
is the key feature of this type (Krapp et al., 1992). Responses to these triggers are me-
diated through abstract qualities that exist in individuals, which determine the arousal
of interest feelings. Interest emotion that arises is assumed to be temporal and linked
to specific contexts whose demise may lead to losing interest in the accompanying
activity (Krapp et al., 1992; Schraw et al., 2001).

Since situational interest is activated by external environmental stimuli (i.e. not
intrinsic to the self), it is measured by observing the reactions to these stimuli (Silvia,
2007). These reactions include facial expressions such as eyelid widening and head
stillness (Reeve, 1993; Reeve and Nix, 1997; Li et al., 2017b). They also include vocal
expressions such as loudness of speech, the pitch of the voice and speech rate (Frick,
1985; Scherer, 1986). As situational interests start to last longer, they may develop
into enduring ones (Renninger and Hidi, 2011). If so, then traditional methods such as
questionnaires or interviews become more appropriate.

Situational interest has a motivational value that plays a pivotal role in various
domains (Silvia, 2007). Examples of that are: visiting the zoo to cultivate the student
interest in biology class (Dohn et al., 2009); performing a group choral reading to
motivate people with reading difficulties (Paige, 2011); and competing against time to
boost individuals’ motivation to complete tedious tasks such as copying letter (Sansone
et al., 1992). In addition to its motivational value, situational interests can be the seeds
that contribute to producing long-lasting individual interests which are discussed next.

2.1.1.2 A primer on individual interest

Individual interests are stable predispositions toward specific topics or objects that
reflect a close association between positive feelings and those topics or objects (Ann
Renninger, 2000; Schiefele, 2009). Activating those interests can be due to internal or
external factors (Ann Renninger, 2000; Palmer et al., 2017). Unlike how external cues
work on situational interests, however, external factors of individual interests activate
inclinations that already exist within the self rather than create or help develop new
ones (Schraw et al., 2001; Hidi and Renninger, 2006). On the other hand, internal cues
are intrinsic stimuli latent in the self and motivate the pursuit of the positive feeling that
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comes from experiencing those interests (Ann Renninger, 2000; Schraw et al., 2001).
The possession of this type of interest often comes from the development of situa-

tional interests into enduring ones (Linnenbrink-Garcia et al., 2013). Studies on inter-
est development discuss the process of internalising situational interests (i.e., making
them intrinsic to the self) (Silvia, 2007). For instance, Hidi and Renninger (2006)
proposes a four-phase model of interest development. Situational interests are first
triggered through external stimuli. The transition to the second phase, “maintained sit-
uational interest”, is observed through the willingness of a person to spend more time
on the targeted object or topic. Developing curiosity and asking questions are indica-
tors of emerging individual interests (the third phase). Lastly, interest is culminated as
“individual” when a reliable and lasting association between the positive feeling and
the object is established (Hidi and Renninger, 2006).

Typically, self-reporting inventories (e.g. Amabile et al., 1994; Tyler-Wood et al.,
2010; Ryan, 2018) are used to assess individual interests (Ainley et al., 2002; Ren-
ninger and Hidi, 2016). Inventories of this form require individuals to respond to
specific prompts, which can be about assessing positive feelings toward a single in-
terest or selecting the most interesting object or subject from multiple alternatives
(Schiefele, 2009; Ashton, 2013). Since individual interests are enduring dispositions,
the detected interests are widely used in personalisation. This includes, for instance,
tailoring behavioural interventions based on an individual’s interest (Mohr et al., 2013;
Rabbi et al., 2015) and improving the learning outcome through content personalisa-
tion (Walkington and Bernacki, 2014; Harackiewicz et al., 2016; Reber et al., 2018).

2.1.2 Human motivation

The motivation literature is replete with a large body of studies that seek, in its gen-
eral direction, to create theories and frameworks capable of explaining the reasons
behind our actions (McClelland, 1987; Weiner, 1992; Ryan and Deci, 2000). Some of
these theories attribute the causes of our actions to purely physiological factors (e.g.
Yerkes and Dodson, 1908; Hull, 1943), while others place these causes within a more
comprehensive framework. This comprehensive framework integrates physiological
factors with other psychological, cognitive and social constructs to explain the reasons
that drive our behaviour (e.g. Maslow, 1943; Ryan and Deci, 2017). The emergence
and ability of the latter trend to comprehend both cognitive and biological factors led
to a departure from the reliance on physiological theories towards more cognitive and
thorough explanations (Weiner, 2004; Strombach et al., 2016; Ryan and Deci, 2017).
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In line with that, we have focused our work on studying and investigating these com-
prehensive theories and frameworks, which we refer to simply as psychological inter-
pretations in this thesis.

Psychological interpretations, typically, relate motives to human behaviour in one
of two approaches. Static approaches use a fairly rigid classification to match be-
haviour to underlying physiological or psychological needs. Examples include Mur-
ray’s (1938) need theory and Maslow’s (1943) hierarchy. These methods focus on
the essence of actions, regardless of how individuals actualise them. Accordingly, be-
haviours are classified based on the relation of their nature to a set of human needs;
such as food, housing, and family. For example, Maslow views actions related to eat-
ing, such as cooking, as physiological-driven, while classifying profession among the
psychological needs that fuel the need to feel safe.

Contrary to static methods, dynamic approaches quantify motivation based on what
the individual’s subjective experiences can unveil about the reasons behind the per-
formed behaviour. Factors such as contexts and rewards may impact the participant’s
attitude toward an activity (McClelland, 1987). Examples of dynamic approaches are
Fogg’s (2012) motivational waves and Self-Determination Theory (Ryan and Deci,
2017).

Benefiting of a static method in understanding the nature of actions and reinforcing
that with a dynamic one to include subjective experiences would improve the analy-
sis of motives. In this work, we draw on two dominant psychological explanations:
Maslow’s Hierarchy of Needs (Maslow, 1943) and Self-Determination Theory (Ryan
and Deci, 2017). In particular, this work focuses on determining an individual’s intrin-
sic motivation (Ryan and Deci, 2000) – activities that inherently bring satisfaction to
an individual (commonly referred to as interests; Renninger and Hidi, 2016).

2.1.2.1 A primer on Maslow’s Hierarchy of Needs

Maslow (1943) proposed a theory that explains motivation in terms of five levels of
needs: physiological needs, safety needs, belongingness needs, esteem needs and self-

actualisation needs. He postulated that higher needs could not be considered unless
the lower ones are satisfied (Maslow, 1943; McClelland, 1987).

To explain how needs evolve; the example of primitive people is typically used
(McClelland, 1987). At first, people in such an environment are concerned about their
basic survival needs – such as food and sex – which corresponds to the lower level
of the hierarchy (i.e. physiological needs). Once they are met, people start work
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on securing those needs which is the second phase of their development (i.e. safety

needs). Upon a successful building of the secured environment, they reinforce their
existence through love and social relationships (i.e. belongingness needs). As a result,
the need for achievement and self-esteem arises which leads to the top of the pyramid
and pushes them toward autonomy and self-actualisation (McClelland, 1987).

Some researchers criticized Maslow’s view for several reasons (Neher, 1991). Some
of them thought it applies only to the creative individuals; while others found Maslow’s
prerequisites for the high-level needs to be contrary to some of the evidence in the real
world (McClelland, 1987; Neher, 1991). For instance, lack of security in some com-
munities – due to war or similar reasons – does not prevent their inhabitants from
developing social ties and pursue the fulfilment of belongingness needs. Nevertheless,
Maslow’s hierarchy of needs is considered as one of the most critical theories in the
field which is widely adopted (McClelland, 1987).

2.1.2.2 A primer on Self-Determination Theory (SDT)

SDT identifies competence, autonomy and relatedness as the three basic psychological
needs that differentiate and represent motivation states (Ryan and Deci, 2017). Compe-

tence satisfies the need to be able to perform; autonomy relates to the extent to which a
person controls a behaviour; relatedness is concerned with feelings of connection with
others and is an essential driver for social behaviour (Ryan and Deci, 2000, 2017).

SDT (Ryan and Deci, 2017) is one of a number of contemporary theories that build
on the distinction between intrinsic and extrinsic motivation. However, in contrast
to others, SDT treats these concepts not as a dichotomy, but instead as a continuum
that ranges from amotivation, through a set of extrinsic motivation states, to a fully
internalised intrinsic motivation (Figure 2.1).

As suggested by SDT, intrinsic motivation may evolve from internalising extrinsi-
cally motivated actions. In contrast to the four-phase model of interest development
(Section 2.1.1.2), SDT’s internalisation includes five stages that do not require se-
quential progression through them (Ryan and Deci, 2017). “External regulation” is
a subtype of extrinsic motivation that lacks autonomy, whereas “intrinsic regulation”
represents autonomous behaviours that produce positive feelings of interest. Between
the two, SDT states “introjection”, “identification”, and “integration” as three phases.
“Introjection” refers to regulating behaviours due to obligations and a desire to avoid
the negative feelings that may result from abandoning them. Introjected regulation
of an action may lead to discovering positive aspects of it, leading to an eagerness
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Figure 2.1: The motivation continuum proposed in SDT that shows the phases of in-
ternalising extrinsically motivated actions: External regulation, introjection, identifi-
cation, integration and intrinsic regulation.

to maintain that action (identified regulation). As positive feelings grow, behaviours
become more integrated and self-motivated (integration). Ultimately, the person does
behaviour merely out of interest and to get the internal satisfaction it produces (Ryan
and Deci, 2017). As an example of this internalisation process, consider a boy whose
parents are controlling and sacredly value religion. The boy may practise religion and
attend related events compliantly to avoid his parents’ potential upsets (e.g. Brambilla
et al., 2015). As the boy practises and learns more about the religion, he may start to
accept it and internalise its practices. As a result, he would become more enthusiastic
about it, assimilate the religious values and transfer them to his daily routine (Ryan
and Deci, 2017).

2.1.3 Individual interest and intrinsic motivation

The broader shift in psychology, caused by the decline of behaviourism, contributes
to the rising of studies on interest and motivation (Silvia, 2007). Although connecting
these concepts becomes more difficult due to their acquisitions of many meanings over
the years, the relation between individual interest defined as “enduring predisposition
to reengage particular contents over time” (Hidi and Renninger, 2006) and intrinsic
motivation seems intuitive and solid (Hidi, 2000; Bye et al., 2007; Silvia, 2007). This
relation is evident in Ryan and Deci (2000)’s definition of intrinsically motivated be-
haviours as “those that are freely engaged out of interest without the necessity of sep-
arable consequences” (Ryan and Deci, 2000). This articulation of intrinsic motivation
as self-rewarding activities that are driven by individual interests is also supported by
the existing literature (Silvia, 2007).
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Between interest and human motivation, this thesis focuses on individual interest

and intrinsic motivation. Individual interest is what we aim to detect, and intrinsic
motivation characterises actions that embody those individual interests. We adopt Ryan
and Deci (2000)’s definition of intrinsic motivation and Hidi and Renninger (2006)’s of
individual interests (quoted above) as they are widely dominants in their corresponding
areas (Silvia, 2007; Alharthi et al., 2017).
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2.2 Related work: Deriving behaviours from smartphones

Behaviours are the analysis units that are used to detect interests. Therefore, before
studying the existing work on recognising interest from smartphones, we review stud-
ies that detect behavioural events from location, apps and notifications – the sources of
the three behaviours targeted by this thesis.

Smartphones have transformed personal data collection. The majority of the popu-
lation near-continuously carry a smartphone device featuring multiple specialised sen-
sors such as: accelerometer, gyroscope, ambient light sensor, proximity sensing (e.g.
Bluetooth, NFC); these are in addition to the microphone and camera that are consid-
ered critical to the devices’ functionality (Lane et al., 2010). These sensors allow for
passive data collection (i.e. without intervention from a user) that can be considered
highly indicative of the user’s environment and behavior. This data has a multitude
of applications (Khan et al., 2013), including extensive use for health and well-being
(Cornet and Holden, 2018). It is in this context that Jain et al. (2015) coined the term
digital phenotyping to refer to the process of using an individual’s interaction with
digital technologies to derive indicative behavioural markers.

This thesis uses digital phenotyping to reveal behavioural aspects of mobility, phone
usage and buying activities. Therefore, in the next sections, we review studies related
to these three behaviours.

2.2.1 Mobility behaviour

Deriving mobility behaviour from smartphone location data is a multitask enrichment
process (Baglioni et al., 2008). Semantic enrichment of Geographical Positioning Sys-
tem (GPS) data is the process of transforming streams of geographic coordinates into
human behaviours (Krueger et al., 2015). The transformation process involves segmen-
tation and annotation processes whose implementations are domain-specific (Montoliu
and Gatica-Perez, 2010). However, before we identify these processes, it is essential
to formally clarify some of the concepts that are typically used by the related litera-
ture. A trajectory is a sequence of geographic coordinates (i.e. longitude and latitude)
over a period of time (Krueger et al., 2015). A trajectory could be divided into sub-
trajectories, and the ones that meet a predefined set of features are called episodes
(Parent et al., 2013). For instance, a daily trajectory could be segmented into various
episodes based on time spent at specific locations. A stay-point is a specific type of
episodes that is characterised by predefined time and distance thresholds. So, if 10
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minutes is the time limit and 100 meters is the distance threshold, then a stay-point is
a place where the person spent at least 10 minutes without travelling more than 100
meters (Solomon et al., 2018).

Segmentation is the process of dividing trajectories into episodes based on the
requirements of a target application (Parent et al., 2013). Stay-points are one type of
segmentation output. Move-episode is another possible output which could represent
a transition between two different stay-points or a movement that starts from and end
at the same stay-point such as walking a dog (Parent et al., 2013; Krueger et al., 2015).
Our scope focuses on understanding intrinsically motivated behaviour mainly from
stay-points.

Annotation is the process of consulting external data sources to associate episodes
with semantics (e.g. places details) (Parent et al., 2013). Most applications employ an
external knowledge source to add context-specific data to raw coordinates (Nogueira
et al., 2018). Foursquare and Google places are examples of external sources which
provide reverse geocoding services to facilitate the annotation of stay-points (Krueger
et al., 2015).

As stated in Chapter 1 (see Section 1.3), we started our work by considering the
mobility behaviour as a case study to understand how behaviours are derived from
the smartphone location data. Therefore, a deeper analysis of the related studies that
covers the existing work on both segmentation and annotation is included as part of
the next chapter (Chapter 3). The analysis is based on a systematic review that also
covers the existing work on deriving cognitive and behavioural phenomena from the
GPS data.

2.2.2 Phone usage behaviour

Phone usage behaviour refers to the active interactions between users and their smart-
phones’ screens. Interactions include gestures, such as long clicks and scrolling the
screen up and down, which always occur within the context of an app (Mehrotra et al.,
2017b; Shah et al., 2020). To understand how behavioural events and features of phone
usage are utilised, we have extensively reviewed the literature on phone usage be-
haviour within the context of digital phenotyping and passive sensing. Accordingly,
we found 39 papers that analyse phone usage behaviour based on passive sensing.
These studies can be classified as either health-related or behavioural. Health-related
studies use phone usage behaviour to understand features associated with symptoms of
specific health conditions such as schizophrenia (Wang et al., 2016), anxiety (Moshe
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et al., 2021), and depression (Chikersal et al., 2021), whereas behavioural research tar-
gets non-pathological conditions such as alertness (Abdullah et al., 2016), personality
(Gao et al., 2020), and student behaviours in class (Shah et al., 2020).

Of the 39 papers, 19 are health-related. More than 47% of the 19 (9 papers) target
different aspects of depression, such as its states and dynamics (Mehrotra et al., 2016a;
Wang et al., 2018a). The remaining 10 studies address symptoms of schizophrenia
(e.g. Wang et al., 2016), stress and mental health (e.g. Sano et al., 2018), social isola-
tion (e.g. Doryab et al., 2019), social anxiety (e.g. Moshe et al., 2021), and impulsive
behaviour (e.g. Wen et al., 2021). On the other hand, behavioural studies (20 papers)
centred around two themes. The first focuses on understanding the personal aspects of
individuals’ behaviours. Examples of that include: alertness (Abdullah et al., 2016),
understanding affect states (Cai et al., 2018), and eating episodes (Meegahapola et al.,
2020a) of individuals. The other theme’s topic is focused around the features of a spe-
cific group or community—for instance, detecting discrimination in college students
(Sefidgar et al., 2019) and quantifying smartphone usage in adolescents (Domoff et al.,
2021).

The segmentation of the captured interactions into events varies with the objective
of the study. Part of the reviewed studies segment an event (i.e. determine the unit of
analysis) based on the unlocking and locking of the phone’s screen (e.g. Moukaddam
et al., 2019; Domoff et al., 2021; Di Matteo et al., 2021) . In this case, an event may
represent interactions with multiple apps as long as switching between apps happen
before locking/unlocking the screen. Some studies divide interactions based on the
app in which the interaction takes place such that an event is formed every time the
app is changed (e.g. Tseng et al., 2016; Sano et al., 2018; Sükei et al., 2021). A
third category divides the interactions series into morning, noon, and evening events
based on the time of those interactions (e.g. Murnane et al., 2016; Mirjafari et al.,
2019; Moshe et al., 2021). The number of clicks and screen swipes in the morning, for
instance, can then be compared to those that take place in the evening (Murnane et al.,
2016). In this thesis, we rely on the app as the basis for segmenting users’ interactions
with their phones into events. An event of phone usage behaviour is formed of all
continuous interactions that are taken place on the same app in a single session (Shah
et al., 2020). Changing from one app to another, locking the screen, and turning off the
device would separate sessions and produce multiple events. Collectively, all events
of using various smartphone apps form the phone usage behaviour (Tseng et al., 2016;
Shah et al., 2020).



CHAPTER 2. BACKGROUND AND RELATED WORK 40

The studies that segment events based on the used app differ in how they add se-
mantic meanings to these events. In some of these studies (e.g. Tseng et al., 2016;
Sultana et al., 2020; Meegahapola et al., 2020a), statistics of the used apps is what
matters regardless of their names or types. An example of that is knowing the number
of apps (despite their names or types) used during eating episodes (Meegahapola et al.,
2020a). The contrary to that is when the study’s objective is related to the type of either
the used app or the target behaviour (Mehrotra et al., 2017a; Rhim et al., 2020; Sarsen-
bayeva et al., 2020). For example, in Mehrotra et al. (2017a)’s study of mobile phone
interactions, events of phone usage behaviour are labelled based on the type of the app
rather than its name. The analysis is then conducted among multiple app groups.

Based on the reviewed studies, adding semantic types is done in three ways: (i)
based on previous knowledge of the related apps (ii) consulting an external source
(iii) or a combination of the two. In the first, researchers rely on prior knowledge
to identify a set of apps (e.g. Skype, Snapchat, Chrome) as related to specific types
(e.g. social, communication), and accordingly label the apps (e.g. Doryab et al., 2019;
Sarsenbayeva et al., 2020; Wang et al., 2020). The second use an external source such
as GooglePlay and AppStore to label the apps based on the retrieved category (e.g.
Rhim et al., 2020; Gao et al., 2020). When combining the two, researchers first consult
the external source and then combining the types into more consolidated categories
(e.g. Mehrotra et al., 2017a). In this work, we rely on GooglePlay to categorise events
based on their type so that we can link them to their possible motives (as we will see
in the next chapters).

In analysing their topics, the reviewed studies relied on features of the events that
form smartphone usage behaviour. These features heavily depend on the basis used in
segmenting the interaction series and creating these events. When locking/unlocking is
the selected base, then examples of the derived features are the frequency and duration
of screen time (Mirjafari et al., 2019; Obuchi et al., 2020). Events that are formed
based on the running app may produce a different set of features, such as the frequency
and duration of using a specific app or category (e.g. Cai et al., 2018; Sarsenbayeva
et al., 2020). However, properties of the interactions themselves might be used as the
analysis features. For instance, the frequency of checking (i.e. touching) the screen
is used as an indicator of impulsive behaviour (Wen et al., 2021). Also, the number
of locks/unlocks per minute is studied as a possible indicator of loneliness and social
isolation (Doryab et al., 2019). In this thesis, we extract features of the events that are
based on app usage, such as the persistence of using a specific app.
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Lastly, the studies included in the review employed the collected ground truths
as either a formative or summative tool. Researches that utilise ground truths for
formative purposes study the relationship between the responses collected from self-
reporting inventories and the behavioural features of the smartphone usage events. For
instance, participants were asked to complete the Patient Health Questionnaire (PHQ-
9), a well-known tool for measuring depression (Kroenke et al., 2001; Kroenke and
Spitzer, 2002), at the beginning of a study in order to correlate depression states with
phone usage behaviour (Mehrotra et al., 2016a; Wang et al., 2018a). Another example
is using participants’ responses to the Generalized Anxiety Disorder (GAD-7) (Spitzer
et al., 2006) or the Social Interaction Anxiety Scale (SIAS) (Mattick and Clarke, 1998)
questionnaires to understand symptoms related to anxiety from smartphone usage data
(Jacobson et al., 2020; Di Matteo et al., 2021). On the other hand, a summative use
of the ground truth is manifested in studies that model and predict specific symptoms
or behavioural features (similar to what we do in this thesis). These studies use the
collected responses to assess the validity of the proposed model in predicting health-
related symptoms or behavioural features. Examples include using questionnaires to
assess the prediction accuracy of alertness (Abdullah et al., 2016), a schizophrenia
relapse (Barnett et al., 2018), and depression states (Chikersal et al., 2021).

Table 2.1 summarises the reviewed studies. The table shows the topic of the in-
cluded paper, the type of those studies, the features that are used for predicting aspects
related to the investigated topic and how each study uses ground truth.
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Table 2.1: Summary of the reviewed study related to phone usage behaviour.
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Abdullah et al. (2016) Alertness 40 days 20 ✓

Mehrotra et al. (2016a) Depression 30 days 25 ✓ ✓ ✓ ✓

Murnane et al. (2016) Alertness 40 days 20 ✓ ✓

Tseng et al. (2016) Mental health 4 months 22 ✓ ✓

Wang et al. (2016) Schizophrenia 2–8.5 months 21 ✓ ✓

Mehrotra et al. (2017a) Usage/interaction Patterns 2 Weeks 26 ✓ ✓

Wang et al. (2017a) Schizophrenia 2–12 months 36 ✓ ✓

Wang et al. (2017b) User recognition 2–10 weeks 20 ✓

Cai et al. (2018) State affect recognition 2 weeks 220 ✓

Sano et al. (2018) Stress and mental health 1 month 201 ✓ ✓

Wang et al. (2018a) Depression 18 weeks 83 ✓ ✓

Wang et al. (2018b) Personality 14 days 646 ✓ ✓

Das Swain et al. (2019) Job performance 6 months 757 ✓ ✓

Continued on next page
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DaSilva et al. (2019) Stress 2 semesters 94 ✓ ✓

Doryab et al. (2019) Loneliness and social isolation 1 semester 160 ✓ ✓ ✓ ✓

Mirjafari et al. (2019) Job performance 2–8.5 months 554 ✓ ✓

Moukaddam et al. (2019) Depression and anxiety 8 weeks 22 ✓ ✓

Rooksby et al. (2019) Acceptability for mental health 7 days 15 ✓

Sefidgar et al. (2019) Discrimination 2 semesters 209 ✓ ✓ ✓

Xu et al. (2019) Depression 219 455 ✓ ✓

Gao et al. (2020) Personality 1 week 183 ✓ ✓ ✓ ✓

Levine et al. (2020) Anxiety 1 month 10 ✓

Meegahapola et al. (2020a) Usage during eating episodes NR 206 ✓

Meegahapola et al. (2020b) Food diary NR 160 ✓

Obuchi et al. (2020) Brain functional connectivity 79 days 105 ✓ ✓

Rhim et al. (2020) Subjective well-being 4 months 75 ✓ ✓ ✓

Sarsenbayeva et al. (2020) Emotion 2 weeks 30 ✓ ✓ ✓ ✓

Continued on next page
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Shah et al. (2020) Student behavioral patterns 45 days 47 ✓ ✓

Wang et al. (2020) Schizophrenia 12 months 75 ✓ ✓

Chikersal et al. (2021) Depression 16 weeks 138 ✓ ✓ ✓

Domoff et al. (2021) Phone usage of adolescents 7 days 46 ✓ ✓ ✓

Mack et al. (2021) COVID-19 20 weeks 217 ✓

Melcher et al. (2021) COVID-19 28 days 100 ✓

Moshe et al. (2021) Depression and anxiety 2 weeks 60 ✓ ✓

Nickels et al. (2021) Depression 12 weeks 415 ✓

Sükei et al. (2021) Emotional states 30 days 943 ✓

Wang et al. (2021) Depression 30 days 120 ✓

Wen et al. (2021) Impulsive behaviour 21 days 26 ✓

Xu et al. (2021) Depression 16 weeks 395 ✓ ✓
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2.2.3 Buying behaviour

Buying behaviour can be deduced from smartphones through (1) the analysis of user’s
interactions with a shopping channel or (2) shopping-related messages received on
smartphones. A shopping channel is what the person uses to complete a purchase
such as a website or an app (Zhao et al., 2019). Data that result from interacting with a
shopping channel can reveal information about the viewed and purchased products and
hence help understand buying behaviour (Lemon and Verhoef, 2016). The other way
of deducing buying behaviour is shopping-related messages. Smartphones’ messages
that are related to buying behaviour may include receipts or promotions (Grbovic et al.,
2015). These messages can be delivered as SMS text, emails or messages within a
shopping app (Kooti et al., 2016; Drossos et al., 2013). Regardless of the delivery
means; a smartphone user typically would receive a notification each time a receipt is
delivered (Li et al., 2018b). Therefore, in addition to studies around possible delivery
means of these messages, we review studies on smartphone’s notifications and their
usages.

2.2.3.1 Mobile shopping

Mobile shopping is a recent form of transformations that occur in commerce and are
caused by advances in technology and digital devices (Tang, 2019; Tyrvainen and Kar-
jaluoto, 2019). Buying is only a motive among others that drive the use of shopping
apps (Huang and Zhou, 2018; Tang, 2019). Examples of other motives may include
prices comparison, products sharing, and reviews probing (Huang and Zhou, 2018;
Chopdar et al., 2018). However, studies suggest that buying through shopping apps
may still encounter some obstacles that fuel consumers’ reluctance to embrace this
method (Tyrvainen and Karjaluoto, 2019; Sohn and Groß, 2020). Usability issues and
privacy concerns are common examples of these obstacles in the literature of smart-
phone shopping (Chopdar et al., 2018; Tyrvainen and Karjaluoto, 2019). Nonetheless,
studies show that people’s adoption of mobile buying is growing as retailers invest in
addressing these obstacles to benefit from the ubiquity of smartphones among people
(Tang, 2019).

Studies on mobile shopping widely address the topic of shopping intentions (Tyr-
vainen and Karjaluoto, 2019). They focus on identifying the motives behind using
shopping apps, including the motive for buying (Sohn and Groß, 2020). Instead of
understanding what does a user buy, participants of these studies are asked about the
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reasons behind (1) using the shopping apps or (2) their in-app purchase transactions
(Tang, 2019; Sohn and Groß, 2020). Studies show positive correlations between the
buying intention and the person’s desire to install and use a shopping app (Kim et al.,
2017; Tyrvainen and Karjaluoto, 2019). Also, predicting the persistence of the buying
intention has been shown as an essential factor that may help retailers better guess fu-
ture buying activities (Prashar et al., 2018). With respect to understanding the reasons
of in-app purchase transactions; studies show that factors such as brand name and ease
of use have strong correlations with buying through smartphones apps (Tang, 2019).
For instance, brand names such as Amazon and eBay make users less reluctant to buy
through their apps compared to local retailers with no popularity (Smith and Chen,
2018). Besides the lack of fame, perceived risk and privacy concerns are other bars
that may hinder the execution of in-app buying activities (Sohn and Groß, 2020; Tang,
2019). However, studies suggest that users may still buy items over smartphones by
directly using the web channels rather than the apps of retailers (Groß, 2020).

The relative preference for a buying channel within a smartphone (e.g. Amazon
app) over another (e.g. Amazon website) is a subject of studies related to mobile shop-
ping (Groß, 2020; Lemon and Verhoef, 2016). These studies look at what activities
are preferred for each smartphone channel. For instance, buying activities have been
seen more through websites compared to apps, whereas users rely more on apps for
searching and browsing products (Tyrvainen and Karjaluoto, 2019; Lemon and Ver-
hoef, 2016). Studies relate these two trends to hedonic and utilitarian motives (Tang,
2019). Hedonic motives refer to the positive emotions that drive people’s desire to use
the phone. When users are not motivated by an actual desire to buy, they may use their
smartphone apps to browse and check items if doing so would cause the arousal of
positive feelings. In contrast, websites are used more like a utility that a person utilises
to actualise a buying intention (Lemon and Verhoef, 2016). Reasons for not preferring
apps as a buying tool intersect with the ones behind the reluctance of conducting in-
app buying, such as ease of use and privacy (Tyrvainen and Karjaluoto, 2019; Lemon
and Verhoef, 2016). It is noteworthy that studies typically set off from theoretical and
cognitive bases in their analysis of utilitarian and hedonic motives. Examples include
relying on self-determination theory to understand intention for hotel booking (Ozturk
et al., 2016) and the theory of planned behaviour to study the acceptance of shopping
apps (Yang, 2013).

The comparison with website shopping has been extended to include devices such
as desktops and laptops. In this case, shopping through mobile apps is compared to
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using website shopping from these devices (Tyrvainen and Karjaluoto, 2019). One
example is about studying the impact of interacting through screen touching on se-
lecting the shopping channel (Brasel and Gips, 2014). Studies suggest a role for the
smartphones’ feature of screen touching in preferring smartphones over desktops and
laptops (Brasel and Gips, 2014; Tyrvainen and Karjaluoto, 2019). Another example is
related to the mobility feature of smartphones. Ease of access to smartphones, caused
by their near-continuous carrying, could support their use for shopping. This mobility
feature could prompt the use of shopping apps for non-purchasing reasons as users may
exploit smartphones’ near-continuity to view and search products instantly. Accord-
ingly, attributing smartphone apps’ non-purchasing usages to hedonic motives (that
we stated earlier) may arise from the feature of smartphone’s mobility. This feature
allows prompt responses to these motives compared to other less mobile devices such
as laptops.

According to our review of the mobile shopping literature, an extensive portion
of the studies relied on surveys as the basis for data collection. This note of reliance
on surveys is supported by two systematic reviews (Tang, 2019; Tyrvainen and Kar-
jaluoto, 2019) and a literature review (Lemon and Verhoef, 2016) published between
November 2016 and August 2019. According to the systematic review published in
2019 by Tyrvainen and Karjaluoto; 41 out of 56 studies (73%) of mobile shopping
studies used surveys as the primary source of data. The remaining portion comes from
data collected during an experimental study or using a secondary database. We found a
smaller portion of studies that relies on data from interviews and secondary databases
(e.g. Andrews et al., 2012; Cao, 2014).

Two papers, however, that we are aware of have relied on data collected from smart-
phone passive sensing (Bang et al., 2013; Kim et al., 2017). The first one (Bang et al.,
2013) used the collected data to understand the products’ features that influence the
selection of mobile over an online channel, whereas the other (Kim et al., 2017) stud-
ied the relation between buying behaviour and apps’ possession. Although Kim et al.
(2017) aimed to understand buying behaviour, they did so by correlating the users’
self-reported inputs to the collected data (i.e. formative approach). This method is
in contrast with our goal of being unobtrusive and relying on data from smartphones.
Understanding what a user buys from the data and consequently analysing buying be-
haviour, are yet to be researched.
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2.2.3.2 Smartphones’ messages

The second aspect that might lead to understanding smartphone buying behaviours is
the analysis of smartphones’ messages that are related to shopping. When a purchase
is made, the user usually receives a confirmation message (i.e. a receipt) that contain
the transaction details (Kooti et al., 2016). Retailers may also send out promotional
messages containing purchasing recommendations related to what has been previously
purchased (Rossi et al., 1996; Zhang and Wedel, 2009). Both receipts and promotional
messages can help in understanding the buying behaviour of a specific user. The former
provides a direct way to infer the purchased items from the receipt content, while the
latter can indirectly lead to the perception of previously purchased items (Grbovic
et al., 2015).

The advent of emails and online shopping has contributed to the retailers’ adoption
of digital receipts in a greater capacity. In turn, digital receipts and retailers’ ability to
electronically communicate with users (e.g. through email) facilitate the personalisa-
tion and delivery of promotions (Grbovic et al., 2015).

Emails are the most common way of delivering digital receipts and promotions
(Kooti et al., 2016). Although most of the users’ emails are machine-generated and
sent from a business to human (Sun et al., 2018; Whittaker et al., 2019; Gupta et al.,
2019); understanding buying behaviour from emails is limited to companies that host
email services and have access to the private contents of these messages (Botta, 2016).
For instance, Yahoo users’ emails have been used to identify templates of digital re-
ceipts and extract purchase data (Grbovic et al., 2015). Next, the extracted data was
used to predict the behavioural patterns and demographic data of the users (Kooti
et al., 2016; Grbovic et al., 2015). The templates and contents of promotions have
also been studied from emails of Gmail users. These studies predict the category of
the promoted contents (Sun et al., 2018), classify the promotions templates (Whittaker
et al., 2019; Kocayusufoglu et al., 2019) and use promotions to create recommenda-
tions (Potti et al., 2018). However, previous studies conducted the analysis without
relying on smartphones as a data channel. We could not locate a study that analyse
emails collected from personal smartphones to understand what an individual buys.

In contrast, Short Message Services (SMS) is a smartphone-specific data channel
that enables the exchange of short messages. The ability to communicate through SMS
without the need for Internet service has contributed to the use of these messages in
contextual applications; such as offering context-aware promotions via text messaging
(Tyrvainen and Karjaluoto, 2019; Grbovic et al., 2015); which is another topic that is
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relevant to our research. In this case, the context controls where and when to deliver the
SMS containing the promotion to be released. For example, if a user is near a specific
store, a text message promoting that store’s products is sent (Duzgun and Yamamoto,
2017; Shareef et al., 2015; Tyrvainen and Karjaluoto, 2019).

As for understanding buying behaviour by analysing the content of receipts and
promotions sent as text messages, we could not find research papers on this topic. We
also have not been able to locate any study aiming to classify receipts and promotions
from all SMS messages received by a user. However, it should be noted that there are
studies that have focused on analysing the content of text messages in other contexts,
such as sentiment analysis for teaching evaluation (Leong et al., 2012) and recognising
friends and family (Min et al., 2013).

So far, we have reviewed emails and SMS as possible smartphone data sources that
can lead to understanding buying behaviour. However, regardless of how receipts and
promotions land (i.e. as emails or SMS); typically, a notification is issued whenever a
message is received on the user’s phone (Pielot et al., 2014). Therefore, notifications
can provide a more holistic source of short messages that might help understand buying
behaviour.

The content of smartphones’ notifications varies according to the apps issuing these
notifications. News apps, for instance, may provide breaking news about the stock
market, while videos recommendations may form the content for notifications of en-
tertainment apps (Pielot et al., 2014). Interactions of users with these notifications,
on the other hand, are affected by several factors. Examples of these factors include
the contexts in which notifications arrived (Visuri et al., 2019); the importance of the
topic to the recipient (Sahami Shirazi et al., 2014); and the content clarity (whether or
not notifications are touched for viewing incomplete or unclear ones) (Mehrotra et al.,
2016b). These factors impact the users interactions with the received notifications.

A large body of studies on notifications analysis seeks to understand interruptibility
from users’ contexts and interactions with notifications (Mehrotra et al., 2016b). Anal-
ysis outcomes can be used to tailor notifications delivery based on each user’s situation
(Mehrotra et al., 2015; Sahami Shirazi et al., 2014). When a user is at a movie theatre
or business meeting, notifications can be deferred in order not to interrupt or disturb
the user (Mehrotra et al., 2017a). Changing the smartphone’s tone to a less disturb-
ing mode (such as the silent one), rather than delaying notifications, is an alternative
way of tailoring the notification delivery according to the user’s situation (Visuri et al.,
2019).
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Besides the spatial context, the user’s situation may be based on other contexts. For
instance, temporal context can be understood by studying a relationship between users’
past interactions with notifications and the times of these interactions (Mehrotra et al.,
2016b). Understanding this relationship helps prevent notifications delivery at times
when a response is not expected by the user, such as bedtime (Fischer et al., 2010).
These studies regardless of the contexts and interactions used to analyse notifications,
consider interruptibility as either a binary state or a multifaceted case. The former
classifies situations as either interruptible or uninterruptible (Poppinga et al., 2014). In
contrast, the latter includes instances where a user might accept or even prefer to be
partially interrupted if the notifications are related to a specific topic of interest (Turner
et al., 2017).

Some notifications analysis studies go beyond merely understanding interruptibil-
ity to study factors controlling the user’s response to notifications (receptivity) (Mehro-
tra et al., 2016b; Westermann et al., 2016; Schulze and Groh, 2014). Users’ responses
are interactions such as viewing, touching and dismissing notifications. A third cate-
gory of studies proposes applications and frameworks that can help in collecting no-
tification in-the-wild (Weber et al., 2019). However, previous studies are not oriented
toward understanding aspects of an individual’s daily behaviour from their content.
The closest work that aimed to do so is the one introduced by Li et al. (2018b). In
that work, notifications are classified into templates, and then knowledge entities are
recognised as parameters of these templates. However, to conduct the classification
task as suggested by Li et al., 2018b, the existence of a large corpus of smartphone
notifications generated by a large number of apps and people is required. Unlike Li
et al. (2018b)’s work, we rely only on the notifications generated from the user’s de-
vice to understand behaviour aspects while preserving privacy. Moreover, this is the
first effort, to our knowledge, that aims to understand what individuals buy from the
notifications received on their devices.

As we notice from the previous discussion, studies on smartphone buying be-
haviour do not explore the content of the receipts or the features of the bought items.
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2.3 Related work: Recognising interest using smart-
phones

In this part, we review studies that use the smartphone to detect human interest. We do
not include research that infers interests from other sensor-based devices nor recom-
mender systems that rely on datasets collected from devices other than smartphones.
Also, various methods of employing the detected interests to personalise recommen-
dations, such as targeted ads, are not reviewed in this section, although those recom-
mendations are typically subsumed by recommender systems (Ricci et al., 2011; Lops
et al., 2011; Zhang et al., 2019). Those types of research are outside the scope of this
work and we refer the reader to following and recent reviews (Khan et al., 2017; Ding
et al., 2018; Zhang et al., 2019; Babiker et al., 2021) that address them. The first three
reviews (Khan et al., 2017; Ding et al., 2018; Zhang et al., 2019) address different as-
pects related to recommender systems. Specifically, the work of Khan et al. (2017),
presented a systematic review of the literature on cross domain recommenders. The
second paper (Ding et al., 2018) conducted a comprehensive review on recommending
items based on data from Location Based Social Networks (LSBN). As recommender
systems moved toward more adoptations of deep learning methods, Zhang et al. (2019)
reviewed the existing recommenders that use these methods. Unlike the previous re-
views on recommender systems, the last review (Babiker et al., 2021) focused on stud-
ies that detect human interests using sensors attached to individuals such EEG and
ECG. The review looks at how psychological and physiological aspects of interests
has been addressed by studies authored between 2009 and 2019 (Babiker et al., 2021).
Nonetheless, we have researched all the reviews for studies that detect interests from
smartphone data. Accordingly, we found four studies that meet that goal.

Besides the four studies included from these reviews, we have conducted an exten-
sive review of the literature. As discussed in the first part of this chapter, interest is a
common word that can have many meanings in our everyday language, which some-
times makes its use ambiguous (Silvia, 2007; Ahmed and Srivastava, 2019). Therefore,
we limit our search to studies that aim to detect situational or individual interests (see
Section 2.1.1). Also, our review included studies that use smartphone’s data as the
primary and only source for detecting interests. As we detailed earlier in Section 2.2,
smartphones, as data sources, have unique characteristics due to their ubiquitous func-
tionalities and near-continuously carrying property which make them different from
other discrete sources (e.g. tweets, and check-ins data) (Lane et al., 2010; Cornet and
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Holden, 2018). So, deriving behavioural events and their features from smartphones
(i.e. digital phenotyping) will be determined specifically by the characteristics of those
devices.

Based on the above, we searched for studies that detect: “human interest”, “in-
dividual interest”, “personal interest”, “user interest” or “situational interest” from
“smartphone”, “mobile phone”, or “cell phone” from ACM, IEEE, Springer and Sco-
pus databses. We combined the studies from our extensive review of the literature with
other studies that we identified as relevant from the aforementioned reviews. Collec-
tively, we have identified 17 studies as relevant to our work. We only included studies
that focus primarily on using smartphone’s data to explore aspects related to human
interests (e.g. detecting them or analysing their dynamics). We excluded studies that
are not interest-specific or use interests data from sources other than smartphones, such
as user profiles in social media.

The included studies are published between 2013 and 2021. The majority of those
studies (11 papers) relied only on passively sensed smartphone data to detect aspects
related to human interests. Two of the remaining six detected interests by solely relying
on smartphone-based questionnaires, and the remaining four combined both question-
naire and passive smartphone data in their analysis of interest.

Also, six of the 17 studies focus only on detecting interests and/or aspects related
to them (e.g. Zhao et al., 2013; Akkerman et al., 2020). The six studies attempt to
elicit individuals’ interests using experimentation and through people’s interactions
with technology. These interactions, in one example, are used along with textual data
(e.g. tweets) to detect interests (Tu et al., 2020). Another form of inferring interests
can be achieved through the analysis of the visited sites that are captured passively
using sensors such as GPS (Shi et al., 2019).

The remaining 11 studies used smartphone-detected interests for personalisation
purposes. Researchers, in this second type, go beyond the mere detection of interests
to using and employing them in various applications. An example of this is customis-
ing mobile advertising based on smartphone-detected interests (Lee and So, 2014).
Another example is the use of intereset in news personalisation (De Pessemier et al.,
2016). Both examples detect interests first from the data and then use them to cus-
tomise outputs.

Although the included studies suggest methods of detecting interests, an in-depth
analysis of these methods is required to assess their validity. Given the subject matter
of this thesis, we will discuss, next, these studies from four facets: unobtrusiveness,
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personalisation, indicator selection, and interest dynamics. These facets characterise
both digital phenotyping (Onnela and Rauch, 2016; Vega-Hernandez, 2019) and hu-
man interests (Renninger and Hidi, 2011; Zhao et al., 2013) and hence can lead to a
detection method that we argue is suitable for real-world implementations.

2.3.1 Unobtrusiveness

A measure is said to be unobtrusive if it does not involve a direct extraction of knowl-
edge from the user (Webb et al., 2000). Based on this definition, 11 of the 17 studies
adopted an unobtrusive measure of human interest. Four of the 11 studies relied on
the app usage frequency as the interest determinant (Lee and So, 2014; De Pessemier
et al., 2016; Huang et al., 2019; Tu et al., 2020). One study determined interests based
on the app usage duration (Jia et al., 2015). Two studies combined both frequency and
duration of app usage as determinants of interest (Zhao et al., 2013; Tu et al., 2021). Of
the remaining four studies, one relied on the frequency of visited places as its interest
indicator (Xia et al., 2014). Another study combined the frequency of visited places
with app usage and call frequencies (Shi et al., 2019). Khusumanegara et al. (2015)
determined interests based on the entries of browsing history, and the last paper (Gulla.
et al., 2014) used the frequency and duration of micro-interactions collected from their
news app (e.g. clicked categories, article view time and starred articles) to determine
interests. Only three of the 11 papers included ground truths for evaluating their inter-
est detection methods. The other eight seem to assume that the detected interests are
correct without the need to confirm the results with their users (Table 2.2).

On the other hand, two studies (Akkerman et al., 2020; Draijer et al., 2020) relied
solely on self-reporting to detect interest (i.e. an obtrusive measure). Specifically,
the authors of the two papers used smartphone’s Experience Sampling Method (ESM)
to identify interests. ESM is a self-reporting method that benefits from smartphone’s
mobility and availability to deliver questionnaires under specific contexts. The used
questionnaire defines time, value, agency, frequency, intensity, and mystery as interest
determinants. Both studies targeted students in their interest analysis.

Combining unobtrusive and obtrusive measures occur in four studies that combined
interaction data and self-reporting methods. The authors of those studies relied on self-
reported interests as formative tools to detect interests from the interaction data. Two
papers relied on focus group observations and informal interviews and correlated that
to the app usage frequency to determine interests (Rosales and Fernandez-Ardevol,
2016a,b). One of these two studies used the findings that resulted from combining
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the two measures to emphasise the importance of including apps that are of personal
interest for older adults (Rosales and Fernandez-Ardevol, 2016a). The other study de-
tected the interesting apps for older adults and indicated the importance of mixing self-
reporting and interaction data to confirm the validity of the detected interests (Rosales
and Fernandez-Ardevol, 2016b). The other two studies that integrated unobtrusive and
obtrusive measures used smartphone questionnaires for interest reporting (Frey et al.,
2017; Aoude et al., 2018). The reported interests of one study (Frey et al., 2017) along
with the installed apps of the users are then integrated to build a collaborative model
that predicts interests of new users based on their installed apps. The other correlates
mobility and connectivity patterns with the interests reported through questionnaire
(Aoude et al., 2018) (Table 2.2).

2.3.2 Base for indicator selection

Our review shows that frequency and duration are the common indicators used for
detecting interests from smartphones’ data. Typically, frequency and duration are cal-
culated based on an extracted feature such as the usage of apps (Huang et al., 2019) or
visiting a specific places (Xia et al., 2014). This occurred in 13 out of the 17 studies
that are included in this review. However, the base on which it has been assumed that
frequency or duration are sufficient determinants of interests is undefined in these 13
studies.

As we discussed in Chapter 1, many of our daily activities that we do frequently
and spend long periods doing them can be caused by reasons other than personal in-
terests (Ryan and Deci, 2017). To address this issue, one of the included studies (Tu
et al., 2020) ranked the app usage frequency for all users and then dropped out the
top ten apps that are mostly used assuming they may not show personalised prefer-
ences. Although this approach may improve the detection of interests as suggested by
the paper, it risks losing the crucial ones. A different study (Rosales and Fernandez-
Ardevol, 2016a) confirmed the need to further investigate the causality between the
usage patterns and personal interests as the conducted interviews proposed that the
basic metrics may not be enough to deduce personal interests. Nonetheless, the suf-
ficiency of the metrics implicitly assumed by the other included studies has not been
supported by a base or profound knowledge from the existing literature on interests.

Also, because the discussed studies did not built their analysis on a profound
knowledge of interests, they typically do not distinguish between individual and sit-
uational interests. As discussed earlier in this chapter (Section 2.1.1), the distinction
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is important as the former describes an emotion whereas personal interests are en-
during dispositions or traits integrated within the self (Silvia, 2007; Ryan and Deci,
2017). Failure to distinguish between the two types directly impact the analysis. For
instance, it is not clear whether the interests that are predicted from browsing history
(Khusumanegara et al., 2015) represent situational or individual interests. Also, studies
that used the detected interests to personalise advertisement (Lee and So, 2014; Huang
et al., 2019) do not distinguish between the two types which may hinder the studies’
ability to adapt to the short and long term interests.

A profound analysis of interests occurred only in the two studies that adopted ESM
to report interests (Akkerman et al., 2020; Draijer et al., 2020). Despite the downside
of self-reporting that we discussed in Chapter 1, the two papers proposed a deeper
analysis based on six variables which include frequency and time. Although some of
these variables can be computationally modelled in a relatively straightforward manner
(e.g. frequency and time), others such as mystery and agency can be problematic. This
is due to the cognitive nature of these constructs and the lack of a reliable method
for quantifying them using smartphones. Nonetheless, studies that target a proper
detection of interests should not ignore these constructs or others to improve the results.

2.3.3 Personalisation

The sensitivity of people’s data and the existence of individual differences (Silvia,
2007) call for a personalised method of detecting interests. The methods should take
into account the importance of preserving people’s privacy as well as the ability to
detect their interests without the need to share their data with others (i.e. collaborative
analysis).

However, collaborative detection of interests can help in finding general patterns
(traits) of interests . In this context, some studies relied on data collected from Internet
Service Providers (ISPs). Although these studies do not collect ground truths, they can
form a base of a general understanding of interest. For example, in one study (Tu et al.,
2020), the smartphone data of 32,000 people collected over a six-day period have been
used to understand interests. The data was provided by a telecommunications company
in the country of the study. Another study provided an analysis of the interest dynamics
through a one-month data of more than 19,000 people (Zhao et al., 2013). These
studies relied on a collaborative analysis that combines the collected data to build a
general model for predicting interests.

This collaborative analysis is not limited to data collected by ISP companies. For
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example, in an academic study, data collected from 904 participants were used to build
a model that predicts interest through collaborative analysis of software installed on
users’ computers (Frey et al., 2017). Despite the benefit of understanding interests
through a collaborative analysis of this data, this understanding does not necessarily
reflect personal differences between individuals. In fact, a large body of the interest’s
literature shows that general patterns, such as personality traits, are not guaranteed
to detect individual differences specific to each person (Silvia, 2007). Moreover, the
collaborative analysis relies on data sharing, which contradicts the importance of pre-
serving the privacy of the person’s data.

In contrast, there are a number of studies that have taken into account data privacy
by conducting experiments that aim to understand interests without the need for data
sharing. For example, to provide personalised recommendations for new mobile appli-
cations, an individual-based analysis has been conducted on data from 40 people that
were collected for eight months (Tu et al., 2021). Another study attempted to elicit
interest by analysing the content of each person’s interactions with the news app that
was developed specifically for the experiment purposes (Gulla. et al., 2014). However,
these studies share the issue of not providing a profound analysis of interest that covers
aspect such as interest dynamics (Gulla. et al., 2014) or properly validates the accuracy
of the detected interests through participants’ ground truths (Tu et al., 2021).

2.3.4 Interest dynamics

Interest dynamics is another aspect that influences the detection of human interest. The
detection of such dynamics is expected to improve through a longer observation (i.e.
longitudinal studies). Since individual interests are relatively stable dispositions (Ren-
ninger and Hidi, 2011), a study needs to be long enough to be able to capture potential
dynamics caused by acquiring new interests or abandoning existing ones (Zhao et al.,
2013; Tu et al., 2021).

Only four of the included studies have considered the dynamics of the interest
in their analysis. In Zhao et al. (2013)’s work, the dynamics are analysed based on
one month of data collection. A longer period appeared in Tu et al. (2021)’s work in
which the study lasted for eight months providing a better chance of discovering the
dynamics. Both studies relied on smartphone’s interaction data that were collected
continuously during the study period which improve the chances of capturing existing
dynamics.

The third study (Gulla. et al., 2014) designed a specific news app to detect interest
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and its dynamic from users’ interactions. Specifically, the paper included additional
functionalities to capture the micro-interactions data such as clicks and sharing a spe-
cific article on social media. Lastly and unlike the previous three, the fourth study
depended on self-reporting in capturing interests dynamics (Akkerman et al., 2020).
The study delivered a questionnaires to the participants’ smartphones at two time-
points that are 3 months apart. However, the lack of continuous observation of how
things might have evolved or vanished during the three months between the time points
weakens the reliability of this approach for dynamic detection.

Although individual interests are not expected to change rapidly (i.e. daily or
weekly), they are expected to be temporally or permanently replaced in the long run.
Interest dynamics can capture such changes with the appropriate observation time.
Existing studies suggest an observation period that is longer than two months (Sarker
et al., 2019). However, only one study has met that criteria (Tu et al., 2021). The im-
portance of longer observation can also support the detection of developing situational
interests into enduring and personal ones.

In Table 2.2 we summarise the reviewed studies and classify them based on the
four facets discussed in this part of the Chapter. We also indicate the papers’ adoption
of a continuous collection of data and the existence of ground truth.

The works reviewed and discussed in this last section share the goal of this thesis
which is detecting interests from smartphone’s data. However, the deeper analysis of
unobtrusiveness, indicator selection, personalisation and dynamics shows that the clos-
est to ours are probably (Zhao et al., 2013 and Akkerman et al., 2020). Although Zhao
et al. (2013)’s work does not adopt a specific psychological nor cognitive framework as
the base for their work, they provided, to the best of our knowledge, the only study that
digs into human interest as a behavioural phenomenon. However, the paper adopted a
collaborative approach rather than a personalised method. Also, as shown earlier, one
month is a relatively short period to discover changes in individual interests. Lastly,
the paper did not support the selection of their indicators on a profound knowledge nor
validate the detection with collected ground truths.

Unlike the Zhao et al. (2013)’s study, the work of Akkerman et al. (2020) was built
on a profound knowledge to define interest determinants. The work also used properly
collected ground truths for the analysis. However, smartphones have been used to
digitise self-reporting which does not solve the downsides of self-reporting described
in Chapter 1.

This work fills the gap by binding together the theoretical foundation of human
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interests with the need to detect them unobtrusively, and continuously. Doing so fa-
cilitates the discovery of interests and their dynamics. This is important not only for
solving self-reporting issues but also for serving applications that target indirect be-
havioural changes (i.e. nudges).
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Table 2.2: Summary of the reviewed study related to recognising interest from smartphone. NR: Not Reported.
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Zhao et al. (2013) Detect personal interests and its dynamic from
smartphone’s data

1 month 19067 ✓ ✓ ✓

Gulla. et al. (2014) Use interests detected from users’ interactions
with a news app to personalise news recommen-
dations

NR NR ✓ ✓ ✓ ✓

Lee and So (2014) Detect personal interests and use them to per-
sonalise mobile advertising

3 days 15 ✓ ✓ ✓ ✓

Xia et al. (2014) Detect personal interests from the visited places
data derived from GPS sensor

2 weeks NR ✓ ✓ ✓ ✓

Jia et al. (2015) Detect personal interests to personalise video
recommendation

NR NR ✓ ✓ ✓ ✓

Khusumanegara et al.
(2015)

Predict interests from smartphone’s browsing
history

1 month 30 ✓ ✓ ✓

Continued on next page
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Table 2.2 – Continued from previous page
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De Pessemier et al.
(2016)

Compare interests detected from smartphone to
static users’ profiles for news recommendation

35 days 110 ✓ ✓

Rosales and Fernandez-
Ardevol (2016b)

Recognise personal interests to provide insights
on improving the smartphone usability among
older people

1 month 216 ✓

Rosales and Fernandez-
Ardevol (2016a)

Detect interests of older adults by comparing re-
sults of tracking mobile app usage with focus
group discussions

1 month of
tracking and
3 sessions

25 ✓ ✓ ✓

Frey et al. (2017) The interests are self-reported through an app
and then the list of installed apps are used to
predict them

NR 904 ✓ ✓

Aoude et al. (2018) Correlate mobility and connectivity patterns
with content interests that are self-reported

11 weeks 38 ✓ ✓

Continued on next page
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Table 2.2 – Continued from previous page
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Huang et al. (2019) Detect interest from smartphone’s data and use
that to select how to distribute ads across multi-
ple regions

20 days 431,928 ✓ ✓

Shi et al. (2019) Use the interests detected from smartphone us-
age data to provide a personalised location rec-
ommendations

NR 32 ✓ ✓ ✓

Akkerman et al. (2020) Measure interests of students and their devel-
opment over time through smartphone’s Expe-
rience Sampling Mehtod (ESM)

2 time points
that are 3
months apart

204 ✓ ✓ ✓ ✓

Draijer et al. (2020) Use smartphone’s ESM to detect the multidi-
mensional structure of students’ interests

2 weeks 94 ✓ ✓ ✓

Tu et al. (2020) Detect interests from app usage data and users’
tweets to make personalised app usage estima-
tion

6 days 32,000 ✓ ✓

Continued on next page
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Table 2.2 – Continued from previous page

Paper Study focus Duration Sample U
no

bt
ru

si
ve

ne
ss

C
on

tin
uo

us
ne

ss

D
yn

am
ic

s

G
ro

un
d

tr
ut

h

Pe
rs

on
al

is
at

in

Pr
of

ou
nd

ba
se

Tu et al. (2021) Study the changes in user interests and app
functionalities and suggest recommendation
based on the dynamics of both

8 months 40 ✓ ✓ ✓ ✓
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2.3.5 Conclusion

Our review indicated the need to examine interest more closely. Also, it showed the
extensive work on extracting behavioural events from phone usage data. This obser-
vation shifted our focus toward researching the other two behaviours, especially as the
occurrence of both mobility and buying behaviours is not directly related to the exis-
tence of a smartphone device, unlike the phone usage (in the former, the device is a
means of capturing behaviour rather than an execution tool of it as in the latter).

Therefore, a deeper investigation that goes beyond a mere review of these two
behaviours is essential to recognise interests, which we do in the next two chapters.
First, regarding mobility behaviour, a systematic review of the literature on how the raw
location data is enriched to understand features of cognitive or behavioural phenomena
has been conducted (the next chapter). We synthesis the results into a framework that
streamline the process of enriching the GPS data.

With regard to buying behaviour, and in view of the absence of any studies aimed
at extracting it from the smartphone notifications, we do that in Chapter 4, taking
advantage of the data that we collect in analysing the possible ways to do so. In this
context, our study included methods based on prior knowledge of the installed apps
and compared them with those based on machine learning techniques.

Once the methods of extracting behavioural events are set up properly, applying
the indicators extracted from the interest and motivation literature are applied on those
events to detect interests (Chapter 5 and Chapter 6).



Chapter 3

Smartphone-Derived Mobility
Behaviour

In the previous chapter, we provided a general background that covered (1) theoreti-
cal underpinnings of interest and human motivation, (2) the extraction of events from
smartphones’ data and (3) the recognition of interests using smartphones. The remain-
ing chapters of this thesis expand the last two aspects as they are crucial to the process
of interests recognition. Events of the daily routine are the units that need to be anal-
ysed to recognise actions motivated by personal interests. Those events are encoded
into the smartphone’s raw data. Therefore, the first step is to extract those events such
that they can be classified as motivated or not motivated by personal interest. In this
chapter, we focus on events of mobility behaviour and how they can be extracted.
We conduct a systematic literature review and synthesise the existing processes into
a structural framework. The knowledge presented in this chapter helps understand
existing methods of extracting mobility events and the requirements that need to be
considered. Also, we show how errors can propagate throughout the framework and
the impact of that on the overall extraction task.

The main content of this chapter is a paper authored by: Ahmed Ibrahim, Heng

Zhang, Sarah Clinch and Simon Harper. The title of the paper is: From GPS to
Semantic Data: How and Why—a Framework for Enriching Smartphone Trajec-
tories. The paper is published in Computing, Aug 2021. ISSN: 1436-5057. DOI:
10.1007/s00607-021-00993-z. URL: https://doi.org/10.1007/s00607-021-0
0993-z. For this thesis, we edited some formatting styles, such as the sizes of some
tables for consistency and readability reasons.
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Abstract
Deriving human behaviour from smartphone location data is a multitask enrich-

ment process that can be of value in behavioural studies. Optimising the algorithmic
details of the enrichment tasks has shaped the current advances in the literature. How-
ever, the lack of a processing framework built around those advances complicates the
planning for implementing the enrichment. This work fulfils the need for a holistic and
integrative view that comprehends smartphone-specific requirements and challenges to
help researchers plan the implementation. We propose a structural framework from a
systematic literature review conducted to pinpoint the main challenges and require-
ments of research on enriching location data. We classify findings based on the en-
richment task and integrate them accordingly into workflows that facilitate the task’s
implementation. These workflows help researchers better streamline their implementa-
tions of the enrichment process and analyse errors within and across tasks. Moreover,
researchers can integrate the presented findings with the proposed opportunities to bet-
ter predict the impact of their research.
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3.1 Introduction

Semantic enrichment of location data is the process of transforming raw data col-
lected from mobility tracking devices into behaviours (Baglioni et al., 2008). These
behaviours may express human activities, or they may be descriptions of non-human
actions (such as animal behaviours or ship traffic and air navigation) (Fileto et al.,
2015). The former can be derived from sources such as Geographical Positioning Sys-
tem (GPS) (Nogueira et al., 2018) and Call Detail Records (CDR) (Dashdorj et al.,
2013) and has a multitude of applications (Khan et al., 2013), including extensive use
for health and well-being (Cornet and Holden, 2018).

This paper focuses on semantic enrichment of GPS data collected using smart-
phones since the majority of the population near-continuously carries a smartphone
featuring a GPS sensor (Lane et al., 2010). The enrichment process involves sev-
eral sub-processes whose implementations are domain-specific (Montoliu and Gatica-
Perez, 2010). For instance, segmentation is a sub-process that aims to divide GPS
streams (a.k.a. trajectories) into episodes that serve specific application purposes.
Some applications may split episodes based on their duration, while others may specify
them based on the distance to previously determined points of interest. Consequently,
different domains use different requirements to produce application-specific meanings
of trajectories (Parent et al., 2013).

Smartphones trajectories reflect a naturalistic representation of human mobility and
introduce unique semantic enrichment challenges. Smartphone-based GPS tracking is
particularly problematic since individuals’ mobility do not necessarily represent con-
strained roads and can have more variable trajectories (Yan et al., 2013). Additionally,
data collection is negatively impacted by factors that are unique to smartphones. For
instance, people can explicitly turn off sensors to prioritise the battery consumption
(Rawassizadeh et al., 2016; Do and Gatica-Perez, 2014). However, it is not always
necessary that the collected data is an actual representation of mobility behaviour. This
is because people are expected to leave or forget their phones in different places such
as home or car (Dey et al., 2011). Lastly, implicit factors, such as power management
and software modules, degrade the resilience of the enrichment process and requires a
more profound analysis of how each reason could hinder the semantic understanding
of the raw data (Nogueira et al., 2017).

To enrich smartphones trajectories, we need to consider the above challenges in
conjunction with requirements scattered across the literature of semantic enrichment.
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In this paper, we approach this goal through a structural framework based on a meta-
analysis of our systematic review of the literature. We go beyond the mere introducing
and surveying of the general knowledge related to the semantic enrichment operation
to synthesising the findings into a structural model. Our analysis of the literature is
human-centric that provides the following contributions:

• We introduce a structural framework for enriching smartphone location data
based on a systematic review of the literature. This framework presents a holistic
and integrative view to help researchers plan the semantic enrichment require-
ments and address the smartphone-specific challenges. We synthesise findings
scattered across the existing studies into workflows corresponding to the enrich-
ment tasks. These workflows streamline the implementation of the enrichment
process and facilitate the tracing of errors throughout the entire process.

• We provide a systematic literature review of enriching smartphone location data.
To the best of our knowledge, this is the first review that targets smartphone
trajectories and organises the findings according to the semantic enrichment task.
The reported results introduce the researchers with a comprehensive analysis of
the state-of-the-art of each task and help them identify the characteristics and
limitations of the existing methods.

• We provide a planning strategy derived from the conducted review and the cre-
ated model. We identify the Strengths, Weaknesses, Opportunities, and Threats
of the existing studies according to the SWOT analysis framework. As a well-
known planning framework, a SWOT analysis based on the review findings can
help researchers better envisage the potentials of future contributions.

3.2 Background and related work

Traditionally, Geographical Information Systems (GIS) provide tools that analyse and
understand spatial data (Burrough et al., 2015). These applications map longitude
and latitude to place labels; and provide several functions that facilitate the users’
interactions with maps, such as location query and map edit. GIS systems use different
methods to capture and store the large amount of locations’ meta-data they need to
support their functionalities. Recently, due to the proliferation of mobile devices (e.g.
smartphones), people are becoming primary data collectors for GIS data as they check
in their visited locations (Burrough et al., 2015).
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Figure 3.1: Semantic enrichment of smartphone trajectories.

Mobile devices, however, foster a new paradigm of spatial analysis centred around
individuals’ behaviour (Wilmer et al., 2017). In this paradigm, the spatial analysis of
raw data is tightly coupled to high-level behaviour conducted by humans (Santani et al.,
2018). If a person moves from one place to the other, the captured raw data is enriched
to answer human-centred questions such as how long does the person stay, does the
stay duration significant enough to be considered, what defines significance and how
to decode that from data. These types of analysis go beyond the mere labelling of GPS
data to build a semantic enrichment process that is human-centric.

This new paradigm is commonly discussed using the concept of trajectories and
episodes. A trajectory is a continuous temporal stream of geographical coordinates col-
lected from GPS sensors (such as smartphone-embedded GPS). The temporal bound-
aries of a trajectory are application-specific. Some applications are interested in daily
behaviour, and accordingly, each trajectory record the mobility behaviour of one day.
Other implementations may consider weekly or monthly behaviour and consequently
define a trajectory. Episode is another commonly used concept which determines a seg-
ment of the trajectory (i.e. sub-trajectory) that represents a specific event. For instance,
a daily trajectory may consist of home, work and walking episodes. A stay-point is a
particular type of episode used to divide trajectories based on time and distance thresh-
old. For instance, if the distance between adjacent points in a trajectory is less than 10
metres and the duration between the start and end of the adjacent points – that meet
the distance constraint – is greater than 5 minutes, then the underlying segment is
considered a stay-point. However, as we shall explore in this paper, decisions about
thresholds values are application-dependent and impacted by the selected algorithm
and the collection media.

Besides the basic concepts, the process of enriching raw data involves one or more
of the following tasks to facilitate knowledge extraction: segmentation, annotation,
and behaviour recognition (Figure 3.1). Segmentation and annotation sub-processes
are driven by the target behaviour and thus facilitate the mining of behavioural knowl-
edge. For instance, if the target behaviour is walking, then the segmentation step
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divides location data into walking and non-walking episodes. Next, contextual data
sources are consulted to associate episodes with places details (i.e. annotation). Most
applications employ an external knowledge source to add context-specific data to raw
coordinates (Nogueira et al., 2018). We refer to these additional sources as a context
data source (CDS). Foursquare – a geographical information repository – is a CDS
example that maps a pair of longitude and latitude values to a place’s details such as
name and category. Consequently, knowledge – such as the person’s preferences for
walking (e.g. park, lake) – are extracted from the annotated trajectories.

Segmentation, annotation and behaviour recognition are not the only way of clas-
sifying studies related to semantic enrichment. Other studies related to semantic tra-
jectories are classified into modelling, computation, and applications (Albanna et al.,
2015; Chakri et al., 2015). Modelling class groups studies that focus on how GPS
data is modelled and used in the database. Studies that focus on the segmentation and
annotation of trajectories are assigned to the computation class. Lastly, studies of pre-
dicting or visualising behaviours that are derived from GPS data are classified under
applications.

To this end, we recognise several studies that contribute to the goal of better un-
derstanding the challenges of enriching location data. Some of which partially address
the enrichment processes (Prelipcean et al., 2017), while others consider trajectories in
a broader domain that include human and non-human trajectories (Parent et al., 2013).
Nevertheless, this is the first effort, to the best of knowledge, that systematically target
smartphone-based trajectories.

In the next section, we introduce the general framework proposed by this paper. We
articulate the main layers and components of the model. Then, since our framework
is motivated by a systematic literature review, we explain the methods and analyse the
results (Section 3.4 and Section 3.5) before we dive into the details of each component
in our model (Section 3.6).

3.3 Design

We propose a layered and structural design to detail the semantic enrichment processes.
Our work is built on a systematic literature review of enriching smartphones’ location
collected in-the-wild. We expand processes in Figure 3.1 to lay out the internal struc-
ture of each process as well as the interactions across processes. We map each one of
those processes to a layer in the proposed framework and derive the details from the
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Figure 3.2: Structural framework for enriching GPS trajectories.

conducted review.
As the first task of the enrichment process, segmentation is the base layer of our

model. Within this layer, we have three main components (Figure 3.2). An input mod-
ule that interfaces with the collection device and stores the movement logs according
to the collection requirements. Off-device-based enrichment may have constraints for
collecting and offloading GPS data that differ from the online-based enrichment (Yan
et al., 2011). The collected raw data are passed to the segmentation core, which man-
ages the activities responsible for dividing the spatiotemporal stream. These activities
include tasks such as data cleansing, compression and episode identification. Once the
core unit produces the application-specific episodes, the validation step assesses the
correctness of the extracted episodes by comparing them against the available ground
truth. When no ground truth data is available, episodes extracted from other sources
such as CDR or accelerometers can be compared against the ones extracted from the
GPS sensor. Accordingly, the number of matches can determine the correctness of the
extracted episodes. In the absence of data from these sensors, it may not be possible to
validate the exact time of the extracted behavioural events (i.e. stay-points). However,
it is still possible to know whether a person has visited a particular place, although we
are not sure about the correct times of this visit.

An episodes collection is generated from the segmentation layer and used as input
to the annotation core component. Episodes in the collection may be represented by
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one or more GPS points. A stay-point is referenced by a longitude and latitude pair
that represents the mean value of the multiple GPS readings within a boundary of d

meters. In contrast, move-points contain multiple GPS references that form the route
taken by an individual to travel from a stay-point to another. The core unit defines
the annotation rules to filter out episodes that do not require annotation. For instance,
if the application is interested in stay-points only, then move-points will be ignored
during the annotation process. Accordingly, episodes are annotated either externally
or internally using the appropriate CDS. Decisions about selecting the best candidates
and the reliability of the semantic labels are made within the annotation core units.

The validation step assesses the accuracy of the annotation (according to the CDS
selected by the core unit) and evaluates the impact of segmentation errors on the overall
results. Measuring the accuracy can be done differently according to the experiment
design and goals. For instance, in our previous work (Ibrahim et al., 2021a), partici-
pants are asked to confirm the correctness of the detected and annotated stay-points.
Accordingly, the number of corrected places are used to estimate the accuracy of the
external CDS (Foursquare in this case). Also, participants can see the start and end
time of the recognised events (i.e. stay-points) and report potential segmentation er-
rors concerning the start and end of those events. This integrative evaluation enables
a more comprehensive analysis of the results and enhances the ability to separate seg-
mentation errors from the ones caused by the annotation process.

The annotated episodes are used as inputs to the core unit of behaviour recognition
layer 1. The implementation of this unit is tightly coupled with the application goal.
Recognition of social anxiety (Huang et al., 2016) differs from the identification of
user routine, and therefore they yield different implementation of the core component.
The behaviour recognition layer also has a validation unit to measure the accuracy of
recognising behaviour. Similar to the annotation layer, errors are either produced by
the process of behaviour recognition or propagated from lower layers.

In this paper, we propose workflows for each one of the core units described above.
These workflows are built on the insights extracted from the systematic review of the
literature. Next, we explain how this review is conducted before we dive into the details
of the workflows later.

1We used the term behaviour recognition to specifically refer to the human behaviour targeted by
this process and to avoid potential confusion that could result from the use of more general terms such
as pattern recognition.
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3.4 Method

We conduct a broad review of the literature and adopt the PRISMA statement for re-
porting the systematic review of enriching GPS data collected via smartphone devices.
To comply with the objective of understanding smartphone-specific requirements and
challenges, we include studies if:

• They use smartphones devices as the source of raw GPS data.

• They analyse multi-day continuous real-world data. Short studies do not reflect
a continuous and longitudinal data collection that can help understand daily be-
haviours of individuals.

• They collect data continuously and unobtrusively (i.e. in a passive manner).
Studies that require smartphones to be in a specific posture or attached to the
participants’ bodies are excluded.

• The movement data are collected using GPS sensors only. Studies of location
data gathered by other means – such as location dairy delivered through smart-
phones or check-ins tweets – are excluded.

• They analyse smartphone trajectories and are not restricted by specific condi-
tions such as vehicle-only trajectories.

• They are full papers written in English published before March 2020.

Guided by the above inclusion criteria, two researchers have reviewed the papers
separately and selected the related papers. A second cycle of the review was conducted
to resolve disagreements about the selected papers.

3.5 Results

We report the results of a cross-domain search using Google Scholar and two-domain
specific searches in ACM and ScienceDirect. The search query and retrieved results
are detailed in Table 3.1.

We selected 21 papers that meet the inclusion criteria that we specified later. The
details of the process through which these 21 papers were selected are illustrated in
Figure 3.3.
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Table 3.1: Search query and returned results.

Search query Google Scholar ACM ScienceDirect

(“semantic enrichment” OR “semantic
annotation” OR “trajectory segmenta-
tion”) AND (trajectories OR trajec-
tory) AND GPS AND (smartphone
OR “mobile phone” OR “cell phone”)

639 49 47

Figure 3.3: Summary of the literature systematic review.

We classify the selected papers according to the semantic enrichment task. If a
paper, for instance, focuses mainly on dividing movement records into episodes, then it
is categorised as segmentation only. It is possible to have a paper that covers more than
one process. In that case, the paper category would be based on the process order in
the chain (e.g. segmentation and annotation classified as annotation). Figure 3.4 shows
the distribution of selected studies across processes. Papers about annotation contribute
the most to the enrichment process; whereas behaviour recognition and segmentation-
specific papers are studied equally. However, 84% of the included papers refer to the
segmentation process within the context of the papers’ main contributions.

Among the selected works, the most recent publication of a segmentation-only
paper was in 2018 (Wang and McArthur, 2018). Between 2016 and 2018, 83% of
the behaviour recognition papers were published. The first paper about annotation
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Figure 3.4: Papers distribution across the three sub-processes of the semantic enrich-
ment.

published in 2013, and since then, every year except 2016 has at least one annotation-
related article (Figure 3.5).

3.5.1 Duration and Sample Size

Papers vary in their studies duration with a minimum of 5 days and a maximum of 18
months. The mean and median of studies duration are 200 and 75 days, respectively.
These statistics differ significantly according to the dataset property. Analysis based
on public data set such as Lausanne campaign (Kiukkonen et al., 2010) and reality
mining (Eagle and Sandy Pentland, 2006) has a mean and a median of 405 days; while
these statistics change significantly to become 58 and 30 days for the mean and median
respectively when those in charge of the experiment collect the data. However, process-
based analysis of duration does not reveal any significant differences compared to the
overall duration results.

Similar to the duration statistics, the analysis of the sampling size of the overall
process is consistent across subprocesses. It ranges from 1 to 228 participants with a
median of 9 participants and a mean of 37. Two studies have not specified the sampling
size, and no study rationalised the determination of the selected size through statistical
analysis such as power analysis.

3.5.2 Validation

In 71% of the papers, results are evaluated based on ground truths collected directly
from the participants. In the absence of participants’ inputs, researchers substitute the
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Figure 3.5: Publications per year.

ground with synthetic data (e.g. ask external assessors to predict the trajectory details
and compare their generated results with human prediction). Two out of six papers on
segmentation (Wang and McArthur, 2018; Wan and Lin, 2013) collect ground truth,
while most of the annotation papers (78%) built a ground truth to evaluate their infer-
ences. All papers about behaviour recognition analyse their results based on ground
truths collected about the examined behaviour; however, they do not gather data about
other sub-process to investigate the possibility of error propagation and how that may
impact the accuracy of the behaviour recognition process.

The reported results can be divided into three categories (Table 3.2). The first one
is descriptive results that explain and clarify the outputs based on the collected ground
truth, mainly in terms of precision/recall or general statistics. The main theme of this
category is the absence of results comparison in which the outputs are not compared
with papers of a similar process or any other baselines. On the contrary, the second
type of papers depends on a comparison that distinguishes its proposed method from
a comparable process in the literature. Between the two categories, the third one is
based, where ground truths and extracted features are modelled as a supervised learn-
ing task. The contributing factor under this approach is measured as to how feature
engineering based on semantic enrichment techniques improves the classification task.
Consequently, the results of various machine learning algorithms are compared based
on baseline features and enrichment-based features but not against papers of similar
interests.
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Table 3.2: Papers distribution based on the category of the reported results.

Category Percent Papers

Descriptive
results

57%
(12 Papers)

(Yan et al., 2013), (Do and Gatica-Perez, 2014),
(Yan et al., 2011), (Huang et al., 2016), (Wan and
Lin, 2013), (Andrienko et al., 2013), (Boukhechba
et al., 2015), (Boukhechba et al., 2018), (Boytsov
et al., 2012), (Difrancesco et al., 2016), (Farrahi
and Gatica-Perez, 2014), (Loseto et al., 2013)

Comparative
results

19%
(4 Papers)

(Wang and McArthur, 2018), (Karatzoglou et al.,
2018), (Li et al., 2018a), (Xing et al., 2014)

Machine
learning-based

24%
(5 Papers)

(Natal et al., 2017), (Natal et al., 2019), (Ruan
et al., 2014), (Santani et al., 2018), (Solomon
et al., 2018)

3.5.3 Study Data

Lastly, 71% of studies conduct real-time experiments to collect location data. The
remaining studies use public dataset collected longitudinally under natural settings.
Also, 33% of the papers that reported the use of a public dataset did not provide details
about their utilisation of data (e.g. if they use the entire dataset for evaluation or how
they split evaluation/test folds when training models).

80% of the reported studies conduct an off-device analysis of the collected data
to one or more of the semantic enrichment sub-processes. The annotation holds the
most significant portion of the off-device analysis, with 90% of the papers consult
external APIs to annotate episodes. Google, Foursquare and OSM APIs are the primary
annotation providers reported by these articles. The on-device analysis starts to emerge
recently (the first study was published in 2017) to improve data privacy and mainly
tackle the segmentation process.

3.5.4 Summary of selected papers

In this part of the results, we summarise the selected papers in Table 3.3 to set the stage
for the in-depth discussion reported in the next section.
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Table 3.3: Summary of the reviewed papers (ordered first by the sequence of the workflow operations and then by the year).
GT: Ground Truth; SG: Segmentation; AN: Annotation; BR: Behaviour Recognition; NR: Not Reported.

Author Process Purpose Size Duration Dataset GT
Yan et al. (2011) SG Perform real-time cleaning, com-

pression and segmentation of tra-
jectories

1 NR Public (Kiukko-
nen et al., 2010)

No

Boytsov et al.
(2012)

SG Examine the configuration values
of the segmentation clustering algo-
rithm

NR NR Public (Kiukko-
nen et al., 2010)

No

Wan and Lin
(2013)

SG Propose an approach to segment
trajectories based on the performed
activities

1 4 months Private Yes

Xing et al.
(2014)

SG Apply topic modelling to segment
trajectories

10 11
months

Public (Kiukko-
nen et al., 2010)

No

Farrahi and
Gatica-Perez
(2014)

SG Apply topic modelling to segment
trajectories

25 1 year Public (Kiukko-
nen et al., 2010)

No

Continued on next page
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Table 3.3 – Continued from previous page

Author Process Purpose Size Duration Dataset GT

Wang and
McArthur
(2018)

SG Propose a density-based segmenta-
tion of trajectories

3 27 to 68
days

Private Yes

Andrienko et al.
(2013)

AN Extract places characteristics from
movement records

1 NR Private No

Do and Gatica-
Perez (2014)

AN Label trajectory without relying on
geo-location information

114 18
months

Public (Kiukko-
nen et al., 2010)

Yes

Yan et al. (2013) AN An application independent plat-
form for segmentation and annota-
tion

185; 6
with GT.

18
months

Public (Kiukko-
nen et al., 2010)

No

Ruan et al.
(2014)

AN Predict labels of the visited places 8 6 months Private Yes

Boukhechba
et al. (2015)

AN Annotate the visited places and pre-
dict the performed activity

1 NR Private Yes

Continued on next page
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Table 3.3 – Continued from previous page

Author Process Purpose Size Duration Dataset GT

Natal et al.
(2017)

AN Annotate segments based on the
performed activities

10 10 days Private Yes

Karatzoglou
et al. (2018)

AN Combine data and knowledge
driven approaches to annotate
episodes

6 5 weeks Private Yes

Li et al. (2018a) AN Annotate the visited places and pre-
dict the performed activity

1 13 days Private Yes

Natal et al.
(2019)

AN Annotate segments based on the
performed activities

22 20 days Private Yes

Loseto et al.
(2013)

BR Recognise the user habits from lo-
cation data

1 14
months

Private Yes

Difrancesco
et al. (2016)

BR Predict social functioning in
schizophrenic patients

5 5 days Private Yes

Continued on next page
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Table 3.3 – Continued from previous page

Author Process Purpose Size Duration Dataset GT
Huang et al.
(2016)

BR Predict social anxiety based on
movement records

18 10 days Private Yes

Boukhechba
et al. (2018)

BR Predict social anxiety based on
movement records

228 2 weeks Private Yes

Santani et al.
(2018)

BR Recognise drinking behaviour from
movement records

241 10 weeks Private Yes

Solomon et al.
(2018)

BR Predict demographics from move-
ment records

45 6 months Public (Mirsky
et al., 2016)

Yes
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3.6 Discussion

Motivated by the reported results, we extracted insights from each sub-process and ac-
cordingly present the details of the core units in the proposed framework. By doing so,
we facilitate the planning of the enrichment process as well as the tracking of potential
errors. In the subsequent sections, we describe the core units of the framework (Sec-
tion 3.3) as task-based workflows. These workflows integrate the extracted insights
per sub-process into a consistent set of steps to facilitate a proper semantic enrichment
of smartphone trajectories. Later in this section, we provide a SWOT analysis of the
extracted findings to help researchers identify and plan future directions.

3.6.1 Segmentation

In most cases, segmentation is the first process toward enriching GPS trajectories. It
divides movement records into episodes that reflect behavioural units in the real world.
Behavioural units are cognitive-driven segments that compose behavioural sequences.
Trajectory segments represent behavioural units within the context of GPS data. Based
on our analysis of the selected papers, we identify three main perspectives to segmen-
tation, namely, segmentation base, segmentation algorithm and collection strategy.

3.6.1.1 Segmentation base

The segmentation base is the reference point that guides the segmentation process. It
could be a behavioural reference, such as walking, or a statistical-based point inferred
from calculations on movement records. Trajectories represent continuous behavioural
units in real life captured through GPS devices (Nogueira et al., 2017). Behavioural-
based referencing implement top-down approaches to trajectory segmentation that di-
vide GPS sequences based on the goal of a particular behaviour. If the motive is to
find the places where a user prefers to stay, then stillness and movement are poten-
tial segmentation references that divide movement records to stay and move points.
The choice of stillness and movement (i.e. behavioural references) and the variables
(aka. hyperparameters) that identify those references (e.g. time and distance thresh-
old) are decided according to heuristics and prior behavioural knowledge (Montoliu
and Gatica-Perez, 2010).

On the other hand, bottom-up approaches adopt a statistical mechanism to merge
atomic segments and form a larger one consisting of statistically homogeneous state.
An atomic segment is a small unit of the captured trajectory that is used as the building



CHAPTER 3. SMARTPHONE-DERIVED MOBILITY BEHAVIOUR 82

Table 3.4: Segmentation bases and behavioural references adopted by the selected
papers.

Paper(s) Method Reference Episode Variables

Yan et al. (2011) Bottom-
up

Features
correlation

• Jogging
• Walking
• Standing

• Sliding
window size

• Atomic seg-
ment size

Boukhechba et al.
(2015)

Bottom-
up

Cluster
similarities

• Stay-point
• Move-

point
• Transition-

point

• Sliding
window size

Xing et al. (2014) Bottom-
up

Topic
modelling

• Stay-point
• Move-

point

• Word dis-
tribution

• Topic dis-
tribution

• Transition
tendency

• Yan et al. (2013)
• Do and Gatica-

Perez (2014)
• Huang et al. (2016)
• Wang and

McArthur (2018)
• Wan and Lin (2013)
• Andrienko et al.

(2013)
• Boukhechba et al.

(2018)
• Boytsov et al.

(2012)
• Difrancesco et al.

(2016)
• Li et al. (2018a)
• Natal et al. (2017)
• Natal et al. (2019)

Top-
down

Stillness • Stay-point
• Move-

point

• Distance
• Duration

Ruan et al. (2014) Top-
down

Stillness • Stay-point
• Move-

point

• Distance
• GPS points

count
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block of an episode. For each atomic segment, a feature vector is calculated, and a
sliding window is used to compare segments by their underlying features such as du-
ration or covered distances. If, for instance, a mobile device collects movement logs
every two minutes, an atomic segment of six minutes would contain three data points.
If we define the duration of the sliding window to be 30 minutes, then each sliding
window would cover five atomic segments. Atomic segments within the same slid-
ing window are sequentially compared based on a similarity measure of their feature
vectors. Based on the similarity score, consecutive segments are merged if they are
identified as ‘similar’.

Table 3.4 summarises the papers in our review based on the segmentation refer-
ence. As general observations, stillness is the most common reference among studies
that adopt top-down segmentation approaches. 98% of papers following this approach
employ the covered distance and duration as the episode determinants, with one paper
rely on the number of GPS readings inside the cluster instead of the duration to define
the episode boundaries.

In contrast, bottom-up approaches focus more on the movement patterns and clas-
sifying episodes based on their movement status. Bottom-up approaches are built un-
der the hypothesis of sampling rate regularity. They address sampling irregularities
through data imputation; a process that aims to fill the frequency gaps in data collec-
tion. However, this leads to different issues related to the reliability of the imputation
process and how errors may propagate through the entire process.

3.6.1.2 Segmentation algorithms

Statistical and behavioural referencing just set the guidelines for the subsequent pro-
cesses. Each segmentation reference has several implementation options, and the se-
lection among them is dependent upon other factors such as the application domain
and the collection media. In this section, we discuss the various implementations from
an algorithmic perspective.

We classify the segmentation algorithms into two classes, density-based and sequence-
based. Density-based algorithms (e.g. DBSCAN and K-means) employ clustering
techniques to group similar locations entries. As these are parametric algorithms that
rely on hyperparameters to accomplish their tasks and compute items similarities, the
type of segmentation reference determine the values of those hyperparameters. Topic
modelling is another type of clustering that stems from the literature of natural lan-
guage processing (Xing et al., 2014). In this approach, point similarities correspond to
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latent topics and episodes are formed (i.e. clustered) based on their closeness to each
topic.

Sequential algorithms preserve the temporal order of trajectories’ points during
the process of generating segments. These algorithms study the relations between
consecutive entries of movement records and rely on behavioural rules applied on spa-
tiotemporal features embedded into trajectories. An example is a rule to define stillness
behaviour applied to the distance between temporally adjacent points. If the geodetic
distance2 of two points is close to 0, then a stillness behaviour is detected; otherwise,
the person is moving, and a stay-point is defined accordingly.

All bottom-up approaches (Table 3.4) are sequential in nature as they adopt a slid-
ing window to process the movement data sequentially. On the other hand, top-down
approaches utilise both algorithmic types to divide trajectories.

Both algorithmic classes, however, are mostly built on the assumption that move-
ment records are sampled at regular time intervals. Although this assumption may go
well with some controlled implementations, it does not reflect a real-life smartphone-
based collection of location data as we shall explain next.

3.6.1.3 Collection strategy

The third perspective, collection strategy, emphasises the crucial role of the collecting
mechanism on the semantic enrichment operation. Different devices export different
challenges to the process of collecting and processing trajectories. Smartphones, as
the epicentre of this paper, introduce power optimisation techniques to increase the
battery life, which in turn influence the sampling rates of GPS sensors. This shows
why segmentation methods should consider how movement tracks are captured and
sampled to improve their performance.

Generally, we discuss two types of sampling strategies for collecting GPS data. The
first one is a time-based strategy that assumes a fixed and guaranteed sampling rate of
collecting location’s data. Algorithms written under these assumptions do not have
to deal with irregularities of sampling intervals as the device is configured to enforce
the sampling constraints. An event-based strategy is a different approach in which
recording GPS data is only triggered if predefined conditions are met. For instance, an
app may be set to collect the GPS data only if the participant is connected to a WiFi
network. Event-based strategy imposes an additional data preparation task to deal
with sampling irregularities and potential data loss. However, unobtrusive observing

2Geodetic distance is the shortest path between two GPS readings.
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Figure 3.6: Workflow of the segmentation process.

may involve both strategies since built-in power optimisation techniques as well as
interaction preferences impact the streaming of data.

Each one of these perspectives addresses one of the challenges specific to the en-
richment process. Segmentation-base deals with the contextual ambiguity. By identi-
fying the reference of the segmentation, we limit the scope of the possible outcomes
and orient the operation based on the specified reference. Within the context of smart-
phones, segmentation algorithms should be designed to deal with the application-
specific sampling rate challenges. If the time intervals regularity of recording GPS
data is guaranteed, state-of-the-art density-based algorithms may fit well. However, if
such regularity is not guaranteed, as in many naturalistic smartphone-based settings,
then density-based algorithms are more likely to fail (Nogueira et al., 2017; Montoliu
and Gatica-Perez, 2010). This last point shows how the algorithmic and data collection
perspectives interplay to enrich raw GPS data.

Figure 3.6 shows a workflow that we propose to illustrate the smartphone-based
segmentation process. Before dividing trajectories, it is essential first to identify which
segmentation reference – behavioural or statistical – is more appropriate to the enrich-
ment objective. At the same time, the requirements of the collection process should
be identified based on the device and application capabilities. Once the collection
criteria and segmentation reference are decided, a pre-processing step is initiated to
smooth and clean the collected data. This stage is essential as the collection strategy
influences the expected noise, and therefore the applied pre-processing techniques may
differ. The segmentation process and collection constraints drive the choice of the im-
plementation algorithm. A density-based algorithm could be the right choice when the
sampling rate is guaranteed, while sequential-based is more flexible when dealing with
unexpected sampling rates. After applying the segmentation step, application require-
ments may require additional postprocessing of the resultant episodes (e.g. merging
consecutive stay-point episodes if they are separated by a move-point that is less than
2 minutes long).
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3.6.2 Annotation

Annotation is the process of assigning descriptive labels to behavioural units extracted
from trajectories. The goal of this process is to bridge the semantic gap between raw
location data and human cognition by naming the extracted episodes. This descriptive
annotation refers to more than the segmentation-based driven annotation. For instance,
stillness as a behavioural reference for the segmentation process implies the existence
of two basic labels: move episode and stay episode. These two labels are embodied into
the segmentation base and therefore do not provide additional knowledge. Semantic
annotation of such trajectories would go beyond these built-in labels to include more
descriptive data like the type of place (e.g. restaurant, café) or the purpose of visit
(e.g. socialising, studying). In this article, we classify research as annotation-related
if they target filling the semantic with information different than the one presented by
the segmentation phase.

Within the context of smartphone-based trajectories, we found two main basics
for the annotation process, namely, activity-based and land-based. The former aims
to understand the activity performed within the episode’s boundaries and annotate the
episode accordingly. If a person is having a meeting at a café place, then the corre-
sponding activity is labelled as ‘meeting’. In contrast, the land-based method would
have labelled the same episode as ‘café’ as its emphasis is on the land use of the prop-
erty on where the episode takes place.

It is noteworthy that the primary affordance of the property may sometimes de-
scribe both the activity and the land-use, such as in the case of a dance club. Although
the two approaches may seem to overlap in this case, their outputs differ according to
the target user. If the episode is extracted from a trajectory of a worker in that dancing
club, the activity-based annotation yields ‘working’ episode. Alternatively, customers’
episodes are annotated as “dancing” since they are expected to do so. This example
shows why one approach cannot be substituted for the other.

Annotation source is another annotative aspect that considers the contextual data
source (CDS) necessary to enrich movement trajectories. Traditionally, CDSs are clas-
sified as either external or internal sources. When the annotation data is retrieved
from a remote conduit, that exists outside the phone such as Google or Foursquare
spatial APIs, the source is considered external. Inputs to external sources are either
single or multiple coordinates per episode based on the output of the segmentation
process. Segmentation algorithms do not necessarily produce a single representation
for episodes and consequently shift the burden of this task to the annotation phase. In



CHAPTER 3. SMARTPHONE-DERIVED MOBILITY BEHAVIOUR 87

Table 3.5: Annotation methods and Contextual Data Sources (CDS) as reported by the
selected papers.

Paper(s) Method Source CDS

Andrienko et al. (2013) Land use Internal Temporal features.

Yan et al. (2013)
Boukhechba et al. (2015)
Boukhechba et al. (2018)
Difrancesco et al. (2016)
Loseto et al. (2013)

Land use External Open Street Map API.

Huang et al. (2016)
Ruan et al. (2014)

Land use External Foursquare API.

Loseto et al. (2013)
Karatzoglou et al. (2018)

Land use External Google places API.

Wang and McArthur (2018) Land use External Barefoot.

Loseto et al. (2013) Land use External LinkedGeoData

Natal et al. (2017)
Natal et al. (2019)

Activity External Google places API.

Do and Gatica-Perez (2014)
Li et al. (2018a)

Activity Internal Self-reported labels.

that case, the label for each point within the episode is first retrieved from the external
provider. Then a postprocessing task is initiated to select the representative label based
on application-specific criteria.

Internal sources employ contextual data collected explicitly or implicitly alongside
the GPS data. To annotate episodes based on explicitly collected data, users are re-
quired to annotate the extracted segments, and then a classification task is conducted
to train a model that utilises additional features (e.g. temporal features) to predict the
annotation. However, this approach requires users to update the extracted episodes
regularly. Alternatively, sensor data collected passively along with location data, are
used as a source for annotation. For instance, Wi-Fi labels may contain useful infor-
mation such as the name or category of the place, which provides a valuable source for
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Figure 3.7: Workflow of the annotation process.

annotation. These contextual data are used by the annotation algorithm to predict the
labels of the extracted episodes. Table 3.5 summarise annotation papers based on the
discussed views.

Although the above perspectives suggest multiple methods to the challenge of fill-
ing the semantic gaps in the location data, only one paper Karatzoglou et al. (2018)
provides a mechanism to facilitate the evaluation of the external Geo-location provider.
Nevertheless, none of the selected papers rationalised the selection of specific CDS nor
provides a comparison or inter-reliability test of the accuracy of various Geolocation
APIs, despite the significance of this matter.

Based on the above, Figure 3.7 shows our proposed workflow that integrates the
elements and perspectives of the annotation process. First, it is essential to identify
the goal of the annotation task as it determines the details of the subsequent processes.
Point of interests (POI) systems that aim to provide suggestions based on users’ prefer-
ences (e.g. preferred cuisine) may adopt a land-based approach to extract visited places
and generate recommendations accordingly. On the other hand, behavioural informat-
ics systems may focus more on annotating episode based on the underlying activity to
serve their objectives. Once the goal is identified, labels are generated either internally
or externally. Although external sources typically provide APIs to facilitate their func-
tions, raw data may require additional pre-processing and manipulation to utilise these
functions. The produced results are post-processed to select the best annotation can-
didate. This step may include synthesising data from several sensors (e.g. Wi-Fi and
Bluetooth) to select the most probable description of episodes under consideration, or
it may vote on the best candidates from labels provided by external annotators based
on inter-reliability tests.
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3.6.3 Behaviour Recognition

Existing studies have addressed the behaviour and knowledge extraction from GPS
trajectories. The application domains addressed by these studies shape their differ-
ences. Requirements for extracting knowledge from health-related applications differ
from the ones within the context of marketing, for instance. Moreover, some of those
researches reside outside the context of enriching raw location data. For example,
instead of going through the process of transforming raw GPS data to semantically
improved trajectories, an application may utilise check-ins data as input to the be-
havioural mining task. This approach does not address the challenges caused by the
potential limitation of enriching raw data and how that may affect the knowledge ex-
traction process. Therefore, to account for the influence of potential challenges inher-
ited from other sub-processes (e.g. segmentation), in this article, we address the min-
ing of behavioural knowledge that arise as a result of the semantic enrichment. Other
location-based knowledge extraction studies lie outside the scope of this analysis.

Accordingly, we find that the analysis granularity is the central aspect that dis-
tinguishes smartphone-based behaviour identification methods. Episode-based be-
havioural analysis mine features related to the trajectory components and how these
components – and their latent features – correlate with each other to form a behaviour.
Trajectory components are the different episodes’ types that compose a trajectory. If a
trajectory is segmented based on the stillness attribute of the embodied event, then stay-
points and move-points are the components of that trajectory. Accordingly, episode-
based knowledge extraction may study episodes of similar types, such as counting
the frequency of similar episodes to get the number of visits to a specific place. The
place in this instance represents a stay-point extracted from the collected trajectories.
Alternatively, the knowledge extraction may target the inter-relations across different
episodes type. In this case, multiple episodes’ types (e.g. stay-point and move-point)
are investigated to determine behavioural phenomena such as preferred transportation
mode (i.e. move-point features) for each visited place (i.e. stay-point).

Although episode-based approaches may study the temporal relation between sub-
components of the trajectory, these methods do not preserve the full sequentiality of
the entire trajectory. To clarify this idea, consider the example of extracting the pre-
ferred transportation mode for each place. Episode-based approaches would study the
relationship between the episode representing the visited place and its surroundings to
understand how a user moves to and leave the target place. With multiple stay and
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Figure 3.8: Workflow of the behaviour recognition process.

move points (i.e. places and transportation modes) reside on a single trajectory, a sim-
ilar approach is conducted to extract knowledge. However, from an episode-based
perspective, only the temporal aspect between the adjacent components is required by
the analysis, as other sequential features (e.g. temporal sequence of two places) does
not contribute to the learning process.

In contrast to episode-based analysis, the trajectory-based approaches extract knowl-
edge encoded in an entire trajectory rather than its building components. Accordingly,
the sequentiality of episodes is preserved to facilitate the mining of behavioural pat-
terns. An example of this method would be the extraction of daily habits from multiple
daily trajectories. In this scenario, the behavioural habits may be extracted based on
aggregating similar trajectory and performing sequential pattern analysis.

Moreover, trajectory-based mining may target movement records co-located across
multiple devices. One example would be a trajectory modelling to discover chasing
behaviour from two smartphones. In this case, two trajectories are examined to decide
whether a person is being followed by another person. This is also an example of
inter-personal analysis that involves more than one person in the mining process.

Figure 3.8 concludes the proposed framework by depicting the workflow of the
last semantic enrichment process. The first step is to identify the features of the target
behaviour since this will impact the granularity choice, as explained above. Recognis-
ing episode-based behaviour has different requirements than trajectory-based. Once
the granularity level is decided, the mining strategies vary according to the selected
methodology. Rule-based and machine-learning approaches are possible mechanisms
to achieve this goal.

3.6.4 Validation and Error handling

The correctness of the outputs for each process in our framework is essential to the se-
mantic enrichment validity. Therefore, studies related to semantic enrichment should
be designed in a way that facilitates the understanding of how potential errors propa-
gate across the framework. In this subsection, we discuss the design of a real-world
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Figure 3.9: Interfaces for the two developed plugins: (a) the Places plugin allows par-
ticipants to examine and correct their annotated locations; (b) the IMI plugin presents
participants with a set of validated questions that can be used to evaluate the correct-
ness of the recognised behaviour.

study that we have conducted to extract personal interests from GPS data 3. As part of
the experimentation process, seven participants were asked to assess the correctness of
the semantic enrichment processes. The collection period lasted for three months, and
200,000 GPS data points were collected.

To locate the errors of each layer’s processes, we provide a plugin within the study
app to examine and correct the enriched GPS data (Figure 3.9a). Each time a visit to a
new place is detected (i.e. a stay-point), the participant receives a notification inviting
them to confirm or correct the detected place. To validate the segmentation correctness;
the start and end time of the visits are provided. Also, the names of the nearby places
are shown if a participant decides to correct the label that is assigned to a detected
stay-point. To support the analysis of errors related to behaviour recognition (in this
case, behaviours of personal interests), we add a further plugin within the study app
(Figure 3.9b). This plugin presents an adaptation of an Interest/Enjoyment subscale
that is widely used to assess interest associated with a given activity (Monteiro et al.,
2015; Ryan, 2018) 4.

3The details of this study and how interests are recognised are published in (Ibrahim et al., 2021a).
4The original scale is called Intrinsic Motivation Inventory (IMI) and developed by (Ryan, 2018).
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This design allows us to separate errors caused by a process such as annotation
from errors caused by an algorithm intended to recognise behaviour from raw GPS
data. For example, in the same work, the extracted places are analysed to extract
behaviours motivated by personal interests. Without separating errors, the performance
of the ranking algorithm could be impacted by the segmentation and/or the annotation
errors. This is because the algorithm can classify wrongly identified stay-points as a
potential interest. When we rely on the corrected data, the algorithm’s performance
can better reflect its ability to recognise behaviours motivated by interests. This is a
result of avoiding errors that propagate from segmentation and annotation layers.

3.6.5 SWOT Analysis

To better benefit from this review findings in helping future research on semantic en-
richment of GPS trajectories, we summarise and organise limitations and opportuni-
ties found in the selected papers into a SWOT analysis framework. SWOT framework
is a decision-making technique used to identify Strengths, Weakness, Opportunities
and Threats related to a specific application (Dyson, 2004). Researchers can use this
tool strategically to analyse and plan their research through (i) embracing strengths
and potential opportunities, (ii) addressing weaknesses and (iii) mitigating potential
threats (Thomas et al., 2014; Sondaal et al., 2016). We provide a planning strategy for
semantic enrichment of smartphone-based location. Our implementation of SWOT de-
rived from the conducted review and the created model. The first researcher drafted the
analysis, and through an iterative feedback process with the third and fourth authors,
the final analysis was reached. The presented analysis can help researchers better en-
visage the potentials of future contributions.

3.7 Conclusion

We propose a structural framework and planning strategy to streamline the semantic
enrichment process of smartphone location data. Our work helps in understanding the
challenges and limitations of the existing methods and how they interrelate within the
entire process. Moreover, the layered approach and workflows facilitate the under-
standing of error propagation through the enrichment operation. Next, we plan to in-
stantiate this framework with real-world smartphone data to examine the effectiveness
of the proposed methodology in facilitating the analysis of mobile-specific challenges.
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Future reviews can be conducted on smartphone-based digital phenotypes such as
device usage and notifications. These reviews could study the extraction of behavioural
units from other smartphones’ sensors and organise the involved process in a human-
oriented manner. Collectively, this work and the suggested reviews on streamlining
the processes of extracting human behaviour from digital phenotypes can improve the
human-centric research based around smartphone’s longitudinal data.
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SWOT analysis: Strengths and Weakness

STRENGTHS
• The existence of reliable seg-

mentation algorithms for de-

tecting stay and move points.

These algorithms show a good

performance across different

implementation settings with

different threshold values.

• External APIs, such as Google

Places and Foursquare, provide

an easy to use interface to en-

rich the extracted episodes with

places details.

• The existence of public dataset

contributes to the research in

general. This contribution is

evident in activity-based anno-

tation studies since such studies

do not require the exact coordi-

nates to analyse the underlying

activities.

WEAKNESSES
• The impact of collection strat-

egy is mostly overlooked in

several studies, and if men-

tioned, the impact is reduced to

battery-related issues although

other factors such as explicitly

turning the sensor off and on

are possible reasons for data

loss.

• None of the included studies

that employ external sources

measure the reliability of the

provided annotations nor the

potential role of such reliability

on the subsequent process (i.e.

behaviour recognition).

• Data-driven approach to anno-

tation relies on participants pe-

riodic inputs to build a train-

ing model. Such an approach is

intrusive and impacted by con-

firming and cognitive biases.

• Anonymised public datasets do

not contribute to annotation

based on external sources since

it requires the exact coordinates

to get the place’s semantic.
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SWOT analysis: Opportunities and Threats

OPPORTUNITIES
• Collect and publish smart-

phones’ datasets collected

unobtrusively and longitudi-

nally to facilitate the study of

smartphone-based challenges

of semantic enrichment.

• Study the privacy issues when

consulting external APIs for

episodes annotation

• Measure the impact of collec-

tion strategies on the perfor-

mance of the segmentation al-

gorithms.

• Study the impact of the recent

reliance and heavy usage of

smartphones on the data collec-

tion reliability.

• Estimate and improve the relia-

bility of the external annotator.

• Improve the behavioural infer-

ences based on places’ cate-

gories.

• Develop a dynamic approach to

facilitate the discovery of er-

ror propagation and distinguish

enrichment-based errors from

behavioural-based ones.

THREATS
• Conducting an experiment

without supporting the sam-

pling size (especially small

sizes) with statistical analysis

may negatively impact the

generalisability of results.

• Designing an experiment un-

der the assumption of a guaran-

teed sampling rate can fail un-

der naturalistic settings.

• Disregarding the reliability of

the external annotator may im-

pact the produced results

• Direct mapping of land use cat-

egories to behaviour can re-

duce the accuracy of behaviour

recognition since it does not

consider the issue of multipur-

pose places (e.g. Cafe can be

mapped to studying, relaxing or

socialising)

• Population-based assumptions

could ignore personalised rou-

tines (e.g. a person may have

Tuesday and Wednesday as her

weekend as opposed to Satur-

day and Sunday)



Chapter 4

Smartphone-Derived Buying
Behaviour

For each one of the three behaviours targeted by this thesis, we need to extract features
of behavioural events that are derivable from the corresponding smartphone’s sources.
In Chapter 2, we have extensively reviewed the methods of extracting events of phone
usage behaviour from smartphones. Unlike phone usage events that fully depend on
the existence of smartphones, events of mobility and buying behaviours do not require
smartphones to occur. Therefore, in the previous chapter, we presented a framework for
extracting events of mobility behaviour encoded into GPS data. The proposed frame-
work is based on a systematic review of the literature as location-based phenotyping is
a relatively well-known topic. The extraction of buying events (the third behaviour tar-
geted by this work) from notification texts is explored in this chapter. Features of these
events (e.g. product names, channels) need to be extracted in order to proceed with
our approach of detecting interest. However, notification-based digital phenotyping is
relatively new, with few studies compared to the location-based. Therefore, we wrote a
paper showing how features of buying behaviour can be extracted from the notification
text. We benefited from the data that we collected from the pilot and the main study.
The primary purposes of the paper are to (1) compare different techniques of filtering
out notifications that are irrelevant to buying behaviour and (2) assess various methods
of extracting features of buying events through notification-based digital phenotyping.

We have included the data from the pilot and main studies. Including data from
the main study supports the achievement of the above purposes and, at the same time,
does not influence and contradict the summative evaluation detailed in the following
chapters. As stated in Chapter 1, we used the data of the pilot study to inform our main
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experiment’s decisions. This includes the methods of extracting features related to
buying behaviour that we selected. This paper evaluates methods for extracting buying-
related information without associating that with the person issuing the notifications.

The main content of this chapter is a paper authored by: Ahmed Ibrahim, Sarah

Clinch and Simon Harper. The title of the paper is: Extracting Behavioural Features
from Smartphone Notifications. The paper is currently under review. For this thesis,
we edited some formatting styles, such as the sizes of some tables for consistency and
readability reasons.

Author contribution
Ahmed Ibrahim designed the study, carried out the data collection, analysed and

synthesised the results and wrote the paper. Sarah Clinch and Simon Harper provided
continuous feedback throughout all the stages of the study, offered advice and discus-
sion and contributed vital edits to the paper’s writing.

Abstract
A significant proportion of smartphone notifications are indicative of human be-

haviour (e.g., delivery updates for purchased items, physical activity summaries, and
notification of updates to subscribed content). However, present attempts to under-
stand human behaviour from smartphone traces typically focus on sensors such as
location, accelerometer and proximity, overlooking the potential for notifications as
a valuable data source. In this paper, we propose a general framework that provides
end-to-end processing of notifications to understand behavioural aspects. We realise
the framework with an implementation that tackles the specific use case of establishing
prior buying behaviour from associated notifications. To evaluate the framework and
implementation, we conduct a longitudinal user study in which we collect more than
250,000 notifications, from twelve users, over an average of three months. We apply
knowledge-based and machine learning techniques to those notifications to assess the
tasks of the proposed framework. The results show a substantial difference in the per-
formance between the methods used to extract behavioural features from the collected
notifications.
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4.1 Introduction

Smartphone notifications are short messages that can convey a variety of information
about the phone holder (Sahami Shirazi et al., 2014; Pielot et al., 2014). Notifications,
unlike other forms of short messages, are issued by an underlying app, not the user.
Their issuing can be caused by a random event (e.g. arrival of general public health
emails) or be a direct and immediate consequence of a user actively engaging in a
behaviour (e.g. purchasing confirmation email). This work leverages the latter (we
refer to it as active notifications) in an effort to recognise the features of users’ actions
that cause the issuing of notifications. The recognised knowledge can be of value for
applications that require personalisation, such as recommender systems.

Existing studies on smartphone notifications focus on analysing: their topics based
on the generating apps (what) (Fischer et al., 2010; Mehrotra et al., 2015); users’ inter-
actions with them (how) (Sahami Shirazi et al., 2014; Visuri et al., 2019) and the con-
texts in which they are received (where) (Mehrotra et al., 2017a; Turner et al., 2017).
These analyses serve the goals of finding interesting notifications (Visuri et al., 2019),
predicting appropriate delivery times (Mehrotra et al., 2015; Turner et al., 2017) and
understanding factors controlling the user’s response to notifications (Mehrotra et al.,
2016b). However, those studies do not consider events that cause the issuing of noti-
fications (why). For instance, buying behaviour may cause the issuing of notifications
about receipts emails. Also, notifying a user of new chat messages is an example
of notifications caused by communication behaviour. Using notifications to extract
knowledge of behaviours that cause their issuing can boost studies centred around the
smartphone holder’s behaviour (rather than those solely centred around the person’s
interactions with the notifications themselves).

In this work, we aim to recognise behavioural features for actions conducted by the
smartphone’s holder, a process known as digital phenotyping (Jain et al., 2015). More
specifically, we focus on notification-based digital phenotyping within the context of
buying behaviour. We propose a framework to determine and analyse the content of
notifications that result from buying activities. For instance, when buying a product,
a notification about the receipt could be generated by (1) an email app, (2) an SMS
client or/and (3) the related shopping app if installed. The issuing of notifications is
not dependent on whether a behaviour is conducted using the smartphone itself or the
shopping app. A user may buy a product from a desktop and still receive a notifica-
tion on the phone if the related app is connected to the same account. Once relevant
notifications are determined and extracted, their contents are analysed to understand



CHAPTER 4. SMARTPHONE-DERIVED BUYING BEHAVIOUR 99

behavioural features such as: what a user buys and how often similar products are
purchased.

To evaluate our method, we conducted an in-the-wild study and passively collected
more than 250,000 notifications using an app installed on the participant’s smartphone.
Twelve participants joined our longitudinal study that lasted for an average of three
months. We assess the feasibility of knowledge-based and machine learning techniques
in classifying notifications as either relevant or irrelevant to buying behaviour. Text
mining techniques are used to extract the features from the notification text. More
specifically, we design a Natural Language Processing (NLP) pipeline to recognise the
product names from the texts. Semantic data can be added to the extracted features
through an external source. The additional information about the product names can
be used to better understand the bought items and group the ones representing the same
interest together.

Our approach showed that relying on machine learning algorithms enables us to
filter out irrelevant notifications more efficiently when compared to a knowledge-based
approach. Moreover, the application of NLP techniques facilitates the extraction of
product names from the notification content. We compare a method that relies on the
global frequencies of the words in the notification text against the use of named entity
and a clustering-based approach suggested by (Li et al., 2018b). The results show that
the word frequency approach substantially outperforms the other alternatives.

To summarise, our contributions are threefold:

• A framework for notification-based digital phenotyping that introduces an
approach to extract behavioural features from the text of smartphone notifica-
tions. The proposed framework has the potential to process notifications cap-
tured unobtrusively over an extended time period using smartphone-based pas-
sive sensing.

• An application to understand buying behaviour from notification-based dig-
ital phenotyping that provides an implementation case of using the proposed
framework to understand features of buying behaviours.

• An evaluation based on a real-world data set that provides results based on
a naturalistic setting reflecting and addressing potential issues in the notification
texts. Also, the naturalistic setting provides a way to understand the proportion
of notifications a specific behaviour represents from the total number of notifi-
cations received.
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4.2 Related work

The subject of this work intersects with smartphone studies in two aspects: notification
analysis and digital phenotyping.

A large body of studies on notifications analysis seeks to understand interruptibility
from users’ contexts and interactions with notifications (Mehrotra et al., 2016b). Anal-
ysis outcomes are used to tailor notifications delivery based on each user’s situation
(Mehrotra et al., 2015; Sahami Shirazi et al., 2014). When a user is at a movie theatre
or business meeting, notifications can be deferred in order not to interrupt or disturb
the user (Mehrotra et al., 2017a). Changing the smartphone’s tone to a less disturb-
ing mode (such as the silent one), rather than delaying notifications, is an alternative
way of tailoring the notification delivery according to the user’s situation (Visuri et al.,
2019). Besides the spatial context, the user’s situation may be based on other contexts.
For instance, temporal context can be understood by studying a relationship between
users’ past interactions with notifications and the times of these interactions (Mehrotra
et al., 2016b). Understanding this relationship helps prevent notifications delivery at
times when a response is not expected by the user, such as bedtime (Fischer et al.,
2010). These studies regardless of the contexts and interactions used to analyse noti-
fications, consider interruptibility as either a binary state or a multifaceted case. The
former classifies situations as either interruptible or uninterruptible (Poppinga et al.,
2014). In contrast, the latter includes instances where a user might accept or even
prefer to be partially interrupted if the notifications are related to a specific topic of
interest (Turner et al., 2017).

Some notifications analysis studies go beyond merely understanding interruptibil-
ity to study factors controlling the user’s response to notifications (receptivity) (Mehro-
tra et al., 2016b; Westermann et al., 2016; Schulze and Groh, 2014). Users’ responses
are interactions such as viewing, touching and dismissing notifications. A third cate-
gory of studies proposes applications and frameworks that can help in collecting notifi-
cations in-the-wild (Weber et al., 2019). Applications of this last category can support
studies related to the other aspect in which our work intersects, digital phenotyping.

Smartphones allow for passive data collection (i.e. without intervention from a
user) that can be considered highly indicative of the user’s environment and behaviour.
It is in this context that Jain et al. (2015) coined the term digital phenotyping to refer
to the process of using an individual’s interaction with digital technologies to derive
indicative behavioural markers. Digital phenotyping can be realised through longitu-
dinal studies and digital tools such as smartphones and smartwatches. For the scope of
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this work, we focus on smartphones’ related studies.
Potential features of buying behaviour from smartphone interactions can be seen

through shopping apps. Mobile shopping is a recent form of transformations that oc-
cur in commerce and are caused by advances in technology and digital devices (Tang,
2019; Tyrvainen and Karjaluoto, 2019). Buying is only a motive among others that
drive the use of shopping apps (Huang and Zhou, 2018; Tang, 2019). Examples of
other motives may include prices comparison, products sharing, and reviews prob-
ing (Huang and Zhou, 2018; Chopdar et al., 2018). However, studies around the use
of mobile shopping apps rely primarily on surveys and interviews rather than digital
phenotyping. In contrast, studies use digital phenotyping with other sources, such as
location data, to predict shopping activities. For instance, if location data point to a
clothing store, the person’s activity is predicted as shopping related (Ibrahim et al.,
2021a).

The closest work to ours is the one introduced by Li et al., (2018b). In that work,
notifications are classified into templates, and then knowledge entities are recognised
as parameters of these templates. However, to conduct the classification task as sug-
gested by Li et al., (2018b), the existence of a large corpus of smartphone notifications
generated by a large number of apps is required. Unlike the proposed approach, we
present a general framework that provides end-to-end processing and instantiates it
with a use case. Our method can be tailored based on each individual’s data. There-
fore, we rely only on the notifications generated from the user’s device to understand
behaviour aspects. This is the first approach, to our knowledge, that aims to understand
what individuals buy from the notifications received on their devices.

4.3 Our approach

We adopt a novel approach that processes notifications from a behavioural aspect. Un-
like the user interaction aspect used by the existing literature, our approach seeks to

extract behavioural features of actions that can cause the production of notifications.
We start from the behaviour and accordingly signify the importance of notifications.
The relation between the issued notification and the target behaviour is the essential
part. For instance, suppose a user dismisses an active notification (that is issued as a
result of actively engaging in a target behaviour such as buying a product). In that case,
that notification is still more critical and relevant to our analysis than a clicked one that
is not related to the same target behaviour. This behaviour-centric analysis is precious
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Figure 4.1: The proposed framework for extracting behavioural knowledge from raw
notifications texts. Dashed arrows point to the data sources on which the framework
steps are applied.

for understanding personal preferences, whether related to buying or other behaviour
such as reading and communication. Understanding these behavioural preferences are
the basis for building personal recommendations from smartphone notifications.

Since no work to our knowledge provides a way for processing notifications this
way, we propose a general framework for doing so. Then, we use the proposed frame-
work to extract features of buying behaviours and discuss the methods and implemen-
tation details.

4.3.1 The proposed framework

The proposed framework (Figure 4.1) is based on four main tasks: data collection;
notifications filtering; features extraction; and behavioural analysis. The first task is to
know the period required to collect data for the behaviour that is targeted by the anal-
ysis. In the second task, we define the criteria for filtering out notifications such that
only those related to the targeted behaviour are kept. The texts of the kept notifications
are processed next, in the third task, to extract the target behaviour’s features (e.g. the
book name if reading is the target behaviour). In the fourth task, semantic information
about the extracted features (e.g. the book category) is obtained to be used for further
behavioural analysis. For instance, the category of purchased books can be used to
analyse which books a person prefers. Each one of the four tasks has two steps. Deci-
sions about each step’s implementation are heavily influenced by the target behaviour
(step 1) and by decisions made in steps precedent to the one under consideration.
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4.3.1.1 Data collection

Identify target behaviour As centred around behaviour, our framework starts by
identifying behaviour that is targeted by the analysis. When selecting a behaviour, it
is essential to consider the possibility of extracting indicators of that behaviour from
notifications. This is because indicators of some behaviours might rarely be present in
smartphones’ notifications, which may hinder the ability to discover them. Also, the
determination of target behaviour does not have to be limited by installing related apps
on the smartphone. As we shall see in the next section, receipts of buying behaviour
can be seen in emails rather than apps related to buying activities such as Amazon or
eBay.

Determine the collection period The notifications amount issued by smartphones’
apps varies based on the behaviours that cause their issuing. Notifications caused by
social communications behaviours (e.g. using WhatsApp or Instagram) may form a
larger portion if compared to shopping-caused ones (Li et al., 2018b). Also, the nature
of how people practise behaviour can play a role in this variation. For instance, a daily
reader may receive more notifications compared to another who reads on a monthly
or weekly basis. Therefore, knowledge about the target behaviour plays a pivotal role
in determining the period length of notifications data needed to obtain behavioural
insights.

It is essential, however, to emphasise the importance of not limiting the collection
of notifications at this point of the analysis on any constraints (e.g. collecting notifica-
tions from reading apps only to analyse reading behaviour) . As we shall see next, some
filtering techniques may require the entire dataset to filter out irrelevant notifications.

4.3.1.2 Notifications filtering

Identify the base of selecting relevant notifications This task is a preparation step
before filtering out irrelevant notifications. A decision is made on how notifications
related to a target behaviour are selected. Knowledge-based and machine learning are
two potential approaches to doing so. An example of the former would be relying on
notifications from shopping apps in understanding buying behaviour. Machine learning
approaches start from the data and aim to find patterns in notifications related to the
target behaviour. NLP techniques are typically used to prepare the texts for processing,
and then a classification or clustering task is conducted to spot patterns.
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Filter out irrelevant notifications In this step, notifications that are irrelevant to the
target behaviour are filtered out. Using a knowledge-based method, a simple choice
would be selecting notifications based on the relevance of apps issuing them to tar-
get behaviour. For instance, notifications of apps categorised as reading-related are
selected to analyse reading behaviour.

A more advance method of filtering out irrelevant notifications using a knowledge-
based approach would be through the notification content. In this approach, notifica-
tions’ contents are searched based on predefined keywords known to be related to the
target behaviour. For instance, the content can be searched for keywords such as ‘book’
and ‘author’ to select notifications related to reading behaviour. A more dynamic ap-
proach may search the notification content using the names of apps categorised as
related to reading. For instance, Google PlayStore categorises ‘Kindle’ app as ‘Books
and References’. Hence, if a user has the Kindle app installed, notifications containing
‘Kindle’ might be considered related to reading.

Alternatively, machine learning can be used to filter out irrelevant notifications.
Using supervised learning, notifications are labelled and a model can be trained and
used to classify new instances as either relevant or irrelevant. If not labelled, clustering
provides a second option of applying machine learning that can group notifications. A
decision can then be made on which notification groups are relevant to the investigated
behaviour.

4.3.1.3 Feature extraction

Identify behavioural features In this step, the behavioural features that need to be
extracted are identified. For reading behaviour, the features would be the title of the
book or the book author, whereas the product name and its cost could be the features
of the buying behaviour. Knowledge of the notification contents can help determine
the possibility of extracting a behavioural feature. For example, although a notification
from a shopping app may contain the cost of a purchased book; extracting the cost
from a notification issued by a reading app might be unlikely. Although this step relies
only on identifying the target behaviour, we place it later in our framework due to its
direct relation to the final step.

Extract features from notifications To extract the behavioural features from the
raw texts of notifications; a Natural Language Processing (NLP) pipeline needs to be
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implemented. With respect to this work; we propose an NLP pipeline that has to-
kenisation, cleaning and extraction tasks. In tokenisation, the raw text is converted to
individual words. The cleaning task processes these words to signify the important
ones. This processing might involve tasks such as lemmatisation and removing stop-
words. The last step in our proposed pipeline, extraction, aims to process the cleaned
text to extract the target behaviour’s features. Extracting features may require, in some
cases, a numeric representation of words. In that case, an optional step of vectorisation
can be added. In the vectorisation step, transforming words into a numeric form can
be done through techniques such as word2vec (Mikolov et al., 2013), words of bags
(Zhang et al., 2010) and TF-IDF (Joachims, 1996).

4.3.1.4 Behavioural analysis

Feature enrichment What extracted from notifications in the previous step are the
features of the target behaviour. If, for instance, a notification is related to buying
behaviour, a potential feature would be what a person buys (i.e. the product name).
However, the number of extractable features is limited by what is contained in the
notification text. Therefore, to better understand the extracted features, additional se-
mantic information about these features is needed. In this step, the extracted features
are enriched with semantic information. Since this information is not present in the
notification text, an external source is used to retrieve the needed information. For
example, the product category can be retrieved from an external API to add a semantic
value to the bought product’s name. Hence, a name feature of a bought product such
as “A Promised land by Obama” can be understood as being a book.

Knowledge extraction In this final step, behavioural analysis is conducted to obtain
knowledge about the person. This analysis is based on the extracted features and the
semantic information about them. For instance, if a person reads many books related to
sports, this may indicate an interest in the sport. The breadth and depth of this analysis
depend on the semantic enrichment level. As more information about the extracted
feature is added, a more in-depth analysis can be achieved. We can illustrate this
using the example of reading sport-related books. Suppose a second level of the book
category is retrieved (e.g. the sport type) as part of the enrichment process. In that
case, we can use notifications to study the type of books, within a specific category,
that interests a person (e.g. tennis books within the category of sports).
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4.3.2 Buying behaviour

Our proposed framework can be used to extract behavioural features from the notifi-
cation text. In this section, we identify buying as the target behaviour and detail the
following steps according to the proposed framework. Buying behaviour includes any
act that involves a payment to get a product or a service. So, the act of paying for a
taxi ride or for getting a gaming device are examples of buying behaviour. Follow-
ing the identification of the target behaviour, the second step aims to determine the
appropriate data collection period. Studies related to buying via smartphones show a
dependency between the frequency of buying and the type of the purchased product
(Beatriz, 2021; Mohsin, 2021). For example, individuals use their smartphones to buy
their basic needs of food and drink on a weekly basis. In comparison, lower purchase
rates are noticed (bi-monthly or monthly) when it comes to other commodities such as
clothes and electronic devices. Based on that, a study of purchasing behaviour should
not be less than a month if it aims to observe different types of purchased products.
However, this period may be shortened or extended according to the analysis goal.
Studies that only target the basic needs of food and drink may decide that two or three
weeks are enough, whereas others may decide to go for longer periods. Also, the basis
on which the collection period is determined may differ. Although we choose to rely
on previous studies, others may decide to conduct a dedicated study to determine the
collection period based on a specific set of requirements.

To filter out irrelevant notifications, we manually classified notifications into three
classes1: actual buying, marketing only and non buying. Notifications labelled as ac-
tual buying are the ones that are generated as a direct result of a buying activity (i.e.
active notifications). Examples of those include receipts and payment appreciations.
The class of marketing only includes buying recommendations that contain at least
one product or brand name. Since recommendations are typically personalised based
on previous buying activities (Behera et al., 2020), we leverage those notifications
as they might be of interest to the buying behaviour of a person. Since both ac-
tual buying and marketing only represent notifications of buying behaviour, we will
use the term buying related when we want to refer to both of these classes. The third
category, non buying, contains notifications that do not include marketing offers nor
result directly from a buying behaviour. Based on these categories, a knowledge-based

1The first author conducted the classification of these notifications. Since buying notifications are
typically generated by apps related to that, the need for additional annotators is minimised. Nonetheless,
future work may improve the classification with such a procedure.
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Figure 4.2: Using passively collected notifications to extract behavioural features of
buying behaviour.

approach (that benefits from the notification’ meta-data) or machine learning (mainly
classification) can be used to filter out irrelevant notifications.

Once the set of relevant notifications is determined, we process the texts to extract
behavioural features. We aim at recognising what a person buys from her/his notifica-
tions. Therefore, a natural language processing task has been designed to extract the
product name from the notification text. We propose an approach that relies on the
global word frequency to extract what a person buys. Accordingly, product names,
such as those illustrated in Figure 4.2, are expected to be extracted.

In the proposed approach, we benefit from the short and direct nature characteris-
ing the notifications’ text. Within the context of buying behaviour, notifications may
form order receipts, status updates or delivery information. The sent text is expected
to have a combination of common words (e.g. “your order” or “delivery updates”) and
the product names. For instance, a message such as “your package with brand name

blanket will be delivered tomorrow” is issued by Amazon when you buy a blanket.
The brand name is expected to be less common than the other words in similar notifi-
cations. Therefore, we take advantage of this observation and rely on the word com-
monality to extract the product name. Specifically, we compute the word frequency in
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the English language for each word on the notification text and select the n words that
have the least values.

As the extracted features (e.g. product name) may need further information to
make sense of them, their semantic can be improved through an external knowledge
provider. SerpApi2, for instance, can provide additional information about the product
names and be used for a better understanding of the extracted features. Doing so
would make it easier to understand that Nintendo Switch, for instance, is a gaming
device. Also, such understanding can help in grouping similar products together under
one category (e.g. Nintendo Switch and Uno cards are gaming products).

4.4 Evaluation

We use the proposed framework to understand features of buying behaviour from
250,532 smartphones’ notifications collected from 12 participants in-the-wild. Our
evaluation targets the notification filtering and the feature extraction steps of our pro-
posed framework. Specifically, we aim to assess the following:

1. The performance of knowledge-based and machine learning methods in select-
ing notifications relevant to buying behaviour.

2. The performance of multiple NLP techniques in extracting the features of buying
behaviour.

4.4.1 Method

Our experimentation includes longitudinal mobile data that was passively sensed using
the AWARE mobile sensing framework (Ferreira et al., 2015). We recruited 12 par-
ticipants and collected notifications from them passively as they go about their normal
daily activities. All data captured within the app was collected from Android devices
and sent to a secure server at The University of Manchester. Procedures for our study
was reviewed and approved by the Department of Computer Science Ethics Committee
at The University of Manchester (Reference: 2019-7817-12726).

Participants were recruited using poster advertisements displayed in public areas
of The University of Manchester and surrounding buildings, and on social media. Due
to COVID-19 restrictions enforced in United Kingdom in early 2020, the recruitment

2https://serpapi.com/

https://serpapi.com/
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Table 4.1: The total number of notifications per participant (Total), collection duration
in days (Duration), average number of daily notifications per participant (Daily). (x̄) is
the calculated sample mean.

Pre-processing Post-processing
Total Duration Daily Total Duration Daily

P1 11,804 96 122.96 2,760 96 28.75
P2 16,794 65 258.37 3,809 65 58.60
P3 7,750 58 133.62 314 52 6.04
P4 4,762 53 89.85 24 10 2.40
P5 4,889 55 90.85 178 29 4.36
P6 53,180 144 369.31 27,894 144 193.71
P7 30,709 117 262.47 13,044 117 111.49
P8 97,262 134 725.84 40,419 134 301.63
P9 9,137 55 166.13 3,230 55 58.73
P10 9,646 68 141.85 7,232 68 106.35
P11 4,486 50 89.72 1,957 50 39.14

x̄ 22765.36 81.36 222.81 9169.18 74.55 82.84

process had been impacted, and we had to only rely on online advertisement. A total of
12 participants ultimately agreed to participate, all but one of whom were students at
The University of Manchester (seven undergraduates, four postgraduates). Participants
were supplied with an information sheet prior to participation and had the opportunity
to ask further questions prior to consent. Participants were rewarded for their partici-
pation with three months of Netflix subscription or equivalent Amazon voucher.

All participants provided written consent before being guided to install the AWARE
app on their personal mobile devices. Participants were asked to keep the installed
application running and to carry their phones as they normally do. They were advised
that the application would automatically send their data to our backend server, but
only when connected via WiFi, and that we anticipated no noticeable negative effects
on battery life.

Participants enrolled on the study over a staggered period based on when they chose
to respond to recruitment advertisements. The first participant (P1) began data collec-
tion on January 22, 2020, and the final participant (P12) began on March 3, 2021. One
participant (P12) was excluded because of technical difficulties related to the app and
phone compatibility. The collection period for the remaining 11 participants ranges
from 50 days (P11) to 144 days (P7), with an average period length of approximately
three months (81.36 days).
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Figure 4.3: The per app distribution of notifications removed due to empty text fields.
Only apps having more than 1000 notifications with empty texts are shown.

4.4.2 Dataset

After excluding P12’s data, the entries in our dataset has become 250,419 notification
entries. The mean and median number of notifications per participant are 22765.36
and 9646.00, respectively. The largest number of notifications collected from a single
participant was from P8 (97,262 notifications), whereas P11 has the least contribution
of (4,486 notifications). Table 4.1 details the notifications per participant.

Each entry of the dataset contains the notification time, title, app, category and
text. To collect these data, we have added a plugin within the AWARE app. Our plugin
uses Android capabilities and Google PlayStore to populate notifications’ data. To re-
trieve the category of the app issuing the notification, our plugins queries the PlayStore
website using the package name that is provided by Android system3. If the app’s
category is not found, we label the category as “Unknown”. Typically, “Unknown”
categories result from installing apps that are not listed on Google Play. Lastly, we
anonymise numbers and emails contained in the notification text to preserve the par-
ticipant’s privacy. Consequently, a notification that says “You received 2 emails from
john@example.com”, is stored as “You received * emails from ****”. This step is
essential and needed to comply with the university’s ethics requirements.

In this work, we rely on the text field of each notification entry to extract and

3Package names are different from the app names. For example, “eBay” is an app name while
“com.ebay.mobile” is the package name as retrieved by Android.
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Table 4.2: Examples of notifications classified as actual buying, marketing only and
non buying.

Class Examples

actual buying • Your package will be delivered tomorrow.
• Your parcel from Whitworth Pharmacy is due today.

marketing only • Just landed the size exclusive adidas Originals BC Trainer.
• Deal on Symphonized NRG Wood from your wish list.

non buying • Check out all our offers before they end.
• Tomorrow Leap Day How will you use it.

analyse data related to buying behaviour. To properly conduct the analysis, we first
perform a pre-processing task that aims to remove notifications with empty text or
those that only contain symbols and special characters. The latter mainly results from
the non-English text that is not correctly encoded. Accordingly, a total of 149,558
notifications were excluded. Of those, 113,324 entries have empty text fields (Figure
4.3 shows the distribution of the excluded empty text notifications per app) and 36,234
contain only symbols and special characters . As a result, 100,861 notifications were
kept. Table 4.1 shows the notification details per participant before and after the pre-
processing step.

The remaining notifications were manually classified into the three classes: ac-
tual buying, marketing only and non buying (see section 4.3.2 for details). As a re-
sult, we found out that 23 apps generated 387 actual buying notifications, and 462
marketing only notifications were generated by 31 apps. This makes the total number
of buying related notifications 849 generated by 41 apps. The remaining 100,012 en-
tries, classified as non buying, are generated by 256 apps. Table 4.2 shows examples
per class from the collected dataset and Table 4.3 details those classes per participant.

Lastly, the majority of notifications (34.11%) labelled as actual buying are gener-
ated from apps categorised as “Communication”. “Shopping” apps generated (26.36%)
of actual buying notifications. The remaining 39.53% is distributed across “Finance”,
“Food and Drink”, “Travel and Local”, “Maps and Navigation” and “Business” cate-
gories with percentages of 16.54%, 16.02%, 4.91%, 1.03% and 1.03% respectively.

Figure 4.4 shows the ratio of actual buying and marketing only notifications for
each app that generates them to the number of remaining notifications produced by
these apps.
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Table 4.3: Number of notifications and apps issuing them per participant for each one
of the classes (actual buying, marketing only, buying related and non buying).

actual buying marketing only buying related non buying
Entries Apps Entries Apps Entries Apps Entries Apps

P1 23 3 231 9 254 10 2,506 23
P2 10 3 45 5 55 7 3,754 37
P3 27 5 10 3 37 7 277 24
P4 0 0 2 1 2 1 22 6
P5 2 1 5 2 7 2 171 15
P6 15 2 0 0 15 2 27,879 78
P7 106 11 117 11 223 15 12,821 104
P8 52 3 17 4 69 5 40,350 38
P9 52 5 26 4 78 5 3,152 38

P10 1 1 0 0 1 1 7,231 25
P11 99 4 9 2 108 4 1,849 53

x̄ 35.18 3.46 42.00 3.72 71.18 5.36 9092.00 40.09

4.4.3 Results

We detail our experimentation results based on the two aims specified earlier in this
section. These aims mainly target the tasks of notification filtering and feature extrac-
tion from our proposed framework.

4.4.3.1 Notification filtering

Labelling the notifications allows us to assess the ability to distinguish buying related en-
tries (i.e. actual buying and marketing only) from other non buying data. In so doing,
we use a baseline knowledge-based approach and compares it to machine learning al-
gorithms. The knowledge-based approach benefits from the meta-data captured with
the collected notifications. Specifically, we rely on the categories of notifications (re-
trieved from GooglePlay) and special keywords that are typically associated with buy-
ing notifications. We have checked the list of apps categories on GooglePlay4 and
classified them as either related to buying or not. Our classification is based on the
categories description as provided by Google and examples of apps found under each
category. Accordingly, notifications from apps categorised as “Shopping” and “Food
and Drink” are classified and considered as buying related.

4https://support.google.com/googleplay/android-developer/answer/9859673?hl=en

https://support.google.com/googleplay/android-developer/answer/9859673?hl=en
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Figure 4.4: Relation between the number of buying behaviour notifications to the num-
ber of non buying notifications issued by the same apps’ category. In (b) and (c) the
number of marketing only of “Shopping” apps is higher than the remaining number of
notifications issued by the same categories.

To identify actual buying entries, notifications are searched based on keywords typ-
ically associated with buying activities. A notification is classified as actual buying if
the content contains one of the keywords specified in Table 4.4. The selection of these
keywords was based on analysing emails from Enron email dataset, a public dataset
that contains emails from more than 100 users (Klimt and Yang, 2004). Specifically,
we randomly selected 100 emails sent by retailers such as “Amazon” and searched for
receipts, order confirmations and shipping notices. Based on that, the keywords in
Table 4.4 were identified.

The second approach for distinguishing notifications of buying behaviour is based
on machine learning algorithms. However and as noticed in the dataset section, la-
belling the collected entries produced an imbalanced dataset5. Learning from an imbal-
anced dataset is typically done through undersampling, oversampling or re-weighting
techniques. In undersampling, a subset of the majority class that has a number of
entries close to the ones of the minority class is used to train and test the classifier.
Oversampling increases the number of entries in the minority class to closely match
the one of the majority. Lastly, the minority class can be assigned a higher weight
(through the re-weighting technique) to mitigate the impact of the majority class.

In this work, we rely on undersampling as it is recommended when the majority
class is less critical for modelling (Aggarwal, 2015). Also, unlike oversampling, under-
sampling has the advantage of including all the more valuable entries of the minority
class (Aggarwal, 2015; Estabrooks et al., 2004). As we focus on buying behaviour,

5In an imbalanced dataset, the number of entries of one class is much larger than the entries of
another class.



CHAPTER 4. SMARTPHONE-DERIVED BUYING BEHAVIOUR 114

the aim is to distinguish buying related notifications from non buying. In so doing and
guided by (Bayerstadler et al., 2016; Weihs and Buschfeld, 2021), we have randomly
generated 50 subsets from the collected dataset6. Each set contains an equal number
of entries per class. Specifically, to distinguish actual buying from non buying, we
have generated 50 subsets that contain 387 entries per class. Also, another 50 subsets
for learning marketing only from non buying have been generated. The total number
of entries per the latter subset is 924 with 462 in each class (i.e. marketing only and
non buying). Lastly, 50 subsets that include all buying related notifications (849 en-
tries) with a similar number of non buying entries have also been created through un-
dersampling. In total, we have created 150 subsets, 50 subsets per class. These subsets
were randomly undersampled based on the entire dataset without constraints on the
app’s category. Hence, we refer to that as uncategorised undersampling.

In contrast, and to conduct an in-depth analysis, we have generated subsets based
on the categories of apps producing notifications of buying behaviours (we refer to this
randomisation as categorised undersampling). In each subset, entries are sampled only
from apps issuing notifications of buying behaviour. The number of entries in each sub-
set varies based on the number of actual buying and marketing only notifications that
are generated by an underlying app category. For instance, shopping apps generated
102 actual buying notifications and hence the number of entries in the corresponding
subset is 204 (102 actual buying and 204 non buying). We have excluded subsets that
contain less than 100 notifications of buying behaviours to avoid small groups. As a
result, we have created additional 120 subsets from four categories (“Communication”,
“Shopping”, “Finance” and “Food and Drink”). For each category, we have generated
30 subsets (10 per each one of the three classes: actual buying, marketing only and
buying related versus non buying). The number of entries in each sample ranges from
124 to 354. Lastly, each one of the generated subsets is trained and tested indepen-
dently to avoid overfitting. Therefore, the results of training and testing a specific
subset do not impact the results of another subset.

The selection of the machine learning algorithms was based on the ones that H2O7

supports. H2O is an open-source and auto-ml platform that facilitates the building of
machine learning models (LeDell and Poirier, 2020). Namely, we have used: logistic
regression from the Generalised Linear Models (GLM)8, Gradient Boosting Machine
(GBM), Distributed Random Forest (DRF), Extremely Randomised Trees (XRT) and

6We use python imblearn package for generating the subsets.
7https://docs.h2o.ai/h2o/latest-stable/h2o-docs/automl.html
8We use GLM to refer to logistic regression to be consistent with H2O terminology.

https://docs.h2o.ai/h2o/latest-stable/h2o-docs/automl.html
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Table 4.4: The keywords used for searching the notifications content.

Keywords Examples

“your order” “We shipped this portion of your order separately”
“your purchase” “We are writing to confirm your purchase of the following... ”
“your payment” “We have received Your payment and will be shipping out ... ”
“your package” “You can come down to ... and pick up Your package ...”

Deep Neural Net (DNN). To run the data with these algorithms, we have applied an
NLP pipeline (tokenisation, stop-word removal and stemming). Then, train and test
vectors have been produced using the TfidfVectorizer of python sklearn. These vectors
were used to train and test the various models supported by H2O9.

Figure 4.5: The performance of the knowledge-based approach and the machine learn-
ing algorithms (ordered by the precision values). Precision and recall values of the
machine learning algorithms are averaged based on the 50 uncategorised and 40 cat-
egorised subsets in each one of notification class (actual buying, marketing only and
buying related).

Based on the above, we have evaluated the ability to filter out notifications irrele-
vant to buying from the collected dataset. We have calculated the precision and recall
values for the knowledge-based approach and compared it to the five machine learning
algorithms (see Figure 4.5). The machine learning scores in Figure 4.5 are calculated
based on the mean precision and recall scores of the subsets under each category. For

9We use the default parameters for each algorithm as specified by H2O (80% used for training and
20% for testing).
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instance, actual buying class contains 50 subsets that are undersampled based on the
entire dataset (i.e. uncategorised undersampling) and 40 that are undersampled based
on the categorised one. Therefore, the precision and recall values represent the mean
values of the 90 subsets. Similarly, the precision and recall values have been averaged
for the marketing only and buying related classes (Precision: min std = 0.029, max
std = 0.100, mean std = 0.043, min CI = 0.004, max CI = 0.007, mean CI = 0.005;
Recall: min std = 0.050, max std = 0.143, mean std = 0.098, min CI = 0.008, max CI
= 0.013, mean CI = 0.010)10. For each of those classes, the total number of subsets
in which precision and recall values are averaged is 90. Accordingly, we found out
that on the actual buying, both GLM and the knowledge-based approach (i.e. relying
on common keywords associated with buying behaviour) have the best precision per-
formance (0.99). The remaining H2O algorithms also perform well on the precision
scores for all classes of buying behaviour (scores range between 0.97 and 0.89). The
precision scores for marketing only and buying related under the knowledge-based
approach (0.29 and 0.46 respectively) are the worst among all methods. However, the
recall of marketing only notifications under the same approach (0.87) is better than
all their corresponding machine learning algorithms (XRT and DRF have the highest
score, 0.84).

To show the results per the subsets’ groups, Figure 4.6 compares the mean scores
of the uncategorised undersampling to the categorised one. We compute the mean
scores of predicting buying related notifications (i.e. both actual buying and market-
ing only from non buying). Moreover, the mean scores for separately predicting ac-
tual buying and marketing only from the remaining notifications are also depicted in
the figure. We show the scores of accuracy and Area Under the Precision-Recall Curve
(AUCPR) as they are commonly used metrics for classification (LeDell and Poirier,
2020) (Algorithms are ranked first by the accuracy and then by the AUCPR). Of the
five algorithms, logistic regression (GLM) consistently outperforms the others. The
highest average accuracy score of the 150 subsets is 0.99 for the GLM, whereas GBM
has the least average accuracy score (0.90). However, GLM is ranked behind in only
one of the groups (categorised sampling: actual buying vs non buying) in which GLM
ties with XRT and DRF in the accuracy score but falls behind in the AUCPR score.
Nonetheless, the mean performance of all the 120 subsets under the categorised un-
dersampling group puts back the GLM on the lead with an average accuracy score of
0.94 (compared to 0.93 for both XRT and DRF). Lastly, of both the uncategorised and

10CI is calculated at confidence level of 95%.
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Figure 4.6: Filtering out irrelevant notifications. The top four sub-figures show the
mean scores based on the uncategorised undersampling whereas the bottom four show
the results of the categorised undersampling.

categorised undersampling, the least accuracy score results from using GBM to predict
marketing only notifications from the non buying entries.

4.4.3.2 Feature extraction

The feature extraction step has two sub-tasks: features identification and the actual
extraction (section 4.3.1.3). With respect to buying behaviour, we identify: “what a
person buys” and “the time of buying” as the features that need to be extracted from
the notifications. The event time can be directly obtained from the timestamp field of
the notification entry. The product or service name, however, represents what a person
buys and exists within the notification text. In this section, we present the evaluation
of three methods aiming to extract the product names from the notification text.

First, we had to manually extract the names of the bought products or services from
all the buying related notifications (i.e. actual buying and marketing only) to serve as
ground truth. Here, we will use “product name(s)” to refer to both the product and/or
the service name. The total number of product names in the actual buying notifications
is 283. The majority of actual buying entries (93.54%) contain only one product name;
4.94% contains two product names, while 1.52% contains three product names. With
respect to the marketing only, the texts under this class contain 555 product names
(as discussed in section 4.3.2, each marketing only entry is expected to have at least
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one product or service name). 84.20% of those marketing only entries contain one
product name only, 11.47% have two product names and 4.33% have notifications
recommending three product names.

To extract the names of the bought items, we use and compare the word frequency
approach (that relies on the global frequency of the word in the English language)
with two baselines: template-based and named entity-based. In the word frequency
approach, we first extract the named entities from the text (using python NLTK) and
then rely on the Python wordfreq library11 to retrieve the frequency of a word in the
English language. The three words that have the least frequent values are considered
as the product name. We limit the number of words to three because the product or the
service names are typically expected to be short (Robertson, 1989).

This approach is compared to a basic named entity implementation. We use python
NLTK to implement the NLP pipeline described earlier (see section 4.3.2) and to ex-
tract the named entities. Similar to what we do in the previous approach, we limit
the number of words forming the product name to three. These three words are ran-
domly chosen from the list of words retrieved as named entities (unlike the previous
one that picks the globally least frequent words). We compute the accuracy based on
the average of 10 runs that randomly selects the three words.

In addition to the previous two approaches, we also use a template-based approach
suggested by Li et al., (2018b) to extract what a person buys. This approach is the
only one in the literature that we found targeting the text of smartphones’ notifications.
The template-based approach clusters notifications into templates according to the text
similarity. As per Li et al., (2018b), each cluster is expected to have notifications with a
similar structure, and hence the variable part of the template structure is considered as
the feature’s name. To implement this approach, we use Mean-Shift clustering of the
python scikit-learn package. The bandwidth parameter of the Mean-Shift algorithm
controls the number of notifications per cluster. A larger value may produce a clus-
ter that contains all notifications generated by a specific app, whereas a smaller one
may generate clusters with one notification each. Therefore, we have instantiated the
implementation with various bandwidth values (1.20, 1.00, 0.90, and 0.80), and we
stopped when the accuracy values of both actual buying and marketing only notifica-
tions get below 0.50. Figure 4.7 shows how the number of actual buying notifications
varies per cluster as the bandwidth value changes. For instance, when the bandwidth

11https://pypi.org/project/wordfreq/

https://pypi.org/project/wordfreq/
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Figure 4.7: The impact of changing bandwidths on both the number of cluster per app
and the average number of notifications per cluster. The average number is computed
by dividing the total notifications per cluster on the number of clusters per app.

is set to 1.20, all 94 notifications of Amazon are assigned to the same cluster. In con-
trast, setting the bandwidth to 0.80 produces 58 Amazon’s clusters with a mean of 1.62
notification in each one.

Based on these three approaches, we calculate the accuracy score as the number of
correct results divided by the total number of notifications in each class. Since not all
the notifications of actual buying class contain a product name (see the first example
in Table 4.2), each one of the three approaches may return one of the following:

• An empty text that correctly describes the absence of a product name in the
notification entry,

• An empty text that fails to capture a product name exists in the notification entry,

• A three-words feature name that correctly matches a product name,

• Or, a three-word text that does not match the correct product name.

The accuracy scores show the ability of each approach to correctly (i) extract at least
one of the product names found in the notifications texts and (ii) discover notifications
not containing product names.
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Figure 4.8: Accuracy values for the basic named-entities-, word frequency- and
template-based approaches. The manually extracted features are used as the ground
truth to calculate the values.

Accordingly, we have evaluated the three approaches and reported the results in
Figure 4.8. The word frequency approach substantially outperforms the other two
approaches in both classes of buying related notifications (0.72 for actual buying and
0.90 for marketing only). The average accuracy values of randomly selecting three
named entities as the product name for the actual buying and marketing only classes
are 0.61 and 0.78, respectively. The accuracy score of the actual buying class under the
basic named entity approach is slightly better than its corresponding values under the
template-based approach (0.58 if bandwidth = 1.00 and 0.55 at a bandwidth of 1.10).
The accuracy values for both the basic named entities and the word frequency approach
are better than the template-based approach. However, the performance of extracting
the product names from marketing only notifications using the template-based class is
the worst among the three approaches (0.33 and 0.58 at the bandwidths of 1.00 and
1.10 respectively).

4.5 Discussion

The results of selecting notifications relevant to buying (Figure 4.5) show that machine
learning algorithms perform better than the knowledge-based approach. The precision
scores of the knowledge-based approach are substantially worse than their correspond-
ing values of the machine learning algorithms except for the actual buying class. When
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Figure 4.9: The accuracy and Area Under the Precision-Recall Curve (AUPRC) for
each apps’ category producing notifications of buying behaviour. The top three cate-
gories included in this figure are: communication (COM), finance (FIN) and shopping
(SHOP).

all notifications from a specific category are identified as either buying related or mar-
keting only, we include many messages that do not include the brand name. Examples
of those messages are: “Your package will be delivered tomorrow” and “Check out
all our offers before they end.”. Also, the improvement in the buying related scores
is mainly driven by the high accuracy achieved under the actual buying class (buy-
ing related includes both actual buying and marketing only, see section 4.3.2 for de-
tails). However, improving the recall score of actual buying class under the knowledge-
based approach is visible by adding more keywords that are expected to appear in the
notifications of buying behaviour.

Figure 4.6 shows that the average accuracy scores of all categorised undersampling
subsets are below or equal to the ones corresponding to them in the uncategorised
undersampling subsets. Therefore, we have further investigated the categorised under-
sampling. In Figure 4.9, we looked at how algorithms perform per each one of the top
three categories that issue buying related notifications. Namely, “Finance”, “Commu-
nication”, and “Shopping”). We found out that predicting actual buying entries of the
“Communication” apps using GLM is consistent with what we have reported previ-
ously (see section 4.4.3.1). However, the accuracy and AUCPR scores of predicting
marketing only entries – generated by shopping apps using GLM – have dropped to
0.87 and 0.82 respectively. Similarly, both scores for marketing only notifications of
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Figure 4.10: The percentages of the top ten apps’ categories based on the total number
of notifications in the dataset.

shopping apps are negatively impacted across all the other algorithms, and the smallest
recorded values were by the GBM algorithm (0.72 for accuracy and 0.70 for AUCPR).
This suggests that predicting notifications of buying behaviour from the same apps
issuing them is not as clear to spot as recognising them from other apps’ notifications.

Moreover, marketing only entries are expected to have text shared with non buying en-
tries generated by the same category (since both’s goal is to attract the user toward
shopping). So, phrases such as “shop now” or “check out your ... offer” can be found
in notifications that contain brand or service names (i.e. marketing only). Also, these
phrases may exist in notifications generated by shopping apps but do not contain a
specific brand (e.g. “Check out all our offers before they end”). In contrast to that,
actual buying notifications are limited by the messages that are needed to be conveyed
(i.e. order confirmation, shipping notice or delivery notes). Hence, they are expected
to have more specific keywords (e.g. “your item” or “you paid”) and consistent struc-
ture. In fact, the importance of these keywords and others can be measured and derived
when applying the classification task on the actual buying entries. Subsequently, ad-
ditional keywords can be used to improve the performance of the knowledge-based
approach by including them.

With respect to the machine learning-based approach, we can improve the algo-
rithms’ performance per apps’ categories by collecting more data from each category.
Additional techniques that deal with imbalanced datasets can also be used and com-
pared against the undersampling used in this paper. Nonetheless, it is noteworthy that
although extracting notifications of buying behaviour produces an imbalanced dataset,
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other behaviours have the potential of also producing a similar type of dataset. For in-
stance, Figure 4.10 shows the percentages of the notifications of the top ten categories
to the entire entries dataset. If we want to identify the behaviours that correspond to
each one of those categories, it is expected that we will end up with an imbalanced
dataset for most of them. Therefore, selecting the suitable technique to mitigate the
problem of this type of dataset should be based on the characteristics of each case.
Undersampling can be the right choice when the minority class represents the target
behaviour. However, when the majority class is the target, oversampling or other tech-
niques can be better choices.

For the feature extracting, we show that the approach based on the word frequency
outperforms the other alternatives. However, the word frequency approach may be
negatively impacted by the existence of famous brand names such as “Apple”, which
may negatively impact the accuracy score. According to Python’s wordfreq library, the
Zipf frequency for the word package is 4.45, whereas Apple’s Zipf value is 4.69. So,
a notification that says something like “Your package with Apple device ...” may not
retrieve “Apple” as the product name. Also, notifications that include named entities
other than the product or the service name can lead to an increased number of false
positives. Examples of those would be identifying the word “shipment” included in a
notification text as a product name.

With respect to the template-based approach, one of the reasons behind the low
accuracy value could be the actual buying notifications that are clustered together but
differ slightly. For instance, the following two notifications were classified under the
same cluster:

• “You paid ** GB for Apple iPhone Unlocked Smartphone device”

• “Your Apple iPhone Unlocked Smartphone device will be delivered tomorrow”

. Although these notifications are clustered together, the variable parts can not lead
to the correct identification of the product or the service name. This is because the
produced template would be “$feature1$ Apple iPhone Unlocked Smartphone de-
vice $feature2$” and therefore, neither feature would carry what has been bought.
However, a dataset with a larger number of buying related notifications may miti-
gate the impact of this issue. Also, as the notification text gets longer (e.g. order
receipts emails), extracting what a person buys can become harder, especially under
the template-based approach. This is mainly due to the increased number of both the
variables expected in each template and the unique templates (each sender has its own
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template). Mitigating the latter can be done by adding the sender as a criterion when
generating templates derived from email notifications.

However, we notice that extracting product names from marketing only entries has
a better performance for the three approaches (except when the bandwidth = 1.00)
when compared to the actual buying class. One reason behind that could be the fact
that notifications under marketing only category are expected to have a product or a
service name. Therefore, the potential of incorrectly extracting a product name from
an entry that does not actually include one is reduced (every notification has a brand
name). In contrast, we may predict a three-word text as the product name from an
actual buying entry that does not include one. In this case, we have an additional way
that can lead to the production of incorrect predictions.

To examine this latter point, we have further analysed the feature extraction re-
sults and found out that only 19.23% of actual buying entries with no products were
detected correctly by the word frequency approach (i.e. the approach correctly return
empty text). This number is the same for the basic named entity approach since it
produces the named entities similarly but differs in the selection of three-word text.
The template-based approach has the best performance of detecting entries that do not
include a product name (34.62%). The reason behind that could be the absence of vari-
able parts in those notifications if clustered together. For instance, a cluster containing
10 notifications that say “your item will be delivered tomorrow” will not contain a
variable part; hence, the returned three-word text will be empty.

Lastly, when recognising what a person buys (the feature extraction step), we no-
ticed that multiple notifications could represent a single buying transaction. For in-
stance, when a person buys a product X from Amazon, the following three notifica-
tions are typically received. (1) “Your package with product X has been dispatched”,
(2) “Your package with product X will be delivered tomorrow”, and (3) “Your package
with product X is out for delivery”. Although from a feature extraction perspective,
the product X is what the person buys regardless of the number of notifications. How-
ever, behavioural analysis requires a more careful look at these various notifications.
Ignoring that may mislead the analysis. For instance, if we rely on the number of times
a product is bought to derive personal interest, not addressing the same transaction’s
notifications may lead to incorrect conclusions.
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4.6 Limitation

In this work, we had to get rid of more than 50% of the collected notifications as they
contain empty texts or invalid characters. As shown in Figure 4.3, more than 50,000
notifications were removed from three apps only (Snapchat, WhatsApp and Gmail).
This limitation can be addressed by looking at each app separately and investigate how
the notification text is stored. Also, the impact can be mitigated through the inclusion
of the notification’s title as an alternative that may lead to the context of the text (the
analysis of the title is beyond the scope of this work).

The feature extraction results (section 4.4.3.2) are based on finding at least one
product name. We limit our feature extraction on finding at least one item because
most notifications contain only one product or service name. More in-depth analysis
can target the extraction of more than a product name from the notification text.

Although we have conducted the analysis of notification filtering and feature ex-
traction based on the entire dataset, the proposed framework is expected to be imple-
mented on an individual basis. Our decision to use the entire dataset for the analysis
stems from two reasons. First is the relatively small number of entries that we will
get if the dataset is analysed on a per-participant basis. Second, the fact that text of
buying related notifications is not user-specific. Regardless of the user, the app will
generate a similar text if a different user buys the same item. This observation is ex-
pected to be valid as long as the same app issues those notifications (Li et al., 2018b).
What is user-specific, however, is the analysis that can be derived from the extracted
feature. Examples include the products that a specific person likes and how often a
person buys his/her favourite items.

Behavioural analysis that is based on the extracted features is not presented in this
work due to the lack of ground truth data. For instance, P8 regularly buys his movie
tickets in the late evening (in one instance around 10:00 PM and in three others around
midnight). However, confirming and evaluating similar observations require additional
ground truth about the investigated behavioural aspects. A more in-depth analysis of a
specific behavioural aspect (e.g. buying habits and favourite brands ) can be the subject
of future studies. However, the framework proposed in this paper can be applied for
notification-based digital phenotyping. The analysis can be related to buying behaviour
or other behaviour captured by smartphone’s notifications.

Lastly, we acknowledge that the selection of three words as the product name may
cause the inclusion of unnecessary and unrelated words as part of the product name.
This is especially true when the product name is formed of only one or two words.
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Also, different ordering of the selected words may produce different results when ad-
ditional semantic is added to the product name. Therefore, future work may look at
the different methods of selecting the words compromising the product names and
compare the impact on understanding buying behaviour.

4.7 Conclusion

In this study, we present a novel approach to recognising behavioural features from the
smartphone’s notifications. Specifically, we propose a framework that details the gen-
eral steps needed to filter out notifications based on specific behavioural requirements
and extract features accordingly. This could be particularly valuable for understand-
ing personal preferences, whether related to buying or other behaviour such as reading
and communication. Understanding these behavioural preferences are the basis for
building personal recommendations.

Using this framework, we provide a use case for recognising behavioural features
from buying-related notifications. By experimenting with knowledge-based and ma-
chine learning methods, we show how the latter provides better results in filtering out
notifications irrelevant to buying behaviour. The data also shows that notifications of
a specific behaviour are expected to produce an imbalanced dataset. The class repre-
senting the target behaviour can either be the minority or the majority class. Buying
behaviour is an example of the former, whereas the class representing communication
behaviour is expected to be the majority. For the feature extraction, the approach that
relies on the least word frequency substantially outperforms other alternatives. These
extracted features can be enriched using external data sources. More experimenta-
tion on those data sources’ accuracy and their in-depth behavioural analysis values are
planned for future work.

As notifications text can reveal high sensitive data such as financial data, this frame-
work’s applicability should be considered within such constraints. Also, limitations
such as the inability to collect text from specific apps can be mitigated through the use
of additional data (e.g. the title or the category of the issuing app). The informative
value of these alternatives compared to the text is yet to be investigated.



Chapter 5

Interest Recognition from
Smartphone-Derived Mobility
Behaviour

The previous chapters indicated how events of the three behaviours targeted by this
thesis are extracted. The next step is to understand and detect personal interests using
the extracted events. We do so in this chapter and propose our Motivation-based Inter-
est Recognition (MIR) approach to detect personal interests using events of mobility
behaviour. We built our MIR method on the knowledge of human motivation (reviewed
in Chapter 2) and the events extracted based on what has been described in Chapter 3.
We analysed a secondary dataset for an initial exploration of interest-related features
such as the time it takes to detect personal interests, the criteria for picking the top N
items from a list of ordered interests, and the relationships between possible factors
that influence interests. We benefited from the initial findings in the planning and ex-
ecution of a three-month study that provided a summative evaluation of our method.
Details about the MIR methods, the used datasets and the results are reported in this
chapter.

The main content of this chapter is a paper authored by: Ahmed Ibrahim, Sarah

Clinch and Simon Harper. The title of the paper is: Recognising Intrinsic Motiva-
tion using Smartphone Trajectories. The paper is published in International Jour-
nal of Human-Computer Studies, Sep 2021, Volume: 153; and is made available
under the CC-BY-NC-ND 4.0, license :https://creativecommons.org/licenses/by-nc-
nd/4.0/. ISSN: 1071-5819. DOI: doi.org/10.1016/j.ijhcs.2021.102650. URL: https:
//www.sciencedirect.com/science/article/pii/S1071581921000689.
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Abstract
Human behaviours that are motivated by and indicative of personal interests can

be utilised to personalise behavioural recommendations used to promote health and
well-being. Behavioural and psychological studies show that (1) personal interests
are demonstrated differently in individuals’ daily activities; and (2) drawbacks of
self-reporting methods, such as forgetfulness and providing socially accepted answers
rather than actual ones, may negatively impact the reliability and validity of the recog-
nition process. To address these two challenges, we propose an adaptive approach that
infers personal interests from continuously- and passively-sensed smartphones location
data. We evaluate our approach based on two longitudinal datasets gathered by human
participants going about their normal daily activities. Our results indicate that our ap-
proach successfully identifies interests consistent with those reported by participants,
matching or outperforming alternative approaches. We also see high inter-personal
variation, suggesting a future role for personalisation in our approach.

5.1 Introduction

Motivation is important for almost every aspect of human behaviour – every human
action is shaped by, and indicative of some aspects of motivation. These motivations
may be driven by external rewards or obligations (extrinsic motivation) or by personal
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interests and curiosity (intrinsic motivation) (Ryan and Deci, 2017). Identifying mo-
tivation in this latter case, in particular recognising an individual’s personal interests,
has value not only in understanding the individual, but also in shaping their future
behaviour.

Assessing interests has been the concern of multiple inventories across different
psychological sub-disciplines and applications (e.g. Ryan, 2018; Amabile et al., 1994;
Tyler-Wood et al., 2010). However, inventories of this form require individuals to
respond to specific prompts (e.g. “I enjoyed doing this activity very much”) despite
the fact that in most cases, intrinsic interests are demonstrated in an individual’s daily
activity.

A close neighbour, to this desire to derive intrinsic interests from individuals’ be-
haviour, can be seen in many of our everyday interactions with technology. Recom-

mender systems gather data about an individual’s behaviours as part of a process in-
tended to predict what an individual might like (or dislike) in the future (Zhang et al.,
2019; Raza and Ding, 2019). Such systems are heavily used in a variety of tech-
nology platforms including e-commerce (Lu et al., 2014; Schafer et al., 2001; Zhou
et al., 2018) and digital media consumption (Beam, 2014; Gomez-Uribe and Hunt,
2016). However, recommender systems typically have two features that differentiate
them from the problem at hand: (i) data capture relates to a highly constrained set of
behaviours taking place on a specified platform (e.g. all interactions with the website
Amazon.com); and (ii) prior behaviours are used to make future predictions rather than
to understand the underlying motivations that led to those behaviour. Therefore, while
most recommender systems focus on figuring out the behaviours and making predic-
tions based on those behaviours; we want to go one step further and go from the be-
haviours to the underlying motivation. Then given that motivation, future behavioural
recommendations can be personalised.

In so doing, we propose to leverage individuals’ smartphones for continuous, un-
obtrusive data collection that reflects behaviours undertaken in daily life. In particular,
this chapter focuses on location behaviours as described by readings of smartphone
positioning (GPS) captured at frequent and regular intervals. Behavioural events, such
as visiting a cafe place or going to a movie theatre, are then extracted from these raw
GPS data. Next, we identify specific measures that can be used to operationalise prop-
erties of two psychological models of human motivation: Self-Determination Theory
(Ryan and Deci, 2017) and Maslow’s Hierarchy of Needs (Maslow, 1943). We apply
those measures on the behavioural events extracted from GPS traces to understand the
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Table 5.1: Acronyms frequently used in the paper published in International Journal of
Human-Computer Studies.

Acronym Description

IMB Intrinsically Motivated Behaviour
IMI Intrinsic Motivation Inventory questionnaire
MIR Motivation-based Interest Recognition1

SDT Self-Determination Theory

underlying motivations and rank the prior behaviours accordingly. For example, if the
extracted event is shopping, the rating produced from applying the measures of moti-
vation properties would indicate how much a person is motivated by shopping. Higher
ratings imply more internalised actions and therefore a better chance of the person
being intrinsically motivated.

This distinction of internally motivated behaviours from externally motivated ones
such as obligations is essential for applications of personalised behavioural change.
Such applications aim to promote health and well-being by targeting actions that are
motivated by and indicative of personal interests (i.e. intrinsically motivated). This
is in contrast to other applications (e.g. e-commerce) where both personal interest
and obligations would be considered as long as they serve the underlying goal (e.g.
increasing revenues).

Our Motivation-based Interest Recognition (MIR2) model, summarised in Table
5.2, is derived based on a formative dataset (∼2.8 million datapoints collected over
one year from seven participants) and then evaluated through a summative evaluation
using data from a further seven participants (∼0.2 million datapoints collected over
three months). Although two different populations have been used for formative and
summative evaluations, our results suggest that the MIR approach can be used to detect
interest for both groups of participants – despite the potential differences in the type of
interests and how they are realised by each group.

To summarise, our contributions are threefold:

• An approach for computationally modelling motivational properties. We
identify a set of behavioural measurements that reflect aspects of previously-
articulated models of human motivation. These measurements have the potential

1Our approach.
2For a list of acronyms used throughout this paper, see Table 5.1.
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Table 5.2: Motivation properties used in our approach, together with their correspond-
ing behavioural measures. Integration of these measures to a single MIR value is
discussed in Section 5.4.3.

Property Description Measurements Theory Details

Needs Categorisation of internal needs Needs level Maslow Section 5.4.1
Competence Perceived ability to perform Intensity SDT Section 5.4.2.1
Autonomy Voluntarily performance of actions Sustainability SDT Section 5.4.2.2
Novelty Exploring of new behaviour Recency SDT Section 5.4.2.3

to be captured unobtrusively over an extended time period using smartphone-
based passive sensing.

• An algorithm for Motivation-based Interest Recognition (MIR) that aggre-
gates the identified behavioural measures into a ranked set of Intrinsically Mo-
tivated Behaviours (IMBs) (i.e. where the top-ranked item is the one for which
the user has the strongest interest).

• An evaluation based on two distinct real world datasets that validates ranked
IMBs against participant ground truth and two alternative ranking approaches.

Our results provide a strong indication that our approach produces ranked inter-
ests that align closely with those elicited from participants through self-reports. Over
the two evaluations we achieve higher precision and at-least-comparable recall when
compared to alternative approaches.

5.2 Background and related work

5.2.1 Human Motivation

Theories of human motivation attempt to describe why humans do what they do (Ryan
and Deci, 2000; McClelland, 1987; Weiner, 1992). Biological approaches focus on
physiological state and processes (Cofer and Appley, 1964; Petri and Govern, 2013),
and examples include Yerkes-Dodson (Yerkes and Dodson, 1908), drive reduction
(Hull, 1943, 1952) and operant-conditioning (Skinner, 1953; Cooper et al., 1987). For
the purposes of understanding and leveraging individual differences, however, these
may be considered overly reductive (Strombach et al., 2016; Eccles and Wigfield,
2002).
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Psychological mappings from human behaviour to motivation typically take one of
two approaches. Static approaches use a fairly rigid classification to match behaviour
to underlying physiological or psychological needs. Examples include Maslow’s (1943)
hierarchy and Murray’s (1938) need theory. By contrast, Dynamic approaches quan-
tify motivation based on the subjective impression of a participant toward a performed
behaviour; factors such as contexts and rewards may impact the participant’s atti-
tude toward an activity (Fogg, 2012; Ryan and Deci, 2017). Examples include Self-
Determination Theory (Ryan and Deci, 2017) and Fogg’s (2012) motivational waves.

For the purposes of this work, we draw on two dominant psychological explana-
tions: Maslow’s Hierarchy of Needs (Maslow, 1943) and Self-Determination Theory
(Ryan and Deci, 2017). In particular, this work focuses on determining an individual’s
intrinsic motivation (Ryan and Deci, 2000) – activities that inherently bring satisfac-
tion to an individual (commonly referred to as interests; Renninger and Hidi, 2016).
Key concepts extracted from these theories, and used in this work, can be found in
Table 5.2.

5.2.1.1 Maslow’s Hierarchy

Maslow (1943) discusses motivation in terms of five needs, the lowest of which must
be fulfilled before the next comes into focus. These five needs (presented lowest to
highest) are as follows: physiological, safety, belongingness, self-esteem and self-
actualisation need. Physiological needs relate to survival at an individual and species
level, such as food, drink, sleep and sex. Safety needs include stability, security and
protection from fear. Belongingness needs are driven by the desire for interpersonal
relationships, and feelings such as love, friendship and acceptance. Self-esteem needs
drive our desire for respect, dignity and independence. Finally, self-actualisation needs
drive our ambition and desire for personal growth (Maslow, 1943; McLeod, 2007).

Critics of Maslow (e.g. Neher, 1991) suggest that experiencing these needs in the
proposed order is contrary to evidence in the real world. For instance, lack of security
in some communities - due to war, civil unrest or similar - does not prevent their in-
habitants from developing social ties and pursue the fulfilment of belongingness needs.
Despite this, Maslow’s hierarchy continues to be highly influential (including, for ex-
ample, in recent attempts to understand technology: Houghton et al. 2020; Kang and
Jung 2014). In light of the identified limitation, in this chapter, we focus on mapping
behaviours to needs as nominal categories rather than concerning ourselves with an
ordinal progression between the levels.
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Figure 5.1: The motivation continuum proposed in SDT runs from amotivation through
to intrinsic motivation.

5.2.1.2 Self-Determination Theory

SDT (Ryan and Deci, 2017) is one of a number of contemporary theories that build
on the distinction between intrinsic and extrinsic motivation. However, in contrast
to others, SDT treats these concepts not as a dichotomy, but instead as a continuum
that ranges from amotivation, through a set of extrinsic motivation states, to a fully
internalised intrinsic motivation (Figure 5.1).

SDT identifies competence, autonomy and relatedness as the three basic psycho-
logical needs that differentiate and represent motivation states: the need for compe-
tence (also called self-efficacy), the need for autonomy, and the need for social relat-
edness (Ryan and Deci, 2017):

1. The need for competence refers to one’s belief in their ability to perform (Ban-
dura, 1971). Self-perceived success, satisfaction or efficiency when engaging
in tasks helps to satisfy the need for competence (Ryan and Deci, 2017; White,
1959, 1963).

2. The need for autonomy relates to the extent to which a person controls a be-
haviour (Ryan and Deci, 2017), and self-regulates goals and the process of at-
taining them (Schunk et al., 2008).

3. The need for relatedness is concerned with feelings of connection with others
and is an essential driver for social behaviour (Ryan and Deci, 2017).

In addition to these three basic needs, proponents of SDT have noted the impor-
tance of novelty in motivating individuals to pursue and possibly change personal in-
terests (Ryan and Deci, 2000, 2017; González-Cutre et al., 2016; Silvia, 2007). This
has in turn led some to propose the need for novelty as a futher innate psychological
need (González-Cutre et al., 2016).

As a popular and “living” theory (Vansteenkiste et al., 2010), SDT has been applied
in a wide variety of domains, including many related to technology. For example, SDT
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can be used to guide the interface design of mobile apps (e.g. Zuckerman and Gal-
Oz 2014; Rooksby et al. 2015), encourage the use of health apps (e.g. Saksono et al.
2020), or propose behavioural intervention (e.g. Gustafson et al. 2014). Unlike these
applications, we employ SDT to classify behaviours, that are passively sensed, as either
extrinsically or intrinsically motivated.

5.2.2 Passive Sensing, Digital Phenotyping and Mobility Traces

Smartphones have transformed personal data collection. The majority of the popu-
lation near-continuously carries a device featuring multiple specialised sensors such
as: accelerometer, gyroscope, ambient light sensor, proximity sensing (e.g. Bluetooth,
NFC); these are in addition to the microphone and camera that are considered criti-
cal to the devices’ functionality (Lane et al., 2010). These sensors allow for passive
data collection (i.e. without intervention from a user) that can be considered highly
indicative of the user’s environment and behavior. This data has a multitude of appli-
cations (Khan et al., 2013), including extensive use for health and well-being (Cornet
and Holden, 2018). It is in this context that Jain et al. (2015) coined the term digi-

tal phenotyping to refer to the process of using an individual’s interaction with digital
technologies to derive indicative markers for human health and wellbeing (Figure 5.2).

Figure 5.2: The use of passive smartphone sensors for digital phenotyping. Adapted
from Insel (2017).

In this paper, we focus specifically on the use of passively-sensed location, one
of the most popular approaches applied in health and well-being to date (Cornet and
Holden, 2018). Most commonly, this will take the form of a set of time-location pairs
captured using the GPS sensor on a smartphone. From this spatiotemporal data, a series
of features are typically extracted. For example, “distance travelled” and “time spent
at home” are mobility features that have been used as indicators of fatigue and social
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anxiety (Vega-Hernandez, 2019; Andrienko et al., 2013), while “fraction of the day
spent stationary” and “maximum distance from home” have been used as indicators
for relapse behaviours in schizophrenia (Barnett et al., 2018).

A core part of the feature extraction process is the segmentation of a trace into a
set of episodes and trajectories:

• An episode is the abstraction over a set of data points that represent a stationary
or motion period based on some specific criteria. The term stay-point can be
used to refer to a stationary episode.

• A trajectory is a sequence of episodes that represent an individual’s movement
through geographic space over a period of time.

Once extracted, episodes can be semantically annotated using external data sources
(Nogueira et al., 2018). For example, services such as Foursquare3 can allow a collec-
tion of proximate GPS readings (a stay-point) to recognised as a public park, residential
area, or even a specific shop or restaurant.

5.2.3 Recommender Systems

Recommender systems are software applications that aim to make predictions about
the items or behaviours that might be of interest to a specific individual (Zhang et al.,
2019; Raza and Ding, 2019). Recommender systems draw on a variety of computer
science techniques including data mining, user modelling and machine learning. How-
ever, the fundamental concept centres on the use of existing indicators of a target user’s
interest (e.g. ratings, purchases, frequency of interaction), together with knowledge
about all of the items that could be recommended (e.g. object classifications, features,
other users’ ratings or interactions) to derive a rating for each item in a set of possible
recommendations. Based on this rating, the top n items can be presented to the tar-
get user (or user group) (Adomavicius and Tuzhilin, 2005). There are two principal
approaches to recommender systems. Content-based systems suggest items based on
the user’s profile, while collaborative systems considers information of similar users
to predict the recommended items (Adomavicius and Tuzhilin, 2005; Villegas et al.,
2018).

Although they are most prominently used in e-commerce (Zhou et al., 2018; Schafer

3https://foursquare.com

https://foursquare.com
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et al., 2001; Lu et al., 2014) and digital media consumption (Beam, 2014; Gomez-
Uribe and Hunt, 2016), recommender systems can be used to encourage broader be-
havioural change. For example, Rabbi et al.’s (2015) smartphone application, MyBe-

havior, used a combination of passive sensing and manual logging to record physical
activity and food intake. Statistical machine learning was then used to identify and rec-
ommend high calorie loss behaviours similar to the user’s existing behaviors, resulting
in a statistically significant increase in physical activity and corresponding decrease in
calorie intake compared to a control condition.

Context-aware recommender systems employ contextual information to improve
the predictability of recommendations (Adomavicius and Tuzhilin, 2015). For be-
havioural recommender systems, such as that described above, this contextual in-
formation is especially critical to disambiguate users’ activities. Villegas and Müller
(2010) classified contexts into five categories: individual, location, time, activity, and
social/relational. Contexts, such as time of the day or the activity performed at specific
locations, are used as indicators that facilitate the extraction of behaviours or loca-
tions of interest; the first step toward building high quality recommendations (Raza
and Ding, 2019). Of greatest relevance to this paper, are those recommender systems
that leverage location and time.

Existing recommender systems that make use of location typically consider the fre-
quency of visitation (Musto et al., 2018; Yu and Chen, 2015; Li et al., 2015a), duration
of visit, (Boytsov et al., 2012) or combination of both (Do and Gatica-Perez, 2014; Li
et al., 2008). Annotations of the form described in Section 5.2.2 can be used to help
generalise from one specific location to similar places (Do and Gatica-Perez, 2014;
Karatzoglou et al., 2018). When combined with time, a recommender system can also
deliver recommendations based on the both frequency and duration of visits at a spec-
ified time of day (Yuan et al., 2013; Li et al., 2017a; Natal et al., 2019), or based on
recency of visit (Li et al., 2015b; Logesh and Subramaniyaswamy, 2017).

Despite their complexity, the majority of recommender systems (including context-
based and behavioural systems) fail to consider the underlying motivation that led to
the user behaviours used as indicators. Whilst many of these indicators may reflect
personal interests, others will be the result of obligations (e.g. buying a gift for others,
visiting a workplace). In this chapter, we set out to identify Intrinsically Motivated Be-
haviours (IMBs) – behaviours that reflect intrinsic motivation (Ryan and Deci, 2000).
In so doing, we aim to enable future recommendations that align with the individuals’
interests and values and can facilitate sustained behaviour change (Michie et al., 2011).
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5.3 Inferring Motivation from Smartphone Sensor Data

In this chapter, we set out to measure aspects of human motivation, continuously and
unobtrusively, by using the location data that is captured by smartphones as individuals
go about their daily activities. We focus specifically on trying to identify behaviours
that are internally motivated. To the best of our knowledge, this is the first approach to
capturing personal interests that integrates psychoanalytical and data-driven techniques
to rank behaviour based on motivation properties.

We identify three specific subprocesses necessary to enable our approach: indicator

identification, item identification, and interest determination. At their most abstract,
these subprocesses align with those of conventional recommender systems, but each
requires substantial rethinking to address the unique challenges that come from both
(a) operating over human mobility behaviour, and (b) attempting to extract intrinsic
motivation from a set of intrinsically- and extrinsically-motivated behaviours.

Indicator identification A set of common indicators (e.g. item features, user inter-
action, and user ratings) have widespread applicability in conventional recommender
systems (Zhang et al., 2019; Raza and Ding, 2019) but are of limited relevance to the
motivation needs described in Section 5.2.1). Further, unlike other behavioural in-
dicators, concepts such as competence, autonomy, and novelty are not immediately
captured in smartphone-observable measurements. Therefore, for each property, we
need to identify indicators that are behaviourally observable and, at the same time,
strongly indicative of that underlying property.

Item identification Unlike traditional computer systems that deal with ‘interest’
(i.e. recommender systems), our approach must operate over a diverse set of behaviours
rather than predefined ‘items’ (e.g. products or online movies/TV). These behavioural
items are encoded into streams of low-level data (for location this is typically a GPS
trace). Therefore, an initial step is the identification of individual behaviour ‘items’
from this low-level data. Within the context of this paper, stay-points are the ‘items’
that we extract from the raw GPS data and on which our approach would operate.

Interest determination Traditional recommender systems seek only to identify
patterns of behaviour, and then to use this information to rank potential future be-
haviours. By contrast, we seek to differentiate within those patterns of behaviour, to
specifically identify behaviours that reflect underlying personal interest (i.e. intrinsic
motivation). Therefore, we apply indicators, that are amenable to computations, on the
items extracted from digital phenotyping. An indicator is amenable to computation if
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there exists a behavioural measure that strongly correlates with the underlying cogni-
tive indicator (i.e. the motivation property). As a result, we encode smartphone GPS
data as cognitive traits within our behavioural model and then aggregate these traits to
rank and personalise behaviour.

5.3.1 Indicator Identification

As noted in the previous section, we first concern ourselves with the identification of
appropriate indicators and items, before utilising these to identify the likely underlying
interests.

To identify indicators, we conducted a review of the literature to identify behavioural
measures for human motivation. Specifically, we sought out any measure that was
considered to be strongly indicative (i.e. the majority of existing literature supports an
indicative relationship) of any of the underlying cognitive needs identified in Section
5.2.1.2, namely competence, autonomy and novelty. We then consider each of these in
terms of their applicability to location data, and determine the final set of indicators
accordingly. Note that we deliberately exclude relatedness due its inherently social
nature – although smartphone sensor data may be indicative of social behaviours, it is
unlikely that location data alone will provide a meaningful measure of this construct.

Table 5.2 lists the identified behavioural measures together with the motivation
concepts to which they are associated. High levels of perceived competence are asso-
ciated with completing an action more often (Ryan and Deci, 2017; Rabbi et al., 2015),
and the time required to complete the action (Nicholls, 1984; Fishbach and Hofmann,
2015). Thus, we combine frequency and duration into a measure of intensity (Wolf
and Hopko, 2008). Voluntary performance of action (i.e. autonomy) is associated with
action sustainability over time (Pelletier et al., 2001; Seguin et al., 1999), whereas the
propensity to seek out novelty is manifested in the exploration of new behaviours and
gaining new interests (i.e. recency) (Ryan and Deci, 2013, 2017).

5.3.2 Item Identification

Next, we use event segmentation to decompose location traces into distinct visitation
events (i.e. item identification). Specifically, we apply sequential processing of GPS
data to extract stay-points based on predefined time t and distance d thresholds (appro-
priate values for t and d may be implementation specific and are explored in Section
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5.6.1). The resulting stay-points are places where an individual has lingered for a pe-
riod greater than t minutes within a boundary of d meters. Note that for the purposes
of this work, we do not consider the intermediate periods (i.e. periods of motion) 4.

Once extracted, stay-points are semantically labelled using a location annotation
service. Google Places, Foursquare, and other platforms each provide reverse geocod-
ing services that can be used to annotate stay-points (e.g. converting a location reading
of 51.5194° N, 0.1270° W to The British Museum) and then appropriately cate-
gorising that as a history museum. In this work we use Foursquare as our location
annotation service due to its richer categorisation (950 categories) than other services
(e.g. Google provides 96 categories).

5.3.3 Interest Determination

For interest determination, we build on our prior contrast of Maslow (1943) and SDT
(Ryan and Deci, 2017) as static and dynamic approaches respectively (Section 5.2.1),
and develop a solution that engages both mechanisms in parallel. A static modelling

step (Section 5.4.1) builds on Maslow’s heirachy, whilst our dynamic modelling (Sec-
tion 5.4.2) is based on SDT. Computed values from both dynamic and static measures
are combined to form the motivation score (referred to as the MIR score).

5.4 Modelling

Interest determination is achieved by generating a measurement, the MIR score, for
each participant behaviour over a given time period. This measure can be used to clas-
sify actions as intrinsically or extrinsically motivated, based on the SDT continuum
depicted in Figure 5.1. Specifically, higher ratings imply more internalised actions and
therefore a better chance of the person being intrinsically motivated. In this section,
we provide a detailed description of how the MIR score is assembled through use of
two modelling steps; both steps are grounded in the literature, targeting patterns of
behaviour that are considered positive indicators of IMB. Measures emerging from the
modelling steps are combined to form the overall MIR score (Section 5.4.3). This inte-
gration process may be generalised (i.e. all elements are weighted identically for each

4These move-points could represent either a necessary transition between two stay-points, or one
of a limited set of (typically fitness or sporting) activities that are intrinsically motivated (e.g. walking,
running). In the case of the former, there are more appropriate sensors that could detect these specific
activities (e.g. accelerometer: Wannenburg and Malekian, 2017).

https://cloud.google.com/maps-platform/places/
http://www.foursquare.com
http://www.foursquare.com
https://cloud.google.com/maps-platform/places/
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individual), or adapted to reflect individual differences (i.e. weighting is determined
based on differences in an individual’s need satisfaction: Deci and Ryan, 2000).

5.4.1 Static Modelling

Our static modelling is a participant-independent mapping between location episodes
and motivation based on Maslow’s hierarchy. We assign an ordinal value to each of
Maslow’s five need levels, based on the degree to which the level reflects intrinsic
motivation. Behaviours that serve needs at the top of the hierarchy are considered to
display more intrinsic and autonomous behaviour (McClelland, 1987) and are scored
more highly than those at the base. Specifically, we assign a value of one for phys-
iological needs and two for safety needs. The remaining three levels relate to be-
longingness, esteem and self-actualisation needs; since all three represent intrinsic and
self-determined actions (Barbuto Jr and Scholl, 1998; McClelland, 1987), we score
each equally with respect to intrinsic motivation. We assign behaviours associated
with these levels a value of four (i.e. a mean derived from the values three, four and
five if one simply incremented the score as one progresses up the hierarchy).

To identify behaviours that correspond to these levels, we use a popular location an-
notation provider (Foursquare) to identify different semantic classes of location (e.g.
art gallery, casino, mosque). Then, guided by motivation-based taxonomies of be-
haviour (Tinsley and Eldredge, 1995; Barbuto Jr and Scholl, 1998; Talevich et al.,
2017), we match semantic classes to a corresponding generalised category (e.g. art,
games/gambling, spiritual) and locate the category within Maslow’s hierarchy. Each
location stay-point captured in a participant’s dataset can then be mapped from spe-
cific location to semantic class (as determined by Foursquare)5, and then from seman-
tic class to category. The resulting category determines hierarchy level and associated
intrinsic motivation score. The output of this process is reflected in Table 5.3 which
lists the categories identified, together with examples of semantic classes within those
categories, and the intrinsic motivation score as derived from Maslow’s hierarchy.

The described classification should accurately distinguish between intrinsically-
and extrinsically-motivated activities in the majority of cases (Tinsley and Eldredge,
1995; Barbuto Jr and Scholl, 1998; Talevich et al., 2017). However, visits to locations
that would score highly for intrinsic motivation may occur for reasons other than per-
sonal interest (e.g. to accompany a friend). This limitation is addressed through the

5We select the first place in the list of categories as produced and ranked by the Foursquare API.

https://foursquare.com
https://foursquare.com
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Table 5.3: Categories used in static modelling. Each category is allocated to a level
within Maslow’s hierarchy and scored appropriately. Values of one and two denote
physiological and safety needs respectively; all other levels suggest some intrinsic mo-
tivation and are scored with the value four.

Motivation Category Exemplar Locations Maslow Score

Art art gallery, public arts Intrinsic - 4
Culture and History museum, historic site Intrinsic - 4
Dance dance studio, salsa club Intrinsic - 4
Dining out fine dining, family style dining Physiological - 1
Education School, university Safety - 2
Entertainment aquarium, circus Intrinsic - 4
Games and gambling casino, gaming cafe Intrinsic - 4
Health and Fitness gym, weight loss center Safety - 2
Movies movie theater, indie theater Intrinsic - 4
Music concert hall, jazz club Intrinsic - 4
Outdoors and Recreation national park, mountain Intrinsic - 4
Profession bank, day care Safety - 2
Reading bookstore, library Intrinsic - 4
Residence home, hotel Physiological - 1
Shopping shopping mall, auto dealership. Safety - 2
Socializing and Drinking pub, lounge Intrinsic - 4
Spiritual church, mosque Safety - 2
Sport hockey arena, stadium Intrinsic - 4
Travel and Transport airport, train station Physiological - 1
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addition of dynamic modelling.

5.4.2 Dynamic Modelling

Dynamic modelling is used to determine the degree to which an exhibited behaviour
aligns with concepts associated with intrinsic motivation (competence, autonomy and
novelty) and to capture naturally-occurring variation in motivation (Fogg, 2012). Un-
like static modelling, these measurements are instantiated from the participants’ data
and hence actual values vary according to the behaviour exhibited by each individ-
ual. Each participant’s data is subdivided into week-long analysis windows (Monday-
Sunday), reflecting this naturally-emerging determinant of human behaviour (i.e. most
people exhibit consistent patterns of behaviour on weekdays vs. weekends: Cho et al.,
2011; Sarker et al., 2019).

Within each analysis window, we then identify instances of the indicators sum-
marised in Table 5.2. To overcome limitations associated with any one motivation
property, and/or it’s associated indicator, our dynamic modelling integrates all of the
identified properties and indicators. Existing literature shows each to be positively cor-
related with others, and with intrinsic motivation, at an individual and aggregated level
(Ryan and Deci, 2017). However, we do not consider this indicator set to be exhaus-
tive; future work may demonstrate the utility of alternative or additional measures. For
example, an experiment may use the diversity and flexibility in times of a behaviour as
a measure of autonomy (Ryan and Deci, 2017) along with sustainability. Similarly, we
envisage future integration of a measure for relatedness (omitted from this work due
to its focus on location behaviour), through indicators derived from proximity or other
sensors.

5.4.2.1 Competence

Feelings of competence arise from self-perceived achievement rather than the activity
itself (Oudeyer and Kaplan, 2009) and are predicted by both frequency and duration
of engagement in the activity (Fishbach and Hofmann, 2015; Nicholls, 1984; Wolf and
Hopko, 2008; Rabbi et al., 2015; Ryan and Deci, 2017). To integrate duration and
frequency into a measure of intensity, we count, for each stay-point, the total number
of visits and multiply that by the average duration per day.

Formally, if fw is the weekly frequency of a behaviour x, and mw is the weekly
average duration for the same behaviour, then the intensity of x up to the current last
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week of an ongoing study t is computed as:

Intensityx =
t

∑
w=1

fw ∗mw (5.1)

5.4.2.2 Autonomy

Autonomous actions are characterised as being volitional and self-initiated and are
demonstrated through repeated and continuing engagement in the activity Ryan and
Deci (2017). We express this as the sustainability of behaviours. To generate a measure
of sustainability, we assign a Boolean value that indicates whether a specific behaviour
occurs within the analysis window. We then count the number of subsequent windows
(i.e. weeks) in which a behaviour is observed and divide that by the total number of
subsequent analysis windows. The closer is the result to 1, the more sustained the
behaviour.

Formally, if nxw denotes the existence of a behaviour x in week w, and dxw rep-
resents the current number of weeks in a study, then the sustainability score of a be-
haviour x is computed as:

Sustainabiltyx =
t

∑
w=1

nxw/dxw (5.2)

where t represents the current last week of an ongoing study. Next, we see the impact
of novelty on shaping the current period.

5.4.2.3 Novelty

Individuals’ interests and behaviours change periodically, previous behaviours and in-
terests are abandoned and new ones adopted (Ryan and Deci, 2017; Sarker et al., 2019).
To ensure that IMBs reflect current interests, we therefore consider novelty through a
measure of the recency of observed behaviours. Thus, we segment the entire study
duration into periods (these periods are distinct from the previously mentioned week-
long analysis windows and may vary in duration either statically or dynamically6; in
this work we adopt a static approach based on findings reported in Zhao et al., 2013 and
Srinivasan et al., 2014). We then weight each behaviour according to its occurrence

6See Srinivasan et al. (2014) and Sarker et al. (2019) for examples of static and dynamic recency
thresholds respectively.
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within each period, with the most recent period accumulating the highest value; val-
ues associated with prior periods gradually decline as their distance from the present
period increases. This gradual retrospective degradation ensures currency whilst also
accounting for the fact that individuals typically revisit previous behaviours rather than
entirely abandoning them (Zhao et al., 2013). This is in direct contrast with prior work
that has considered only the most recent period (e.g. Sarker et al., 2019)

5.4.3 Integration

We bring together our static and dynamic models to compute an overall score for any
given behaviour. The resulting MIR Score indicates the degree to which the specified
behaviour is intrinsically motivated (for a given individual). The MIR Score takes into
account the needs level derived from Maslow’s hierarchy (Section 5.4.1) and the three
SDT indicators (Section 5.4.2).

To the best of our knowledge, prior computational models of these properties have
not been realised. Thus, we suggest a straightforward approach that uses linear sum-
mation as the aggregation function and weights each feature equally (i.e. coefficients =
1 for all properties). The resulting formalisation operates over a set of periods p, such
that i ranges from 1 to p where 1 designates the most recent period, and p represents
the outmoded interval.

MIR score =
p

∑
i=1

1
i
(needs+ intensity+ sustainability) (5.3)

where needs is determined as specified in Table 5.3, and intensity and sustainability

are determined in accordance with equations (5.1) and (5.2) respectively, before being
adjusted to account for recency. Thus, both intensity and sustainability are calculated
for each period before being weighted and summed as described in Section 5.4.2.3.

Note that Equation 5.3 is just one potential combination of the submeasures to
form the MIR Score, and assumes a single generalised approach is applicable to all.
SDT literature suggests that differences in individual’s need satisfaction may shape
their pursuit of a given need (Deci and Ryan, 2000), such that weighting sub-measures
identically for different individuals may not be appropriate. Thus, we suggest a role
for personalisation in the integration phase (as shown in Figure 5.3).

Finally, the resulting MIR score for each behaviour can be used to assemble a
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Figure 5.3: The overall process of extracting and ranking IMBs from phenotyped GPS
raw data.

ranked list of IMBs as follows:

Behaviour×MIR Score → Ratings. (5.4)

where the ratings for each user is predicted as a function of the motivation properties
and the performed actions. For example, if the behaviour is related to football, then
the rating score would indicate the degree to which a football-related behaviour is
intrinsically motivated (for a given individual).

5.5 Implementation: The MIR algorithm

Figure 5.3 and Algorithm 1 provide an end-to-end view of our approach, whereby
raw GPS data is ultimately transformed into a ranked list of IMBs. Passively-sensed
location data is semantically enriched to produce a set of stay-points that correspond
to life events such as dining out, and shopping. Extracted stay-points are used as
input to the aforementioned models of motivation properties (determined based on
the indicator identification) to rank the behavioural events based on the underlying
motivation properties. As a result, we produce a ranked list of motivated behaviour
that represents the behaviour’s place on the proposed motivation continuum.

Data input takes the form of raw GPS data collected continuously and longitudi-
nally (locationData), which is then subdivided into periods (updateRecencyPeriod).
The most recent data form period P = 1, which is preceded by P = 2...P = N. Data
is then collected into stay-points and semantically annotated (enrichData), resulting
in a collection of behavioural items (behaviourList). Together, these steps form the
item identification process (Section 5.3.2).

Our indicators are embedded in a pair of motivation modelling steps (applyMotiv-
ationModels), which are applied to behavioural items (computeMotivationScore)
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Algorithm 1: Algorithmic implementation of the proposed approach that
uses a combination of static and dynamic models of motivation to derive a
set of ranked interest behaviours (IMBs).

input: GPS locationData of size n
output: Ranked motivation list of size m

Algorithm GenerateRankedMotivations (locationData)
periods = updateRecencyPeriods (threshold)
behaviourList = enrichData (locationData)
totalRatings = < period:periodRating >
foreach period p in periods do

periodBehaviour = getPeriodBehaviour (behaviourList, p)
periodBehaviourScore = computeMotivationScore
(periodBehaviour, periodLength (p))

totalRatings = updateTotalRating (p, periodBehaviourScore)
end
IMBs = aggregateTotalRatings (totalRatings)
return IMBs

Func computeMotivationScore (periodBehaviour, periodLength)
periodBehaviourScore = < behaviour:score >
foreach behaviour b in periodBehaviour do

foreach week w in periodLength do
applyMotivationModels (b)

end
score = aggregateWeeklyScores (b)
periodBehaviourScore = updateBehaviourScore (b, score)

end
return periodBehaviourScore
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in a given period (getPeriodBehaviour). Specifically, (computeMotivationScore)
computes the motivation properties, intensity and sustainability, by iterating over each
behaviour in the period and applying both the static and dynamic models (applyMotiv-
ationModels). Weekly intensity and sustainability scores for each behaviour ob-
served in the period are stored as a key-value (behaviour-score) pair (updateBehavio-
urScore). For each period, the associated (periodBehaviourScore) pairs are them-
selves stored as key-value (period-score) pair (updateTotalRating).

Finally, (aggregateTotalRatings) applies the recency value on the motivation
properties of each period to get the MIR score. Accordingly, each behaviour is val-
ued based on its period such that recent, sustained, intense and intrinsically needed
behaviours are at the top of our ranking.

5.6 Experimentation

Given a lack of existing mobile sensing approaches that use motivation to inform inter-
est recognition, we first conduct a formative evaluation that allows us to examine our
modelling and design decisions, contrasting the output with that from popular interest
measurement approaches; this evaluation also helps to suggest appropriate measures
for tuneable parameters. Guided by insights from this first study, we then conduct
a further (summative) evaluation. Our evaluation includes longitudinal mobile data
from fourteen participants going about their normal daily activities (seven participants
in each phase). Procedures for both studies were reviewed and approved by the De-
partment of Computer Science Ethics Committee at The University of Manchester
(Reference: 2019-7817-12726).

5.6.1 Formative evaluation

For our formative evaluation, we conduct secondary analysis on a dataset previously
captured from seven adults using the AWARE mobile sensing framework (Ferreira
et al., 2015); this dataset was collected from seven older adults with Parkinson’s dis-
ease (age 53− 72, median age 65, mean 65.71), over a period of one year. The par-
ticipants had mild motor symptoms and none to slight involuntary movements (a.k.a.
Dyskinesias) (Vega-Hernandez, 2019). The dataset, collected over one year, contains
over 1000 million passively-sensed datapoints from two Android and five iOS devices
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Figure 5.4: IMBs for each participant as determined by our MIR algorithm and by
frequency-based and duration-based approaches for comparison. Participants in the
bottom row (P3f, P4f, P7f) are those for whom we also have ground truth.

(Vega-Hernandez, 2019). Of these datapoints, 2.8 million are measures of location (tu-
ples comprised of latitude, longitude and timestamp). GPS sampling took place at an
interval of one minute, although factors like battery outage and signal loss reduce the
number of collected samples.

In addition to the location data, we use extracts from interviews with three of the
seven participants7, in which they describe their strongest interests and the frequency
with which they engage in activities relating to those interests (Table 5.4). The “Re-
ported interests” column represents the ground truth that are collected from the partic-
ipants. The annotated interests (represented by the “Annotation” column in Table 5.4)
are the results of mapping the ground truth data to our proposed taxonomy. This data
was unfortunately not available for all seven participants, but should provide an indica-
tive groundtruth nonetheless.

We use the algorithm proposed in Li et al. (2008) to extract stay-points: data points
are processed sequentially, with stay-points determined in accordance with predefined
time and distance thresholds. Guided by Boytsov et al. (2012), we set our time thresh-
old at 15 minutes. We fix our distance threshold at 100 meters (Solomon et al., 2018),

7The researcher of the original study was able to collect interests from three participants only as they
were the only ones who remained by the time of this work.
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Table 5.4: Annotated interests for three participants in the formative dataset. Note that
activities that would largely take place at home are not annotated, as these would not
be detected by our approach (location data for home is discarded).

Participant Reported interests Annotation

P3f Reading Reading
Gardening -
Walking Outdoor and Recreation
Music Music
Television -

P4f Gardening -
Spending time with family and friends Socialising and drinking
Singing Music
Dancing Dance
Walking Outdoor and Recreation
Reading Reading

P7f Bird watching Outdoor and Recreation
Playing bridge Outdoor and Recreation
Helping out local charity Profession
Learning Microsoft Access -
Walking Outdoor and Recreation
Reading novels Reading
Dancing Dance
Visiting National Trust properties Culture and History
Drinking craft beers Socialising and drinking
Learning bass guitar Music
Listen to music Music

meaning that GPS readings within a 100-meter circumference are considered to be the
same stay-point.

Staypoints and interview responses were then annotated using a common category
set based on a semantic grouping of Foursquare annotations. We then follow the ap-
proach described in Sections 5.3 and 5.5 to determine a ranked set of IMBs. Guided by
studies and findings on mobility behaviour (Srinivasan et al., 2014; Zhao et al., 2013;
Song et al., 2010), we use three months as the recency threshold that segments the
study duration into periods and apply equation (5.3) accordingly.

Finally, since IMBs conducted inside the home are impossible to identify using
location alone, we seek to exclude the participant’s likely residence from our analysis.
Early exploration of the data using semantic annotation for this purpose (i.e. looking

http://www.foursquare.com
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for places in a residences category) was often inconclusive. Thus, we instead iden-
tify the single location in which the participant spent the most time in any given week
and exclude it as the participant’s likely place of residence. Excluding locations on a
weekly basis should account for temporary accommodation such as vacation or busi-
ness trips.

5.6.1.1 Results

Figure 5.4 shows an ordered (left-to-right) set of the top five ranked IMBs for each of
our seven participants (the three bottom-most participants are those for which we also
have interview ground truth data). We also plot comparison results from two alternative
algorithms: one frequency-based (used in e.g. Musto et al., 2018 and Liu et al., 2016)
and one duration-based (used in e.g. Lim et al., 2015 and Gaonkar et al., 2018).
MIR selects the same top-rated interest as both other algorithms for just over half of
the participants (P3f, P4f, P5f, P7f). In other cases, the top two IMBs are transposed
compared to one (P2f) or both (P1f, P6f) other algorithms. However agreement on the
top three IMBs for MIR and at least one of the two comparison algorithms (ignoring
ordering) occurs only in one case (the two comparison algorithms themselves agree
on the top three in five of the seven cases). Similarly, agreement on the top five IMBs
for MIR and at least one of the two comparison algorithms (ignoring ordering) occurs
only in one (different) case whereas the two comparison algorithms themselves agree
on the top five in four of the seven cases.

Our original intention was to consider only the top three IMBs, but having calcu-
lated strength of interest using each method it was evident that clear differences in the
strengths of consecutively ranked IMBs naturally emerged at different points for each
participant. We therefore additionally establish a cut-off point based on the largest dif-
ference between consecutive behaviours (Figure 5.5), and in subsequent analysis com-
pare the validity of this dynamic N (shown in Table 5.5) with fixed values. In many
case the dynamic N value is equal to one, suggesting that the participant’s behaviour
reflects a single interest much more strongly than any others (this is especially true
when considering frequency or duration alone). Whilst in some applications, identify-
ing the strongest intrinsic motivator would be sufficient, we suggest that in many cases
a broader understanding of IMB would be beneficial. Thus, for each case where the
dynamic N would be 1, we also identify the next largest dynamic N using the approach
previously described (Table 5.5). The resultant value, NDyn′, is used in subsequent
analyses.
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Figure 5.5: An example for the determination of the top interests based on the largest
difference.

Examining the top-ranked interests themselves (using NDyn′), we find that over
half (min: 50%, max: 75% mean: 59%) match a Maslow needs level of four (intrinsic).
However, a significant minority correspond to Maslow’s physiological (mean: 24%)
and safety needs (mean: 17%). Whilst one could interpret this as indicating that a
location-based approach may struggle to filter out extrinsically-motivated behaviours,
we note that in reality many of these kinds of activity can be intrinsically motivated
(e.g. choosing to engage in shopping or fitness activities because they are enjoyable or
align with personal values rather than out of necessity).

From the raw data reported in Figure 5.4 and Table 5.4, we calculate precision and
recall for each of the three algorithms. For instance, the top three interests retrieved
by the MIR approach when N = 3 for P3f are: “Outdoor and Recreation”; “Socialis-
ing and Drinking”; and “Culture and History”. Since only “Outdoor and Recreation”
is retrieved and P3f reported “Reading”; “Outdoor and Recreation”; and “Music” as
interests (see Table 5.4), then both precision and recall are equal to 1/3. Similarly, we
compute the values for other participants and the results are summarised in Table 5.6.
MIR outperforms both alternative algorithms, with a mean precision of 0.56−0.75 and
mean recall of 0.40−0.69. The dynamic N performs best on recall, but this is not true
for either frequency or duration. By contrast, use of a dynamic N produces the best
precision values for both frequency and duration, but not for MIR. MIR’s precision is
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Table 5.5: Number of top IMBs determined dynamically (NDyn) for each participant
(P1f-P7f) based on largest difference between interest score for consecutively ranked
behaviours. Where NDyn is 1, the column NAlt indicates the top N IMBs based on the
next largest difference between ranked behaviours. Shaded values are those used as
NDyn′ in subsequent analyses.

MIR Frequency Duration
NDyn NAlt NDyn NAlt NDyn NAlt

P1f 2 − 1 4 3 −
P2f 2 − 1 3 3 −
P3f 1 13 3 − 1 3
P4f 2 − 1 2 1 2
P5f 1 3 1 2 1 2
P6f 2 − 3 − 1 3
P7f 8 − 1 2 1 2

heavily impacted by the very large alternate N used for P3f. Excluding P3f, the mean
precision increases to 0.62, higher than both fixed N values.

To better understand the impact of study duration on our results, we consider
both temporal stability of our identified IMBs. We consider a behaviour “stable” if
its weekly MIR scores fluctuation stays within ±0.05 for three consecutive weeks.
This stability represents the time needed for our algorithm to stabilise (i.e. calibration
time). Table 5.7 reports the mean number of weeks between an IMB’s first appearance
in the participant’s data and the point at which that IMB begins to stablilise (based on
NDyn′), demonstrating that it takes between two and fourteen weeks for measurement
of an IMB to stabilise. Overall, it takes less time for IMBs to reach stability with MIR
than comparative algorithms (mean 7.26 compared to 8.01 and 8.19 for frequency- and
duration-based algorithms respectively). However, this varies across the sample (e.g.
for P4f and P7f IMBs stabilise slower with MIR than the other two algorithms).

Similarly, to help inform the sample size for a summative evaluation, we calculate
the Pearson correlation values amongst the individual behavioural measurements that
form our dynamic (intensity, sustainability) and static models: (needs) of motivation.
A Fisher transformation was applied to average the correlation coefficients, and the
results are given in Table 5.8. The two dynamic measures have a strong positive cor-
relation with each other (0.88) but weak negative relationships with the static measure
(−0.27 and −0.43 for intensity and sustainability respectively). We see stronger pos-
itive correlation between MIR and dynamic (SDT-derived) motivation measures (0.75
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Table 5.6: Precision (P) and Recall (R) values for the MIR, Frequency-, and Duration-
based algorithms. Values calculated based on each participant ground truths, together
with the sample mean (x̄).

MIR Frequency Duration
N=3 N=5 NDyn’ N=3 N=5 NDyn’ N=3 N=5 NDyn’

P R P R P R P R P R P R P R P R P R

P3f 0.33 0.33 0.20 0.33 0.23 1.00 0.33 0.33 0.20 0.33 0.33 0.33 0.33 0.33 0.20 0.33 0.33 0.33
P4f 0.67 0.60 0.80 0.80 0.50 0.20 0.33 0.20 0.20 0.20 0.50 0.20 0.33 0.20 0.20 0.20 0.50 0.20
P7f 0.67 0.29 0.80 0.57 0.75 0.86 0.67 0.29 0.80 0.57 0.50 0.14 0.67 0.29 0.80 0.57 0.50 0.14

x̄ 0.56 0.40 0.60 0.57 0.49 0.69 0.44 0.27 0.40 0.37 0.44 0.23 0.44 0.27 0.40 0.37 0.44 0.23

Table 5.7: Mean number of weeks taken for before IMBs enter a period of stability for
each participant and algorithm (using NDyn′ in all cases), together with overall mean
(x̄) and median (x̃).

Method P1f P2f P3f P4f P5f P6f P7f x̄ x̃

MIR 7.50 6.50 4.92 10.50 2.00 9.00 10.38 7.26 7.50
Frequency 10.25 8.33 8.00 4.00 7.00 14.00 4.50 8.01 8.00
Duration 9.33 12.00 9.67 3.50 8.00 10.33 4.50 8.19 9.33

and 0.66 for intensity and sustainability respectively), than with our static (Maslow-
derived) measure (0.39). Interestingly, we see variation in the degree to which these
correlation trends hold for individual participants – for example, for P4f it is only in-
tensity that correlates strongly with MIR, and for P5f it is sustainability.

5.6.1.2 Initial insights

As reported in Section 5.6.1.1, both MIR and the two comparison algorithms agree
on the top-ranked IMB in the majority (57%) of cases, but they agree on the top three

Table 5.8: Correlations amongst the measurements that form our dynamic (intensity,
sustainability) and static models: (needs) of motivation (top); and between each mea-
surement and the final MIR score (bottom).

P1f P2f P3f P4f P5f P6f P7f x̄

Intensity/Sustainability 0.91 0.75 0.71 0.64 1.00 0.85 0.80 0.88
Intensity/Needs −0.21 −0.60 −0.03 −0.44 −0.04 −0.19 −0.29 −0.27
Needs/Sustainability −0.20 −0.77 −0.56 −0.75 −0.02 −0.28 −0.12 −0.43

Intensity/MIR 0.71 0.74 0.87 0.67 0.83 0.75 0.59 0.75
Sustainability/MIR 0.73 0.59 0.52 0.38 0.84 0.69 0.71 0.66
Needs/MIR 0.51 −0.05 0.39 0.23 0.52 0.46 0.56 0.39
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and top five IMBs in only one case. Given that MIR outperforms both alternative algo-
rithms on precision and recall, we suggest that MIR is better able to identify postlimi-
nary IMBs than either alternative algorithm.

Our dynamic N values vary considerably (min 1, max 8; Table 5.5), and differ by
algorithm. For example, for P1f NDyn′ is 2, 1, and 3 for MIR, frequency- and duration-
based methods respectively. The propensity for NDyn to be one (true for 12 of our
21 calculations) is reflective of the fact that for many of our participants there was a
stand out primary IMB (as indicated both by NDyn and the much higher algorithmic
agreement on this IMB). However, as previously noted, identifying a single IMB is
unlikely to be sufficient for many applications.

Considering NDyn′, we still see differences in values by algorithm in almost all
cases. However, the values themselves are now almost all between two and four, with
just two outliers (P3f MIR: 13, and P7f MIR: 8). Of these two, we note that P7f does
report considerably more interests than other participants (11 reported interests map-
ping to 7 distinct annotation categories); this is not true for P3f, whose 13 interests
emerge only as a result of considering NAlt. The overall consistency in NDyn′ suggests
that whilst there are naturally occurring cut offs in the ranking of IMBs, in practice
a fixed N of four would be equivalent in the majority of cases. However, since both
cases with a higher NDyn′ occur amongst our participants with ground truth, we are
able to see that this increased N does yield better recall in both cases. Precision is
reduced, but only mimimally for P7f (compared to N=5, we add two reported IMBs
and one non-reported, potentially erroneous IMB). For P3f recall reaches 100%, but at
a significant cost for precision (100% recall is reached with an N of 9 using this algo-
rithm). Nonetheless, there may still be application-specific needs that prompt further
minimum and maximum bounds on a dynamic N.

Based on the stability measurements, we suggest that studies of IMB should use
a minimum duration of around eight weeks (the largest mean reported in Table 5.7).
Studies of longer duration are likely to be more informative (e.g. our highest time to
stability is fourteen weeks) and will capture a richer picture of the natural changes in
the pursuit of IMBs over time (including, e.g. seasonal change).

Combining an understanding of the correlations between behavioural measure-
ments, with the knowledge that SDT proposes a linear aggregation between motivation
properties (Ryan and Deci, 2017), we suggest that a linear regression can provide an
indicative sample size for future experimentation. Thus, we use the linear regression
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of GPower8 with parameters determined based on the initial correlations reported in
Table 5.8. On that basis, we suggest that seven participants would be needed to evalu-
ate MIR at 80% power and 95% confidence level. This aligns with the suggestion from
Barnett et al. (2020) that ten participants are needed to get 84% power in a longitudinal
study lasting for 90 days.

Finally, we note a general trend for strong positive correlations observed between
MIR and both intensity and sustainability, suggesting that MIR is successfully reflect-
ing these measures of intrinsic motivation. We see a weak positive correlation between
MIR and needs. However, the correlation values meet the expectations stated ear-
lier (Section 5.4.2) and show a strong correlation between the motivation properties
quantified through those measurements and intrinsic motivation. Extremes and varia-
tions from this general trend for individual participants suggest that some participants
(e.g. P1f, P5f-7f) exhibit more behaviours that are considered to be more intrinsic
by Maslow’s hierarchy whilst others may be intrinsically motivated to engage in be-
haviours that could be interpreted as extrinsic when considering Maslow’s need level
alone (P2f-4f). This suggests that personalisation with regard to the weightings of dif-
ferent motivation properties may be valuable, and warrants further exploration in the
summative evaluation.

5.6.2 Summative evaluation

Our formative evaluation suggests that MIR has potential to identify IMBs not captured
by baseline approaches, and thus there is a need for further evaluation.

While the formative evaluation relied on secondary data analysis, in our summative
evaluation we collect a novel dataset from new participants. We mirror the method used
by Vega-Hernandez (2019), using AWARE (Ferreira et al., 2015) to collect location
readings at one minute intervals. To maximise the probability of correctly identifying
participant locations, and thus the derived motivators, we provide participants with
a plugin to examine and correct their annotated locations (Figure 5.6a). Each time
a visit to new place is detected, the participant receives a notification inviting them
to confirm or correct the detected place. To support collection of ground truth, we
add a further plugin within the AWARE app (Figure 5.6b). This plugin presents an
adaptation of the Interest/Enjoyment subscale of the widely-used Intrinsic Motivation
Inventory (IMI). IMI is a multidimensional scale developed by Ryan (2018) and is

8https://www.psychologie.hhu.de/arbeitsgruppen/allgemeine-psychologie-und-arb
eitspsychologie/gpower.html

https://awareframework.com
https://awareframework.com
https://www.psychologie.hhu.de/arbeitsgruppen/allgemeine-psychologie-und-arbeitspsychologie/gpower.html
https://www.psychologie.hhu.de/arbeitsgruppen/allgemeine-psychologie-und-arbeitspsychologie/gpower.html
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Figure 5.6: Interfaces for the two developed AWARE plugins: (a) the Places plugin
allows participants to examine and correct their annotated locations; (b) the IMI plugin
presents participants with a set of validated questions that can be used as ground truth.

widely used to assess intrinsic motivation associated with a given activity (Monteiro
et al., 2015; Ryan, 2018). All data captured within the app was sent to a secure server
at The University of Manchester.

5.6.2.1 Study Duration and Participants

Based on the study duration recommendations reported in Section 5.6.1.2, we select
a study duration of three months. This exceeds the minimum period of eight weeks,
and is approximately equal to the largest participant mean in Table 5.7. Also, the
participants of the formative study may have reduced mobility as they had reasonably
mild symptoms. Therefore, if they do have reduced mobility then the final parameters
that we use for our summative study will be conservative. This is because the reduced
amount of mobility means it is going to take longer to reach stability and thus we are
going to overestimate the duration needed rather than underestimate it.

Similarly, we use the method described in Section 5.6.1.2 to determine an appro-
priate sample size. We recruit seven participants to achieve 80% power and 95% con-
fidence level. We further note the previously noted arguments in support of smaller
samples given an appropriately long study duration, shifting the focus towards data
corpus that reflects real-world behaviour and spans over a long period of time. Upon

https://awareframework.com
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conclusion, our study data consists of ∼3.8 million, which is sufficient for meaningful
analyses.

Participants were recruited using poster advertisements displayed in public areas
of The University of Manchester and surrounding buildings, and on social media. A
total of seven participants ultimately agreed to participate, all but one of whom were
students at The University of Manchester (three undergraduates, three postgraduates).
Participants were supplied with an information sheet prior to participation and had the
opportunity to ask further questions prior to consent. Participants were rewarded for
their participation with a total of £30 gift cards (approximate value 39 USD, 33 EUR)
distributed across the study period.

Participants enrolled on the study over a staggered period based on when they chose
to respond to recruitment advertisements, but each completed a full twelve weeks of
data collection. The first participant (P1s) began data collection on January 22, 2020,
all but one had begun by February 10, 2020, and the final participant (P7s) began
on March 4, 2020. Unfortunately, due to COVID-19 restrictions enforced in United
Kingdom in early 2020, all of our participants’ mobility patterns significantly changed
for at least some of their data collection period. From 23rd March, 2020, non-essential
stores and services (e.g. gyms, cafés, bars, theatres) were closed, as were schools and
other places of education. This mostly strongly impacts data from P7s, but even P1s

was only able to supply us with location data from 8.5 weeks of unrestricted mobility.

5.6.2.2 Method

All participants provided written consent before being guided to install the AWARE
app on their personal mobile device. Participants were asked to keep the installed
application running and to carry their phones as they normally do; they were advised
that the application would automatically send their data to our backend server, but
only when connected via WiFi, and that we anticipated no noticeable negative effects
on battery life.

During the initial session, participants also engaged in a short audio-recorded in-
terview in which they were asked a set of general questions designed to act as a sup-
plementary source of ground truth. For example: what are the places they visit be-
cause they want to rather than they have to? What motivates them to practice their
behaviours? How often do they practice them?

As noted in Section 5.6.2.1, participants were asked to run the AWARE app for

https://awareframework.com
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three months, during which all data was synced to our backend server for offline anal-
ysis. This includes both the raw locations, post-correction annotations, and partici-
pants’ IMI responses. Using the corrected locations, we exclude participants’ place of
residence using the method described in Section 5.6.1.

Seven IMI prompts (the complete Interest/Enjoyment subscale) were delivered
monthly; each takes the form of a statement with an associated seven-point Likert-like
scale (1=not very true, 7=very true). Statements were adapted from the original IMI
(Ryan, 2018) in order to incorporate a specific IMB into the phrasing, e.g. from “I en-
joyed doing this activity very much” to “I enjoy shopping very much” (Figure 5.6b)9.
All seven statements reference the same IMB, which is selected randomly from the
pool of top ranked NDyn IMBs for the previous month10. The resultant data is used as
a ground truth for the target IMB.

At the end of the study, participants again participated in a short audio-recorded in-
terview. Participants were asked about all specific IMBs recognised in their the dataset,
and were additionally asked to identify personal interests that they felt had been omit-
ted.

5.6.2.3 Results

In addition to participant interview and IMI ground truth, we again compare the output
of our MIR algorithm with the baselines reported in Section 5.6.1. We begin by mir-
roring our formative evaluation, considering the final set of ranked IMBs derived from
the full three months of collected data. MIR selects the same top-rated IMB as at least
one other algorithms in all cases, agreeing with both other algorithms for just under
half the participants (P2s, P4s, P6s). Agreement on the top three IMBs for MIR and at
least one of the two comparison algorithms (ignoring ordering) occurs for just over half
the participants (P1s, P5s, P6s, P7s) as does agreement amongst the two comparison
algorithms themselves (P1s, P2s, P4s, P5s). However, agreement on the top five IMBs
for MIR and at least one comparison algorithm (ignoring ordering) occurs only in one
case (P6s), whereas the two comparison algorithms themselves agree on the top five in
just over half of the seven cases (P1s, P2s, P4s, P6s). Overall, we see higher agreement

9The full question set is presented in Appendix C.5.
10As a slight variation on our formative analysis, top-ranked IMBs are selected based on participant

corrected annotations. Over the course of our study, 6 participants correct a total of 124 locations
(16.51% of all locations recorded). Although we discuss the impact of incorrect annotation on the
produced results in Section 5.7, it is not the goal of this work to enhance the accuracy of external
annotators.
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between MIR and other algorithms in the summative study.
Selecting IMBs dynamically results in a NDyn of between 1 and 4 for MIR (mean:

2.00, median: 2.00, std: 1.07, iqr: 2.50 − 1.00 = 1.50) with slightly lower NDyn

values for the two alternate algorithms (frequency mean: 1.14, median: 1.00, std:
0.35, iqr: 1.00 − 1.00 = 0.00; duration mean: 1.57, median: 1.00, std: 0.73, iqr:
2.00−1.00 = 1.00). Note that in this case, we maintain the original NDyn to preserve
only the strongest interests (although we again see a substantial number of cases in
which NDyn = 1: MIR 3; frequency 6; duration 4). By so doing, we aim to constrain
the maximum number of interests. The mean size of the difference used as a cut off
for NDyn is 0.34 (MIR), 0.54 (frequency), 0.50 (duration). Overall intersection of dy-
namic ranked list of participant IMBs (NDyn) is 72.62% for MIR/frequency, 84.52%
for MIR/duration, and 83.33% for frequency/duration.

Compared to the formative data set, we see a lower proportion of IMBs corre-
sponding to a Maslow needs level of 4 (intrinsic): 44% (mean), and a much higher
proportion of safety (mean 40%) needs. However, this considerably more variable
across the sample when compared to the formative study.

Our summative study provides a much richer ground truth for the final set of IMBs,
with an IMI score generated for each ranked IMB (N=1... NDyn). These scores can
range from 1 (no interest/enjoyment) to 7 (very high interest/enjoyment) and are an
aggregation of participants responses to the seven scale items listed in Appendix C.5.
The resulting values are detailed in Table 5.9. If the IMI score falls below four (denoted
with red shading in Table 5.9), then the behaviour is considered to be a false positive.
Two such values occur, the final ranked interest for P1s, and the only ranked interest
for P7s. In this latter case, collected data was extremely sparse (27 missing days; and
mean daily GPS readings is 91.63 compared to 357.81 for other participants) due to
mobility restrictions incurred as a result of COVID-19 (as noted in Section 5.6.2.1,
only nineteen days, 23%, of this participant’s collection period occurred outside of
a COVID-19 lockdown). Participants also reported interests that they felt were not
listed: P1s added watching movies, P2s added sports, and P4s added music (others
did not add to the recognised interests). All three participants noted that they had not
practised these interests during the study period.

We determine the final ground truth where true interests include those items with
an IMI score greater than or equal to four plus any identified as missing in the closing
interviews. We also expand our top-ranked interest set to include any missed IMBs
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(this adds one interest to P1s, P2s and P4s). Based on this, we calculate the preci-
sion and recall values reported in Table 5.10. MIR substantially outperforms both
other algorithms on recall, however a Friedman test shows no significant difference
(Q(2) = 5.64, p = 0.06). For precision, MIR is surpassed by the frequency-based
approach, and a Friedman test again shows no significant difference between the algo-
rithms (Q(2) = 5.64, p = 0.06), or precision (Q(2) = 2.00, p = 0.37). MIR’s recall is
consistent with results from the formative study (formative: 0.69, summative: 0.70),
but both alternative algorithms perform more strongly this time around (formative:
0.23 in both cases, summative: 0.49 and 0.57 for frequency and duration respectively).
All approaches perform considerably better on precision than in our formative study
(values 0.81− 0.86 compared to 0.44− 0.49), although this is likely to be impacted
both by our decision to use NDyn rather than NDyn′.

Table 5.9: Participant IMI responses (from the final interview) for each of the interests
identified by the MIR algorithm. False positives (i.e. IMI scores below 4) are shaded
in red .

Reported interests MIR IMI

P1s Education 1.00 5.29
Dining out 0.87 6.00
Socialising and Drinking 0.83 5.14
Shopping 0.83 2.43

P2s Education 1.00 5.00

P3s Education 1.00 7.00
Dining out 0.94 6.17
Socialising and Drinking 0.90 4.83

P4s Education 1.00 5.83
Socialising and Drinking 0.80 5.67

P5s Education 1.00 6.43
Dining out 0.87 5.83

P6s Outdoor and Recreation 1.00 6.23

P7s Socialising and Drinking 1.00 2.43

Compared to the formative data set, we find that IMBs are quicker to enter a period
of stability. Excluding P7s (because the participant did not consider the recognised be-
haviours as interests), the mean weeks elapsed prior to stability is 5.92 for MIR, 3.92
for frequency, and 6.11 for duration (medians 6.13, 3.50 and 6.75 for MIR, frequency
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Table 5.10: Precision (P) and Recall (R) values for the MIR, Frequency-based, and
Duration-based algorithms based on the set of ranked interests (NDyn) generated by
each at the end of the summative data collection period. Values are calculated based on
IMI participant ground truths collected in the closing interview. Note that P7s started
two weeks before COVID-19 lockdown which making it impossible to determine IMB.
Best and worst performers are highlighted with green and red shading respectively.

MIR Frequency Duration
P R P R P R

P1s 0.75 0.75 1.00 0.25 0.67 0.50
P2s 1.00 0.50 1.00 0.50 1.00 0.50
P3s 1.00 1.00 1.00 0.33 1.00 0.67
P4s 1.00 0.67 1.00 0.33 1.00 0.33
P5s 1.00 1.00 1.00 1.00 1.00 1.00
P6s 1.00 1.00 1.00 1.00 1.00 1.00
P7s 0.00 0.00 0.00 0.00 0.00 0.00

x̄ 0.82 0.70 0.86 0.49 0.81 0.57

and duration respectively). However, in four cases, the recognised interests do not sta-
bilize at all over the study period (i.e. fluctuation in strength of interest exceeds ±0.05
in all consecutive 3-week periods). Removing these behaviours from our calculations
(P3s dining out MIR and duration, P3s MIR socialising and drinking, and P5s dining
out duration) reduces the means further (4.85 weeks MIR, 5.28 weeks; median 5.50 in
both cases)11.

We again calculate the correlation amongst the individual behavioural measure-
ments that form our models with the overall MIR score. A Fisher transformation
was applied to average the correlation coefficients, and the results are given in Ta-
ble 5.11. Mirroring our formative results, we see strong positive correlation between
MIR and dynamic (SDT-derived) motivation measures (0.67 and 0.73 for intensity and
sustainability respectively), and moderate positive correlation with our static (Maslow-
derived) measure (0.54). This difference, however, is smaller than the one seen in our
formative data. Correlations from both formative and summative analysis suggest that
a sample size of seven participants can achieve 80% power and 95% confidence level.

In addition to IMIs collected at the end of the study, participants each completed
an IMI for one top-ranked interest each month. Availability of some participants was
impacted by COVID-19, such that five monthly IMIs (23.81%) were not returned; P7s

11In the previously reported means/medians, these interests were each assumed to stablilise immedi-
ately following the study period, i.e. we assign the final week as the stability value.
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Table 5.11: Correlation between overall MIR scores and the measurements that form
our dynamic (intensity, sustainability) and static models: (needs).

MIR Score/Feature P1s P2s P3s P4s P5s P6s P7s x̄

MIR/Intensity 0.63 0.54 0.62 0.63 0.79 0.89 0.42 0.67
MIR/Sustainability 0.62 0.45 0.47 0.23 0.80 0.93 0.95 0.73
MIR/Needs 0.32 0.53 0.48 0.59 0.20 0.73 0.76 0.54

returned zero IMIs, and two other participants also failed to return an IMI response in
month two. Monthly IMI scores for participants improve as the quantity of collected
data increases (month one: 5.31, month two: 5.78, month three: 5.93). However, a
Kendall’s tau-b correlation coefficient between the score improvement and study length
indicates that this increase is not statistically significant (τb = 0.22, p = 0.14).

5.6.2.4 Discussion

Interest selection is consistent with the formative study – all three algorithms typically
agree on the top-ranked IMB, but vary in their selection of lower ranked interests.
We see more agreement in this study than the formative data analysis. MIR performs
strongest of the three for recall, and comparably on precision. However, differences
between the algorithms were not statistically significant (p = 0.06 for recall). Given
considerable disruption to participants’ mobility caused by COVID-19 (impacting 42%
of the summative dataset), and a clear trend for strong precision/recall in both the
formative and summative studies, we suggest that on balance MIR does outperform
other algorithms, particularly in identifying postliminary IMBs. Future work (when
mobility is less constrained) would be helpful to provide further evidence.

MIR selects between one and four top-ranked interests for our participants (mean
and median both 2). We again see a high incidence of cases in which a dynamic cut
off generates a single top-ranked IMB, although this is lower for MIR than other al-
gorithms. Whilst this may not be ideal for some applications, our closing interviews
suggest that some participants may genuinely consider themselves to have only a very
limited set of intrinsic motivations. For example, when interviewed, P2s reported that
they did not consider themselves to have any interest outside of their studies. How-
ever, we do see a noticeable difference in the size of the difference used as a cut off
for participants where a single IMB is selected (MIR mean 0.27) compared to those
where multiple IMBs are selected (MIR mean 0.55). Our summative rankings show
no outliers in terms of list length (max is 4), but we acknowledge the likelihood for
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COVID-19 mobility restrictions to have artificially limited the number of locations and
thus, potentially, identified IMBs. Overall, the formative and summative data suggests
that for most individuals, a list of between one and four ranked items would encompass
the dominant IMBs. Thus, for applications requiring a static N value, we propose that
three to four is likely to be most appropriate.

Our results show more locations annotated as being related to safety and physio-
logical needs according to Maslow’s hierarchy when compared to the formative data
(55% compared to 41%); broken down, we see a greater proportion of safety (40%)
needs than physiological (15%), another reversal of the pattern seen in the forma-
tive dataset. Restrictions on mobility likely reduced visits to locations associated with
higher level needs (since these overlap near completely with those considered non-
essential by many societies). However, we also note that significant differences in age
between the two participant sets may well have influenced this result – prior literature
documents that fact that older participants (such as those in our formative dataset) are
more likely to pursue intrinsic interests than younger (as in our summative data) (Shel-
don and Kasser, 2001; Gomez et al., 2012). Further, during interviews our participants
reported pursuit of these supposedly extrinsically-motivate behaviours for both intrin-
sic and extrinsic reasons – thus, the combination of needs with our other measures is
important to appropriately produce an accurate MIR score. Unsurprisingly, both of our
SDT measures positively correlate with the MIR score (Table 5.11).

Both the formative and summative data show considerable individual variation –
for example P5s and P1s demonstrate a very high proportion of safety and physiolog-
ical needs (combined these amount for 100% and 75% of top-ranked interests for P1s

and P5s respectively), whilst P6s and P7s demonstrate no safety or physiological needs.
This pattern is also evident in our correlations, where P6s and P7s’s propensity to ex-
hibit IMBs that are meant primarily to satisfy Maslow’s intrinsic needs manifests
as a stronger correlation between MIR and the needs measurement (Table 5.11). We
suggest that this variation does indicate that personalised weighting of individual ele-
ments could further improve the performance of MIR. Comparison with other single-
measure approaches lends credence to our approach. For instance, the IMBs of P4s

relate to education, socialising and drinking, and music (Table 5.9). Considering fre-
quency alone successfully identifies education as the strongest interests, places social-
ising and drinking fourth, but ranks music-related activities only ninth in the behaviour
list. Similarly, duration alone ranks education first, socialising and drinking fourth, and
musical activities eighth. The persistence of behaviours (an autonomy indicator under
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SDT) associated with music, and with socialising and drinking, combined with their
higher needs level (compared to, e.g., travel and transport which ranks third using both
single-measure approaches), positively impact their rankings under our approach. The
IMI score and participant’s interview confirm our findings.

In addition to evaluating the final set of IMBs (i.e. those identified by the end of
the study period), our summative study provides interim measures using the adapted
IMI subscale to evaluate one (randomly-selected) top-ranked interest. Improvements in
IMI scores for participants over time suggest that MIR does select more accurate IMBs
later in the study. However, the limited scale of the data points involved suggests that
further work is needed to confirm this trend.

Finally, we note that the one major area of difference in results from our two stud-
ies relates to the period of time before the calculated strength of an IMB stabilises.
Specifically, we see that whilst on average behaviours stabilise more quickly, some be-
haviours fail to stabilise within the study period. The longer duration of the formative
study maximised the potential for identifying behaviours that took a relatively large
number of weeks to stabilise (e.g. MIR for P7f required 10.38 weeks to stabilise and
frequency and duration for P6f required 14.00 and 10.33 weeks respectively). Further,
we suggest that both patterns are potentially the result of COVID-19 restrictions – re-
duced mobility will mean that some behaviours could be pursued more consistently, at
the expense of other behaviours that could not be pursued.

However, we acknowledge that such variation could be due to the demographic
differences between the two groups. Conditions such as age, health condition and work
may impact the type of interests and how they are realised by each group. Nevertheless,
our results suggest that the MIR approach can be used to detect interest regardless of
how the two groups may differ in the type and realisation of those interests. This is in
line with the findings from the literature that do not relate the indicators of motivation
properties – used in this work – to a specific type of interests or group of people (Ryan
and Deci, 2017). Instead, these indicators are generic and describe behaviours that are
motivated by personal interests. Comparison that shows how various aspects; such as
the interests type and how they are realised; may differ across demographic groups can
be further explored by future work.
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5.7 Limitations and Future Work

In this chapter we proposed a generalisable set of static and dynamic motivation prop-
erties that are grounded in established psychology literature (needs, competence, au-
tonomy and novelty). We then establish a set of behavioural measures for those prop-
erties, using smartphone location traces as the foundation for a proof-of-concept real-
isation. Results from two evaluative studies indicate that our approach successfully
generates a ranked list of IMBs, and that the generated list more closely aligns with
participant self-reports than two comparative single-measure approaches.

Although our motivation properties and behavioural measures should be applicable
beyond location, our formative study showed that the semantic annotation upon which
our location measures are based has considerable impact on the results. Thus, in our
summative evaluation, we provided a means by which participants could correct the
annotation of their extracted stay-points (i.e. item identification). All but one partici-
pant in the summative study applied corrections to at least one annotation (Table 5.12),
with a total of 124 corrections made overall (impacting 16% of all locations). Enhanc-
ing the accuracy of smartphone-based location detection, and the associated semantic
annotation, is beyond the scope of this work. However, we do note a specific challenge
with regards to the use of location semantics as an indicator for IMBs. Our present
approach assumes each location serves a single purpose and that purpose is consistent
over time, but in practice some users will visit the same location multiple times, each
with very different intentions. For example, one user may visit a coffee shop with the
primary purpose of eating lunch (a physiological need), to engage in work or quiet
study (a safety need), or to engage in a hobby (e.g. reading, knitting) alone or with
others (intrinsic). Thus, the one-to-one mapping reported in this chapter may limit the
recognition of the performed interest at these places. As mentioned in Section 5.4.1,
we rely on the category that is retrieved by the Foursquare to enrich our modelling; ap-
proaches to overcome this challenge are left for future work, but will likely involve the
integration of additional contextual data. Also, details of the performed interests can
sometimes be difficult to recognise by relying only on location data and Foursquare
annotations. For instance, being at a place related to football, by itself, may express a
potential interest in football regardless of how that interest is being actualised (either
through watching or playing). Future work can benefit from additional sensors and
contextual data to improve the granularity of the detected interests.

61.29% of annotation corrections relate to the participants’ home locations (i.e. in-
correct identification of, or failure to correctly identify), a reflection of our decision
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Table 5.12: Number of Stay-Points (SP) for each participant based on foursquare re-
sults and the participant corrections. Foursquare results are categorised as either res-
idence SP (SPRes) or non-residence SP (SP!Res). Likewise the correction are either
from non-residence SP to residence SP (SP!Res−→Res) or from non-residence SP to an-
other non-residence SP (SP!Res−→!Res).

Foursquare results Participant corrections
SPRes SP!Res SP!Res−→Res SP!Res−→!Res

P1s 31 186 23 15
P2s 27 73 6 2
P3s 8 93 6 15
P4s 11 91 10 1
P5s 6 119 16 13
P6s 6 53 0 0
P7s 3 44 15 2

to allow correction prior to establishing the home location using the method described
in Section 5.6.1; when detecting home, the percent of correctly annotated places has
raised from 83.49% to 93.61%. Our rolling weekly window was intended to manage
temporary changes in residence, but to reduce the correction burden on users we could
easily modify our study to do some residential annotation on the device (e.g. showing
the location considered to be prior week’s residence, or the location at which the user
had spent most time thus far in the present week). We also observe a high proportion of
“education” IMBs appearing in our summative dataset, raising the question of whether
frequently occurring places of work/study should be excluded. Our interviews suggest
that participants were intrinsically (as well as extrinsically) motivated to visit places
of education, and we also acknowledge that many individuals will pursue a career that
relates to their hobbies and interests. Thus, we argue that omitting work and study lo-
cations completely may be problematic. Further studies at scale should help to validate
if MIR is successfully differentiating between participants whose workplace/education
visits are intrinsically motivated compared to those whose visits are made purely out
of necessity.

We saw significant problems caused by mobility restrictions as a result of COVID-
19, suggesting that there is still value in further longitudinal study (as restrictions ease)
to provide confirmatory evidence for our approach. Such studies could also attempt
to replicate some of the more novel findings from our summative dataset, for exam-
ple whether trends for IMI scores improve as the study progresses. Additional IMI
prompts could also be used to confirm the accuracy of low-ranked IMBs (i.e. asking
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participants about a low ranked IMB results in a low IMI). We also note that fixed
study parameters (although based on prior literature) may warrant further exploration,
for example using alternate or dynamically determined values for time/distance when
extracting staypoints, or as a recency threshold.

Mobility restrictions also demonstrate the vulnerability of relying on a single sen-
sor stream. However, the overall motivation properties and behavioural measures were
intended to be applicable beyond location, meaning that other sensor data could re-
place or supplement that collected in this proof-of-concept. Monitoring engagement
with phone apps or websites could be used to determine the same measures of needs
(e.g. recipe app corresponds to a physiological need to eat while visits to a sports
website suggests fulfilling an intrinsic need), intensity (e.g. frequent high-duration use
of the same app or multiple semantically similar apps), sustainability (e.g. sustained
visits to a website over time) and recency. Further, some sensor streams may open
up opportunities for alternative or additional behavioural measures that correspond to
the identified motivation properties (e.g. diversity and flexibility in behaviour patterns
as alternative measures of autonomy: Ryan and Deci, 2017), and provide opportuni-
ties to integrate measures for relatedness (a key need in SDT that was omitted from
this work due to its focus on location behaviour). Thus, we propose a key area for
future work centers on (a) establishing new sensor streams for which the identified be-
havioural measures can be used to derive motivation properties, (b) considering novel
behavioural measures that correspond to both those same motivation properties or to
relatedness, and (c) determining how best to combine multiple sensor streams (and any
novel measures) into a more robust MIR.

Lastly, this work is limited by what is referred to by researchers (Aeffner et al.,
2017; Vega-Hernandez, 2019) as the “Gold Standard Paradox.” The contradiction arises
from the fact that our study adopts digital phenotyping, which relies on sensors’ data
that are objectively produced. The goal is to use knowledge derived from those data
to replace the subjective self-reporting methods and avoid their issues (e.g. memory
and recall biases). However, these self-reporting tools (IMI in our case) are the best
instruments for assessing our method. As a result, our techniques must be assessed
using the scales that they are attempting to replace.

Our studies both demonstrate considerable individual variation, particularly with
regard to execution of activities that correspond to the lower levels of Maslow’s hierar-
chy. This was predicted by prior literature that suggests that while all individuals share
the same fundamental needs, their pursuit of them may vary (e.g. based on the degree
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to which they have previously had that need fulfilled (Deci and Ryan, 2000)). Thus,
our overall approach (Figure 5.3) incorporated a personalisation step that is not realised
in our proof of concept. Future work should consider the degree to which coefficients
within MIR can be personalised to deliver a more tailored IMB calculation.

Lastly, there are two interesting ways of generating the top N results and we ex-
plore both of them. In the first study, we explore the difference between a dynamic N

and static N in a formative and detailed manner. In the second study, we focus on a
dynamic N with one cut-off point to preserve only the strongest interests and avoid ask-
ing participants about too many and possibly irrelevant interests. However, we do not
suggest at this point that either the dynamic or static approach is better than the other
or a specific approach works best for a particular population. Instead, these deeper
investigations are still worthy of further exploration.

5.8 Conclusion

In this study, we present a novel approach to technology-based identification of be-
haviours that reflect underlying personal interest (IMBs). Specifically, we build on
current psychology theory to identify a set of core set of static and dynamic motiva-
tion properties (needs, competence, autonomy and novelty). From these properties, we
use the literature to establish a set of behavioural measures that can be derived from
passively-sensed smartphone location traces. We combine these measures in a single
MIR score whose value (0-1) represents the strength of intrinsic motivation associated
with a behaviour.

Through a combination of formative and summative evalution, we show how our
approach can facilitate personalised understanding of IMB compared to frequency-
and duration-based approaches. Our results indicate that our approach successfully
identifies IMBs that are consistent with those reported by participants, matching or
outperforming alternatives. Results also suggest that most IMBs can be detected over
fairly short time periods (within 2 months) and adapts quickly to variations in mobility
patterns as users’ motivation changes.

Our proposed approach allows for unobtrusive detection of individual user’s IMBs
based on a standardised weighting of each motivation properties. To further improve
personalisation, we suggest that variation in the weighting of different motivation prop-
erties could allow the model to better reflect difference in individuals’ need satisfaction
(i.e. the degree to which they pursue a particular need).
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Personalised IMB identification of the kind enabled by our work has the potential
to facilitate new applications that capitalise on individuals’ intrinsic motivation. This
could be particularly valuable for behaviour change, where existing evidence indicates
leveraging intrinsic motivation leads to more effective and sustained change (Ryan
and Deci, 2017). For example, we envisage fitness applications that prompt users to
take a slightly longer journey home by plotting a route that is consistent with personal
interests (e.g. passing by a local soccer club for a user for whom soccer is considered
an IMB).

Relying on a single data indicator in behavioural analysis is inherently risky, and
mobility restrictions imposed in response to COVID-19 have provided a clear demon-
stration of this vulnerability. Our discussion of future work highlights a set of promis-
ing smartphone data sources that could be used as measures of our fundamental moti-
vation properties. Adoption of these data sources would see them used as alternative
or complementary indicators of the identified motivation properties and associated be-
havioural measures. Thus, the overall approach taken in this paper is easily applicable
irrespective of the underlying sensor set.



Chapter 6

Interest Recognition from Multiple
Smartphone-Derived Behaviours

In the previous chapter, we presented our MIR method and showed how it could be
used with a single behaviour (i.e. mobility behaviour). In this chapter, we extend our
MIR approach to incorporate mobility, buying and phone usage behaviours. We show
how our combinatory MIR (cMIR) is standardised to be implemented across multiple
behaviours. We have benefited from the knowledge detailed in chapters 2, 3 and 4
as well as the findings that we stated in the previous chapter to design a six-month
study and implement our method. The integration of multiple behaviours has been
accomplished in a personalised manner, and the conducted study was used to evaluate
our cMIR method.

The main content of this chapter is a paper authored by: Ahmed Ibrahim, Sarah

Clinch and Simon Harper. The title of the paper is: Recognising Personal Interests:
A Combinatory Approach based on Smartphone-derived Behaviours and Intrinsic
Motivation. The paper is currently under review. For this thesis, we edited some for-
matting styles, such as the sizes of some tables for consistency and readability reasons.

Author contribution
Ahmed Ibrahim designed the study, carried out the data collection, analysed and

synthesised the results and wrote the paper. Sarah Clinch and Simon Harper provided
continuous feedback throughout all the stages of the study, offered advice and discus-
sion and contributed vital edits to the paper’s writing.
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Abstract
In this paper, we aim to recognise individual interests from daily behaviours. Knowl-

edge of individual interests can be utilised to personalise behavioural recommendations
and promote health and well-being. Typically, self-reporting methods are used to un-
derstand people’s interests; despite that, in most cases, interests are demonstrated in an
individual’s daily activity. Moreover, interests are not the only motives behind daily
behaviours. Instead, many of our daily actions are motivated by other reasons such
as obligations and external rewards. Therefore, in this work, we present a motivation-
based approach to recognise daily behaviours that are motivated by individual interests.
The daily behaviours are derived from passively and continuously sensed smartphones
data. Our approach combines behaviours from multiple smartphone data streams to
overcome the limitations of relying on a single one that is acknowledged by the related
literature. To evaluate our approach, we conduct a six-month real-world study. The
results indicate that our approach performs significantly better than traditional inter-
est recognition methods and presents a better understanding of internally interesting
behaviours.

6.1 Introduction

Individual interests (i.e. the things that motivate and excite us) directly shape our
everyday habits and behaviour, including behaviours with significant health or well-
being implications. Thus, establishing an individual’s interests can support the design
of effective personalised behavioural interventions and nudges (Mills, 2020; Schoning
et al., 2019). However, recognising these interests is not without challenge – psycho-
logical sub-disciplines tend towards the use of paper-based inventories/questionnaires
(e.g. the Work Preference Inventory (Amabile et al., 1994), the Intrinsic Motivation
Inventory (Ryan, 2018); and the STEM semantics survey (Tyler-Wood et al., 2010)),
but these self-reports are limited by individual’s biases (Vega-Hernandez, 2019) and
sometimes by people being unaware of their own interests (Renninger and Hidi, 2016).
Moreover, self-reporting tools are discrete and hence do not capture behavioural dy-
namics which require continuous observation (Vega-Hernandez, 2019); attempts to
overcome this weakness through longitudinal analysis can be highly intrusive and
prone to memory and recall biases (Matthews et al., 2020; Hassan, 2006). However,
one of the most straightforward and representative indicators of individual interest is
behaviour itself. Thus, in this paper, we seek to recognise individuals’ interests from
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passively sensed smartphone’s data that characterises their everyday activities.
Passive sensing (also referred to as digital phenotyping when used in health and

well-being settings (Onnela and Rauch, 2016; Vega-Hernandez, 2019)) uses digital de-
vices (often a smartphone) to continuously and longitudinally capture data describing
an individual’s behaviour and context. Crucially, this data capture occurs with little-
to-no intervention from the user. Digital phenotyping has been applied in a wide va-
riety of applications including monitoring of patients with Parkinson’s disease (Vega-
Hernandez, 2019), Schizophrenia (Difrancesco et al., 2016) and depression (Wahle
et al., 2016; Burns et al., 2011).

Traces emerging from digital phenotyping describe the ‘what’ of individual be-
haviours, but in this work we also seek to establish ‘why’ – i.e., what are the interests
(intrinsic motivations) implied by the patterns of behaviour observed. Many of our
daily actions are motivated by obligations and external rewards (extrinsic motivation)
(Ryan and Deci, 2017). Therefore, identifying the motives behind observed daily ac-
tivities is essential to distinguish behaviours driven by personal interests from those
motivated by other factors.

In this paper, we build on a previous work from Ibrahim et al. (2021a) that utilises
motivational knowledge to recognise interests from behaviours identified from a sin-
gle sensor trace (location). Unlike the existing method (which the authors refer to as
Motivation-based Interest Recognition approach – MIR), we integrate multiple data
streams to capture a broader set of behaviours. This multiplicity of behaviours over-
comes the limitations of relying on a single one that is acknowledged by the previous
work of Ibrahim et al. (e.g. the inability to capture phone usage interests from mobility
behaviour) . In addition to the location traces used by Ibrahim et al., we additionally
fold in data describing interactions with installed smartphone apps, and data extracted
from notifications that relate to buying behaviours (e.g., “Your order of ... has been
shipped”). The addition of these behaviours substantially impacted the realisation of
the MIR subprocesses as well as the modelling details. We name the resulting measure
combinatory MIR (cMIR).

In cMIR, events of the three behaviours, such as going to a movie theatre or buying
a gaming device, are first extracted from the raw smartphone data. Next, we identify
specific measures that can be used to operationalise properties of two psychological
models of human motivation: Self-Determination Theory (Ryan and Deci, 2017) and
Maslow’s Hierarchy of Needs (Maslow, 1943). We apply those measures on the ex-
tracted behavioural events to understand the underlying motivations and rank the prior
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behaviours accordingly. For example, if the extracted event is shopping, the rating pro-
duced from applying the measures of motivation properties would indicate how much
a person is motivated by shopping. Higher ratings imply more internalised actions and,
therefore, a better chance of the person being intrinsically motivated.

Our cMIR model is evaluated using data from eight participants (∼0.8 million dat-
apoints collected over six months). Our results significantly indicates that our ap-
proach produces ranked interests that align closely with those elicited from partici-
pants through self-reports. We achieve higher precision and recall when compared to
alternative approaches including the base MIR that relies on a single behavioural trace.
We also show how our model adapts to each individual and discuss the significance of
that on personalisation.

To summarise, our contributions are threefold:

• An algorithm for a combinatory Motivation-based Interest Recognition (cMIR)
that aggregates multiple behaviours and the identified behavioural measures into
a ranked set of Intrinsically Motivated Behaviours (IMBs) (i.e. where the top-
ranked item is the one for which the user has the strongest interest).

• The adaptivity of the cMIR to each individual’s data. By tailoring the cMIR
method according to an individual’s data, we provided a flexible method capable
of reacting to the interest dynamics and producing a personalised model from
multiple behaviours and from an overfitted set of motivation properties.

• An evaluation based on a real world dataset that validates ranked IMBs against
participant ground truth and three alternative ranking approaches.

6.2 Related work

The subject of this work is interdisciplinary that from one side digs into the cognitive
and psychological studies of human motivation and from the other side, investigates
how interests are realised in technological platforms such as recommender systems.
Therefore we discuss the related work with respect to these disciplines.

6.2.1 Human Motivation

Theories of human motivation attempt to describe why humans do what they do (Ryan
and Deci, 2000; McClelland, 1987; Weiner, 1992). Biological approaches focus on
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physiological state and processes (Cofer and Appley, 1964; Petri and Govern, 2013),
and examples include Yerkes-Dodson (Yerkes and Dodson, 1908), drive reduction
(Hull, 1943, 1952) and operant-conditioning (Skinner, 1953; Cooper et al., 1987). For
the purposes of understanding and leveraging individual differences, however, these
may be considered overly reductive (Strombach et al., 2016; Eccles and Wigfield,
2002).

Psychological mappings from human behaviour to motivation typically take one of
two approaches. Static approaches use a fairly rigid classification to match behaviour
to underlying physiological or psychological needs. Examples include Maslow’s hi-
erarchy (Maslow, 1943) and Murray’s need theory (Murray, 1938). By contrast, Dy-

namic approaches quantify motivation based on the subjective impression of a partic-
ipant toward a performed behaviour; factors such as contexts and rewards may impact
the participant’s attitude toward an activity (Fogg, 2012; Ryan and Deci, 2017). Ex-
amples include Self-Determination Theory (Ryan and Deci, 2017) and Fogg’s motiva-
tional waves (Fogg, 2012).

For the purposes of this work, we draw on two dominant psychological explana-
tions: Maslow’s Hierarchy of Needs (Maslow, 1943) and Self-Determination Theory
(Ryan and Deci, 2017). In particular, this work focuses on determining an individual’s
intrinsic motivation (Ryan and Deci, 2000) – activities that inherently bring satisfaction
to an individual (commonly referred to as interests, (Renninger and Hidi, 2016)).

6.2.1.1 Maslow’s Hierarchy of Needs

Maslow (Maslow, 1943) discusses motivation in terms of five needs, the lowest of
which must be fulfilled before the next comes into focus. These five needs (presented
lowest to highest) are as follows: physiological, safety, belongingness, self-esteem
and self-actualisation need. Physiological needs relate to survival at an individual
and species level, such as food, drink, sleep and sex. Safety needs include stability,
security and protection from fear. Belongingness needs are driven by the desire for
interpersonal relationships, and feelings such as love, friendship and acceptance. Self-

esteem needs drive our desire for respect, dignity and independence. Finally, self-

actualisation needs drive our ambition and desire for personal growth (Maslow, 1943;
McLeod, 2007).

Critics of Maslow (e.g. Neher, 1991) suggest that experiencing these needs in
the proposed order is contrary to evidence in the real world. For instance, lack of
security in some communities – due to war, civil unrest or similar – does not prevent
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their inhabitants from developing social ties and pursue the fulfilment of belongingness
needs. Despite this, Maslow’s hierarchy continues to be highly influential (including,
for example, in recent attempts to understand technology: (Houghton et al., 2020);
(Kang and Jung, 2014)). In light of the identified limitation, in this chapter, we focus on
mapping behaviours to needs as nominal categories rather than concerning ourselves
with an ordinal progression between the levels.

6.2.1.2 Self-Determination Theory

SDT (Ryan and Deci, 2017) is one of a number of contemporary theories that build
on the distinction between intrinsic and extrinsic motivation. However, in contrast
to others, SDT treats these concepts not as a dichotomy, but instead as a continuum
that ranges from amotivation, through a set of extrinsic motivation states, to a fully
internalised intrinsic motivation.

SDT identifies competence, autonomy and relatedness as the three basic psycho-
logical needs that differentiate and represent motivation states: the need for compe-
tence (also called self-efficacy), the need for autonomy, and the need for social relat-
edness (Ryan and Deci, 2017):

1. The need for competence refers to one’s belief in their ability to perform (Ban-
dura, 1971). Self-perceived success, satisfaction or efficiency when engaging
in tasks helps to satisfy the need for competence (Ryan and Deci, 2017; White,
1959, 1963).

2. The need for autonomy relates to the extent to which a person controls a be-
haviour (Ryan and Deci, 2017), and self-regulates goals and the process of at-
taining them (Schunk et al., 2008).

3. The need for relatedness is concerned with feelings of connection with others
and is an essential driver for social behaviour (Ryan and Deci, 2017).

In addition to these three basic needs, proponents of SDT have noted the impor-
tance of novelty in motivating individuals to pursue and possibly change personal in-
terests (Ryan and Deci, 2000, 2017; González-Cutre et al., 2016; Silvia, 2007). This
has in turn led some to propose the need for novelty as a further innate psychological
need (González-Cutre et al., 2016).

As a popular and “living” theory (Vansteenkiste et al., 2010), SDT has been applied
in a wide variety of domains, including many related to technology. For example, SDT
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can be used to guide the interface design of mobile apps (e.g. Zuckerman and Gal-Oz,
2014; Rooksby et al., 2015), encourage the use of health apps (e.g. Saksono et al.,
2020), or propose behavioural intervention (e.g. Gustafson et al., 2014). Unlike these
applications, we employ SDT to classify behaviours, that are passively sensed, as either
extrinsically or intrinsically motivated.

6.2.2 Recommender systems

Recommender systems are software applications that aim to make predictions about
the items or behaviours that might be of interest to a specific individual (Zhang et al.,
2019; Raza and Ding, 2019). The fundamental concept centres on the use of existing
indicators of a target user’s interest (e.g. ratings, purchases, frequency of interaction),
together with knowledge about all of the items that could be recommended (e.g. object
classifications, features, other users’ ratings or interactions) to derive a rating for each
item in a set of possible recommendations. Based on this rating, the top n items can be
presented to the target user (or user group) (Adomavicius and Tuzhilin, 2005).

Although they are most prominently used in e-commerce (Zhou et al., 2018; Schafer
et al., 2001; Lu et al., 2014) and digital media consumption (Beam, 2014; Gomez-
Uribe and Hunt, 2016), recommender systems can be used to encourage broader be-
havioural change. For example, Rabbi et al.’s smartphone application MyBehavior

(Rabbi et al., 2015) used a combination of passive sensing and manual logging to
record physical activity and food intake. Statistical machine learning was then used
to identify and recommend high calorie loss behaviours similar to the user’s existing
behaviors, resulting in a statistically significant increase in physical activity and corre-
sponding decrease in calorie intake compared to a control condition.

Existing recommender systems that make use of smartphone’s data typically con-
sider the frequency of behaviour (Musto et al., 2018; Yu and Chen, 2015; Li et al.,
2015a), duration (Boytsov et al., 2012) or combination of both (Do and Gatica-Perez,
2014; Li et al., 2008). When combined with time, a recommender system can also de-
liver recommendations based on the both frequency and duration of actions at a speci-
fied time of day (Yuan et al., 2013; Li et al., 2017a), or based on recency of behaviour
(Li et al., 2015b; Logesh and Subramaniyaswamy, 2017).

Despite their complexity, the majority of recommender systems fail to consider
the underlying motivation that led to the user behaviours used as indicators. Whilst
many of these indicators may reflect personal interests, others will be the result of
obligations (e.g. buying a gift for others, visiting a workplace). In this chapter, we
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set out to identify Intrinsically Motivated Behaviours (IMBs) – behaviours that reflect
intrinsic motivation (Ryan and Deci, 2000). In so doing, we aim to enable future
recommendations that align with the individuals’ interests and values and can facilitate
sustained behaviour change (Michie et al., 2011).

6.2.3 Digital phenotyping

Digital phenotyping is defined as the naturalistic moment-by-moment quantification
of an individual’s behaviour (Onnela and Rauch, 2016). It is achieved using digital
devices such as smartphones to sense human behaviour either passively (e.g. GPS)
or actively (e.g. questionnaires) (Torous et al., 2016). Researchers use several terms
to describe the same goal, such as “personal sensing” and “context sensing” (Mohr
et al., 2017; Burns et al., 2011). mHealth studies that are designed for behavioural
interventions but do not rely on digital phenotyping (e.g. Chen et al., 2018) are outside
the scope of this work.

Traditionally, digital phenotyping is implemented by unobtrusively and naturalis-
tically collecting and syncing data to a backend server. AWARE (Ferreira et al., 2015)
and EARS (Lind et al., 2018) are open source tools designed for passively collecting
digital data. Developers can extend AWARE to extract behavioural features through
plugins (e.g. activity recognition and app usage) (Ferreira et al., 2015). Beiwe (Torous
et al., 2016) is another tool that provides, in addition to basic sensing functionalities,
codebase data analysis pipeline for conducting the behavioural analysis.

The data collected from sensing tools form the basis for digital phenotyping. For
instance, app usage has been used as the basis for digital phenotyping to detect the
mood of bipolar patients (Alvarez-Lozano et al., 2014). Symptoms of Parkinson’s
disease have been investigated from mobility-based phenotyping to improve the pa-
tient’s quality of life (Vega-Hernandez et al., 2017). Loneliness indicators, as well as
physical activities, have been investigated within the context of older adults (Seifert
et al., 2017; Sanchez et al., 2015). Behavioural features of depression symptoms
have been extracted and studied to detect depression (Wahle et al., 2016; Burns et al.,
2011), whereas location features have been employed to detect out of home activities
in schizophrenic Patients (Difrancesco et al., 2016).

Besides the above implementations, digital phenotyping has intersected with hu-
man motivation in several studies. For instance, the role of presenting walking time
on incentivising a participant to walk has been studied through digital phenotyping
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(Zuckerman and Gal-Oz, 2014). Other studies use self-determination theory and so-
cial rewards to encourage the use of a health app (Rooksby et al., 2015; Gustafson
et al., 2014). However, rather than using motivational knowledge to understand inter-
ests, these studies focus on the role of elements, such as rewards and visualisation, in
incentivising a behavioural change.

Lastly, the use of visualisation to support the implementation of digital phenotyp-
ing has been utilised. Health Mashups (Bentley et al., 2013) depicts the connection
between sleep, weight, pain. In Visual Cuts (Epstein et al., 2014) data is summarised
to help users identify meaningful findings. Passively sensed location and activity data
had been visualised for reflection analysis (Tang and Kay, 2017).

Figure 6.1: Existing tools that derive behavioural aspects from digital phenotyping.

To the best of our knowledge, this is the first work that uses digital phenotyping
to recognise personal interests from multiple behaviours. Doing so can help mitigate
the drawbacks of relying on a single behaviour that is acknowledged by the previous
work of Ibrahim et al. (2021a). Also, our combinatory approach shares the goal of
Ibrahim et al.’s work which is to avoid self-reporting drawbacks while focusing on an
individual’s behaviour.

6.3 Our approach

In this chapter, we set out to measure aspects of human motivation, continuously and
unobtrusively, by using the smartphone data that is captured as individuals go about
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their daily activities. We focus specifically on trying to identify behaviours that are in-
ternally motivated. In particular, we build upon prior work from Ibrahim et al. (2021a),
integrating psychoanalytical and data-driven techniques to rank behaviour based on
motivation properties.

The processes required to recognise interests from multiple behaviours overlap
with those used to recognise interest from smartphone trajectories proposed by Ibrahim
et al., but with substantial rethinking to address the unique challenges that come from
the differences between events of multiple behaviours. These processes are indicator

identification, item identification, and interest determination. In this work, we propose
a different realisation for the last two processes while using the same set of motiva-
tion properties and behavioural measures specified by the first process (i.e. indicator
identification). Our realisation aims to improve the generalisability of the MIR method
across multiple behaviours. In the next subsections, we summarise the three processes
and detail the proposed improvements on item identification and interest determination
processes. In each one of the two processes, we highlight the differences between this
work and the one proposed by Ibrahim et al..

6.3.1 Indicator identification

We rely on the same set of motivation properties that are used by Ibrahim et al. (2021a),
namely Maslow’s needs, competence, autonomy and novelty. These properties are
based on Maslow’s hierarchy of needs and Self-determination theory. To operationalise
those properties, needs level, intensity, sustainability and recency are identified as be-
havioural measures. High levels of perceived competence are associated with com-
pleting an action more often (Ryan and Deci, 2017; Rabbi et al., 2015), and the time
spent on the action (Nicholls, 1984; Fishbach and Hofmann, 2015). Thus, frequency
and duration are combined into a measure of intensity (Wolf and Hopko, 2008). Vol-
untary performance of action (i.e. autonomy) is associated with action sustainability
over time (Pelletier et al., 2001; Seguin et al., 1999), whereas the propensity to seek out
novelty is manifested in the exploration of new behaviours and gaining new interests
(i.e. recency) (Ryan and Deci, 2013, 2017).

However and as stated by Ibrahim et al., this indicator set is not considered to be
exhaustive; future work may demonstrate the utility of alternative or additional mea-
sures. For example, an experiment may use the diversity and flexibility in times of a
behaviour as a measure of autonomy (Ryan and Deci, 2017) along with sustainabil-
ity. Similarly, we envisage future integration of a measure for relatedness, through
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indicators derived from proximity or other sensors.

6.3.2 Item identification

The MIR approach proposed by Ibrahim et al. operates over events of a single be-
haviour (i.e. mobility). Compared to Ibrahim et al., our approach abstracts over an
even more diverse set of behavioural events than that of prior work (in addition to
location, we extend prior approaches to include smartphone application interactions
and indicators of buying behaviour). These behaviours are encoded within streams
of low-level data (GPS traces for location, screen touches for application interactions,
and notifications for buying behaviour). Each low-level data stream contains its own
unique ‘noise’ in addition to the target signal, and thus an initial processing step is
required to identify individual events from the source data.

For the mobility behaviour, a sequential processing of GPS data is performed to ex-
tract stationary periods (known as stay-points) based on predefined time t and distance
d thresholds (appropriate values for t and d may be implementation specific and are
explored in Section 6.4). The resulting stay-points are places where an individual has
lingered for a period greater than t minutes within a boundary of d meters. Note that
for the purposes of this work, we do not consider the intermediate periods (i.e. periods
of motion) 1.

Once extracted, stay-points are semantically labelled using a location annotation
service. Google Places, Foursquare, and other platforms each provides reverse geocod-
ing services that can be used to annotate stay-points (e.g. converting a location reading
of 51.5194° N, 0.1270° W to The British Museum) and then appropriately cate-
gorising that as a history museum. In this work, we use Foursquare as our location
annotation service due to its richer categorisation (950 categories) compared to other
services (e.g. Google provides 96 categories).

In a similar way, items of phone usage behaviour are identified through sequential
processing of smartphones’ interaction data to extract events of interaction based on
the details of the used app (smartphones allow for interaction with one app at a time).
Contextual information about battery and screen status is used for better identification
of the segment boundaries. An event is formed when the phone is out of battery or the

1These move-points could represent either a necessary transition between two stay-points, or one of
a limited set of (typically fitness or sporting) activities that are intrinsically motivated (e.g. walking,
running). In the case of the former, there are more appropriate sensors that could detect these specific
activities (e.g. accelerometer: Wannenburg and Malekian, 2017).

https://cloud.google.com/maps-platform/places/
http://www.foursquare.com
http://www.foursquare.com
https://cloud.google.com/maps-platform/places/
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user turns off the screen. Otherwise, since smartphones allow interactions with one app
at a time, changes between apps are used to identify the events. The resulting events
represent the apps that an individual has interacted with for a period of t minutes. Once
extracted, events are semantically labelled using an app annotation source. GooglePlay
or AppStore can be used to annotate phone usage events based on the apps’ categories
(e.g. mapping a package name of com.score365 to sport). In this work, we use
GooglePlay as our app annotation service since we rely only on android devices to
collect the data.

Extracting buying events from the notification text differs from the previous two.
First, notifications are filtered to preserve the ones that are related to buying behaviour2.
Specifically, a notification is related to buying if (i) it is generated by an app that has a
category typically associated with a buying activity (e.g. Shopping and Food AND Drink)
or (ii) the text contains a buying-related keyword (e.g. ‘your order’ and ‘your

payment’)3. Once the buying-related notifications are extracted, their texts are se-
mantically labelled using an external annotation service. Cloud Natural Language API,
Amazon and other platforms can be used to classify the text based on predefined cate-
gories. For instance, Cloud Natural Language API classifies the following notification
as Music: “Bax Music — Confirmation of order Thank you for your order Dear ...”.
However, in many cases, the Google Cloud Natural Language API may find the noti-
fication text too short and hence fail to assign a category. Therefore, we first search
Google Cloud Natural Language API for a category. If the text is too short and the API
fails to get a category, we use Amazon Comprehend API to get the category. We start
the search with Google as it is not e-commerce specific and hence is expected to cover
a broader range of potential bought items’ names (compared to Amazon, which is an
e-commerce specific platform).

Besides how the events of each behaviour are extracted, the applicability of the
behavioural measures is impacted by the type of behavioural events. For instance, in-
tensity (the measure of competence) combine duration and frequency. Although events
of phone usage and mobility behaviours derived from the smartphone are expected to
possess the duration attribute, the derived buying events (using notifications) can not
lead to the duration a specific person spends on a buying activity. Therefore, an es-
timation of the time a person takes to make a purchase is essential to standardise the
measures’ implementation across multiple behaviours. In this work, we rely on the

2Comparison between the different approaches and keywords used to filtering notifications are de-
tailed in another paper that is under review.

3The list of the used keywords are explored in Section 6.4.

https://play.google.com/store/apps
https://www.apple.com/uk/ios/app-store/
https://play.google.com/store/apps
https://cloud.google.com/natural-language
https://www.amazon.co.uk/
https://cloud.google.com/natural-language
https://cloud.google.com/natural-language
https://cloud.google.com/natural-language
https://aws.amazon.com/comprehend/
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Figure 6.2: The motivation continuum proposed in SDT runs from amotivation through
to intrinsic motivation.

existing knowledge and estimate that time (estimation details may be implementation-
specific and are explored in Section 6.4).

6.3.3 Interest Determination

We build on Ibrahim et al. (2021a) prior contrast of Maslow (Maslow, 1943) and SDT
(Ryan and Deci, 2017) as static and dynamic approaches respectively (Section 6.2.1),
and develop a solution that engages both mechanisms in parallel. A static modelling

step (Section 6.3.3.1) builds on Maslow’s heirachy, whilst our dynamic modelling (Sec-
tion 6.3.3.2) is based on SDT. Computed values from both dynamic and static measures
are combined to form the motivation score based on behaviours derived from multi-
ple traces (referred to as the cMIR score). The cMIR score is used to classify events
of those behaviours as intrinsically or extrinsically motivated based on the interplay
between the static and dynamic scores (Figure 6.2). Specifically, higher ratings imply
more internalised actions and therefore a better chance of the person being intrinsically
motivated. However, both static and dynamic modelling are heavily impacted by the
multiplicity of behaviours. We detail each of these modelling steps and highlight the
difference in the following subsections.

6.3.3.1 Static Modelling

The static aspect signifies the nature of the underlying needs and introduces a fixed
mapping of behavioural events to one of Maslow’s five levels of needs: physiological,
safety, belongingness, esteem and self-actualisation need. The static property refers
to the independence between the participants’ data and the event-motivation mapping.
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We adopt the scoring system proposed by Ibrahim et al. (2021a) that is built on the
literature of human motivation. Specifically, we assign a value of one for physiolog-
ical needs and two for safety needs. The remaining three levels relate to belonging-
ness, esteem and self-actualisation needs; since all three represent intrinsic and self-
determined actions (Barbuto Jr and Scholl, 1998; McClelland, 1987), we score each
equally with respect to intrinsic motivation. We assign behavioural events associated
with these levels a value of four (i.e. a mean derived from the values three, four and
five if one simply incremented the score as one progresses up the hierarchy).

However, the multiplicity of behaviours introduced by this work complicates the
mapping process. To identify behavioural events that correspond to Maslow’s levels,
we rely on the semantic classes of the extracted behavioural events. We rely on popu-
lar category providers to identify different semantic classes of events (e.g. art gallery,
casino, mosque). More specifically, we rely on categories from Foursquare for cate-
gorising events of mobility behaviour, from GooglePlay for events of phone usage, and
from both Google and Amazon for buying-related events. Each provider has its own
taxonomy that suits the nature of services it provides. For instance, social networking
category relates to events of phone usage behaviour and does not match a category
under Foursquare taxonomy. On the other hand, Foursquare uses outdoor and recre-
ation (which is not used by Google) to classify events of mobility behaviour. Another
aspect that complicates the integration process relates to the providers’ interpretation
of categories. Using the same example of Google and Foursquare, libraries is a class
that is used by Google to describe software libraries and technical demos. In contrast,
libraries are reading places as categorised by Foursquare.

Therefore, we extend the method proposed by Ibrahim et al. (2021a) to account
for the issues arise from the multiplicity of behaviours and taxonomies. Guided by
motivation-based taxonomies of behaviour (Tinsley and Eldredge, 1995; Barbuto Jr
and Scholl, 1998; Talevich et al., 2017), we first merge taxonomies of multiple ser-
vice providers to synthesise and unify the classes based on the motivation-based in-
terpretations. Then, we match and integrate semantic classes to a corresponding gen-
eralised category (e.g. art, games/gambling, spiritual) and locate the category within
Maslow’s hierarchy. Each behavioural event captured in a participant’s dataset can
then be mapped to semantic class (as determined by the corresponding categories,
Foursquare for locations, GooglePlay for apps, and Google and Amazon for notifica-
tions), and then from semantic class to category. The resulting category determines
hierarchy level and associated intrinsic motivation score.

https://foursquare.com
https://play.google.com
https://cloud.google.com/natural-language
https://www.amazon.co.uk/
https://foursquare.com
https://play.google.com
https://cloud.google.com/natural-language
https://www.amazon.co.uk/
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The described classification should accurately distinguish between intrinsically-
and extrinsically-motivated activities in the majority of cases (Tinsley and Eldredge,
1995; Barbuto Jr and Scholl, 1998; Talevich et al., 2017). However, conducting events
that would score highly for intrinsic motivation may occur for reasons other than per-
sonal interest (e.g. visit a place to accompany a friend). This limitation is addressed
through the addition of dynamic modelling.

6.3.3.2 Dynamic Modelling

The naturally-occurring variation in motivation (Fogg, 2012) are studied based on com-
petence, autonomy and novelty; psychological indicators of intrinsic motivation. Un-
like static modelling, these measurements are instantiated from the participants’ data
and hence actual values vary according to the behaviour exhibited by each individual.
Similar to Ibrahim et al., participants’ data is subdivided into week-long analysis win-
dows (Monday-Sunday) as people mostly shape their behaviour around weekdays (Cho
et al., 2011; Sarker et al., 2019). However, the introduction of multiple behaviours
forces significant changes in the dynamic modelling as we shall see next.

Competence Competence is predicted from both frequency and duration (Fishbach
and Hofmann, 2015; Nicholls, 1984; Wolf and Hopko, 2008; Rabbi et al., 2015; Ryan
and Deci, 2017). Both metrics are integrated into a measure of intensity. We propose an
integration method that is based on the extracted behavioural events and considers the
multiplicity of behaviours. Specifically, we count, for each event of each behaviour,
the total number of occurrences per week and multiply that by the weekly average
duration.

Formally, if Fwbx is the weekly frequency of a behavioural event x of a behaviour b,
and Mwbx is the weekly average duration, then the intensity of x up to the current last
week of an ongoing study t is computed as:

Intensityx =
h

∑
b=1

t

∑
w=1

Fwbx ∗Mwbx (6.1)

where h is the number of behaviour (three in our case).

Autonomy People display greater sustainability toward the internalised behaviours
(Ryan and Deci, 2017). We express this as the sustainability of behaviours. Similar to
how we adjusted intensity, we model sustainability based on the multiple behaviours
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studied by this paper. To generate a measure of sustainability, we assign a Boolean
value that indicates whether a specific behavioural event occurs within the analysis
window. We then count the number of subsequent windows (i.e. weeks) in which
a behavioural event is observed and divide that by the total number of subsequent
analysis windows. The closer is the result to 1, the more sustained the behaviour.

Formally, if Nwbx denotes the existence of a behavioural event x of a behaviour
b in week w, and Dw represents the current number of weeks in a study, then the
sustainability score is computed as:

Sustainabilityx =
h

∑
b=1

t

∑
w=1

Nwbx/Dw (6.2)

where t represents the current last week of an ongoing study.

Novelty To account for interest dynamics, novelty, through the measure of recency

is used. Similar to Ibrahim et al. (2021a)’s work, we segment the entire study du-
ration into periods based on a predefined threshold (i.e. a static approach4). In this
work, however, we weight each event of the multiple behaviours according to their
occurrence within each period, with the most recent period accumulating the highest
value; values associated with prior periods gradually decline as their distance from
the present period increases. This gradual retrospective degradation is crucial because
although people shift their attention to recent behaviours, they are expected to revisit
previous behaviours rather than entirely abandoning them (Zhao et al., 2013).

6.3.3.3 Integration

We integrate the three behavioural traces used by this work as well as our static and
dynamic models to compute an overall score for any given behaviour. The result-
ing cMIR Score indicates the degree to which the specified behaviour is intrinsically
motivated. To integrate the behavioural traces, we weigh them differently for each
participant based on their data coverage to account for missing days of data collection.
More specifically, if the collected locations, apps’ interactions and notifications data of
a participant cover respectively 90%, 70% and 40% of the study period, the score for
each trace is weighted based on those percentages and is combined to form the cMIR

4See Srinivasan et al. (2014) and Sarker et al. (2019) for examples of static and dynamic recency
thresholds respectively.
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score. Formally, the combinatory MIR (cMIR) score is calculated as:

cMIR score =
p

∑
i=1

1
i

h

∑
b=1

(needs+gb((Fwbx ∗Mwbx︸ ︷︷ ︸
intensity

)+(Nwbx/Dw︸ ︷︷ ︸
sustainability

))) (6.3)

where needs is determined as specified in Section 6.3.3.1, and intensity and
sustainability are determined separately for each behaviour before being adjusted to
account for recency and personalisation (i.e. data coverage). The weight of a be-
havioural trace, gb, is determined based on the data coverage as described, and h

is the number of traces used to recognise interests (three in our case). Thus, both
intensity and sustainability are personalised and calculated for each period before be-
ing weighted and summed as described in Section 6.3.3.2. The resulting formalisation
operates over a set of periods p, such that i ranges from 1 to p where 1 designates the
most recent period, and p represents the outmoded interval. So, if a person visits sport-
related places, uses sports apps, and buys sport-related goods in a sustained, intense,
and renewed manner, then the person is likely to be interested in the sport.

Finally, the resulting cMIR score can be used to assemble a ranked list of IMBs as
follows:

Behaviour× cMIR Score → Ratings. (6.4)

where the ratings for each user is predicted as a function of the motivation properties
and the performed actions. For example, if the behaviour is related to sport, then the
rating score would indicate the degree to which a sport-related behaviour is intrinsi-
cally motivated (for a given individual)

Figure 6.3 is adjusted from (Ibrahim et al., 2021a) to provide an end-to-end view of
our approach, whereby raw smartphone’s data is ultimately transformed into a ranked
list of IMBs. Passively-sensed data is semantically enriched to produce a set of be-
havioural events that correspond to life events such as dining out, and shopping. Ex-
tracted events are used as input to the aforementioned models of motivation proper-
ties (determined based on the indicator identification) to rank the behavioural events
based on the underlying motivation properties. As a result, we produce a ranked list of
motivated behaviour that represents the behaviour’s place on the proposed motivation
continuum.
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Figure 6.3: The overall process of extracting and ranking IMBs from passively sensed
smartphone’s data. Adapted from Ibrahim et al. (2021a).

6.4 Evaluation

Our evaluation includes longitudinal mobile data from eight participants going about
their normal daily activities. We use the AWARE mobile sensing framework (Ferreira
et al., 2015) to collect the data. Location readings are collected at one minute intervals,
notifications are recorded once they are received and app usage data are captured each
time a user interacts with the phone. Procedures for the study were reviewed and
approved by the Department of Computer Science Ethics Committee at The University
of Manchester (Reference: 2019-7817-12726).

6.4.1 Study Duration and Participants

We select a study duration of six months to capture a richer picture of the natural
changes in the pursuit of IMBs over time (including, e.g. seasonal change). The long
time allows us to examine the impact of the recency factor on IMB recognition as
multiple periods will be formed. This is in direct contrast with the three-month study of
Ibrahim et al. (2021a) which consists of one period only. In this work, we segment the
study duration into two three-month periods (guided by previous studies (Srinivasan
et al., 2014; Zhao et al., 2013; Song et al., 2010; Ibrahim et al., 2021a)) and apply
equation (6.3) accordingly.

For the sample size, we use the methods described in (Barnett et al., 2020; Ibrahim
et al., 2021a) to determine an appropriate sample size. The used methods (Barnett
et al., 2020; Ibrahim et al., 2021a) support the arguments of smaller samples given
an appropriately long study duration and the positive correlations between behavioural
measurements, shifting the focus towards data corpus that reflects real-world behaviour
and spans over a long period of time. Accordingly, we need at least seven participants
to achieve 80% power and 95% confidence level. Upon conclusion, our study data
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consists of ∼0.8 million, which is sufficient for meaningful analyses.
Participants were recruited using poster advertisements displayed in public areas

of The University of Manchester and surrounding buildings, and on social media. Due
to COVID-19 restrictions enforced in United Kingdom in early 2020, the recruitment
process has been impacted, and we had to only rely on online advertisement. A total
of nine participants ultimately agreed to participate, all but one of whom were stu-
dents (four undergraduates, four postgraduates). Participants were rewarded for their
participation with six months of Netflix subscription or equivalent Amazon voucher.

Participants enrolled on the study over a staggered period based on when they chose
to respond to recruitment advertisements. The first participant (P1) began data collec-
tion on January 1, 2021, and the final participant (P9) began on April 1, 2021. One
participant (P9) was excluded after one month because of technical difficulties related
to the app and phone compatibility. Two participants (P6 and P8) had withdrawn from
the study after three months. Accordingly, the collection period ranges from 90 days
for P6 and P8 to 180 days for the remaining participants.

6.4.2 Method

Participants were supplied with an information sheet prior to participation and had the
opportunity to ask further questions prior to consent. All participants provided writ-
ten consent before being guided to install the AWARE app on their personal mobile
devices. Participants were asked to keep the installed application running and to carry
their phones as they normally do. They were advised that the application would au-
tomatically send their data to our backend server, but only when connected via WiFi,
and that we anticipate no noticeable negative effects on battery life.

During the initial session, participants also engaged in a short audio-recorded in-
terview in which they were asked a set of general questions designed to act as a sup-
plementary source of ground truth. For example: what are the places they visit be-
cause they want to rather than they have to? What motivates them to practice their
behaviours? How often do they practice them?

As noted in Section 6.4.1, participants were asked to run the AWARE app for six
months, during which all data was synced to our backend server for offline analysis.
This includes the raw locations, notifications, and app usage. All data captured within
the app was sent to a secure server at The University of Manchester.

https://awareframework.com
https://awareframework.com
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To collect ground truth, we send a monthly questionnaire that presents an adapta-
tion of the Interest/Enjoyment subscale of the widely-used Intrinsic Motivation Inven-
tory (IMI). IMI is a multidimensional scale developed by (Ryan, 2018) and is widely
used to assess intrinsic motivation associated with a given activity (Monteiro et al.,
2015; Ryan, 2018). Seven IMI prompts (the complete Interest/Enjoyment subscale)
were delivered monthly; each takes the form of a statement with an associated seven-
point Likert-like scale (1=not very true, 7=very true). Statements were adapted from
the original IMI (Ryan, 2018) in order to incorporate a specific IMB into the phrasing,
e.g. from “I enjoyed doing this activity very much” to “I enjoy shopping very much”5.
All seven statements reference the same IMB. The resultant data is used as a ground
truth for the target IMB.

To select the top IMBs, we mirror the method used by Ibrahim et al. (2021a), in
which the data shows that clear differences in the strengths of consecutively ranked
IMBs naturally emerged at different points for each participant (Ibrahim et al., 2021a).
Therefore, we establish a cut-off point based on the largest difference between the top
five consecutive behaviours. In subsequent analysis, we compare the validity of this
dynamic N with fixed values. In some cases, the N value is equal to one, suggesting
that the participant’s behaviour reflects a single interest much more strongly than any
others. Whilst in some applications, identifying the strongest intrinsic motivator would
be sufficient, we suggest that in many cases, a broader understanding of IMB would
be beneficial. Thus, for each case where the N would be 1, we also identify the next
largest dynamic N using the approach previously described. We do so as long as the
cMIR value is above 0.606 to preserve only the strongest interests. The resultant value,
NDyn, is used in subsequent analyses.

At the end of the study, participants again participated in a short audio-recorded
interview. Participants were asked about all specific IMBs recognised in the dataset and
were additionally asked to identify personal interests that they felt had been omitted.

6.4.3 Dataset

After excluding the participant (P9), the number of entries in our dataset has become
782,875. The mean and median number of entries per participant are 97859.38 and

5The full question set is presented in Appendix C.5.
6When normalising the IMI score between 0 and 1, the threshold of 0.60 corresponds to 4, the

threshold used to determine an IMB from an IMI response.
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Table 6.1: The total number of readings per source per participant: (Locations),
(Apps), and (Notifications), collection duration in days (Duration). (x̄) is the calcu-
lated sample mean.

Location Apps Notifications Duration

P1 55,810 66,5513 53,861 180
P2 392 19,092 120,156 180
P3 8,092 117,415 45,982 180
P4 19,175 1,269 0.00 180
P5 115,176 4,923 0.00 180
P6 15,937 55,335 6,760 90
P7 16,006 19,524 14,470 175
P8 22,226 6,031 6,183 90

x̄ 32758.50 39740.75 35334.13 156.88

99065.50, respectively. The largest number of entries collected from a single partici-
pant was from P1 (176,222 records), whereas P4 has the least contribution of (20,444
entries). Table 4.1 details the entries per source per participant.

6.4.3.1 Location data

The location records are tuples comprised of latitude, longitude and timestamp. We use
the algorithm proposed in (Li et al., 2008) to extract stay-points: data points are pro-
cessed sequentially, with stay-points determined in accordance with predefined time
and distance thresholds. Guided by (Boytsov et al., 2012), we set our time threshold
at 15 minutes. We fix our distance threshold at 100 meters (Solomon et al., 2018),
meaning that GPS readings within a 100-meter circumference are considered to be the
same stay-point.

Since IMBs conducted inside the home are impossible to identify using GPS lo-
cation alone, we seek to exclude the participant’s likely residence from our analysis.
Using semantic annotation for this purpose (i.e. looking for places in a residences cat-
egory) was often inconclusive. Thus, we instead identify the single location in which
the participant spent the most time in any given week and exclude it as the partici-
pant’s likely place of residence. Excluding locations on a weekly basis should account
for temporary accommodation such as vacation or business trips.
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6.4.3.2 Phone usage data

Phone usage data are recorded as entries containing timestamp and package name.
Since smartphones allow interactions with one app at a time, the package name is used
as the base for identifying interaction events. Specifically, consecutive interactions
with the same app forms a phone usage event.

The extracted events are then annotated based on the categories retrieved by Google-
Play. If the app’s category is not found, we label the category as “Unknown” and
exclude them from the analysis. Typically, Unknown categories result from installing
apps that are not listed on GooglePlay.

6.4.3.3 Notification data

Each entry of the dataset contains the notification time, title, app, and text. Similar
to the phone usage behaviour, we use GooglePlay to retrieve the category of the app
issuing the notification. Also, we anonymise numbers and emails contained in the
notification text to preserve the participant’s privacy. Consequently, a notification that
says “You received 2 emails from john@example.com”, is stored as “You received *
emails from ****”. This step is essential and needed to comply with the university’s
ethics requirements.

We rely on the text field of each notification entry to extract and analyse data related
to buying behaviour. We first remove notifications with empty text or those that only
contain symbols and special characters. The latter mainly results from the non-English
text that is not correctly encoded. The remaining notifications are then classified as
either related or unrelated to buying. A notification is buying-related if (i) it is issued by
an app categorised as “Shopping” or “Food AND Drink”, or (ii) it contains one of the
following buying-related keywords: “your package”, “your order”, “your payment”,
and “your purchase”. The Selection of these keywords was based on analysing emails
from Enron email dataset, a public dataset that contains emails from more than 100
users (Klimt and Yang, 2004). Specifically, we randomly selected 100 emails sent by
retailers such as “Amazon” and searched for receipts, order confirmations and shipping
notices. Based on that, the keywords were identified. Lastly, Google Cloud Natural
Language API and Amazon are used to annotate the notification text as described in
section 6.3.2. Lastly, guided by (Anesbury et al., 2016; Hui et al., 2013), we estimated
the duration per buying event at 15 minutes. This estimation is mainly based on online
buying as it is mostly used under COVID-19 restrictions.

https://play.google.com
https://play.google.com
https://play.google.com
https://play.google.com
https://cloud.google.com/natural-language
https://cloud.google.com/natural-language
https://www.amazon.co.uk/
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Figure 6.4: IMBs for each participant as determined by our cMIR algorithm and
by frequency-based and duration-based approaches for comparison. The dashed line
shows the 0.60 threshold that we use with NDyn selection.

6.4.4 Results

Figure 6.4 shows an ordered (left-to-right) set of the top five ranked IMBs for each
of our eight participants7. We also plot comparison results from two alternative algo-
rithms: one frequency-based (used in e.g. (Musto et al., 2018), and (Liu et al., 2016))
and one duration-based (used in e.g. (Lim et al., 2015) and (Gaonkar et al., 2018))8.
cMIR selects the same top-rated interest as both other algorithms for three of the par-
ticipants (P3, P6, P7). Agreement on the top three IMBs for cMIR and at least one of
the two comparison algorithms (ignoring ordering) occurs in three cases (two of them
with the duration-based and one with the frequency-based method). However, the two
comparison algorithms themselves have no agreement on the selected top three. Sim-
ilarly, there is no agreement on the top five IMBs between neither cMIR and any of
the two comparison algorithms (ignoring ordering) nor the two comparison algorithms
themselves.

Selecting IMBs dynamically results in a NDyn between 1 and 3 for cMIR (mean:
2.00, median: 2.00, std: 0.53, iqr: 2.00− 2.00 = 0.00) with lower NDyn values for
the two alternate algorithms (frequency mean: 1.00, median: 1.00, std: 0.00, iqr:

7We adopted the styling of figures and tables used by Ibrahim et al. (2021a) to ease the readability
and comparison between the two studies.

8Similar to cMIR, scores for the two alternative approaches are calculated based on the combination
of behavioural traces unless explicitly specified (e.g. “frequency (mobility)”).
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Figure 6.5: The selected NDyn for each participant based on each interest recognition
method.

1.00−1.00 = 0.00; duration mean: 1.38, median: 1.00, std: 0.52, iqr: 2.00−1.00 =

1.00 ). The mean size of the difference used as a cut off for NDyn is 0.18 (cMIR), 0.81
(frequency), 0.51 (duration). Overall intersection of dynamic ranked list of participant
IMBs (NDyn) is 12.50% for cMIR/frequency, 37.50% for cMIR/duration, and 62.50%
for frequency/duration. The dynamic N selection for the base MIR (i.e. using a single
behavioural trace) results in a NDyn between 1 and 3 when using MIR with mobility
behaviour, and between 1 and 2 for both MIR (phone) and MIR (buying). Figure 6.5
details the NDyn per method for each participant.

Examining the top-ranked interests themselves (using NDyn), we find that around
60% (min:50%, max:100% mean: 62.50%) match a Maslow needs level of four (in-
trinsic). However, a significant minority correspond to Maslow’s physiological (mean:
25.00%) and safety needs (mean: 12.50%). Whilst one could interpret this as indicat-
ing that our approach may struggle to filter out extrinsically-motivated behaviours, we
note that in reality many of these kinds of activity can be intrinsically motivated (e.g.
choosing to engage in shopping or fitness activities because they are enjoyable or align
with personal values rather than out of necessity).

Our study provides a ground truth for the final set of IMBs, with an IMI score
generated for each ranked IMB (N=1... NDyn). These scores can range from 1 (no in-
terest/enjoyment) to 7 (very high interest/enjoyment) and are an aggregation of partici-
pants responses to the seven scale items listed in Appendix C.5. We detail the resulting
values for the top-ranked interests (using NDyn) in Table 6.2. If the IMI score equals
or falls below four, then the behaviour is considered to be a false positive. Overall
during the study period, we have collected 64 IMI responses from all the participants.
Of those 64 responses, 51 were identified as interests according to the reported scores.
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Table 6.2: Participant IMI responses for each of the interests identified by the cMIR
algorithm.

Reported interests cMIR IMI

P1s Social networking 1.00 4.43
Dining out 0.96 4.71

P2s Games 1.00 5.71
Dining out 0.92 6.00

P3s Social networking 1.00 5.43
Movies and online videos 0.65 6.86
Dining out 0.63 6.43

P4s Profession 1.00 4.14
Social networking 0.66 3.14

P5s Dining out 1.00 6.00
Outdoor and recreation 0.79 6.29

P6s Social networking 1.00 6.00
Games 0.61 5.86

P7s Social networking 1.00 5.29

P8 Movies and online videos 1.00 6.00
Shopping 0.97 5.14

The mean and median number of interests per participant is 6.38 and 6.00 respectively
(std: 2.56, iqr: 8.25−5.00 = 3.25).

We determine the final ground truth where true interests include those items with
an IMI score greater than four. Based on this, we calculate the precision and recall
values reported in Table 6.3. cMIR outperforms both duration and frequency algo-
rithms on precision and recall. Also, cMIR outperforms the base MIR with a single
behavioural trace (mobility, phone usage, and buying). For precision, however, cMIR
shows no significant difference between the used methods (Q = 3.14, p = 0.68). In
contrast, the cMIR recall is significantly better as a Friedman test shows a significant
difference between the algorithms (Q = 17.94, p < 0.01). Recall values range from
0.11 for the MIR based on buying behaviour (single trace) and 0.34 for the cMIR. The
former is impacted by the lack of buying-related activities in the collected data for P4,
P5, and P7. While no notification data were collected from P4 and P5, P7 confirmed
in the final interview that he does not trust online shopping and hence has never used
it.
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Table 6.3: Precision (P) and Recall (R) values for the cMIR, Frequency-based, and
Duration-based algorithms, as well as the MIR methods based on a single behavioural
trace (mobility, phone usage and buying behaviours). Values are based on the dynamic
selection of the top-ranked interests (NDyn) generated by each at the end of the data
collection period and are calculated based on IMI participant ground truths.

Participant cMIR Frequency Duration MIR - mobility MIR - phone MIR - buying
P R P R P R P R P R P R

P1s 1.00 0.22 1.00 0.11 1.00 0.22 1.00 0.11 1.00 0.22 1.00 0.11
P2s 1.00 0.33 1.00 0.17 0.50 0.17 0.50 0.17 1.00 0.17 1.00 0.17
P3s 1.00 0.50 1.00 0.17 1.00 0.17 0.67 0.33 1.00 0.33 1.00 0.17
P4s 0.50 0.50 0.00 0.00 1.00 0.50 1.00 0.50 0.00 0.00 0.00 0.00
P5s 1.00 0.20 1.00 0.20 1.00 0.10 1.00 0.10 1.00 0.10 0.00 0.00
P6s 1.00 0.40 1.00 0.20 0.50 0.20 0.00 0.00 1.00 0.20 1.00 0.20
P7s 1.00 0.13 1.00 0.13 1.00 0.13 1.00 0.25 0.50 0.13 0.00 0.00
P8s 1.00 0.40 0.00 0.00 1.00 0.20 1.00 0.20 0.50 0.20 1.00 0.20

x̄ 0.94 0.34 0.75 0.15 0.88 0.21 0.77 0.21 0.75 0.17 0.63 0.11

Figure 6.6: Precision and recall for the top six IMBs as determined by each one of
the interest recognition methods. cMIR, frequency and duration are based on multiple
behavioural traces, whereas the remaining are based on a single behavioural trace. Du-
ration based on buying behaviour (i.e. duration (buying)) is not shown as the duration
is not captured as discussed in Section 6.3.3.2.
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Figure 6.7: Differences between each of the methods that score behaviour based on
multiple traces (i.e. cMIR, frequency and duration) and the reported IMI scores (64
responses).

As noted from the range of recall values, the dynamic selection of the top N pro-
duced a conservative set of interests (mean and median of 2.00 compared to 6.38 and
6.00 true interests per participant). Therefore and based on the mean and median of
the true interests, we examined the impact of selecting the top six on the precision and
recall scores. Figure 6.6 shows the results of doing so on all methods based on single
and multiple behavioural traces. cMIR, frequency and duration are based on multiple
behavioural traces, whereas the remaining are single behavioural traces. The results
show that cMIR outperforms all alternatives. However, unlike the dynamic N selec-
tion, both precision and recall of the cMIR method are significantly better than all other
alternatives (Q = 18.82 and p < 0.01 for both precision and recall). This shows a mean
improvement of 62% (precision: 59% and recall: 66%) when comparing the cMIR to
all methods and a mean improvement of 26% (precision: 26% and recall: 27%) when
comparing the cMIR to the combinatory-based frequency and duration methods.

Based on the above, we examined the overall difference between the scores pro-
duced by the interest recognition methods and the 64 reported IMI scores. Specifically,
we compare scores of cMIR, frequency and duration methods with the IMI scores in
Figure 6.7. The values of the 64 IMI responses were first normalised to be in the same
scale (between 0 and 1) and then the differences were calculated. The figure shows
that cMIR is significantly a better predictor of the IMI responses when compared to
alternatives (p < 0.01). The mean absolute difference (error) between the cMIR and
IMI scores is 0.26 compared to 0.64 and 0.52 for frequency and duration respectively.
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6.4.5 Discussion

Interest recognition algorithms used in this work typically agree on the top-ranked IMB
but vary in their selection of lower-ranked interests. When selecting the top N dynam-
ically, the precision scores are high for all methods (cMIR outperforms the others with
no statistical significance). On the other side, cMIR significantly performs strongest of
the remaining for recall (p < 0.01), although their overall scores are low. One reason
behind both the high precision and low recall values is the small number of interests
produced by selecting the top N dynamically. The mean number of interests retrieved
by the dynamic approach using our cMIR (2.00) is substantially lower than the mean
of the reported interests per participant (6.38). This caused a conservative selection of
the top N and hence higher precision and lower recall scores. As we increase the num-
ber of the top interests, the significant difference between the methods starts to emerge.
Selecting the top six (to match the median and mean of the true reported interests) im-
proved the recall of the methods but showed that cMIR significantly outperforms the
others. Similarly, cMIR outperforms on the precision side significantly, although the
scores of all approaches have decreased. Moreover, the values differences between the
reported interests (based on the IMI scale) and the interest recognition methods (Figure
6.7) confirms that increasing the number of the top N would improve the performance
of cMIR compared to others if more IMBs are selected. These results indicate that
cMIR outperforms other algorithms, particularly in identifying postliminary IMBs.

The combinatory approach has also improved the recognition of IMBs when com-
pared to the reliance on a single behavioural trace. This is true for the cMIR method as
well as the frequency- and duration-based when compared to alternatives based on a
single trace. A deeper analysis of the data showed that the precision and recall values
for MIR (mobility), MIR (phone) and MIR (buying) do not significantly differ from
their corresponding frequency- and duration-based methods. MIR (the measure for
a single behaviour) performs, on average, similar to or slightly better than their sin-
gle trace correspondings on precision and recall except for phone usage. As shown
in Figure 6.6, recognising interests from phone usage based on duration (i.e. dura-
tion (phone)) produces precision and recall values that are slightly better (precision:
0.54, recall: 0.48 compared to 0.52 and 0.46 for MIR (phone)). This could be the
result of smartphones activities being mostly intrinsically motivated in nature. People
are not expected to spend a long time on smartphones doing extrinsically motivated
behaviours. Instead, they are expected to use a desktop or laptop if they have online
activities that are extrinsically motivated and require a long time (Steeds et al., 2021).
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Figure 6.8: The precision and recall values for various variations of interest recognition
methods that are based on our dynamic and static modelling.

Nonetheless, when integrating the three behaviours, we note the significance of our
method (cMIR) as the precision and recall outperform their corresponding frequency
and duration methods as well as the ones relying on a single behavioural trace. This
shows the importance of integrating multiple behaviours in capturing interests that are
exhibited differently.

With respect to the ranked list itself, our results show that 44% of the identified
IMBs are related to safety and physiological needs according to Maslow’s hierarchy.
Although every participant has at least one in the top five IMBs, our closing interviews
suggest that IMBs of lower Maslow’s needs may indicate actual interests. During in-
terviews, our participants reported pursuit of these supposedly extrinsically-motivate
behaviours for both intrinsic and extrinsic reasons – thus, the combination of needs
with our other measures is essential to appropriately produce accurate cMIR scores.
Comparison with other approaches lends credence to our approach. For instance, the
top five IMBs of P1 contains outdoor and recreation activities. Frequency and duration
failed to identify outdoor as one of the top five or at least to be above the thresh-
old of 0.6 (ranked tenth by frequency and sixth by duration). The persistence of be-
haviours (an autonomy indicator under SDT) associated with outdoor, combined with
their higher needs level, positively impact their rankings under our approach. The IMI
score and participant’s interview confirmed our findings.

To investigate the interplay between the static and dynamic parts and the impact on
the performance of our approach, we depict in Figure 6.8 the results of only relying
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on the dynamic modelling for identifying interests. The figure shows that the scores
of both precision and recall have been negatively impacted. The removal of the static
modelling has significantly decreased the scores by a mean of 13% (precision:12%,
recall:14% and p < 0.05 for both). In the same figure, we also depict the impact of
removing each one of the variables that form the cMIR equation. The figure shows that
removing any of the variables would degrade the performance of the cMIR algorithm
significantly. The performance degradation is statistically significant (p < 0.05) when
we rely on intensity, intensity with recency or sustainability with recency for recog-
nising interest (see Figure 6.8). When relying on sustainability alone, only the recall
is significantly impacted, whereas removing the recency does not significantly impact
the results, although it slightly degrades the performance. Nonetheless, these results
show the importance of considering all the components of our method when detecting
interests.

In our closing interview, we also discussed with the participants the impact of
COVID-19 on their behaviours generally and on practising their interests specifically.
Based on the participant’s country of residence, the impact on the behaviour (mainly
mobility) differ. On average, restrictions on mobility behaviour were eased toward
the third month of participation. As these restrictions were lifted, additional inter-
ests started to emerge, such as outdoor for P1 and movies for P3. The presence of
the recency factor helps signify the emergent behaviours and avoid shadowing them
by currently abandoned ones. Capturing buying behaviour has also been negatively
impacted by the COVID-19 pandemic. As stay-at-home policy likely reduced visits
to locations associated with higher-level needs, travel restrictions of COVID-19 have
negatively impacted the buying behaviour of some participants who returned to their
home countries. According to them, their use of online shopping has significantly de-
creased as it is not a preferred and reliable method in their countries. However, one
additional benefit of the behaviour multiplicity is its tolerance to similar issues. If
buying behaviour is impacted, mobility and phone usage can mitigate that and help to
identify interests.

Also, with respect to buying behaviour, different methods of determining the du-
ration of buying events may improve the modelling of those events. In this work, we
set the duration at 15 minutes. However, this duration may increase or decrease based
on various factors. For instance, repeated buying from the same source may decrease
this duration as the person becomes more familiar with and better at completing the
transaction. Also, buying expensive products may require more time as the person
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may think carefully and take additional time comparing different options before com-
pleting a transaction. Therefore, future work may propose a more flexible method of
determining the suitable duration of buying events.

Although our motivation properties and behavioural measures should be applica-
ble beyond the three behaviours, our study showed that the semantic annotation upon
which our measures are based has a considerable impact on the results. Specifically,
item identification (Section 6.3.2) is heavily impacted and limited by the accuracy of
the external annotator. In previous work, (Ibrahim et al., 2021a), the accuracy of an-
notating stay-point is discussed and showed to be above 90% using Foursquare. We
have investigated the accuracy of extracting buying features from the notification text
in a separate work that is currently under review. However, the accuracy of annotat-
ing the bought items extracted from the text is yet to be investigated and beyond the
scope of this work. Additional improvements are expected to have a similar impact on
other methods. The phone usage behaviour is less impacted as it depends entirely on
the device (mobility and buying behaviours themselves are smartphone-independent,
although they can be captured).

Our study demonstrates considerable individual variation, particularly with regard
to the execution of activities that correspond to the lower levels of Maslow’s hierarchy.
This was predicted by prior literature that suggests that while all individuals share the
same fundamental needs, their pursuit of them may vary (e.g. based on the degree to
which they have previously had that need fulfilled) (Deci and Ryan, 2000). Thus, the
personalisation step in our overall approach (Figure 6.3) can be extended in future to
consider the degree to which coefficients within cMIR can be personalised in order to
deliver a more tailored IMB calculation. This is in addition to how it is used in this
work to weigh each behaviour according to the individual’s data.

Lastly, there are two interesting ways of generating the top N results, and we ex-
plore both of them. In this study, we report the results using dynamic N and static N.
However, we do not suggest at this point that either the dynamic or static approach
is better than the other or a specific approach works best for a particular population.
Instead, these deeper investigations are still worthy of further exploration.

6.5 Conclusion

In this study, we propose a combinatory approach that uses multiple smartphone-
derived behaviours and intrinsic motivation to recognise personal interests. We extend
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the work of Ibrahim et al. (2021a) and integrate events of mobility, phone usage, and
buying behaviours to identify Intrinsically Motivated Behaviours (IMBs), which reflect
personal interests. Specifically, a core set of static and dynamic motivation properties
(needs, competence, autonomy and novelty) are identified as indicators of IMBs and
modelled based on behavioural measures derived from the literature. Then, we extract
events of mobility, phone usage, and buying behaviours from raw smartphone data
that are passively sensed. The extracted events are used as the basis for the analy-
sis. We combine the behavioural events and the modelled indicators in a combinatory
MIR (cMIR) score whose value (0-1) represents the strength of intrinsic motivation
associated with multiple behaviours.

Through a real-world study, we show how our approach can facilitate personalised
understanding of IMB compared to frequency- and duration-based approaches as well
as the MIR method proposed by Ibrahim et al. (2021a). Our results indicate that our ap-
proach successfully identifies IMBs that are consistent with those reported by partici-
pants, outperforming alternatives. Results also suggest that most IMBs can be detected
and adapted to variations in behavioural patterns as users’ motivation changes.

Relying on a single data indicator in behavioural analysis is inherently risky (as
acknowledged by Ibrahim et al. (2021a), and mobility restrictions imposed in response
to COVID-19 have provided a clear demonstration of this vulnerability. Our approach
addresses that through the integration of multiple behaviours and personalising the
weight of each behaviour based on the individual’s data. However, future work can
propose and compare different ways of integrating those behaviours. Moreover and to
further improve personalisation, we suggest that variation in the weighting of different
motivation properties could allow the model to better reflect difference in individuals’
need satisfaction (i.e. the degree to which they pursue a particular need).

Personalised IMB identification of the kind enabled by our work has the potential
to facilitate new applications that capitalise on individuals’ intrinsic motivation. This
could be particularly valuable for behaviour change, where existing evidence indicates
leveraging intrinsic motivation leads to more effective and sustained change (Ryan
and Deci, 2017). For example, we envisage fitness applications that prompt users to
take a slightly longer journey home by plotting a route that is consistent with personal
interests (e.g. passing by a local soccer club for a user for whom soccer is considered
an IMB).



Chapter 7

Behaviour and Interest Recognition
Tool

In this chapter, we introduce the web-based tool that we use to implement our MIR
approach on mobility and phone usage behaviours. The tool focuses on the two sources
that require sequential processing of the data. Details about notifications (which rely on
the analysis of textual data are explained in Chapter 4). The tool extracts behavioural
events from raw smartphone data (detailed in chapters 2, 3, and 4) and implements
our MIR method accordingly (chapters 5 and 6). Through exemplar case studies, the
tool has been shown as an effective tool that can be used to (i) recognise behaviour
from raw data and (ii) support the modelling of motivation properties necessary to
understand behaviours driven by personal interests.

The main content of this chapter is a paper authored by: Ahmed Ibrahim, Sarah

Clinch and Simon Harper. The title of the paper is: Smartphone Data Analytics:
A Behaviour and Motivation Centric Implementation. The paper is currently under
review. For this thesis, we edited some formatting styles, such as the sizes of some
tables for consistency and readability reasons. Also, footnotes 1, 2, and 3 on pages
207, 211 and 214 respectively refer to the paper that we included in Chapter 5. As this
paper is under review, we anonymise that in the submitted version to comply with the
reviewing requirements.

Author contribution
Ahmed Ibrahim designed and developed the tool, and wrote the paper. Sarah Clinch

and Simon Harper provided continuous feedback throughout all the stages of the study,
offered advice and discussion and contributed vital edits to the paper’s writing.
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Abstract
In this paper, we introduce a web-based analytical tool that enables users to under-

stand behaviour based on an underlying interest when captured from smartphone data
(digital phenotyping). Traditionally, users have found it challenging to differentiate
between actions which are interesting to the user and those which are obligations (e.g.
watching movies vs paying bills) to make a decision based on motivating interest. One
reason for this is the lack of a software tool that enables users to perform the analytics.
The presented tool adopts a motivation-based approach to recognise behaviours of in-
terest that can be of value for behavioural interventions. Accordingly, users can predict
whether the behaviour that an individual exhibits is externally or internally motivated.
Moreover, users can generate behavioural rules personalised based on internally moti-
vated actions (i.e. motivating interest). To show the versatility of the tool, we report
three exemplar case studies that support the importance of the behaviour-centric pro-
cessing of smartphone data. Moreover, they support the practical value of the tool in
motivational analytics as well as in enabling personalised rules generation.

7.1 Introduction

This paper presents a Motivation-based Interest Recognition (MIR) analytic tool that
uses smartphone data. The tool is based on a solid foundational theory of human
motivation to help users (mainly researchers who are interested in digital phenotyp-
ing) recognise interest using smartphone-derived behaviours. Unlike obligations that
are externally motivated, interests are internally motivated and performed to attain the
satisfaction inherent in the underlying activities (Ryan and Deci, 2000). The MIR tool
models and visualises behaviours from raw smartphone data based on motivation prop-
erties to help researchers distinguish actions that are motivated by personal interests
(a.k.a Intrinsically Motivated Behaviours or IMB) from those motivated by external
factors such as obligations. The distinction is significant for domains that need a re-
liable and deep understanding of personal interest, such as personalised behavioural
intervention and nudges.

The reliability and depth of understanding interest rely heavily on the quality of
the collected data (McCusker and Gunaydin, 2015). The advent and popularity of
smartphones drive the development of logging tools that facilitate the acquisition of
moment-by-moment personal and ecologically valid data (Miller, 2012). Those tools,
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however, focus either on personal and passive sensing (e.g. Miluzzo et al., 2007; Fer-
reira et al., 2015) or on extracting behavioural features relevant to specific application
domains such as obesity (Rabbi et al., 2015). There is a lack of a tool that provides
a holistic and modular view of how behaviour is first derived and then used to under-
stand an underlying phenomenon. The way the MIR tool is designed fills that gap in
addition to its facilitation of an in-depth analysis of behaviours motivated by personal
interests.

The MIR tool facilitates the behavioural analysis through three processes: be-
haviour identification, indicator identification, and interest determination. Behaviour
identification is the process of converting raw data into events. Each event corresponds
to a real-life activity such as dining out and web browsing. Researchers can upload
smartphone’s raw data (e.g. location and smartphones’ interactions data), and accord-
ingly, behaviour-centric processing that transforms the uploaded data into events is
performed. The extracted events are analysed based on properties characterising ac-
tions motivated by personal interests. These properties are extracted from the liter-
ature on human motivation following an extensive review of it (indicator identifica-
tion). Researchers can recognise behaviours motivated by personal interests through
the application of motivation properties on the extracted behavioural events (interest
determination). The analytical approach introduced by the MIR tool depicts the results
of applying those properties to each behavioural event while aiming to minimise the
cognitive load. For each event, researchers can use the tool to examine the motivation
score over a period of time, and visualise and correlate the impact of each property on
the overall calculated score. Moreover, the tool generates personalised rules that asso-
ciate actions motivated by personal interests with contextual data – through association
rule mining (Agrawal et al., 1993).

The modular design based on the three processes helped expand the tool’s usabil-
ity. Researchers from various backgrounds can use one or more modules according to
their needs. They can perform the behavioural analysis without having to do the moti-
vational one. Hence, the tool can be used by a broader range of researchers rather than
focusing on those interested in motivation. In that context, we present three exemplars
in which one or more of the three processes supported by this tool have been used
for purposes other than motivational analysis. We introduce these exemplars as case
studies that are distributed across the paper, keeping the focus and flow of the paper’s
presentation centred around the motivational use of the tool. Later in the discussion
section, we discuss them within the overall context of the tool’s discussion.
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The main contributions of the MIR tool are:

• The tool supports a motivation-based analysis of smartphone data. It helps re-
searchers distinguish behaviours motivated by personal interests from those mo-
tivated by external factors.

• The tool provides a modular and behaviour-centric approach to help researchers
apply each one of the three processes separately or collectively based on their
needs.

• The tool helps researchers identify cues of behaviours motivated by personal in-
terests through contextual data. It uses association rules to generate behavioural
relations between contexts and IMBs.

7.2 Related work

Digital phenotyping is defined as the naturalistic moment-by-moment quantification
of an individual’s behaviour (Onnela and Rauch, 2016). It is achieved using digital
devices such as smartphones to sense human behaviour either passively (e.g. through
GPS) or actively using experience sampling methods (Torous et al., 2016). Researchers
use several terms to describe the same goal, such as “personal sensing” and “context
sensing” (Mohr et al., 2017; Burns et al., 2011). We compare our work with tools
that facilitate digital phenotyping. Such tools collect smartphone data passively and
continuously for behavioural inferences and studies. mHealth studies that are designed
for behavioural interventions but do not rely on digital phenotyping (e.g. Chen et al.,
2018) are outside the scope of this work.

Traditionally, digital phenotyping tools are designed mainly to unobtrusively and
naturalistically collect and sync data to a backend server. AWARE (Ferreira et al.,
2015) and EARS (Lind et al., 2018) are open source tools that run on Android and iOS
devices. Developers can extend AWARE to extract behavioural features through plu-
gins such as activity recognition and app usage plugins (Ferreira et al., 2015). Beiwe
(Torous et al., 2016) is another tool that provides, in addition to basic phenotyping
functionalities, codebase data analysis pipeline for conducting the behavioural anal-
ysis. Unlike Beiwe, the MIR tool provides easy to use visual functionalities to help
researchers interact with the tool without coding effort.

The data collected from the sensing tools form the basis for digital phenotyping.
For instance, app usage has been used as the base for detecting the mood of bipolar
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patients (Alvarez-Lozano et al., 2014). Symptoms of Parkinson’s disease have been
investigated from mobility-based phenotyping to improve the patient’s quality of life
(Vega-Hernandez et al., 2017). Loneliness indicators, as well as physical activities,
have been investigated within the context of older adults (Seifert et al., 2017; Sanchez
et al., 2015). Behavioural features of depression symptoms have been extracted and
studied to detect depression (Wahle et al., 2016; Burns et al., 2011), whereas location
features have been employed to detect out of home activities in schizophrenic Patients
(Difrancesco et al., 2016). The use of visualisation to support the implementation
of digital phenotyping has also been utilised. Health Mashups (Bentley et al., 2013)
depicts the connection between sleep, weight, pain. In Visual Cuts (Epstein et al.,
2014) data is summarised to help researchers identify meaningful findings. Passively
sensed location and activity data had been visualised for reflection analysis (Tang and
Kay, 2017).

Besides the above implementations, digital phenotyping has intersected with hu-
man motivation in several studies. For instance, MyBehavior (Rabbi et al., 2015) uses
the frequency of the visits as an indicator of motivated behaviour. Notifyme (Mehrotra
et al., 2015) aims to analyse notification’s interest based on the acceptance rate and
allows users to check the hourly acceptance rates. RecencyMiner (Sarker et al., 2019)
adopts association rules and contextual features to model the behavioural patterns of
smartphone usage. Self-Determination Theory (SDT), a well-known theory of motiva-
tion, is used to guide the interface design of mobile apps (e.g. Zuckerman and Gal-Oz,
2014; Rooksby et al., 2015), encourage the use of health apps (e.g. Saksono et al.,
2020), or propose behavioural intervention (e.g. Gustafson et al., 2014).

Unlike these applications, we employ motivational knowledge to classify behaviours
that are passively sensed, as either extrinsically or intrinsically motivated. To the best
of our knowledge, the MIR tool is the first tool designed to recognise behaviours mo-
tivated by personal interests from digital phenotyping. Accordingly, the MIR tool
proposes an approach to a tool that is domain-agnostic and user-specific. It is do-
main agnostic because it could be plugged into different situations (as shown by the
case studies); and user-specific since it performs individual-oriented analytics. More-
over, although machine learning tools support association rules as part of their basic
functionalities (e.g. Frank et al., 2009), the MIR tool provides a behaviour-oriented
implementation of association rules.



CHAPTER 7. BEHAVIOUR AND INTEREST RECOGNITION TOOL 207

Case study 1: Parkinson disease

Parkinson’s is a progressive medical condition that worsens over time and im-
pacts the patient’s overall movement (Dauer and Przedborski, 2003). Patients
with Parkinson’s Disease (PD) exhibits physical and psychological symptoms
such as stiffness, fatigue and depression (Cummings, 1992; Friedman et al.,
2007). Recently, researchers utilise personal devices – such as smartphones and
smartwatches – to sense and identify the behavioural indicators of PD symp-
toms (Arora et al., 2015). These devices have the potential to facilitate the un-
derstanding of the symptoms and their fluctuations through longitudinal studies
(Vega-Hernandez et al., 2017).
In addition to symptoms monitoring, Espay et al. (2016) identify enhancing
treatment and improving diagnosis and rehabilitation interventions as possible
technological contributions to Parkinson’s clinical problems.
Accordingly, Vega-Hernandez (2019) conducted a longitudinal study to unob-
trusively and passively monitor the relationship between location and activity-
based behavioural metrics derived from smartphone data and self-reported pain,
gait and fatigue in Parkinson’s. Results show that for some patients, clinically
informed predictions are moderately correlated to daily increases and decreases
of the self-reported severity of the aforementioned symptoms.
This study suggests that adding contextual features, such as the time of the
day, could help patients and health professionals uncover individual correla-
tions between human behaviour and Parkinson’s symptoms, which in turn, is a
step forward towards personalised medical counselling. The MIR tool can help
researchers interested in analysing and understanding symptoms of Parkinson
through its modelling and visualising of these features.

7.3 Theoretical underpinnings

The MIR tool is designed and built from a psychological background to help re-
searchers recognise interest based on a deep understanding of the motivation behind
behaviours. This section introduces the background knowledge necessary to grasp the
psychological concepts related to the MIR tool functionalities.

Human motivation studies attempt to answer the question of why humans do what
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they do (McClelland, 1987; Weiner, 1992; Ryan and Deci, 2000). Intrinsic motiva-
tion is the type of motivation that is initiated out of interest to satisfy internal needs
(Ryan and Deci, 2000). People who are intrinsically motivated toward a task are more
likely to be interested in it (Ryan, 1982; Renninger and Hidi, 2016). Therefore intrinsic
motivation plays a significant role in promoting health and well-being. In contrast, ex-
trinsically motivated behaviours are not initiated mainly out of interest and, therefore,
may contradict intrinsic motives and could significantly undermine them (Ryan and
Deci, 2000). Nevertheless, most of the activities people do are extrinsically motivated
(Ryan and Deci, 2017), which complicates the process of observing and recognising
intrinsically motivated behaviour (i.e. interesting behaviour).

Measurement methods operationalise motivation, either statically or dynamically
based on the underlying theoretical basis. Static operationalisations, such as Maslow’s
hierarchy (Maslow, 1943) and Murray’s system of needs (Morgan and Murray, 1935),
associate behaviour to a fixed taxonomy based on the psychological need satisfaction
level, whereas dynamic measurements account for the features impacted by the moti-
vation variability over time (Ryan and Deci, 2017). To avoid purely theoretical, and
sometimes vague, details provided by existing studies (Oudeyer and Kaplan, 2009;
Spruijt-Metz et al., 2015; Gneezy et al., 2011); we base our tool on two dominant
and well-found theories in the field of human motivation (McClelland, 1987; Alharthi
et al., 2017): Self-Determination Theory (SDT) and Maslow’s hierarchy of needs.

We consider the psychological constructs of autonomy, competence, and intrinsic
needs as motivation properties that facilitate the static and dynamic operationalisa-
tion of intrinsic motivation. Accordingly, the MIR tool is built and designed to depict
intrinsically and extrinsically motivated behaviours through the operationalisation of
those psychological constructs. SDT defines autonomy as the extent to which a person
controls a behaviour (Ryan and Deci, 2017) and self-regulates goals and the process of
attaining them (Schunk et al., 2008). Competence (also called self-efficacy) is the one’s
belief in his ability to perform (Bandura, 1971); the more frequent the action is, the
more self-efficacious an individual is. To account for motive prioritisation and under-
stand the nature of needs pursued by performed actions, Maslow (Maslow, 1943) in-
troduces five levels of needs: physiological needs, safety needs, belongingness needs,
esteem needs and self-actualisation needs. Maslow’s needs are commonly depicted as
a layered pyramid with a base representing physiological needs and self-actualisation
at the top of the pyramid.
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Table 7.1: Motivation properties and corresponding behavioural measurements.

Property Measurement Base Theory

Competence Intensity of action SDT
Autonomy Sustainability of action. SDT
Needs Hierarchy-based scoring. Maslow

Figure 7.1: The motivation continuum proposed by SDT progresses from a motivation
to intrinsic motivation. Performed actions are placed on the continuum based on the
scores of motivation properties.

Each one of the motivation properties is mapped to one or more behavioural mea-
surements to quantify its value. For example, SDT considers sustainability as a be-
havioural indicator of autonomous action, such that people display greater persistence
toward the internalised behaviours (Ryan and Deci, 2017). Therefore, we use this be-
havioural proxy to operationalise autonomy. Table 7.1 shows the motivation properties
used in our approach together with the measurements used as proxies to quantify them.

Our overall motivation score is calculated according to the interaction between
motivation properties. We use the continuum proposed by SDT to represent various
motivation states (Figure 7.1). The placement of action on the proposed continuum
corresponds to the motivation state of the behaviour; higher ratings imply more inter-
nalised actions and, therefore, a better chance of the person being intrinsically moti-
vated. The algorithmic details of our approach and how it calculates the motivation
score have been validated through a real-world study and published separately1. This
work details the tooling aspect of our work.

1We will cite the related paper upon approval to preserve anonymity.
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Figure 7.2: The three main tasks that are performed by the MIR tool.

7.4 Overview of the MIR tool

Researchers can use the MIR tool to initiate one of the below three tasks (Figure 7.2)
that implement the three processes discussed earlier (i.e. behaviour identification, in-
dicator identification and interest determination):

• Conduct a behaviour-centric processing of smartphone data (section 7.4.1).

• Visualise and investigate the results of implementing the models of motivation
properties on passively sensed smartphone’ data (section 7.4.2).

• Study the contextual features of IMBs and generate personalised rules based on
those contextual features (section 7.4.3).

In designing the MIR tool, we derive the following Design Guidelines (DG) from
(Smith and Mosier, 1986) and (Sonego et al., 2018). We aim to ensure developers and
researchers can efficiently and quickly interact with the tool and extract behavioural
knowledge.

DG1: Simplicity
Researchers who are familiar with timestamped logs and web-based interactions

should not need any additional technical background to use the tool. Interpretation of
the produced results and interactions with them should be presented in a behavioural-
driven manner rather than presenting them technically. This is important to facilitate
the insights extraction with a minimal cognitive load.

DG2: Consistency
The attributes of the raw data are expected to differ according to the collection

source. For example, mobility data have different attributes than phone interaction
data. However, despite the differences expected across input files, behavioural events
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should have a shared set of attributes. From a behavioural perspective, web brows-
ing and dining out are examples of real-life events, and thus they share the same be-
havioural attributes (e.g. time of the day and frequency). Therefore, researchers should
be able to investigate and understand behavioural events accordingly.

DG3: Flexibility
Although the MIR tool is designed and built based on SDT’s and Maslow’s inter-

pretations of motivation properties, the tool should support the adaptation of various
interpretations portrayed in the literature of human motivation. Suppose the approach
preferred by a user proposes a different scoring baseline for the intrinsic needs or ag-
gregates motivation properties differently. In that case, researchers should be able to
tailor the tool to match their baselines requirements easily.

DG4: Modularity
Due to the cognitive complexity of interactions among motivation properties (Hek-

ler et al., 2016; Patel et al., 2017), researchers should be able to integrate motivation
properties as separate modules. Hence, researchers can examine all possible interac-
tions between features contributing to the motivated behaviour. Moreover, additional
properties can be developed as separate modules without impacting the overall inter-
action with the tool.

Figure 7.3 shows the overall architecture of the MIR tool in which the design guide-
lines were considered. First, a target behaviour and data sources needed to derive it are
determined. Accordingly, based on the determined behaviour and its data source(s),
an interface is created to upload the collected data. As a behaviour-centric tool, each
interface should be simple and represents one behaviour (DG1). For instance, for the
mobility behaviour, GPS is identified as the data source, and an interface to upload GPS
data and complete requirements necessary to derive the target behaviour is created.

Passive sensing produces streams of timestamped data points. Segmenting those
streams into behavioural events is done according to the target behaviour. Behavioural
events formed from mobility streams, for example, may represent dining out or walk-
ing a dog. Alternatively, app usage or web browsing are events that can be derived
from phone interactions data points. Nonetheless, the MIR tool produces, for each
stream of data points, an output file in which the input data points are assigned episode
ID and name (DG2). Data points with the same episode ID represent the same events
and are named according to the underlying real-world event.

Motivation properties are modelled according to the behavioural measurements
discussed earlier. For instance, the intensity of action is used as a measurement of
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Figure 7.3: Architecture diagram of the MIR tool.

competence. Digital intensity is used accordingly as a proxy measure of competence.
The results of applying each measure are depicted separately. Similarly, developers
can customise existing measures or add additional properties and apply them to the
behavioural events (DG3, DG4).

Motivations behind performing behavioural events are analysed through the vi-
sualisation of the operationalised properties. The MIR tool supports week by week
developmental analysis of intrinsically motivated behaviour. Personalised rules are
generated to associate contexts with behavioural events. Researchers can visually in-
vestigate the operationalisation of each property and th e impact on the overall score
and its stability (DG4). Next, we dive into the details of the tool’s functionalities and
how researchers can utilise them for motivation-based interest recognition.

Figure 7.4 shows a screen sequence that depicts the processes of the MIR tool.
When researchers select the processing tab on the Home page (see Figure 7.2), they
can upload the data that they collect using the “Mobility Data” or “Phone Usage”
interface (Figure 7.4a). The data are processed and segmented sequentially to form
behavioural events. Researchers can save the results in either textual (i.e. CSV file)
or visual formats. Only the textual files can be used for future processing. Next,
researchers can either initiate the motivation analysis, visualise contextual features, or
generate behavioural rules using one of the buttons on the screen (Figure 7.4b).

Another sequence is depicted in Figure 7.5 which shows how researchers can ben-
efit from the files that they processed and saved. When a researcher selects the moti-
vation tab, the interface in Figure 7.5a can be used to upload the CSV files of either
the mobility or phone usage behaviour. The motivational analysis can then be applied
to the uploaded files. The CSV files can also be uploaded to investigate the contextual
features that are associated with motivated behaviours. If researchers want to generate
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Figure 7.4: Screenshots that show two interfaces: (a) shows the interface used to up-
load the data, and (b) shows the interface that appears to the user after the uploaded
data is segmented and annotated as a result of clicking “Enrich data” button in (a).

the rules directly from these CSV files, they can go to the rule tab of Figure 7.2, and
upload the CSV file to do so using the interface in Figure 7.5b.

In the following subsections, we will detail each one of the main three tasks sup-
ported by the tool.

7.4.1 Behaviour-centric processing

The MIR tool semantically enriched the raw smartphone’s data to form behavioural
events. The semantic enrichment typically involves: (1) a segmentation task that
groups together raw data representing a behavioural event; and (2) a semantic annota-
tion task to assign basic features (e.g. name, type) to the formed events. Currently, the
MIR tool can semantically enrich location and interaction data.

Location data uploaded by researchers must contain timestamped longitude and lat-
itude readings. The data are segmented according to a well-known stay-points extrac-
tion algorithm (Li et al., 2008). Data points are processed sequentially, and stay-points
are defined based on predefined time and distance thresholds. Fifteen minutes and 100
meters are used as the default time and distance thresholds. However, researchers can
change that according to their needs. The extracted stay-points are annotated based on
Foursquare API. Researchers need to have the appropriate credentials to use the API
service (Figure 7.4a) .

With respect to phone interactions, researchers need only to upload a timestamped
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Figure 7.5: Screenshots that show two interfaces: (a) shows the interface used to apply
measures of motivation properties on a CSV file that is enriched previously using the
MIR tool, and (b) shows the interface used to generate association rules based on a
previously enriched and saved CSV file.

file with the phone interaction data, and the tool generates a CSV file that contains the
details of the event. We build our tool to work seamlessly based on the data that are
passively sensed using the AWARE platform. However, other formats should work as
long as they contain similar entries. Researchers have the option to upload contextual
information about battery and screen status for better identification of the segment
boundaries. An event is formed when the phone is out of battery, or the user turns off
the screen. Otherwise, since smartphones allow interactions with one app at a time, app
names are used as the segmentation base. We use GooglePlay to retrieve the category
of the identified event.

The content of the generated files contains more columns to detail the contextual
features and data related to the semantic enrichment process. Researchers can examine
the output details of the enrichment process by exploring the columns of the generated
file. The MIR tool assigns a unique identifier to the data records that belong to the same
behavioural event. Additionally, temporal features are included in the generated file to
help researchers investigate associations between behavioural events and the extracted
features (later, we discuss the contextual features in more detail).

Currently, researchers can visualise the behavioural events generated from mobility
data only. For each day of mobility records, researchers will be provided with a figure
to help them quickly envisage daily behavioural mobility patterns (figure 7.6). The
shaded areas are exemplars of behavioural events extracted by the tool, which indicate
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Figure 7.6: Daily behavioural mobility patterns. Shaded areas are examples of stay
and move points.

various activities. Researchers can use this to conceive when the user stays at a specific
location (a.k.a stay-point) and for how long to help them quickly compare the duration
of multiple stay-points. Additionally, researchers can have a quick glimpse of the
moving activity directly from the figure by comparing the slopes of the signal. A
steeper slope indicates fast movement (e.g. driving), while a flatter one may express
a slower transition produced by a walking or running activity. Lastly, developers may
choose to apply a different stay-point detection algorithm and use the generated figures
to investigate the segmentation accuracy.

7.4.2 Motivation properties

Researchers can apply the static and dynamic motivation properties to the identified
behavioural events. They can initiate that after processing the raw data through one of
the buttons shown in Figure 7.4b, or based on previously saved and enriched data as in
Figure 7.5a. The tool visualises the connection between the motivation properties and
the extracted events based on week-wise analysis windows. We select weekly basis as
people mostly shape their behaviour around weekdays (Cho et al., 2011; Sarker et al.,
2019). Researchers can perform week-wise comparisons to derive insights embedded
in the relationship between behaviour and motivation properties when investigating
the motivation properties. However, we plan to provide researchers with the ability to
experiment with different bases that suit their needs (e.g. monthly or quarterly).

To help researchers reflect on static modelling, the MIR tool quantifies the needs
based on Maslow’s hierarchy. Behavioural events classified as physiological needs are
assigned the value of one; safety needs events are assigned two, and the remaining
events are assigned the value of four2. However, researchers may disagree with the
scoring system and reference different motivation studies, or they may go beyond that

2The rationale and evaluation of Maslow’s quantification are detailed in a different submission.
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and conduct extensive studies about the best scoring that represent the mapping be-
tween behaviours and Maslow’s layer. For these reasons, researchers may decide to
modify the need values to align with the base they use for their scoring. However,
unlike competence and autonomy, need realisation is not presented on a weekly basis
as it is assumed to be fixed and participant-independent.

Competence is operationalised via the behaviour’s intensity, which is a function of
frequency and duration. Researchers can check the intensity – and its frequency and
duration components – of a specific event at a particular point of time, as well as study
how intensity evolves over time. Since performing some behaviour may impact the
practising of others, researchers can analyse the correlation between various behaviour
– represented by behavioural events – and draw conclusions about the relationship
between the absence and presence of actions. Moreover, as higher intensity implies
a higher competence level (Fishbach and Hofmann, 2015; Nicholls, 1984; Wolf and
Hopko, 2008; Rabbi et al., 2015; Ryan and Deci, 2017), behavioural events are ranked
accordingly to help researchers compare the score of intensity with the MIR score.

The MIR tool also enables researchers to examine the autonomy construct through
its behavioural measure, sustainability. Intrinsically Motivated Behaviours (IMBs) are
sustained over time. Individuals may differently exhibit sustainability. A person may
practise an IMB on a weekly basis (e.g. moviegoing), while another individual may at-
tend a book club every month. The visual depiction of sustainability over time enables
researchers to understand how individuals actualise this property.

It is essential to distinguish the sustainability from the frequency component of in-
tensity when inferring motivational insights. Sustainability is represented by a Boolean
value that indicates whether a specific behaviour occurs within the analysis window.
The cumulative aggregation of sustainability values of multiple analysis windows is
different from the cumulative score of frequency component for the same set of win-
dows. This distinction helps researchers assess how these two dynamic aspects inter-
play to extract in-depth motivational insights.

The motivational properties are normalised and linearly aggregated to rank the en-
riched behavioural events. Higher rankings do not always correspond to higher scores
for all properties. Therefore, researchers can reflect on the MIR score and investigate
how each motivation property affects the overall ranking. Also, the MIR tool enables
researchers to correlate the dynamics of IMBs to the individual motivation properties
applied to each event. Moreover, instead of collectively investigating all motivation
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properties and behavioural events, the tool enables researchers to selectively filter be-
havioural events to visually assess the impact of a motivational property on a subset of
the extracted events.

Case study 2: Social isolation

Social isolation refers to a state when people are lack contact with other in-
dividuals or society (Nicholson Jr., 2009). Studying social isolation helps in
understanding its impact on the individual’s health and quality of life (Hawton
et al., 2011). Smartphones are the hub of communication nowadays, so in a
previous project, we deployed a monitoring application to longitudinally collect
personal data related to social behaviour.
We used the MIR tool to generate higher-level features from the massive col-
lected raw data. The tool enriched raw GPS data such that we were able to
identify where did the participants go and how socially they were. The tool
also gave information about the phone usage duration based on apps used by a
participant. We used that to analyse the usage time of social media and com-
munication apps (e.g. Facebook), which are good indicators of social isolation
(Cho, 2015).
Using the generated graphs, the tool helped with the initial data analysis by
providing an immediate impression of the changes. So, we can know the time
points in where location and application pattern changes happened. These time
points could be used as signals of social isolation that we can make further
investigations into them.

7.4.3 Rules and Contextual properties

To analyse the relation between contextual properties and IMBs, the tool presents sta-
tistical and rule-based functionalities that target contextual features (Figure 7.5b). Re-
searchers can enrich their understanding of interests (represented by IMBs) and use
contextual information for better personalisation. For instance, the MIR calculations
may suggest that movie-watching is an intrinsically motivated behaviour for a spe-
cific person. If the analysis of contextual features shows that the person dominantly
watches movies on Saturday evenings, then that should be considered for personalised
recommendations.
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Figure 7.7: An example of contextual attribute: Time of the day.

Each contextual feature is represented by a graph that correlates a contextual fea-
ture with the top IMBs. For instance, researchers can explore the correlation between
the times of the day and IMBs (Figure 7.7).

The contextual features are used to generate personalised rules based on associa-
tion rules, a well-known technique from the literature of machine learning (Agrawal
et al., 1993). One of the prominent challenges when applying association rules is how
to avoid the proliferation of uninterested rules. As we aim at recognising IMBs, the
rule engine of our tool operates only on behaviours motivated by personal interests to
generate a minimal set of personalised rules directly related to the researchers’ inves-
tigation goals (i.e. detecting personal interests). Besides, researchers can apply their
own parameters for support and confidence (Srikant et al., 1997).

Lastly, to serve researchers from various backgrounds, the tool integrates two op-
tions for presenting the rules to researchers. Researchers with little or no knowledge of
association rules can benefit from an expressive language that does not adopt technical
details, such as confidence and support. In contrast, computer scientists may prefer a
presentation that suits their technical background and understanding of the association
rules. Therefore, we produce a WEKA-similar representation (Frank et al., 2009) of
the generated rules since WEKA is one of the most popular tools used by machine
learning practitioners (Hall et al., 2009).



CHAPTER 7. BEHAVIOUR AND INTEREST RECOGNITION TOOL 219

7.5 Discussion

We use the described tool to implement our Motivation-based Interest Recognition
method on location and phone usage data3. The tool was used as a trigger in a real-
world study that is detailed in a separate paper. Eight participants were recruited,
and their data were collected for six months. The collected data was used to derive
behavioural features and subsequently understand interests from them. During the final
interviews, we used the figures generated by the tool to show participants how their
behaviours were analysed. Most of the participants requested a copy of their analysis
which indicates that the visualisation of their interests was positively received. In fact,
some of the participants discussed their perspectives on the visualisation during the
interviews. For instance, a participant stated that the capturing of interests dynamics
and the longitudinal tracking of his interests is very important for him to organise and
set his overall priorities:

This information (about interests) is really useful to me; to have my inter-

ests tracked without me being writing out dairies. Because right now, I am

at a part of my life where I want to structure the things that I do and set

my priorities right. So, it is really useful information for me. If I would be

able to have an app that tracks this for me, I would certainly use it.

Another participant emphasised the importance of visualising the dynamics and
changes of the behaviours motivated by personal interests compared to just showing
historical trajectories of all activities that he does:

I would absolutely love an app about this. It is cool to see the ups and

downs of my interests. I think this is better than just seeing what I do. My

interests are what matters to me, and if I can track them, I can better take

care of myself.

Besides the interest-oriented use of the tool, the three exemplars distributed through-
out the paper indicate the versatility of the MIR tool. They provide a short study for
three cases of using the tool. The behaviour-centric processing facilitates the recog-
nition of many behavioural features. Some of those features are indicative of the un-
derlying symptoms of a specific health condition. Fatigue, for instance, is a disabling
symptom associated with several health conditions such as Parkinson Disease (Case
study 1). Since specific behavioural features, such as distance travelled and spatial

3We will cite the related paper upon approval to preserve anonymity
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Figure 7.8: Activeness chart indicates a weekly-base uniqueness and visited locations.

coverage, are potential indicators of fatigue (Vega-Hernandez, 2019), researchers can
quickly and easily investigate that through our tool. The daily figures produced at the
end of the behaviour-centric processing (see Figure 7.6) is a conduit that researchers
can use for similar analysis.

A different set of features can be derived from the participant’s phone usage. The
tool’s visualisation of longitudinal apps usage enables researchers to study behavioural
features related to the case they study. For instance, combing the usage pattern of social
apps and communication logs may help different researchers characterise symptoms
related to social isolation (Case study 2). The latter shows an example of how multiple
behavioural features depicted by MIR may collectively facilitate the assessing of an
underlying symptom.

Researchers may also conceive two different symptoms using the same indicator
of a behavioural feature. For instance, a user interested in Parkinson disease may
investigate the activeness chart (Figure 7.8) to envisage the existence of a symptom
(e.g. fatigue). The same activeness chart may also help other researchers studying the
developmental pattern of social isolation or the people’s compliance with COVID-19
policies. In fact, a paper that used the tool to analyse the impact of COVID-19’s stay
at home policy on people’s mobility, as well as their phone usage patterns, is published
(Ibrahim et al., 2021b).

The interaction between behavioural traces and motivation properties may help
researchers better analyse the underlying symptoms. This interaction is salient in ap-
plication domains related to behavioural recommendations. Personalised nudges, for
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Figure 7.9: An example that two rules that are generated using the MIR tool.

instance, are indirect recommendations aim to influence the behaviour of individuals
(Case study 3). If a user targets the fatigue symptom, behavioural features can be used
to observe the symptom. Moreover, since our tool facilitates the recognition of IMBs,
researchers can use those intrinsically motivated events as a tool to generate person-
alised nudges when a negative indicator is exhibited (e.g. declination in activeness
level).

Such as how contextual features improve the recommendation process, they can
improve the manipulation of nudging options. People may exhibit their motivated
actions differently based on temporal features such as the time of the day. In that
case, planning personalised nudges while considering the appropriate time to nudge
would augment the possibility of a positive response from participants. Researchers
can achieve that by associating the contextual features with the extracted IMBs. More-
over, they can investigate the produced association rules to use contextual information
when nudging (Figure 7.9 shows an example of the generated rules).

The presented tool has some limitations. First, the tool is not designed to compare
different implementations’ approaches of the processed or operationalised properties.
For instance, the behavioural processing of mobility data uses Foursquare as the an-
notation source. This makes the accuracy of the annotation strictly limited by the data
returned from Foursquare. Although we plan to support additional external annotators
such as Google Places API, our focus is not oriented toward the comparison between
different implementations (i.e. Foursquare vs Google Places). Instead, researchers
need to make a decision on their preferred implementation’s approach and accordingly
investigate the extracted properties.

A second limitation is related to the number of behaviours that are supported by
the tool. Currently, we support the analysis of mobility and phone usage behaviours.
Respectively, GPS and screen interactions are used to derive and analyse the two be-
haviours. Although additional sources can be used to improve the recognition of both
behaviours, they are not supported by the tool. Interested developers, however, can
benefit from the tool’s modularity to accommodate additional sensors.
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Lastly, each behaviour is analysed separately to preserve the modularity of the tool.
However and as integrating multiple behaviours in the analysis process can be bene-
ficial, we plan to incorporate the ability to integrate multiple behaviours as part of
the tool’s design while preserving its modularity. Within the same context, additional
motivational properties can also be integrated using the appropriate behavioural mea-
sure(s). For instance, we plan to add recency as part of the tool to operationalise the
motivation property of novelty. This property is essential for distinguishing behaviours
motivated by personal interests since people are expected to abandon existing interests
and acquire new ones (Zhao et al., 2013). Novelty is also a part of the algorithmic
aspect in which this work is built.

Case study 3: Personalised nudge

Nudge theory (Thaler and Sunstein, 2008) proposes less coercive suggestions
to change behaviour (Kosters and Van der Heijden, 2015). The idea is to ar-
range options in a way that advantages some alternatives over the others (i.e.
paternalism) while preserving the people’s ability to choose the unpreferred
options or avoid the promoted ones (i.e.libertarianism) (Thaler and Sunstein,
2008). Choice architects are responsible for presenting options. These options
are traditionally based on course-grained insights derived from domains such as
psychology and economics (Thaler and Sunstein, 2008).
Digital nudging embraces adaptation of user-interface elements to deliver
nudges (Weinmann et al., 2016). As a form of digital nudging (Schoning et al.,
2019), personalised nudges utilise digital devices to ‘architect’ choices based
on personalised insights. Accordingly, options are derived from an individual’s
behavioural and motivational features rather than a one-size-fits-all approach.
Recently, Caraban et al. (2019) published a systematic review classifying nudges
based on those categories. None of the reported nudges is classified as person-
alised nudges (i.e. choice manipulation). Authors embrace the potential positive
effect expected when personalising nudges based on a better behavioural and sit-
uational understanding of individuals.
Personalised nudging can be applied by using people’s interests to design
nudges. For example, if we want to reinforce a specific behaviour (such as
walking) for a person who is interested in shopping, we can nudge by suggest-
ing walking paths that pass through the shopping places that this person prefers.
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Similarly, walking paths that pass through green and open spaces can be sug-
gested to people who are attracted and intrinsically motivated by these views.
The MIR tool can help us design these nudges through its ability to recognise
interests and understand each person’s commuting patterns and times.

7.6 Conclusion

The MIR tool enables researchers to extract insights based on a psychological under-
standing of people’s motivation. Using the tool, researchers can conduct behaviour-
centric processing of smartphone data to generate and visualise behavioural events,
the counterparts of real-life events such as dining out and web browsing. Researchers
can use the tool to facilitate the extraction of insights from behavioural events while
preserving the ability to investigate the psychological components that compose those
insights. Moreover, researchers can examine the association between contextual fea-
tures and motivated behaviour through visualisation and behavioural rules.

Unlike existing work, the MIR tool enriches raw smartphone data with behavioural
and motivational semantics to help researchers better investigate the collected data.
This semantic enrichment provides analytical benefits to domains where behavioural
and motivational insights are crucial (e.g. personalised nudges).

Since most digital phenotyping tools produce mobility data through GPS coordi-
nates (i.e. longitude and latitude), we expect the MIR tool to work with location data
seamlessly. However, for smartphone interaction, we work on improving the interoper-
ability of the tool to accommodate different formats of apps’ logs. Moreover, to better
serve a holistic understanding of motivated behaviour, we plan to process additional
behaviours such as buying. We also plan to improve the visualisation of association
rules to help researchers investigate several configurations and compare them quickly
and efficiently. Lastly, although developers can extend the tool to include additional
features, we plan to improve the modularity of the tool to make it easier to integrate
multiple behaviours in the analysis.

7.7 Acknowledgement

We thank the individuals who helped with writing the case studies and providing feed-
back on the presented tool (we will add their names upon approval).



Chapter 8

Conclusion and Future Work

In this thesis, we identified interests by recognising them from exhibited behaviours
rather than relying on people’s self-reporting. Smartphones data formed the basis for
a digital phenotyping process that aimed to derive behavioural events and features.
Indicators of intrinsic motivation were applied to the derived events to recognise be-
haviours motivated by personal interests. Those behaviours are the manifestations of
personal interests and can support the design of effective personalised behavioural in-
terventions and nudges while avoiding the downside of self-reporting methods (Mills,
2020; Schoning et al., 2019).

We have relied on events of mobility, phone usage and buying behaviours derived
from smartphone data as the basis for the analysis. Using a variety of approaches,
including systematic reviewing of the literature, the analysis of secondary data, and
applying text mining and machine learning techniques on the notifications’ text, we
explored various methods of recognising the behavioural events. The attributes of the
collected data and privacy preservation guided the selection of the methods that we
used to extract behavioural events.

A Motivation-based Interest Recognition (MIR) approach has been proposed based
on current psychology theory. Both MIR (used for a single behaviour) and cMIR (a
combinatory MIR used for integrating the three behaviours) identify a set of static
and dynamic motivation properties (needs, competence, autonomy and novelty). We
have developed a set of behavioural measures that can be applied to the extracted be-
havioural events based on these properties. However, these measurements are com-
bined and modelled differently according to the singularity (i.e. MIR) or multiplicity
(i.e. cMIR) of behaviour. The formed score (ranged between 0 and 1) shows the level
of intrinsic motivation connected with each behavioural event.

224
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To inform and assess our method, we have conducted real-world studies. The stud-
ies were meant to track people’s behaviour over time as they went about their regular
lives. Our findings demonstrated the benefit of recognising personal interests based
on motivational knowledge. When compared to baseline approaches, our approach
boosted interest recognition by an average of 62% with p < 0.05.

Our work presented by this thesis could be particularly valuable for personalising
behaviour change, where existing evidence indicates that leveraging personal interests
leads to more effective and sustained change (Ryan and Deci, 2017). Future work
can build upon our effort and measure the enhancement it may add to personalised
intervention and nudging.

While each discussion was included through each chapter, it is helpful to present
next some overarching thoughts that synthesise the presented work. We used three dif-
ferent datasets (a total of 22 participants) to evaluate both the extraction of behavioural
events as well as the recognition of personal interests. Our results showed that the
reliability of interest recognition is directly affected by the validity of extracting be-
havioural events from smartphone data. The steps for extracting these events were
similar across the three behaviours studied by this thesis which mainly included seg-
mentation and annotation tasks. However, the application of these tasks varied ac-
cording to the target behaviour. Events of mobility and phone usage behaviours were
segmented based on sequential processing of the collected GPS and phone interaction
data, respectively. In contrast, we discussed in Chapter 4 how text mining and apps’
categories were used to identify buying events from smartphone notifications. Despite
these differences between the three behaviours, they all used external annotators to add
semantic to the segmented data.

The annotation of behavioural events (segments) depended on the type of behaviour
represented by these events. In the mobility behaviour, this was done by first identify-
ing the user’s home and then retrieving the other places using an external provider
(Foursquare). This process helped increase the accuracy of detecting behavioural
events, which positively affected the validity of the interest analysis (as we explained
in the paper included in Chapter 5). Similarly, the annotation of buying events in-
cluded more than one step. First, a query request was executed using Google, and
then Amazon was used to find out the type of products that Google did not recog-
nise. This two-step process contributed to recognising a larger number of products and
overcoming the inability of Google to recognise short texts. Finally, and in contrast
to the previous two behaviours, annotating phone usage events relied on a single step
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in which Google Play was consulted only. This is because the study was limited to
smartphones that use the Android system.

The selection of segmentation and annotation details was driven by the goal of this
thesis. We do not suggest that the selected details are better for a broader and general
context of digital phenotyping. As an example, we used Foursquare to get a detailed
taxonomy of places, which can better help understand interests from mobility events.
Our selection of Foursquare does not imply a general advantage of it over other anno-
tators such as Google Places. Also, in Chapter 4, we compared and discussed different
methods of selecting notifications related to buying behaviour and extracting features
from them. We then (in Chapter 6) selected the methods that provide acceptable accu-
racy and preserve the privacy of the participants’ data in order to adhere to the goals of
this thesis.

The results of recognising personal interests using our MIR method were based on
the selected segmentation and annotation details. Both MIR and cMIR outperformed
the alternative methods used typically to recognise interests. When determining the top
N interests using a single behaviour, a small N produced a significantly better recall
for the cMIR compared to MIR and other alternatives (Chapter 6). On the other hand,
the precision has improved, but the improvement was not statistically significant using
a small N. As we increased the selected number of interests (i.e. set a larger value for
N), the precision and recall significantly outperformed other alternatives. This trend
showed the advantage of our method in detecting interests, especially the postliminary
ones.

In selecting the top N interests, we examined multiple methods. When determin-
ing the top interests based on a fixed N, it was evident that clear differences in the
strengths of consecutively ranked Intrinsically Motivated Behaviours (IMBs) naturally
emerged at different points for each participant. Establishing a cut-off point based on
the largest difference between consecutive behaviours (i.e. dynamic N) solved that is-
sue. However, and as noted in Chapter 5, dynamic selection of N in many cases was
equal to one, suggesting that the participant’s behaviour reflects a single interest much
more strongly than any others (this is especially true when considering frequency or
duration alone). Thus, for each case where the dynamic N would be 1, we identified
the next largest difference between the remaining behaviours to get a broader under-
standing of IMB. The results of the final study (Chapter 6) confirmed the need to go
beyond a single interest. The data showed the broader selection of the top N interests
using our approach as a significant predictor of the participants’ interests compared to
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alternatives.
When calculating the scores on which the top N were chosen, we analysed the

score’s stability—the time required for the calculated score to stabilise. In Chapter 5,
the results of the secondary data analysis showed that the average stability time based
on the mobility behaviour was three months. Based on that, the two real-world studies
were designed and run. However, we acknowledged that variation in stability scores
might differ according to demographic differences between different study groups or
the analysed behaviour. Conditions such as age, health condition and work may impact
the type of interests and how they are realised by each group. Also, scores calculated
based on mobility behaviours may take longer to stabilise when compared to scores
based on phone usage behaviour. Nevertheless, our results suggested that the MIR
approach can be used to detect interest regardless of how groups may differ in the type
and realisation of those interests. This is in line with the findings from the literature
that do not relate the indicators of motivation properties – used in this thesis – to a
specific type of interests or group of people (Ryan and Deci, 2017). Instead, these
indicators are generic and describe behaviours that are motivated by personal interests.
A comparison that shows how stability may differ across demographic groups can be
further explored by future work.

Our study of stability guided the determination of the period length when we ap-
plied the recency factor. To adapt to the expected changes in interests, we examined
novelty (through the measure of recency) in the final study. We adopted a static thresh-
old of three months and divided the entire six months duration into two 3-months
periods. Accordingly, we were able to detect newly developed interests and observe
their stability. In Chapter 6, we discussed examples that showed the importance of
doing so as part of the interest analysis. Also, we discussed the significance of degrad-
ing the value of older behaviours rather than entirely abandoning them when analysing
behaviours. The final interviews and the related literature supported our decisions and
findings that are related to recency.

Lastly, we noted a general trend for strong positive correlations observed between
MIR and both intensity and sustainability, suggesting that MIR successfully reflects
these intrinsic motivation measures as developed by the IMI authors (see Appendix
C). We also noted a positive but a less strong correlation between MIR and needs. Ex-
tremes and variations from this general trend for individual participants suggest that
some participants exhibit more behaviours that are considered to be more intrinsic
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by Maslow’s hierarchy, whilst others may be intrinsically motivated to engage in be-
haviours that could be interpreted as extrinsic when considering Maslow’s need level
alone. Further, during interviews, our participants reported pursuing these suppos-
edly extrinsically-motivate behaviours for both intrinsic and extrinsic reasons – thus,
the combination of needs with our other measures is essential to produce an accurate
MIR score appropriately. We suggest that this variation does indicate that personalised
weighting of individual elements could improve the performance of our method, a step
that warrants further exploration in the future.

8.1 Main findings

• The reliability of detecting interests relies heavily on the reliability of de-
riving behavioural events. Unlike traditional computer systems that deal with
‘interest’ using predefined items, our approach had to decode behavioural events
encoded into streams of low-level smartphone data. The reliability of decoding
and extracting these events influences the interest recognition process directly.
Therefore, we systematically reviewed the literature on mobility behaviour to
better detect events from GPS data. Also, using the data collected through our
real-world studies, we compared different approaches to detecting events of buy-
ing behaviour. We studied the advantages and disadvantages of each method
while considering the goal of this thesis. Accordingly, the methods that suit the
purpose of this work were selected. For events of phone usage behaviour, we
benefited from our review of the related literature in identifying them. As dis-
cussed, those events are smartphone-dependent. Hence, the reliability of their
detection is affected to a lesser degree compared to mobility and buying, which
are smartphone-independent. It is noteworthy to mention within this context
that the more improvement that is gained in detecting events from smartphone
data, the better the recognition of interest becomes. This was evident when we
detected home and asked participants to correct the invalid annotation during
the pilot study. As shown in the related paper (Chapter 5), the results of so
doing helped improve the interest recognition because the analysis units (i.e.
behavioural units) were better identified.

• The integration between the type of behavioural events (static modelling)
and how they are performed (dynamic modelling) is essential for interest
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recognition. Our approach of recognising behaviours motivated by personal in-
terests included the two aspects that are typically covered by studies on human
motivation. By relying on well-founded theories, we were able to computation-
ally model properties of the two aspects. The positive correlation between the
modelled properties that we got after applying them to the behavioural events
matched the expectations supported by the theoretical underpinnings. The pilot
study showed how the digital measures of static and dynamic aspects improved
the recognition of interests. Also, it showed the ability of both aspects to capture
various motivational cases. Examples included cases in which one person’s work
was motivated by extrinsic motives while another person considered the work
to be a manifestation of personal interest. We showed in that pilot study how
alternative methods failed to address similar cases, which negatively impacted
their precision and recall scores. The improvement produced by our approach
was consistent across different methods of selecting the top N interests, whether
dynamic or fixed. In the main study, we benefited from the longer period and
conducted a similar analysis that used single behaviour. The results of statistical
significance using each behaviour were similar to what we got in the pilot study.

• The multiplicity of behaviours improved the interest recognition. To over-
come the limitations of relying on a single behaviour (e.g. the inability to capture
phone usage interests from mobility behaviour or the mobility restrictions im-
posed by COVID-19), we integrated multiple data streams to capture a broader
set of behaviours. Our results in Chapter 6 showed that the combinatory ap-
proach had improved the recognition of IMBs when compared to the reliance
on a single behavioural trace. The significance of this improvement relied on the
number of interests retrieved. When the average N (using the dynamic selection)
was two, only the recall of the combinatory (cMIR) was statistically significant.
As we covered additional interests (by increasing N to six in order to match the
average number of interests reported by participants), both precision and recall
of our cMIR were significantly better (by 62%) than other alternatives.

• Adaptability and personalisation are essential for interest recognition. We
discussed (in Chapter 6) the importance of personalising the integration of the
three behaviours per participant based on the coverage days of each data source.
Accordingly, we were able to provide a flexible method that is capable of react-
ing to the interest dynamics and producing a personalised model from multiple
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behaviours and from an overfitted set of motivation properties. The tool that we
provided in Chapter 7 depicts the rise and fall of specific interest (i.e. its dynam-
ics) and visualises the results of applying our approach per participant. Also, we
provided quotes from participants that embraced the importance of adapting the
analysis according to their interests’ dynamics.

8.2 Limitations

Our studies showed that the semantic annotation upon which our measures are based
had a significant impact on the results. In each of the three behaviours, recognition
of interests is constrained by the accuracy of the external annotators. For example,
the proximity of places in a small space can affect the correctness of annotating the
place. This error, in turn, will lead to the misidentification of the mobility event and an
application of the measures to incorrect information. Similarly, the annotation problem
can happen with the buying and phone usage events. Enhancing the accuracy of the
associated semantic annotators is beyond the scope of this work. However, we do note
a specific challenge with regards to the use of external annotators.

Also, due to the sensitivity of personal data, we derived behavioural events through
methods that considered the privacy of the data. These methods are not necessarily
the best at deriving behavioural events, but they do ensure that privacy is preserved
while maintaining a reliable derivation accuracy. As shown in Chapter 4, the machine
learning algorithms did a better job in filtering out notifications that are irrelevant to
buying behaviour. However, using them requires participants to share their data in
order to train models or the installation of a pre-trained model on the participant de-
vices. As both solutions are not visible, the best alternative was to rely on shopping
apps and keywords related to buying to identify related events from the smartphone
notifications.

Our static modelling assumes that each event serves a single purpose and that pur-
pose is consistent over time, but in practice, some users will do the same event mul-
tiple times, each with very different intentions. For example, one user may visit a
coffee shop with the primary purpose of eating lunch (a physiological need), engaging
in work or quiet study (a safety need), or engaging in a hobby (e.g. reading, knitting)
alone or with others (intrinsic). Thus, the one-to-one mapping reported throughout this
thesis may limit the recognition of the performed interest at these places; approaches to
overcome this challenge are left for future work, but will likely involve the integration
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of additional contextual data. Also, details of the performed interests can sometimes be
difficult to recognise by relying only on a single source. For instance, being at a place
related to football, by itself, may express potential interest in football regardless of
how that interest is being actualised (either through watching or playing). Future work
can benefit from additional sensors and contextual data to improve the granularity of
the detected interests.

Although the measures used in our approach has been largely studied and supported
by the literature on human motivation, we do not present them as the absolute and only
measures of motivation properties. Instead, this work provided a novel and the first
approach that benefited from human motivation literature and digital phenotyping for a
better understanding of personal interests. Well-founded theories guided the modelling
decisions, and hence the decisions are limited by those theories interpretations. Future
work may propose and adopt different interpretations and compare how they may differ
or agree with the one presented by this thesis.

This work is also limited by what is referred to by researchers (Aeffner et al., 2017;
Vega-Hernandez, 2019) as the “Gold Standard Paradox.” The contradiction arises from
the fact that our study adopts digital phenotyping, which relies on sensors’ data that are
objectively produced. The goal is to use knowledge derived from those data to replace
the subjective self-reporting methods and avoid their issues (e.g. memory and recall
biases). However, these self-reporting tools (IMI in our case) are the best instruments
for assessing our method. As a result, our techniques must be assessed using the scales
that they are attempting to replace.

Lastly, our work mainly depends on capturing and analysing the behaviours of
individuals. These behaviours (particularly mobility behaviour) are undoubtedly af-
fected by the repercussions of the COVID-19 pandemic. Therefore, the validity of the
findings of this work must take that into consideration. However, we affirm that any
potential impact of this pandemic is expected to be primarily related to the number
of interests that can be recognised, not to the methods in which those interests can be
identified. These methods are what we analysed and detailed throughout this thesis.

8.3 Future work

In previous chapters, we have highlighted several recommendations for future work.
Below, we synthesis those future opportunities under the bigger picture:
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Annotation: The annotation step is critical for understanding interest. Our anal-
ysis of static and dynamic aspects are based on the semantic labels assigned to the
behavioural events. In this work, we carefully selected the external annotators that can
serve our goal. Although suggesting methods of improving the annotation based on
external annotators is outside the scope of this thesis, it represents an important oppor-
tunity for future work that would have a significant impact on studies of behavioural
analysis. Investigating methods of improving annotation could target finding the best
ways of utilising and synthesising the information available by the external annotators.
It also may include how information of other sensors such as WiFi and Bluetooth labels
can contribute to the semantic enrichment of the behavioural events.

Interest properties: Although the primary goal of this research is to recognise
interests from smartphone data, there are still many aspects related to interest prop-
erties that are worth further investigation. For instance, in Chapter 5 and Chapter 6,
we detailed the use of the recency factor and its role in our method. Future work can
go one step further and study the static and dynamic selection of recency factors and
the impact of that on detecting interests. Also, the methods of selecting the top N
can be further investigated by future work. As shown by this work, the investigated
methods of determining the top N have their advantages and disadvantages. A deeper
investigation of this topic may produce a better way of selecting the top N that over-
come the limitations of the existing ones. Another aspect is the stability of interests
which can be further explored and studied. Specifically, the factors that contribute to
the stability of each behaviour and how to model them in a general method of deduc-
ing stability could be explored. Lastly, the experimentation of additional motivational
properties and different scoring systems of Maslow’s needs form an exciting area for
future study. As stated throughout the thesis, we do not consider the selected moti-
vation properties (and their measures) to be exhaustive; future work may demonstrate
the utility of alternative or additional measures. For example, an experiment may use
the diversity and flexibility in times of a behaviour as a measure of autonomy (Ryan
and Deci, 2017) along with sustainability. Similarly, we envisage future integration of
a measure for relatedness through indicators derived from proximity or other sensors.

Personalisation: Our studies showed considerable individual variation, particu-
larly with regard to the execution of activities that correspond to the lower levels of
Maslow’s hierarchy. This was predicted by prior literature that suggests that while all
individuals share the same fundamental needs, their pursuit of them may vary (e.g.
based on the degree to which they have previously had that need fulfilled) (Deci and
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Ryan, 2000). Thus, the personalisation step in our overall approach can be extended in
future to consider the degree to which coefficients within cMIR can be personalised in
order to deliver a more tailored IMB calculation. This is in addition to how it was used
in this work to weigh each behaviour according to the individual’s data. The person-
alisation of cMIR coefficients does not have to be limited to the motivation measures
selected in this work. As discussed in Chapter 7, the tool provided a way of person-
alising the context based on the detected IMBs. A deeper look at how contextual data
can be modelled and integrated with the cMIR method is worth further investigation
in the future. Similarly, other behavioural metrics can be included as neutral measures
whose significance (i.e. coefficients) in recognising interest is determined based on
each person’s data.

Nudging: As stated in the first chapter of this thesis, the presented work is the
first step within a broader vision that seeks to benefit from individual interests in per-
sonalising behavioural nudging. The importance of detecting interests without directly
asking individuals is aligned with the way behavioural nudging should be designed.
Nudges are expected to be indirect, and hence the way of recognising interests should
also be indirect. In Chapter D, we presented our paper which shows how behavioural
knowledge of individuals can be used to personalise NHS nudges. Future research can
go beyond behavioural knowledge and focus on personal interests when personalising
nudges. The privacy concerns that may hinder the measurements and implementation
of personalised nudges should be considered. Researchers may propose and evaluate
various options similar to the ones that we discussed in the paper.
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Participant Information Sheet (PIS) 

This PIS should be read in conjunction with The University privacy notice: 
http://documents.manchester.ac.uk/display.aspx?DocID=37095 

You are being invited to take part in a research study as part of a student project that aims to recognise 
human motivation from smartphone’s data. Before you decide whether to take part, it is important 
for you to understand why the research is being conducted and what it will involve. Please take time 
to read the following information carefully and discuss it with others if you wish. Please ask if there is 
anything that is not clear or if you would like more information. Take time to decide whether or not 
you wish to take part. Thank you for taking the time to read this.  

About the research 

➢ Who will conduct the research?  

This research is conducted by Ahmed Ibrahim, a PhD student at the University of Manchester – 

department of computer science. The research is supervised by professor Simon Harper and Dr Sarah 

Clinch - University of Manchester. Address details are below. 

Name Email Address 

Ahmed Ibrahim Ahmed.ibrahim-2@manchester.ac.uk IAM lab, Kilburn Building. M13 
9PL. Manchester, UK 

Simon Harper Simon.harper@manchester.ac.uk 2.60 Kilburn building, M13 9PL 
Manchester, UK 

Sarah Clinch Sarah.clinch@manchester.ac.uk Kilburn building, M13 9PL 
Manchester, UK 

➢ What is the purpose of the research?  

The purpose of this research is to recognise human motivation by monitoring the behaviour of the 

participants through their own smartphones 

➢ Will the outcomes of the research be published?  

Results will be published in conferences, journals and student thesis. 

➢ Who has reviewed the research project? 

This research project has been reviewed by the Ethics Committee of the Department of Computer 

Science.  

➢ What happens after the research project is finished? 

Once the project is finished, the app will still be working on your phone. However, we will stop 

synchronising the data to our server and it is up to you to keep the app or delete it. If you decide to 

delete it, we will be happy to help you with that. 
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What would my involvement be? 

➢ What would I be asked to do if I took part?  

You will attend the University of Manchester for an introductory session of 30 minutes. During this 

session we will ask you questions about your interests, help you install the app into your phone and 

explain how it works.  

You will be asked to enable the collection of the data specified in the below table. The collected data 

will be stored locally on the phone and synched with a secure server hosted internally by the 

University of Manchester. 

Source Data 

GPS Location coordinates (longitude and latitude) 

Weather Temperature, humidity, pressure, wind speed, cloudiness, amount of rain 

and snow, times of sunrise and sunset. 

Applications App usage data 

Notifications All notifications generated by any app installed on the phone such as 

notifications from news or emails apps. All numbers and emails contained in 

the notifications are de-identified by replacing them with asterisks. For 

example, if you received “from 555-555-5555, your package has been 

delivered”; it will be stored as “from *, your package has been delivered”.  

Screen Screen interactions, visited websites. 

Wifi Access points. 

Bluetooth Nearby devices. 

Battery Charging status, charging start time, charging end time, discharging start 

time, discharging end time. 

Calls Calls types (outgoing, incoming and missed calls) and times. Numbers are 

stored in an encrypted format.  

Keyboard Time and the typed letters. (numbers and emails are replaced with 

asterisks). 

Consent form Name and signature 

Questionnaire We ask about interests that we infer from the data 

Activity recognition Tilting, running, on vehicle, walking, on bicycle, on foot 

You will be asked to keep the installed app running and carry your phone as you would normally do. 

We will send you weekly messages about your motivations and you will be asked to respond by 

replying to those messages which is expected to take between 3 and 5 minutes. 

At the end of the experiment, to evaluate our work, you will be asked to join an interview to ask you 

about the interests that we recognised from your data and understand what interests did we miss and 

why did we miss them.  

➢ Will I be compensated for taking part? 

As a token of appreciation, participants will be provided with a £5 Amazon gift card at the beginning of 

each month for three months  

As a token of appreciation, participants will be provided with a £5 Amazon gift card at the beginning of 

each month for the first three months. A £15 Netflix card will be given if you completed three months 

and joined the final interview at the end of the third month.  

➢ What happens if I do not want to take part or if I change my mind?  
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It is up to you to decide whether or not to take part. If you do decide to take part, you will be given 
this information sheet to keep and be asked to sign a consent form. If you decide to take part, you 
are still free to withdraw at any time without giving a reason and without detriment to yourself. You 
will need to let us know whether or not to keep your data. Your data will be removed from the 
dataset and will not be used in any future publications. This does not affect your data protection 
rights.  

Data Protection and Confidentiality 

➢ What information will you collect about me?  

In order to participate in this research project we will need to collect your contact details and 

information that could indirectly identify you, such as location data. Please see the table above for 

more details.  

➢ Under what legal basis are you collecting this information? 

We are collecting and storing your information in accordance with data protection law which 

protects your rights.  These state that we must have a legal basis (specific reason) for collecting your 

data. For this study, the specific reason is that it is a process necessary for research purposes only.  

➢ What are my rights in relation to the information you will collect about me? 

You have a number of rights under data protection law regarding your personal information. For 

example, you can request a copy of the information that we hold about you.  

If you would like to know more about your different rights or the way we use your personal 

information to ensure we follow the law, please consult our Privacy Notice for Research. 

➢ Will my participation in the study be confidential and my personal identifiable information be 
protected?  

In accordance with data protection law, The University of Manchester is the Data Controller for this 

project. This means that we are responsible for making sure your personal information is kept 

secure, confidential and used only in the way you have been told it will be used. All researchers are 

trained with this in mind, and your data will be looked after in the following way: 

• To ensure confidentiality of data in digital format: 

o De-identify the data via an assigned participant ID only known to the research team 

(also referred to as pseudonymised or coded data). 

o Encrypt the submission of data between the participant's phone and the university's 

server to ensure individuals cannot be readily identified.   

o Only the study team at The University of Manchester will have access to your data 

o De-identify numbers and emails contained in the keyboard and notification texts by 

replacing them with asterisks. 

• To ensure confidentiality of data in non-digital format: 

o We will use locked cabinets inside Kilburn building to store your consent form and 

personal information. 
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o Data in non-digital formats (e.g. your consent form) will be digitized within one 

month of joining the experiment and securely destroyed. The digitised data will be 

stored with the collected data in secure servers hosted by the University of 

Manchester.  

• Data could be shared for academic research purposes only and will be anonymised before 

sharing with other institutions. Any identifiable raw data will not be shared and will be either 

encrypted or replaced by other unidentifiable data. For example, GPS coordinates will be 

replaced by the general category of the place which they represent (e.g. restaurant). The 

below table indicates how each collected data will be prepared for sharing. 

• If during the study, we become aware of evidence about any current or future illegal 

activities, we have a legal obligation to report this and will, therefore, need to inform the 

relevant authorities.  

 Please also note that individuals from The University of Manchester or regulatory authorities may 

need to look at the data collected for this study to make sure the project is being carried out as 

planned. This may involve looking at identifiable data.  All individuals involved in auditing and 

monitoring the study will have a strict duty of confidentiality to you as a research participant. 

 

What if I have a complaint? 

➢ Contact details for complaints 

If you have a complaint that you wish to direct to members of the research team, please contact:  

Name Email Address Telephone 

Simon Harper Simon.harper@manchester.ac.uk 2.60 Kilburn 
building, M13 9PL 
Manchester, UK 

0161 275 0599 

Sensor Shared data 

GPS Sequences of places categories: e.g. home → restaurant → home 

Weather Status: cold, hot, nice 

Applications App usage data  

Notifications Will not be shared. 

Screen Screen status: On/Off 

Wifi Access points labels and ids will be shared in an encrypted form. 

Bluetooth Devices information will be encrypted before sharing. 

Battery Charging and discharging times will be shared 

Calls Calls duration, time, type (received/incoming/missed).  Numbers 

will be shared in an encrypted format. 

Keyboard Only keystrokes times will be shared. 

Consent form Will not be shared. 

Questionnaire Responses associated with anonymised IDs will be shared 

Activity Recognition Activity types and times will be shared 
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Sarah Clinch Sarah.clinch@manchester.ac.uk 2.24 Kilburn 
building, M13 9PL 
Manchester, UK 

0161 275 7190 

 

If you wish to make a formal complaint to someone independent of the research team or if you 

are not satisfied with the response you have gained from the researchers in the first instance then 

please contact  

The Research Governance and Integrity Officer, Research Office, Christie Building, The University of 

Manchester, Oxford Road, Manchester, M13 9PL, by emailing: 

research.complaints@manchester.ac.uk  or by telephoning 0161 275 2674. 

If you wish to contact us about your data protection rights, please email 

dataprotection@manchester.ac.uk or write to The Information Governance Office, Christie Building, 

The University of Manchester, Oxford Road, M13 9PL at the University and we will guide you 

through the process of exercising your rights. 

You also have a right to complain to the Information Commissioner’s Office about complaints 

relating to your personal identifiable information Tel 0303 123 1113   

Link for Information Commissioner’s Office: https://ico.org.uk/concerns 

Contact Details 

If you have comments or questions, please contact: 

Name Email Address 

Ahmed Ibrahim ahmed.ibrahim-2@manchester.ac.uk IAM lab, Kilburn Building. 
M13 9PL. Manchester, UK 
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Consent Form 

If you are happy to participate please complete and sign the consent form below 
 

  Activities Initials 

1 
I confirm that I have read the attached information sheet (Version 1.6, 16/12/2019) 
for the above study and have had the opportunity to consider the information and 
ask questions and had these answered satisfactorily. 

  

2 

I understand that my participation in the study is voluntary and that I am free to 
withdraw at any time – up until two months after the end date of the experiment - 
without giving a reason and without detriment to myself.   
 
I agree to take part on this basis.   

3 
I understand that when I withdraw from the experiment, my data will be removed 
from the dataset and will not be used in any future publications. 

 

4 
I agree to conduct an interview about my personal interests at the beginning of the 
experiment to help researchers validate their results. 

 

5 
I agree to join an interview  about my interests at the end of the experiment to help 
researchers understand what interests did they miss and why did they miss them.  

 

6 I agree to receive notifications on my phone that ask questions about my interests. 

 

7 

I understand that the installed app will collect: locations, apps usage, notifications, 
calls duration and times, screen interactions, keyboard interactions, performed 
activities, wifi and Bluetooth connections, and weather data, in order to understand 
my daily behaviour.  

8 
I agree that any data collected may be published in anonymous form in academic 
books, conference, reports, journals or thesis. 

 

9 
I understand that data collected during the study may be looked at by individuals 
from The University of Manchester or regulatory authorities. I give permission for 
these individuals to have access to my data.  

10 
I agree that the researchers may retain my contact details in order to provide me 
with a summary of the findings for this study. 

 

11 
I understand that there may be instances where during the course of the study 
information is revealed which means that the researchers will be obliged to break 
confidentiality and this has been explained in more detail in the information sheet.   

12 I agree to take part in this study. 
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Data Protection 
 
The personal information we collect and use to conduct this research will be processed in 
accordance with data protection law as explained in the Participant Information Sheet and the 
Privacy Notice for Research Participants.  
 
 
 
 
________________________            ________________________           
Name of Participant Signature  Date 
 
 
 
________________________            ________________________           
Name of the person taking consent Signature  Date 
 
 
1 copy for the participant, 1 copy for the research team (original) 
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Interview Type: Semi Structure 

Location: IAM lab 

Interviewer: Ahmed Ibrahim 

Expected duration: 10 – 15 minutes 

General information: 

• These interviews will be recorded using a laptop with an encrypted hard drive and will be 

deleted at the end date of the experiment.  

• Each interview will be identified by a unique ID that represents the participant, location, 

start and end time of the interview. 

• Transcription will be conducted by the Ahmed Ibrahim and will be stored on an encrypted 

hard drive.  

• The interview will be used as a supplementary source of ground truth.  

 

Questions of the first interview (when joining the study): 

• Tell us please about your daily routine.?  

• What are the places that you prefer to go to?  

• How often do you go to those places?  

• What motivates you to go to those places?  

• In general, what are your interests and how often do you practice them? 

Questions of the second interview (at the end of the experiment): 

• How close are we in understanding your interests and what we missed?  

• We will provide participants with the common places they visit which we discovered from 

their data and ask them to rank those places based on their interests. 
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Participant Information Sheet (PIS) 

This PIS should be read in conjunction with The University privacy notice: 
http://documents.manchester.ac.uk/display.aspx?DocID=37095 

You are being invited to take part in a research study as part of a student project that aims to recognise 
human motivation and social engagement from smartphone data. Before you decide whether to take 
part, it is important for you to understand why the research is being conducted and what it will involve. 
Please take time to read the following information carefully and discuss it with others if you wish. 
Please ask if there is anything that is not clear or if you would like more information. Take time to 
decide whether or not you wish to take part. Thank you for taking the time to read this.  

About the research 

➢ Who will conduct the research?  

This research is conducted by Ahmed Ibrahim, a PhD student at the University of Manchester – 

department of computer science. The research is supervised by Professor Simon Harper and Dr. 

Sarah Clinch - University of Manchester. Address details are below. 

Name Email Address 

Ahmed Ibrahim Ahmed.ibrahim-2@manchester.ac.uk IAM lab, Kilburn Building. M13 
9PL. Manchester, UK 

Simon Harper Simon.harper@manchester.ac.uk 2.60 Kilburn building, M13 9PL 
Manchester, UK 

Sarah Clinch Sarah.clinch@manchester.ac.uk Kilburn building, M13 9PL 
Manchester, UK 

➢ What is the purpose of the research?  

The purpose of this research is to recognise human motivation and social engagement by monitoring 

the behaviour of the participants through their own passively sensed personal mobile devices (i.e. 

smartphones, smartwatches).  

➢ Will the outcomes of the research be published?  

Results will be published in conferences, journals and student thesis. 

➢ Who has reviewed the research project? 

This research project has been reviewed by the Ethics Committee of the Department of Computer 

Science.  

 

 

➢ Who is funding the research project? 
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This research is funded by the Ministry of Education in Saudi Arabia, and by The CHERISH-DE Centre 
at Swansea University (UK EPSRC grant number EP/M022722/1). 

➢ What happens after the research project is finished? 

Once the project is finished, the app will still be working on your phone. However, we will stop 

synchronising the data to our server and it is up to you to keep the app or delete it. If you decide to 

delete it, we will be happy to help you with that. If you do not delete the app we will still not receive 

any further data from you. 

Data that is synced to our server during your participation will be kept in anonymised form for a 

minimum of five years after study completion. This data may be used in future research or shared with 

researchers from other institutions upon request. 

What would my involvement be? 

➢ What would I be asked to do if I took part?  

You will attend an introductory session of 30 minutes. The introductory session can be online due to 

the COVID-19 precautions.  During this session we will ask you questions about your interests, help 

you install the app onto your phone and explain how the app works. We’ll also ask you some short 

questions about your normal socialising and drinking behaviour. We’ll be happy to answer any of your 

questions during this session, but if you have a subsequent query then feel free to contact the 

research team using the details on page 1 of this document. 

You will be asked to enable the collection of the data specified in the below table. The collected data 

will be stored locally on the phone and synced with a secure server hosted internally at the University 

of Manchester. 

Source Data 

GPS Location coordinates (longitude and latitude). 

Weather Temperature, humidity, pressure, wind speed, cloudiness, amount of rain 

and snow, times of sunrise and sunset. 

Applications App usage data. 

Notifications All notifications generated by any app installed on the phone such as 

notifications from news or emails apps. All numbers and emails contained in 

the notifications are de-identified by replacing them with asterisks. For 

example, if you received “from 555-555-5555, your package has been 

delivered”; it will be stored as “from *, your package has been delivered”.  

Screen Screen interactions, visited websites. 

Wifi Access points. 

Bluetooth Nearby devices. 

Battery Charging status, charging start time, charging end time, discharging start 

time, discharging end time. 

Calls Calls types (outgoing, incoming and missed calls) and times. Numbers are 

stored in an encrypted format.  

Messages Message types (outgoing, incoming) and times. Numbers are stored in an 

encrypted format. Message content is not recorded. 

Keyboard Time and the typed letters. (numbers and emails are replaced with 

asterisks). 

Consent form Name and signature. 

Questionnaire We ask about interests that we infer from the data. 

Activity recognition Tilting, running, on vehicle, walking, on bicycle, on foot. 
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Opening and closing 

interviews 

Audio recordings (deleted following transcription). Your gender and 

responses to questions about your interests, how you socialise and how 

often you drink alcohol. 

You will be asked to keep the installed app running for six months and carry your phone as you would 

normally do. We will send you monthly questionnaire (via email) about your motivations and you will 

be asked to respond by filling the questionnaire and send it back. Each questionnaire is expected to 

take between 3 and 5 minutes. 

At the end of the study, to evaluate our work, you will be asked to join an interview to ask you about 

the interests that we recognised from your data and understand what interests did we miss and why 

did we miss them.  

You also have the option to participate in two further ways: 

1. You can opt-in to four mini-interviews (one every six weeks for around 10-15 mins each) in 

which we ask you about your recent socialising and drinking activities. These interviews will 

take place online. 

2. You can choose to borrow a Fitbit smartwatch from the research team to wear during the 

study. At the end of the study period you will return this device to us and can choose whether 

or not to share with us any location traces captured by this device. 

Both of the above are optional. You can participate in the study without doing either of these. 

➢ Will I be compensated for taking part? 

As a token of appreciation, participants will be provided with an £18 Netflix gift card at the beginning 

of the experiment that covers three months basic subscription. After the third month, participants will 

be given the second £18 Netflix card that covers three additional months of Netflix subscription.  

Participants who participate in the optional mini-interviews will receive their choice of an additional 

£18 Netflix or Amazon gift card at the end of the study period. 

➢ What happens if I do not want to take part or if I change my mind?  

It is up to you to decide whether or not to take part. If you do decide to take part, you will be given 
this information sheet to keep and be asked to sign a consent form.  

If you decide to take part, you are still free to withdraw at any time without giving a reason and 
without detriment to yourself. You will need to let us know whether or not to keep your data. If 
requested, your data will be removed from the dataset and will not be used in any future 
publications. This does not affect your data protection rights.  

If you choose to participate in the optional mini-interviews, then you must also consent to those 
interviews being audio recorded. However, we aim to ensure that you are comfortable with the 
recording process at all times and you are free to stop the interview and/or recording at any time. 

If you decide to withdraw before the end of the third month, you will not be eligible for further 
compensation, and unfortunately, we will not be able to give you the second gift card. Likewise, if 
you do not participate through to the end of the study, we will be unable to provide you with a gift 
card for mini-interview participation. 

  



  

Version 1.8; Date 14/11/2020   

Data Protection and Confidentiality 

➢ What information will you collect about me?  

In order to participate in this research project we will need to collect your contact details and 

information that could indirectly identify you, such as location data. Please see the table above for 

more details.  

If you choose to participate in the optional mini-interviews, then we will audio-record these using 

the researcher computer that is used to make the call. The hard drive on this device will be 

encrypted. 

If you choose to borrow a FitBit device then you also have the option to contribute the location 

traces captured using this device. 

➢ Under what legal basis are you collecting this information? 

We are collecting and storing your information in accordance with data protection law which 

protects your rights.  These state that we must have a legal basis (specific reason) for collecting your 

data. For this study, the specific reason is that it is a process necessary for research purposes only.  

➢ What are my rights in relation to the information you will collect about me? 

You have a number of rights under data protection law regarding your personal information. For 

example, you can request a copy of the information that we hold about you.  

If you would like to know more about your different rights or the way we use your personal 

information to ensure we follow the law, please consult our Privacy Notice for Research. 

➢ Will my participation in the study be confidential and my personal identifiable information be 
protected?  

In accordance with data protection law, The University of Manchester is the Data Controller for this 

project. This means that we are responsible for making sure your personal information is kept 

secure, confidential and used only in the way you have been told it will be used. All researchers are 

trained with this in mind, and your data will be looked after in the following way: 

• To ensure confidentiality of data in digital format: 

o De-identify the data via an assigned participant ID only known to the research team 

(also referred to as pseudonymised or coded data). 

o Encrypt the submission of data between the participant's phone and the university's 

server to ensure individuals cannot be readily identified.   

o Remove any identifying or sensitive data revealed in interviews during the process of 

audio transcription. 

o Audio recordings will be transferred securely to a University-authorised third-party 

transcription service. Audio recordings will be deleted following transcription. 
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o De-identify numbers and emails contained in the keyboard and notification texts by 

replacing them with asterisks.  

o Only the study team at The University of Manchester will have access to your data 

• To ensure confidentiality of data in non-digital format: 

o We will use locked cabinets inside Kilburn building to store your consent form and 

personal information. 

o Data in non-digital formats (e.g. your consent form) will be digitized within one 

month of joining the experiment and securely destroyed. The digitised data will be 

stored with the collected data in secure servers hosted by the University of 

Manchester.  

• Data could be shared for academic research purposes only and will be anonymised before 

sharing with other institutions. Any identifiable raw data will not be shared and will be either 

encrypted or replaced by other unidentifiable data. For example, GPS coordinates will be 

replaced by the general category of the place which they represent (e.g. restaurant). The 

below table indicates how each collected data will be prepared for sharing. 

 

• If during the study, we become aware of evidence about any current or future illegal 

activities, we have a legal obligation to report this and will, therefore, need to inform the 

relevant authorities.  

Please also note that individuals from The University of Manchester or regulatory authorities may 

need to look at the data collected for this study to make sure the project is being carried out as 

planned. This may involve looking at identifiable data.  All individuals involved in auditing and 

monitoring the study will have a strict duty of confidentiality to you as a research participant. 
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What if I have a complaint? 

➢ Contact details for complaints 

If you have a complaint that you wish to direct to members of the research team, please contact:  

Name Email Address Telephone 

Simon Harper Simon.harper@manchester.ac.uk 2.60 Kilburn 
building, M13 9PL 
Manchester, UK 

0161 275 0599 

Sarah Clinch Sarah.clinch@manchester.ac.uk 2.24 Kilburn 
building, M13 9PL 
Manchester, UK 

0161 275 7190 

 

Note that the above telephone numbers are the research team’s work telephones may not be 

redirected during periods where the government advice is to work from home. Emails will continue 

to be monitored during these periods. 

If you wish to make a formal complaint to someone independent of the research team or if you 

are not satisfied with the response you have gained from the researchers in the first instance then 

please contact  

The Research Governance and Integrity Officer, Research Office, Christie Building, The University of 

Manchester, Oxford Road, Manchester, M13 9PL, by emailing: 

research.complaints@manchester.ac.uk  or by telephoning 0161 275 2674. 

If you wish to contact us about your data protection rights, please email 

dataprotection@manchester.ac.uk or write to The Information Governance Office, Christie Building, 

The University of Manchester, Oxford Road, M13 9PL at the University and we will guide you 

through the process of exercising your rights. 

You also have a right to complain to the Information Commissioner’s Office about complaints 

relating to your personal identifiable information Tel 0303 123 1113   

Link for Information Commissioner’s Office: https://ico.org.uk/concerns 

Contact Details 

If you have comments or questions, please contact: 

Name Email Address 

Ahmed Ibrahim ahmed.ibrahim-2@manchester.ac.uk IAM lab, Kilburn Building. M13 9PL. 
Manchester, UK 
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Consent Form 

Please read the participant information sheet (Version 1.8, 14/11/2020) before signing this 

document. 

If you are happy to participate in study then please complete and sign the consent form below 

 

General 
 

Initials 

1 
I confirm that I have read the participant information sheet (Version 1.8, 14/11/2020) 
for the above study.  I have had the opportunity to consider the information and ask 
questions. I am happy that any questions have answered satisfactorily.   

2 

I understand that my participation in the study is voluntary and that I am free to 
withdraw at any time – up until two months after the end date of the study - without 
giving a reason and without detriment to myself.   
 
I agree to take part on this basis.   

3 
I understand that when I withdraw from the experiment, I can opt to remove my data 
from the dataset and prevent its use in any future publications.  

 

Data Collection 
 

Initials 

4 

I agree to participate in two interviews: one at the beginning of the experiment about 
my personal interests, how I socialise and how much alcohol I consume; and one at the 
end of the experiment that reflects on the data captured and inferences made by the 
researchers.   

5 

I agree to install and run the application for research purposes. I understand that the 
application will collect the following data: location coordinates (longitude and latitude), 
app usage, notifications, call duration and times, message send/receive times, screen 
interactions, keyboard interactions, performed activities, WiFi and Bluetooth activity, 
and weather data. This data will be to understand my daily behaviour.   

6 I agree to receive notifications on my phone that ask questions about my interests.  

7 

[OPTIONAL] I agree to participate in four mini-interviews (one every six weeks) 
conducted using video conferencing software. The interviews will discuss my recent 
socialising and drinking behaviour. I understand that these will be audio recorded and 
sent to a third party for transcription. (optional) 

 

Data Use 
 

Initials 

8 
I agree that any data collected may be published in anonymous form in academic books, 
conference, reports, journals or thesis.   

9 
I understand that data collected during the study may be looked at by individuals from 
The University of Manchester or regulatory authorities. I give permission for these 
individuals to have access to my data.   

10 
I understand that there may be instances where during the course of the study 
information is revealed which means that the researchers will be obliged to break 
confidentiality and this has been explained in more detail in the information sheet.   

11 
[OPTIONAL] I agree that the researchers may retain my contact details in order to 
provide me with a summary of the findings for this study. (optional) 
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Overall Statement of Consent 
  

Initials 

12 I agree to take part in the study (six months duration).   

 
 

Data Protection 
   
 The personal information we collect and use to conduct this research will be processed in 
accordance with data protection law as explained in the Participant Information Sheet and the 
Privacy Notice for Research Participants.  

 
 
 
 
 
 
________________________                  ________________________           
Name of Participant Signature  Date 
 
 
 
 
 
________________________                  ________________________           
Name of person taking consent Signature  Date 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
You can choose to return an electronic copy of this form. We suggest doing this either as a non-
editable document (e.g. PDF) with an electronic representation of your signature, or as a photograph 
of a signed paper copy. If you choose to email the electronic form then we will download the 
document and store it securely before deleting the email to disassociate it from your contact details. 
 
Once completed, you should receive a copy of this form with both signatures on it. Please do keep 
this for your records.  
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Interview Type: Semi Structure 

Location: IAM lab 

Interviewer: Ahmed Ibrahim 

Expected duration: 10 – 15 minutes 

General information: 

• These interviews will be recorded using a laptop with an encrypted hard drive and will be 

deleted at the end date of the experiment.  

• Each interview will be identified by a unique ID that represents the participant, location, 

start and end time of the interview. 

• Transcription will be conducted by the Ahmed Ibrahim and will be stored on an encrypted 

hard drive.  

• The interview will be used as a supplementary source of ground truth.  

 

Questions of the first interview (when joining the study): 

 
Open questions 

 

• How would you describe your gender? 

• Tell us please about your daily routine.?  

• What are the places that you prefer to go to?  

• How often do you go to those places?  

• What motivates you to go to those places?  

• In general, what are your interests and how often do you practice them? 
 

Questions of the second interview (at the end of the experiment): 

• How close are we in understanding your interests and what we missed?  

• We will provide participants with the common places they visit which we discovered from 

their data and ask them to rank those places based on their interests. 

• To what extent do you think that the data we captured accurately describes your socialising 

activities? Can you tell us what we missed? 

• To what extent do you think that the data we captured accurately describes your drinking 

(alcohol) activities? Can you tell us what we missed? 

 



Appendix C

Supplement for the Evaluation Scale:
Intrinsic Motivation Inventory

C.1 Intrinsic Motivation Inventory

Intrinsic Motivation Inventory (IMI) is a post-experimental and multidimensional scale
used widely to assess intrinsic motivation toward activities (Ryan, 2018). Although the
authors of the IMI scale suggest that slight modifications on the wording of the scale’s
items would not affect its reliability nor validity, we have conducted an experiment
to ensure that our minor changes have no impact. Specifically, we have conducted a
confirmatory factor analysis replicating to the one of McAuley et al. which is refer-
enced by the IMI’s authors and used to validate the published scale. 77 students and
parents joined the experiment, which we conducted at the open days of the University
of Manchester. During the open days, the university provides the chance for students
and their parents to learn more about the study fields and environment1. We have ad-
vertised our IMI experiment as part of the activities that students and parents can do
during the open days. The experiment was run during the open days of 2018 and 2019.
Of the 77 participants, 22 joined in 2018 and the remaining 55 participated in the two
open days of 2019.

1For more information about the open days, please visit: https://www.manchester.ac.uk/stu
dy/undergraduate/open-days-visits/open-days/
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C.1.1 Method

The original version of IMI requires some tasks to be completed before conducting
the survey. To account for the different dimensions covered by IMI, we chose three
tasks that differ cognitively, and participants were free to select which one to perform.
The proposed activities are Sudoku, Origami, and a ‘HORSE’ like basketball game
whereby two players are asked to compete by replicating a shot. Missed shots result in
gradually forming the word ’HORSE’ and the first player to form the word loses the
game.

We based our study on the 22-items version of the IMI (see Section C.4). The
22-items version is widely used and shown to be reliable across multiple domains
Ryan (2018). It covers four dimensions: interest/enjoyment, perceived competence,
perceived choice and pressure/tension, and its scoring system is based on a seven-point
Likert scale. we refer to the original post-experimental version as IMIo, and we used
it to evaluate the performed tasks. Unlike IMIo, the modified version (IMIm) explicitly
integrates the tasks within the scale while reflecting the modifications required by our
work. Specifically, we modify the phraseology from the past to the present tense to
express the longevity aspect of interest.

Ethics application that contains a description of the study was completed to obtain
the approval from the school of computer science at the University of Manchester
(see the participant information sheet under Section C.2) . The study description -
which includes steps of the experiment as well as information related to preserving
the anonymity and confidentiality of the data - was shared with the participants. To
comply with the ethics requirements, all participants had to provide formal consent
before joining the study (Section C.3).

As noted earlier, we conducted the experiment in the open day at the University of
Manchester, participants or their parents were asked to sign the consent form before
joining the experiment. They had the chance to select which one of the three activities
to perform. Upon the task completion, the participants completed the modified version
of the IMI scale that is related to the completed task.

C.1.2 Results

We have conducted a Confirmatory Factor Analysis (CFA) to replicate the process
performed by the related works that aimed at adapting the IMI scale. Rather than
providing a conclusive analysis, our goal was to ensure that the trend of the calculated
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Figure C.1: The factor analysis of the participants’ responses to the IMI.

parameters does not contradict with ones of the original IMI. Specifically the loadings
of the items and cross loadings between the four dimensions. Therefore, we have
conducted the CFA after the open days of 2018 (with 22 participants) and then for the
entire 77 participants after the open days of 2019.

Figures C.1a and C.1b show that the loadings values of most dimension’s items are
stabalising above the threshold identified by the original IMI scale (i.e. 0.6). Although
this is true for all dimensions, we have paid a special attention to the interest subscale
as it is the one that is used by the work of this thesis. The third and the seventh items
of the interest subscale fall below the 0.6 threshold. However, we have noticed that all
the loadings that fall below 0.6 belong to reversed items (i.e. the scores of these items
are reversed with respect to the measured variable). This may indicate an impact of the
reverse scoring on the participants’ responses.

With respect to the cross loadings, Figures Figures C.1a and C.1b show the impact
of increasing the number of participants in separating the contributing factors (i.e. di-
mensions). The threshold identified by the original IMI scale is 0.4 for cross loading.
After the first open day, the factor separation was not evident as the calculated loadings
were larger than the specified threshold. The inclusion of more participants changed
that and started to indicate the independence between each factor. Moreover, the posi-
tive and negative relation between the factors seems to move to the expected direction.
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Competence, choice and interest are positively related whereas pressure negatively re-
lated with the previous three factors.
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C.2 Participant information sheet for the IMI experi-
ment
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An adapted scale for the intrinsic motivation inventory 

Participant Information Sheet (PIS) 

This PIS should be read in conjunction with The University privacy notice: 
http://documents.manchester.ac.uk/display.aspx?DocID=37095 

You are being invited to take part in a research study as part of a student project that aims to 
recognise human motivation from smartphone’s data. Before you decide whether to take part, it is 
important for you to understand why the research is being conducted and what it will involve. Please 
take time to read the following information carefully and discuss it with others if you wish. Please 
ask if there is anything that is not clear or if you would like more information. Take time to decide 
whether or not you wish to take part. Thank you for taking the time to read this.  

Who will conduct the research?  

Ahmed Ibrahim, a PhD student at the University of Manchester (school of computer science).  

What is the purpose of the research?  

Assess the participants’ opinions with respect to suggested motivations. 

Why have I been chosen?  

All participants were chosen randomly.  

What would I be asked to do if I took part?  

Perform one of the following tasks (Sudoku, origami, or basketball) and complete a questionnaire 

(called intrinsic motivation inventory or shortly IMI) that assesses your motivation toward the 

performed activity.  

What will happen to my personal information?  

In order to undertake the research project we will need to collect the following personal 

information/data about you: 

• Age. 

• Gender. 

• Education. 

Only the research team will have access to this information.  We are collecting and storing this 

personal information in accordance with the General Data Protection Regulation (GDPR) and Data 

Protection Act 2018 which legislate to protect your personal information.  The legal basis upon 

which we are using your personal information is “public interest task” and “for research purposes” if 

sensitive information is collected. For more information about the way we process your personal 
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information and comply with data protection law please see our Privacy Notice for Research 

Participants: (http://documents.manchester.ac.uk/display.aspx?DocID=37095).  

The University of Manchester, as Data Controller for this project takes responsibility for the 

protection of the personal information that this study is collecting about you.   In order to comply 

with the legal obligations to protect your personal data the University has safeguards in place such 

as policies and procedures.  All researchers are appropriately trained and your data will be looked 

after in the following way: 

The study team at the University of Manchester will have access to your personal identifiable 
information, that is data which could identify you, but they will anonymise it as soon as practical. 
However your consent form, contact details, and your responses to the intrinsic motivation 
inventory items will be transferred to and retained in a secured server at the University of 
Manchester for 5 years. 

You have a number of rights under data protection law regarding your personal information. For 

example you can request a copy of the information we hold about you. This is known as a Subject 

Access Request. If you would like to know more about your different rights, please consult our 

privacy notice for research: (http://documents.manchester.ac.uk/display.aspx?DocID=37095),and if 

you wish to contact us about your data protection rights, please email 

dataprotection@manchester.ac.uk or write to The Information Governance Office, Christie Building, 

University of Manchester, Oxford Road, M13 9PL. at the University and we will guide you through 

the process of exercising your rights. 

You also have a right to complain to the Information Commissioner’s Office, Tel 0303 123 1113   

Will my participation in the study be confidential?  

Your participation in the study will be kept confidential to the study team and those with access to 

your personal information as listed above.   

- Individuals from the University, the site where the research is taking place and regulatory 
authorities may need to review the study information for auditing and monitoring purposes 
or in the event of an incident.   

- In the event that there are concerns about the participant’s safety or the safety of others 
you may need to contact their GP/care team/family member. 

To ensure confidentiality, we will  

- De-identify the data and linking to the individual via an assigned participant ID only known 
to research team (also referred to pseudonymised or coded data).  

- Ensure the reporting of the data is done in such a way that individuals cannot be readily 
identified.   

What happens if I do not want to take part or if I change my mind?  

It is up to you to decide whether or not to take part. If you do decide to take part you will be given 
this information sheet to keep and be asked to sign a consent form. If you decide to take part you 
are still free to withdraw at any time without giving a reason and without detriment to yourself. 
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However, it will not be possible to remove your data from the project once it has been anonymised 
and forms part of the dataset as we will not be able to identify your specific data. This does not 
affect your data protection rights.  

Will my data be used for future research? 

When you agree to take part in a research study, the information about your health and care may be 
provided to researchers running other research studies in this organisation. The future research 
should not be incompatible with this research project and will concern Human Computer 
Interaction.  These organisations may be universities, NHS organisations or companies involved in 
health and care research in this country or abroad. Your information will only be used by 
organisations and researchers to conduct research in accordance with the UK Policy Framework for 

Health and Social Care Research. 

This information will not identify you and will not be combined with other information in a way that 
could identify you. The information will only be used for the purpose of health and care research, 
and cannot be used to contact you regarding any other matter or to affect your care. It will not be 
used to make decisions about future services available to you. 

Will I be paid for participating in the research?  

No. 

What is the duration of the research?  

It is expected to be 10 minutes (5 minutes for the task and 5 minutes for the questionnaire). 

Where will the research be conducted?  

At the University of Manchester – Kilburn building. 

Will the outcomes of the research be published?  

Statistical information and comparisons between the versions will be published. 

Who has reviewed the research project? 

The project has been reviewed by the University of Manchester Research Ethics Committee/ the 

school of computer science ethics committee.  

What if I want to make a complaint? 

Please contact Dr. Simon Harper: simon.harper@manchester.ac.uk 

Minor complaints 

If you have a minor complaint then you need to contact Ahmed Ibrahim in the first instance: 

Email:ahmed.ibrahim-7@postgrad.manchester.ac.uk 

Formal Complaints 
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If you wish to make a formal complaint or if you are not satisfied with the response you have 

gained from the researchers in the first instance then please contact  

The Research Governance and Integrity Manager, Research Office, Christie Building, University of 

Manchester, Oxford Road, Manchester, M13 9PL, by emailing: 

research.complaints@manchester.ac.uk  or by telephoning 0161 275 2674. 

What Do I Do Now? 

If you have any queries about the study or if you are interested in taking part then please 

contact  

Ahmed Ibrahim (Email:ahmed.ibrahim-7@postgrad.manchester.ac.uk) 

 

This Project Has Been Approved by the University of Manchester’s Research Ethics Committee 

[2018-3917-6214] 
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An adapted scale for the intrinsic motivation inventory 

Consent Form 

If you are happy to participate please complete and sign the consent form below 
 

  Activities Initials 

1 
I confirm that I have read the attached information sheet (Version 1.0, 04/06/2018) 
for the above study and have had the opportunity to consider the information and 
ask questions and had these answered satisfactorily. 

  

2 

I understand that my participation in the study is voluntary and that I am free to 
withdraw at any time without giving a reason and without detriment to myself.  I 
understand that it will not be possible to remove my data from the project once it 
has been anonymised and forms part of the data set.   
 
 
I agree to take part on this basis   

3 
I agree that any data collected may be published in anonymous form in academic 
books, reports, study, conference or journals 

 

4 
I agree that the researchers/researchers at other institutions may contact me in 
future about other research projects. 

 

5 
I agree that the researchers may retain my contact details in order to provide me 
with a summary of the findings for this study. 

 

6 I agree to take part in this study 

 

 
Data Protection 
 
The personal information we collect and use to conduct this research will be processed in 
accordance with data protection law as explained in the Participant Information Sheet and the 
Privacy Notice for Research Participants 
(http://documents.manchester.ac.uk/display.aspx?DocID=37095).  
 
 
________________________            ________________________           
Name of Participant Signature  Date 
 
 
 
________________________            ________________________           
Name of the person taking consent Signature  Date 
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1 copy for the research team (original) 
1 copy for the participant  
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C.4 The original IMI scale

Following is the original IMI scale directly obtained as a pdf file from https://se

lfdeterminationtheory.org/intrinsic-motivation-inventory/. Although
there is some typographic errors in the downloaded PDF, we have included the file as
is since it represents the formal version of the scale.

https://selfdeterminationtheory.org/intrinsic-motivation-inventory/
https://selfdeterminationtheory.org/intrinsic-motivation-inventory/


Intrinsic Motivation Inventory (IMI)

Scale Description
The Intrinsic Motivation Inventory (IMI) is a multidimensional measurement device intended to assess 
participantsÕ subjective experience related to a target activity in laboratory experiments.  It has been used in 
several experiments related to intrinsic motivation and self-regulation (e.g., Ryan, 1982; Ryan, Mims & 
Koestner, 1983; Plant & Ryan, 1985; Ryan, Connell, & Plant, 1990; Ryan, Koestner & Deci, 1991; Deci, 
Eghrari, Patrick, & Leone, 1994).  The instrument assesses participantsÕ interest/enjoyment, perceived 
competence, effort, value/usefulness, felt pressure and tension, and perceived choice while performing a given 
activity, thus yielding six subscale scores.  Recently, a seventh subscale has been added to tap the experiences of 
relatedness, although the validity of this subscale has yet to be established.  The interest/enjoyment subscale is 
considered the self-report measure of intrinsic motivation; thus, although the overall questionnaire is called 
the Intrinsic Motivation Inventory, it is only the one subscale that assesses intrinsic motivation, per se.  As a 
result, the interest/enjoyment subscale often has more items on it that do the other subscales.  The perceived 
choice and perceived competence concepts are theorized to be positive predictors of both self-report and 
behavioral measures of intrinsic motivation, and pressure/tension is theorized to be a negative predictor of 
intrinsic motivation.  Effort is a separate variable that is relevant to some motivation questions, so is used it its 
relevant.  The value/usefulness subscale is used in internalization studies (e.g., Deci et al, 1994), the idea being 
that people internalize and become self-regulating with respect to activities that they experience as useful or 
valuable for themselves.  Finally, the relatedness subscale is used in studies having to do with interpersonal 
interactions, friendship formation, and so on.

The IMI consists of varied numbers of items from these subscales, all of which have been shown to be factor 
analytically coherent and stable across a variety of tasks, conditions, and settings.  The general criteria for 
inclusion of items on subscales have been a factor loading of at least 0.6 on the appropriate subscale, and no 
cross loadings above 0.4.  Typically, loadings substantially exceed these criteria.  Nonetheless, we recommend 
that investigators perform their own factor analyses on new data sets.  Past research suggests that order effects 
of item presentation appear to be negligible, and the inclusion or exclusion of specific subscales appears to have 
no impact on the others.  Thus, it is rare that all items have been used in a particular experiment.  Instead, 
experimenters have chosen the subscales that are relevant to the issues they are exploring.

The IMI items have often been modified slightly to fit specific activities.  Thus, for example, an item such as ÒI 
tried very hard to do well at this activityÓ can be changed to ÒI tried very hard to do well on these puzzlesÓ or 
Ò...in learning this materialÓ without effecting its reliability or validity.  As one can readily tell, there is nothing 
subtle about these items; they are quite face-valid.  However, in part, because of their straightforward nature, 
caution is needed in interpretation.  We have found, for example, that correlations between self-reports of effort 
or interest and behavioral indices of these dimensions are quite modest--often around 0.4.  Like other self-report 
measures, there is always the need to appropriately interpret how and why participants report as they do.  Ego-
involvements, self-presentation styles, reactance, and other psychological dynamics must be considered.  For 
example, in a study by Ryan, Koestner, and Deci (1991), we found that when participants were ego involved, 
the engaged in pressured persistence during a free choice period and this behavior did not correlate with the 



self-reports of interest/enjoyment.  In fact, we concluded that to be confident in oneÕs assessment of intrinsic 
motivation, one needs to find that the free-choice behavior and the self-reports of interest/enjoyment are 
significantly correlated.  

Another issue is that of redundancy.  Items within the subscales overlap considerably, although randomizing 
their presentation makes this less salient to most participants.  Nonetheless, shorter versions have been used and 
been found to be quite reliable.  The incremental R for every item above 4 for any given factor is quite small.  
Still, it is very important to recognize that multiple item subscales consistently outperform single items for 
obvious reasons, and they have better external validity.

On The Scale page, there are five sections.  First, the full 45 items that make up the 7 subscales are shown, 
along with information on constructing your own IMI and scoring it.  Then, there are four specific versions of 
the IMI that have been used in past studies.  This should give you a sense of the different ways it has been used.  
These have different numbers of items and different numbers of subscales, and they concern different activities.  
First, there is a standard, 22-item version that has been used in several studies, with four subscales: interest/
enjoyment, perceived competence, perceived choice, and pressure/tension.  Second, there is a short 9-item 
version concerned with the activity of reading some text material; it has three subscales:  interest/enjoyment, 
perceived competence, and pressure/tension.  Then, there is the 25-item version that was used in the 
internalization study, including the three subscales of value/usefulness, interest/enjoyment, and perceived 
choice.  Finally, there is a 29-item version of the interpersonal relatedness questionnaire that has five subscales: 
relatedness, interest/enjoyment, perceived choice, pressure/tension, and effort.

Finally, McAuley, Duncan, and Tammen (1987) did a study to examine the validity of the IMI and found strong 
support for its validity.
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The Scales

THE POST-EXPERIMENTAL INTRINSIC MOTIVATION INVENTORY
(Below are listed all 45 items that can be used depending on which are needed.)

For each of the following statements, please indicate how true it is for you, using the following scale:

   1 2 3 4 5 6 7
	
 	
         not at all	
 	
        somewhat	
 	
           very
	
 	
           true	
 	
 	
 true	
 	
           true

Interest/Enjoyment

I enjoyed doing this activity very much
This activity was fun to do.
I thought this was a boring activity.	
 (R)
This activity did not hold my attention at all.	
(R)
I would describe this activity as very interesting.
I thought this activity was quite enjoyable.
While I was doing this activity, I was thinking about how much I enjoyed it.

Perceived Competence
I think I am pretty good at this activity.
I think I did pretty well at this activity, compared to other students.
After working at this activity for awhile, I felt pretty competent.
I am satisfied with my performance at this task.
I was pretty skilled at this activity.
This was an activity that I couldnÕt do very well.	
 (R)

Effort/Importance
I put a lot of effort into this.
I didnÕt try very hard to do well at this activity.  (R)



I tried very hard on this activity.
It was important to me to do well at this task.
I didnÕt put much energy into this.	
 (R)

Pressure/Tension
I did not feel nervous at all while doing this.  	
 (R)
I felt very tense while doing this activity.
I was very relaxed in doing these.	
 (R)
I was anxious while working on this task.
I felt pressured while doing these.

Perceived Choice
I believe I had some choice about doing this activity.
I felt like it was not my own choice to do this task.	
 (R)
I didnÕt really have a choice about doing this task.	
 (R)
I felt like I had to do this.	
 (R)
I did this activity because I had no choice.	
 (R)
I did this activity because I wanted to.
I did this activity because I had to.	
 (R)

Value/Usefulness
I believe this activity could be of some value to me.
I think that doing this activity is useful for ______________________
I think this is important to do because it can _____________________
I would be willing to do this again because it has some value to me.
I think doing this activity could help me to _____________________
I believe doing this activity could be beneficial to me.
I think this is an important activity.

Relatedness
I felt really distant to this person. 	
 (R)
I really doubt that this person and I would ever be friends.	
 (R)
I felt like  I could really trust this person.
IÕd like a chance to interact with this person more often.
IÕd really prefer not to interact with this person in the future.	
 (R)
I donÕt feel like I could really trust this person.	
 (R)
It is likely that this person and I could become friends if we interacted a lot.
I feel close to this person.

Constructing the IMI for your study.  First, decide which of the variables (factors) you want to use, based on 
what theoretical questions you are addressing.  Then, use the items from those factors, randomly ordered.  If 
you use the value/usefulness items, you will need to complete the three items as appropriate.  In other words, if 
you were studying whether the person believes an activity is useful for improving concentration, or becoming a 



better basketball player, or whatever, then fill in the blanks with that information.  If you do not want to refer to 
a particular outcome, then just truncate the items with its being useful, helpful, or important.

Scoring information for the IMI.  To score this instrument, you must first reverse score the items for which an 
(R) is shown after them.  To do that, subtract the item response from 8, and use the resulting number as the item 
score.  Then, calculate subscale scores by averaging across all of the items on that subscale.  The subscale 
scores are then used in the analyses of relevant questions.

* * * * * * * * * * * *

The following is a 22 item version of the scale that has been used in some lab studies on intrinsic motivation.  It 
has four subscales:   interest/enjoyment, perceived choice, perceived competence, and pressure/tension.  The 
interest/enjoyment subscale is considered the self-report measure of intrinsic motivation; perceived choice and 
perceived competence are theorized to be positive predictors of both self-report and behavioral measures of 
intrinsic motivation.  Pressure tension is theorized to be a negative predictor of intrinsic motivation.  Scoring 
information is presented after the questionnaire itself.

TASK EVALUATION QUESTIONNAIRE

For each of the following statements, please indicate how true it is for you, using the following scale:

	
 	
 	
 1	
 2	
 3	
 4	
 5	
 6	
 7
	
 	
         not at all	
 	
        somewhat	
 	
           very
	
 	
           true	
 	
 	
 true	
 	
           true

1.	
 While I was working on the task I was thinking about  how much I enjoyed it.

2.	
 I did not feel at all nervous about doing the task.

3.	
 I felt that it was my choice to do the task.

4.	
 I think I am pretty good at this task.

5.	
 I found the task very interesting.

6.	
 I felt tense while doing the task.

7.	
 I think I did pretty well at this activity, compared to other students.



8.	
 Doing the task was fun.

9.	
 I felt relaxed while doing the task.

10.	
 I enjoyed doing the task very much.

11.	
 I didnÕt really have a choice about doing the task.

12.	
 I am satisfied with my performance at this task.

13.	
 I was anxious while doing the task.

14.	
 I thought the task was very boring.

15.	
 I felt like I was doing what I wanted to do while I was working on the task.

16.	
 I felt pretty skilled at this task.

17.	
 I thought the task was very interesting.

18.	
 I felt pressured while doing the task.

19.	
 I felt like I had to do the task.

20.	
 I would describe the task as very enjoyable.

21.	
 I did the task because I had no choice.

22.	
 After working at this task for awhile, I felt pretty competent.

Scoring information.  Begin by reverse scoring items # 2, 9, 11, 14, 19, 21.  In other words, subtract the 
item response from 8, and use the result as the item score for that item.  This way, a higher score will indicate 
more of the concept described in the subscale name.  Thus, a higher score on pressure/tension means the person 
felt more pressured and tense; a higher score on perceived competence means the person felt more competent; 
and so on.  Then calculate subscale scores by averaging the items scores for the items on each subscale.  They 
are as follows.  The (R) after an item number is just a reminder that the item score is the reverse of the 
participantÕs response on that item.

	
 Interest/enjoyment:	
 1, 5, 8, 10, 14(R), 17, 20
	
 Perceived competence:	
 4, 7, 12, 16, 22
	
 Perceived choice:	
 3, 11(R), 15, 19(R), 21(R)
	
 Pressure/tension:	
 2(R), 6, 9(R), 13, 18



The subscale scores can then be used as dependent variables, predictors, or mediators, depending on the 
research questions being addressed.

* * * * * * * * * * * *

TEXT MATERIAL QUESTIONNAIRE I

For each of the following statements, please indicate how true it is for your, using the following scale as a 
guide:

   1 2 3 4 5 6 7
	
 	
         not at all	
 	
        somewhat	
 	
           very
	
 	
           true	
 	
 	
 true	
 	
           true

1.	
 While I was reading this material, I was thinking about how much I enjoyed it.

2.	
 I did not feel at all nervous while reading.

3.	
 This material did not hold my attention at all.

4.	
 I think I understood this material pretty well.

5.	
 I would describe this material as very interesting.

6.	
 I think I understood this material very well, compared to other students.

7.	
 I enjoyed reading this material very much.

8.	
 I felt very tense while reading this material.

9.	
 This material was fun to read.

Scoring information.  Begin by reverse scoring items # 2 and 3.  In other words, subtract the item response 
from 8, and use the result as the item score for that item.  This way, a higher score will indicate more of the 



concept described in the subscale name.  Then calculate subscale scores by averaging the items scores for the 
items on each subscale.  They are shown below.  The (R) after an item number is just a reminder that the item 
score is the reverse of the participantÕs response on that item.

	
 Interest/enjoyment:	
 1, 3(R), 5, 7, 9
	
 Perceived competence:	
 4, 6, 
	
 Pressure/tension:	
 2(R), 8

* * * * * * * * * * * *

The next version of the questionnaire was used for a study of internalization with an uninteresting computer 
task (Deci et al., 1994).

ACTIVITY PERCEPTION QUESTIONNAIRE

The following items concern your experience with the task.  Please answer all items.  For each item, please 
indicate how true the statement is for you, using the following scale as a guide:

	
 	
 	
 1	
 2	
 3	
 4	
 5	
 6	
 7
	
 	
         not at all	
 	
        somewhat	
 	
           very
	
 	
           true	
 	
 	
 true	
 	
           true

1.	
 I believe that doing this activity could be of some value for me.

2.	
 I believe I had some choice about doing this activity.

3.	
 While I was doing this activity, I was thinking about how much I enjoyed it.

4.	
 I believe that doing this activity is useful for improved concentration.

5.	
 This activity was fun to do.

6.	
 I think this activity is important for my improvement.

7.	
 I enjoyed doing this activity very much.

8.	
 I really did not have a choice about doing this activity.



9.	
 I did this activity because I wanted to.

10.	
 I think this is an important activity.

11.	
 I felt like I was enjoying the activity while I was doing it.

12.	
 I thought this was a very boring activity.

13.	
 It is possible that this activity could improve my studying habits.

14.	
 I felt like I had no choice but to do this activity.

15.	
 I thought this was a very interesting activity.

16.	
 I am willing to do this activity again because I think it is somewhat useful.

17.	
 I would describe this activity as very enjoyable.

18.	
 I felt like I had to do this activity.

19.	
 I believe doing this activity could be somewhat beneficial for me.

20.	
 I did this activity because I had to.

21.	
 I believe doing this activity could help me do better in school.

22.	
 While doing this activity I felt like I had a choice.

23.	
 I would describe this activity as very fun.

24.	
 I felt like it was not my own choice to do this activity.

25.	
 I would be willing to do this activity again because it has some value for me.

Scoring information.  Begin by reverse scoring items # 8, 12, 14, 18, 20, and 24 by subtracting the item 
response from 8 and using the result as the item score for that item.  Then calculate subscale scores by 
averaging the items scores for the items on each subscale.  They are shown below.  The (R) after an item 
number is just a reminder that the item score is the reverse of the participantÕs response on that item.

	

Interest/enjoyment:	
 3, 5, 7, 11, 12(R), 15, 17, 23
Value/usefulness:	
 1, 4, 6, 10, 13, 16, 19, 21, 25
Perceived choice:	
 2, 8(R), 9, 14(R), 18(R), 20(R), 22, 24(R)



* * * * * * * * * * * *

SUBJECT IMPRESSIONS QUESTIONNAIRE

The following sentences describe thoughts and feelings you may have had regarding the other person who 
participated in the experiment with you.  For each of the following statement please indicate how true it is for 
you, using the following scale as a guide:

	
 	
 	
 1	
 2	
 3	
 4	
 5	
 6	
 7
	
 	
         not at all	
 	
        somewhat	
 	
           very
	
 	
           true	
 	
 	
 true	
 	
           true

1.	
 While I was interacting with this person, I was thinking about how much I enjoyed it.

2.	
 I felt really distant to this person.

3.	
 I did not feel at all nervous about interacting with this person.

4.	
 I felt like I had choice about interacting with this person.

5.	
 I would describe interacting with this person as very enjoyable.

6.	
 I really doubt that this person and I would ever become friends.

7.	
 I found this person very interesting.

8.	
 I enjoyed interacting with this person very much.

9.	
 I felt tense while interacting with this person.

10.	
 I really feel like I could trust this person.

11.	
 Interacting with this person was fun.

12.	
 I felt relaxed while interacting with this person.

13.	
 IÕd like a chance to interact more with this person.



14.	
 I didnÕt really have a choice about interacting with this person.

15.	
 I tried hard to have a good interaction with this person.

16.	
 IÕd really prefer not to interact with this person in the future.

17.	
 I was anxious while interacting with this person.

18.	
 I thought this person was very boring.

19.	
 I felt like I was doing what I wanted to do while I was interacting with this person.

20.	
 I tried very hard while interacting with this person.

21.	
 I donÕt feel like I could really trust this person.

22.	
 I thought interacting with this person was very interesting.

23.	
 I felt pressured while interacting with this person.

24.	
 I think itÕs likely that this person and I could become friends.

25.	
 I felt like I had to interact with this person.

26.	
 I feel really close to this person.

27.	
 I didnÕt put much energy into interacting with this person.

28.	
 I interacted with this person because I had no choice.

29.	
 I put some effort into interacting with this person.

Scoring information.  Begin by reverse scoring items # 2, 3, 6, 12, 14, 16, 18, 21, 25, 27, and 28 by 
subtracting the item response from 8 and using the result as the item score for that item.  Then calculate 
subscale scores by averaging the items scores for the items on each subscale.  They are shown below.  The (R) 
after an item number is just a reminder that the item score is the reverse of the participantÕs response on that 
item.

Relatedness:	
 	
 2(R), 6(R), 10, 13, 16(R), 21(R), 24, 26 
Interest/enjoyment:	
 1, 5, 7, 8, 11, 18(R), 22 	

Perceived choice:	
 4, 14(R), 19, 25(R), 28(R)
Pressure/tension:	
 3(R), 9, 12(R), 17, 23, 
Effort:	
 	
 	
 15, 20, 27(R), 29
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C.5 Adapted IMI Interest/Enjoyment scale
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For each of the following statements,2 please indicate how true it is for you, using the
following scale:

1 2 3 4 5 6 7
not at somewhat true
all true

• I enjoy [shopping] very much

• [Shopping] is fun to do.

• I think [shopping] is boring.3

• [Shopping] does not hold my attention at all.

• I would describe [shopping] as very interesting.

• I think [shopping] is quite enjoyable.

• While [shopping], I am thinking about how much I enjoy it.

2In each statement, the placeholder [shopping] is illustrative and would be replaced by any identified
IMB.

3Scores for this item, and the one immediately following, should be reversed.



Appendix D

Case Study: Covid-19 and the MIR

In this appendix, we present a case related to COVID-19. Specifically, we include
a paper that details how digital phenotyping and deriving behavioural and personal
knowledge can benefit the personalisation of nudges related to COVID-19. The paper
relies on our work to observe, extract and understand behavioural and personal aspects
from smartphone’s data. Although this paper is not part of the research questions or
contributions that we detailed in the first chapter, it explains how personal knowledge
similar to the one discussed in this thesis can be applied in different domains. This
shows that our work is not overfitted to one particular domain.

The main content of this appendix is a paper authored by: Ahmed Ibrahim, Heng

Zhang, Sarah Clinch, Ellen Poliakoff, Bijan Parsia, Simon Harper. The title of the pa-
per is: Digital Phenotypes for Understanding Individuals’ Compliance With COVID-
19 Policies and Personalized Nudges: Longitudinal Observational Study. The pa-
per is published in JMIR Formative Research (https://formative.jmir.org),
May 2021. Volume: 5. ISSN: 2561-326X. DOI: 10.2196/23461. URL: https:
//formative.jmir.org/2021/5/e23461. For this thesis, we edited some for-
matting styles, such as the sizes of some tables for consistency and readability reasons.

Author contribution
Ahmed Ibrahim and Heng Zhang contributed equally to this paper. They designed

the included studies, analysed and synthesised the results and wrote the paper. Sarah
Clinch, Ellen Poliakoff, Bijan Parsia, and Simon Harper provided continuous feedback
throughout all the stages of the study, offered advice and discussion and contributed
vital edits to the paper’s writing.
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Copyright
“Ahmed Ibrahim, Heng Zhang, Sarah Clinch, Ellen Poliakoff, Bijan Parsia, Simon

Harper. Originally published in JMIR Formative Research (https://formative.
jmir.org), 27.05.2021. This is an open-access article distributed under the terms of
the Creative Commons Attribution License (https://creativecommons.org/li
censes/by/4.0/), which permits unrestricted use, distribution, and reproduction in
any medium, provided the original work, first published in JMIR Formative Research,
is properly cited. The complete bibliographic information, a link to the original pub-
lication on https://formative.jmir.org, as well as this copyright and license
information must be included.”

Abstract
Background Governments promote behavioral policies such as social distanc-

ing and phased reopening to control the spread of COVID-19. Digital phenotyping
helps promote the compliance with these policies through the personalized behavioral
knowledge it produces.

Objectives This study investigated the value of smartphone-derived digital pheno-
types in (1) analyzing individuals’ compliance with COVID-19 policies through behav-
ioral responses and (2) suggesting ways to personalize communication through those
policies.

Methods We conducted longitudinal experiments that started before the outbreak
of COVID-19 and continued during the pandemic. A total of 16 participants were
recruited before the pandemic, and a smartphone sensing app was installed for each
of them. We then assessed individual compliance with COVID-19 policies and their
impact on habitual behaviors.

Results Our results show a significant change in people’s mobility (P < .001) as
a result of COVID-19 regulations, from an average of 10 visited places every week
to approximately 2 places a week. We also discussed our results within the context
of nudges used by the National Health Service in the United Kingdom to promote
COVID-19 regulations.

Conclusions Our findings show that digital phenotyping has substantial value in
understanding people’s behavior during a pandemic. Behavioral features extracted
from digital phenotypes can facilitate the personalization of and compliance with be-
havioral policies. A rule-based messaging system can be implemented to deliver
nudges on the basis of digital phenotyping.

https://formative.jmir.org
https://formative.jmir.org
https://creativecommons.org/licenses/by/4.0/
https://creativecommons.org/licenses/by/4.0/
https://formative.jmir.org
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D.1 Introduction

COVID-19 is a highly contagious disease with confirmed cases in more than 188
countries as between December 2019 and June 2020, resulting in a global pandemic
(Wikipedia, 2020). To control the spread of COVID-19, governments have enforced
behavioral policies, such as stay-at-home and social distancing measures, which limit
the usual patterns of human interaction (Andersen, 2020; Briscese et al., 2020). The
potential risk of problems with social isolation (Usher et al., 2020) complicates the
implementation of these policies, which places an additional responsibility on govern-
ments to maintain mental health throughout the pandemic.

Currently, governments rely on communication campaigns to persuade people to
adhere to COVID-19 behavioral policies and reduce disease spread. Health agencies,
such as the National Health service (NHS) in the United Kingdom, design commu-
nication in a way that encourages the application of the promoted behaviors while
avoiding problems related to social isolation. This approach to communications de-
sign employs behavioral insights derived from scientific studies to deliver behavioral
guidance (Van Bavel et al., 2020). The communications resulting from this process are
called “nudges” (Thaler and Sunstein, 2008).

Despite the critical role of these campaigns in elevating community awareness,
they are not designed to reflect differently when people exhibit different behavioral
responses to the promoted procedures. Digital devices including smartphones can be
used to recognize behavioral differences. Accordingly, communications can be per-
sonalized and contextualized on the basis of the individual’s behavior. Smartphones
facilitate the capturing of behavioral features through the continuous and unobtrusive
collection of sensor and interaction data; this process is known as “digital phenotyp-
ing.”

In this study, we show how an individual’s behavioral reactions to COVID-19 poli-
cies can be observed through digital phenotyping. Subsequently, we suggest a per-
sonalized way of delivering nudges designed around the individual’s reactions to the
enforced regulations. We report 2 longitudinal studies that started before the outbreak
of the pandemic to collect digital phenotypes. Our studies allow us to observe the im-
pact on the overall behavior before and during the outbreak. Additionally, we observed
the impact of COVID-19 on habitual behaviors and the uptake of new apps.

Our primary research contribution is the introduction of an approach that employs
behavioral differences derived from digital phenotyping in the design of personalized
nudges. Although we did not conduct an experiment to measure the real-time effects of
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personalized nudges, the proposed nudges conform to the general guidelines in behav-
ioral science and are expected to improve individual compliance to them. Moreover,
the development of mental health issues as a result of lockdown policies can be ob-
served through digital phenotyping and better addressed through personalized nudges.

D.2 Related work

With the popularity and evolution of personal electronic devices, people are producing
an increasing number of digital footprints such as those generated through web-based
communication and mobile device usage. These footprints can be linked and ana-
lyzed with clinical data to create an individualized, nuanced view of human disease,
which is called a “digital phenotype” (Jain et al., 2015). In 2015, a digital phenotype
was defined by Jukka-Pekka Onnela as the “moment-by-moment quantification of the
individual-level human phenotype in-situ using data from smartphones and other per-
sonal digital devices” (Torous et al., 2016). Digital phenotyping has become one of
the most innovative approaches to enhance health and wellness via human-computer
interactions through digital technology.

Nowadays, smartphones have become the one of the ideal tools for digital phe-
notyping. Smartphones are the hub of personal communication, and almost everyone
has a smartphone. Although smartphones are not specially designed for behavioral re-
search, they can collect a large amount of related data directly and instantly with eco-
logical validity. Social interaction on smartphones, including calls, messages, emails,
and social media usage, can be captured without difficulty. Thus, social sensing could
be less intrusive on smartphones than on any other device. Embedded multiple and
power sensors also empower smartphones as an efficient tool to record the surround-
ing social context. For example, raw data from sensors such as microphones, the global
positioning system (GPS), and accelerometers can be gathered and interpreted as con-
versation engagement, mobility patterns, and the number of encounters to infer social
interaction occurring outside of smartphones. Thus, smartphones could be one of the
most applicable ways of passive societal digital phenotyping.

Digital phenotyping on smartphones has been utilized in various fields, especially
psychological and health-related studies. Abdullah et al. (2014) collected phone usage
patterns to detect and predict discrepancies in sleep rhythms. Furthermore, LiKamWa
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et al. (2013) analyzed call, message, or email contacts and location clusters from smart-
phones to infer users’ daily mood. Farhan et al. (2016) combined the locations and ac-
tivities from participants’ smartphones to predict depression. Boukhechba et al. (2017)
explored the association of social anxiety with GPS and communication patterns. To
confirm the findings and observations of passively collected smartphone data, all these
studies asked for participants’ input through various means including interviews, focus
groups, and questionnaires. All these studies claimed to have relatively high accuracy.
Albeit with different aims, our study similarly implemented these smartphone moni-
toring technologies. We collected data before and during the COVID-19 lockdown,
which provided us an opportunity to observe individual behavioral changes. We also
conducted interviews with our study participants to verify our findings.

D.3 Methods

D.3.1 Methods overview

We used behavioral indicators for the COVID-19 policies as proxies that would help
us observe the adoption of the desired change by people. Our approach relies on trans-
forming raw smartphone data collected longitudinally (i.e. digital phenotypes) into
behavioral features. Distance travelled and time spent at home by a person are ex-
amples of features derived from raw location data (i.e. timestamped longitude and
latitude attributes). The detection of behavioral indicators is achieved at the level of
behavioral features rather than the raw data. This is because behavioral indicators are
manifested at a higher level of human understanding expressible by those features. In
the following section, we detail the behavioral features and their roles in recognizing
the behavioral indicators of the proposed policies.

For this disease, transmitted through close contact, reducing the possibility of an
uninfected person having physical contact with an infected person may be the only ef-
fective way to suppress the transmission of the disease. Since the onset of the COVID-
19 pandemic, governments worldwide enforced a series of behavioral policies based
on this concept to control the spread of this highly infectious disease. For example,
the government of the United Kingdom instructed individuals to stay home as much
as possible, to limit contact with those from other households, and to maintain dis-
tance from others when stepping out of home (2 meters apart where possible)1. Other

1https://www.gov.uk/coronavirus

https://www.gov.uk/coronavirus
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measures include school closures, working from home, cancellation of mass gather-
ings, and travel restrictions. These policies are referred to as “social distancing” or
“physical distancing” policies.

D.3.2 Stay-at-Home measures

Deriving behavioral indicators of social distancing from smartphone data was our pri-
mary consideration. There are some existing studies on the mobility responses to
COVID-19; for instance, a previous study (Xu et al., 2020) analyzed public geolocated
Twitter data to measure the travel behaviors of users. Allcott et al. (2020) combined
surveys and GPS foot traffic patterns to observe partisan differences in social distanc-
ing. They reported a substantial reduction in the mobility of people in the United
States, albeit with partisan gaps in beliefs and behavior. Similarly, we can expect that
our participants should spend almost all their time at home and to limit the time and
number of places when stepping out, which is usually only for essential shopping ow-
ing to the implementation of social distancing measures. These behavioral changes can
be acquired from raw GPS data. Since participants’ smartphones record latitude and
longitude attributes continuously, their distance from home can always be calculated.
Thus, we can determine the time and frequency of their trips outside of home.

Furthermore, social distancing measures can bring about adverse effects, especially
on mental health. Some of these reported effects include stress, anxiety and depres-
sion, and panic2. To maintain mental well-being and while at home, people may find
alternative methods of communication to replace their regular face-to-face interactions.
Phone calls, messages, video chatting, and social media are possible substitutions peo-
ple may choose; accordingly, a potential increase in the use of these communication
methods is expected. With the various data sources, we could draw a comprehensive
and personalized picture of how people react to the impact of COVID-19 restrictions.

D.3.3 Social distancing measures

Social distancing implies that people should meet fewer people than they would during
normal times. Bluetooth signals are an effective reference for face-to-face interaction

2https://www.cdc.gov/coronavirus/2019-ncov/daily-life-coping/managing-stress-
anxiety.html

https://www.cdc.gov/coronavirus/2019-ncov/daily-life-coping/managing-stress-anxiety.html
https://www.cdc.gov/coronavirus/2019-ncov/daily-life-coping/managing-stress-anxiety.html
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recorded on smartphones. Nowadays, almost everyone carries a smartphone, and al-
most every smartphone is equipped with Bluetooth technology, which scans surround-
ing signals and reports its identity continuously in a short range. Thus, every newly
captured Bluetooth entry could potentially represent a new person in close proximity
(Liu et al., 2013). This technology has been widely used in the field to estimate face-
to-face proximity (Liu and Striegel, 2011). Although it is not fully accurate because
of the physical position of the smartphone and surrounding environments, it can still
provide a trend that people have less face-to-face interactions. Hence, owing to the
social distancing policy, a reduction in the number of unique Bluetooth signals is ex-
pected. Theoretically, this would indicate whether our participants adhere to the rules
of staying at home and avoiding others visiting their household.

Moreover, social distancing has also affected people when they go for essential
shopping. Many grocery stores have a limited number of people in their branches and
have introduced directional floor markings to help shoppers maintain a 2-meter dis-
tance from one another3. This policy could reduce the capacity of crowded grocery
stores, and fewer people are expected to be in close proximity to our participants com-
pared to the time before social distancing measures were implemented. Thus, from
Bluetooth signals, we could expect a reduction in the number of unique devices from
a single scan.

D.3.4 Experiments

We report results from 2 longitudinal studies conducted to gather smartphones’ digital
phenotypes. Both studies were underway prior to, and continued through, large-scale
transmission of COVID-19 and associated social distancing behaviors.

D.3.5 Participants

The studies were reviewed and approved by the Department of Computer Science
Ethics Committee at the University. A total of 16 participants were recruited (4 males
and 4 females per experiment) through the university database and websites. The 2
experiments recruited individuals from different populations in the United Kingdom:
(1) students and (2) patients with a diagnosis of Parkinson disease (aged 63-75 years).

The 2 studies used smartphones to capture data on the participants’ activities. Both
experiments rely on the same sensing platform.

3https://www.tesco.com/help/covid-19/

https://www.tesco.com/help/covid-19/


APPENDIX D. CASE STUDY: COVID-19 AND THE MIR 336

Table D.1: Sources of the collected digital phenotypes with data description.

Source Data

GPS Location coordinates (longitude and latitude).
Weather Temperature, humidity, pressure, wind speed, cloudiness,

amount of rain and snow, times of sunrise and sunset.
Applications App usage data.
Notifications All notifications generated by any app installed on the

phone .
Screen Screen interactions, visited websites.
Wifi Access points.
Bluetooth Nearby devices.
Battery Charging status, charging start time, charging end time, dis-

charging start time, discharging end time.
Calls Calls types (outgoing, incoming and missed calls) and

times. Numbers are stored in an encrypted format.
Keyboard Time and the typed letters. (numbers and emails are re-

placed with asterisks).
Consent form Name and signature.
Questionnaire We ask about interests that we infer from the data.
Activity recognition Tilting, running, on vehicle, walking, on bicycle, on foot.

D.3.6 Instrument

In this study, we used smartphones as independent sensing tools to retrieve partici-
pants’ behavioral data. The AWARE sensing platform (Ferreira et al., 2015) and de-
veloped plug-ins were deployed on participants’ smartphone as a monitor app. Under
the approval of the ethics committee, different kinds of data, including calls, messages,
social media app usage, smartphone usage, notifications, locations, Bluetooth signals,
and Wi-Fi signals were collected passively. The content of sensitive communications,
such as calls, messages, and conversations, was not recorded. All these data were
processed to maintain the anonymity and confidentiality of all participants. All data
sources are summarized in Table D.1.

Participants were asked to attend an introductory interview to obtain information
on our study and to clarify any of their doubts. On obtaining formal approval from the
participants, the AWARE app was installed on their smartphones. Participants were
asked to keep the installed app running and use their phones as they normally do. An
offline analysis was conducted on data synced with the backend AWARE server.
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D.4 Results

D.4.1 Results overview

This section discusses the results obtained from the responses to the stay-at-home and
social distancing policies. To show how digital phenotyping can help understand be-
havioral responses to these policies, we selected a prototypical participant who exem-
plified the general behavioral responses exhibited by all participants, in each subsec-
tion, except for Figure D.1, which represents all participants. Our experiments started
at different times; therefore, the lockdown timelines for each participant may differ.
The behavioral responses to COVID-19 were captured despite the differences in the
lockdown week. It was intended per our experimental design to have participants ad-
here to these policies at different times because participants were individually assessed,
and no extrapolation among other participants was intended.

D.4.2 Stay-at-Home measures

Mobility patterns for participants in both experiments significantly decreased as a re-
sult of the compliance with the stay-at-home policy (P < .001) (Figure D.1A). Before
the lockdown, the average number of places visited was slightly lesser among patients
with Parkinson disease than among the students (Figure D.1B). However, a patient with
Parkinson disease and a student may exhibit similar responses to the stay-at-home pol-
icy. Thus, individuals of the same group can exhibit a pattern that is different from
the average behavior of their corresponding groups. Thus, individual analysis of dig-
ital phenotypes would help better understand people’s compliance with the suggested
policies.

Participants exhibited similar behavioral responses to COVID-19 regulations. We
selected a participant who exemplifies the behavioral responses to present the results.
We divided the participant’s behavior window by week (Monday to Sunday), such that
a whole cycle of a weekly social routine could be acquired. The stop point detection
algorithms were applied for raw GPS data, such that the place of residence of the
participant could be extracted. We used the algorithm proposed by Li et al. (2008) to
extract stop points. The algorithm processes data points sequentially, and stop points
are defined on the basis of predefined time and distance thresholds. Furthermore, we
considered the location where participants spend most of their time of the day as their
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Figure D.1: Impact of the stay-at-home policy on mobility behaviour.

home. We used Foursquare4 to determine the names of places, which allows for a better
understanding of location semantics. By summing up the calculated results of the
algorithm, the length of time participants spend at home and time spent by participants
outside of home per week were obtained.

Another indicator is Bluetooth signals. As mentioned before, a scanned unique
Bluetooth device could represent a person in close proximity. With everyone staying
at home, fewer new identified Bluetooth entries were expected to be recorded. The time
spent outside of home was usually below 30 minutes, but identified Bluetooth entries
were all above 1000. To easily observe the similar trend of time spent outside of home
and the number of new identified Bluetooth entries, we normalized the actual data so
they can be plotted on the same graph. As illustrated in Figure D.2, a clear boundary
was observed, in that the participant went outside of home fewer times and presented
decreased unique Bluetooth entries. Although fluctuations continue, the edge appeared
around week 9; that is, March 15-22. This was the week before a lockdown was
officially declared in the United Kingdom. Thus, it was observed that this participant
perceived the stay-at-home policy and obeyed it objectively.

Figure D.3 shows the impact of the “stay-at-home” policy on participant mobility.
The figure represents the mobility behavior of participants who reside in the United
Kingdom. Starting from week 12, the number of visited locations drastically decreased
from an average of 7 locations to 2 locations. The 2 locations are the participant’s home

4https://foursquare.com

https://foursquare.com
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Figure D.2: Normalized unique Bluetooth signals and time spent out of home of a
participant before and after the lock-down.

and a grocery store. To motivate this participant to comply with the stay-at-home pol-
icy, options for the delivery of grocery items or shopping times can be communicated.

D.4.3 Social distancing measures

As described before, in accordance with the social distancing policy, people have to
stay further away from each other than they would during normal times. Because of
the capability of the Bluetooth technology, fewer scanned entries would be expected at
a time. In this example, we also separated the data into natural weeks and combined all
Bluetooth records within that week. Then, we divided this number by the total times
for the scans to calculate the average 1-time Bluetooth discovery. As shown in Figure
D.4, the average 1-time Bluetooth entries decreased around week 9, which is the first
week of the official lockdown in the United Kingdom. This potentially indicates that
the participant maintained social distance with others and met fewer people during the
lockdown.

The results of our experiment show that the participants complied with COVID-19
policies. Participants managed to stay at home and adapt to the requested changes.
However, to stay connected, the participant data show corresponding changes in app
usage. The usage of social media apps, phone calls, and video conferences increased
for most participants compared to the period before the lockdown. Figure D.5 shows
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Figure D.3: Location visited by a participant before and after the lockdown.

Figure D.4: Average 1-time Bluetooth entries before and after the lockdown.
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Figure D.5: Normalized duration scores for a participant before and during the pan-
demic. The participant was enrolled in the first week of March and the lockdown
started after the third week of data collection.

the app usage of a participant before and during the pandemic. Instagram was used
the longest at 19.50 hours of usage, whereas the time spent on the Houseparty app
was 9.27 hours. Values were normalized to easily observe the trend and be consistent
with observations from other sources. The lockdown started during week 3. Conse-
quently, the usage of apps, such as Facebook Messenger, WhatsApp, and Discord, has
increased.

In contrast, 2 participants presented a decline in phone usage during the lockdown.
When interviewed, the participants indicated that they started to use their personal
computers and smart televisions more to accomplish the same tasks they previously
did with smartphones.

D.5 Discussion

D.5.1 Principal Findings

The reported results show that actionable information can be derived from digital phe-
notyping. The information derived from understanding participants’ compliance, as
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well as the behavioral impact, can be used in personalized behavioral interventions.
Behavioral nudges are used as an effective approach to promote behavioral changes.
The NHS in the United Kingdom employs behavioral principles, such as reducing the
cognitive load, to communicate nudges. We use actual text messages delivered by the
NHS during the pandemic to demonstrate the potential benefit of personalization based
on digital phenotyping. We show how a personalized understanding can be leveraged
for more traction nudges and just-in-time intervention. The Behavioural Insights (BI)
team5 and the NHS have collaborated to nudge approximately 2 million people through
text messages. The recipients of these nudges include people at the highest risk of de-
veloping critical complications should they contract the disease. The BI team employ
the following behavioral principles to produce the content of a nudge (i.e. the delivered
text message).

1. Selection of the appropriate communication channel: since smartphone apps in-
troduce multiple communication channels (e.g. SMS, WhatsApp, and Messen-
ger), personal preferences vary. The NHS and BI team have selected SMS as
their preferred method on the basis of a study that shows that 85% of 600 par-
ticipants do not mind receiving text messages on their personal devices from the
NHS (Burd and Coleman, 2020).

2. Signifying the key points: owing to the limitation of text messages, the NHS and
BI team have to summarize extended guidelines into short messages. Accord-
ingly, they designed messages such that the key ideas are prioritized.

3. Minimization of confusion and the cognitive load: the key ideas should be de-
livered in a language that is understandable by laypeople. Additionally, the mes-
sages should be clear to avoid confusion and misunderstanding that may quickly
spread and negatively impact people.

4. Drawing on scientific behavioral findings: insights derived from behavioral and
psychological studies are used to design nudges. For instance, it has been sug-
gested that providing the rationale can help manage people’s mental health when
quarantined. Accordingly, the NHS and BI team comply with that when design-
ing nudges.

5https://www.bi.team/blogs/using-behavioural-insights-to-create-a-covid-19-te
xt-service-for-the-nhs/

https://www.bi.team/blogs/using-behavioural-insights-to-create-a-covid-19-text-service-for-the-nhs/
https://www.bi.team/blogs/using-behavioural-insights-to-create-a-covid-19-text-service-for-the-nhs/


APPENDIX D. CASE STUDY: COVID-19 AND THE MIR 343

These behavioral principles are population-based, which has been reflected on the
content of the nudge. M1, M2, and M3 (Table D.2) are examples of 3 nudges that are
delivered in accordance with these principles. We hypothesize that digital phenotyping
can better improve the content and delivery of these nudges through personalization.
For instance, the predicate of M1 can be tailored in accordance with the participant’s
status as follows. We can predict whether or not a person lives alone from the digital
phenotypes. Accordingly, 2 versions of the message can be prepared to deliver a per-
sonalized nudge. Versions can be tailored on the basis of the predicted status, age, or
other demographics predictable through digital phenotyping.

Digital phenotypes can also improve M2. For instance, an individual used to go to
the cinema on Saturdays. Instead of delivering a general nudge about adhering to the
typical routine, we can nudge the participant to watch a movie every Saturday during
the pandemic. Thus, the typical routine can be embraced, and the delivery of the nudge
can be contextualized (i.e. just-in-time intervention). Adhering to typical routines can
improve the mental health of individuals and reduce the negative impact of COVID-19
policies.

The information derived from digital phenotyping can also be used to prevent over-
messaging. M1 encourages participants to chat with others to stay connected. If the
derived data show that a participant regularly chats with others, there is no need to
send M1. We speculate that crafting messages on the basis of both data and behavioral
principles as well as introducing fewer messages is expected to provide better results.
However, actual field testing is required to scientifically measure the real effect of do-
ing so.

Although our approach demonstrates a potential way of producing personalized
nudges, it can be reflected in existing behavioral change frameworks such as the behav-
ioral change wheel (Michie et al., 2011). For instance, the framework of the behavioral
change wheel identifies 3 main stages to the behavioral change: (1) understanding the
behavior to be changed, (2) deciding on the intervention function, and (3) selecting the
mode of delivery. We profile and understand the individuals’ behaviors through digi-
tal phenotyping. Incentivization and persuasion are intervention functions that shape
nudging (Liu and Striegel, 2011). Communication as a delivery mode is then used to
deliver text messages that nudge people to exhibit the desired behavior.

We are aware of the privacy concerns that may hinder the measurements and imple-
mentation of personalized nudges. However, apps can be designed in a way that allows
people to partially share information in accordance with their needs. For instance, an
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Table D.2: The NHS text messages used for nudging and our proposed personalisation.

Code Goal NHS text Personalisation suggestions

M1 Nudge to es-
tablish social
responsibility and
keep connected

“If you live alone, text a
friend or a family member to
let them know you are follow-
ing advice to stay at home un-
til it is safer to mix with oth-
ers. Plan to chat to someone
over the phone at least once a
day.”

If a participant chats regu-
larly or lives with others, do
not send it and prevent over-
messaging.

M2 Nudge to keep
normal routine
and ease anxiety.

“Try to stick as closely as you
can to your typical daily rou-
tine.”

If a participant is a movie-
goer, “Watch a movie and try
to stick as closely as you can
to your typical daily routine.”

M3 Nudge to pre-
serve mental
health

“Are there things you enjoy
doing at home that you usu-
ally don’t have time for?”

If a participant reports home
activities, do not send it and
prevent over-messaging.

individual may choose to share the location data only if diagnosed with COVID-19, to
trace and limit the spread of the disease to others. Another individual may choose to
share his/her data to receive personalized nudges that help him/her adhere to the daily
routine (M2). Nevertheless, in these cases and others, personal behaviors are privately
phenotyped, and it is up to the person whether or not to share the collected data. Alter-
natively, messages can be packaged with the app and delivered to participants on the
basis of the outcome of a decision tree.

Stay-at-home, social distancing, and other policies are primarily behavioral mea-
sures aimed at changing individuals’ behaviors to ensure that the risk of contracting the
disease is reduced. From this standpoint, behavioral change frameworks (e.g. nudg-
ing and the behavioral change wheel) can be relied upon to support the implementa-
tion of these behavioral policies. The use of digital phenotyping in activating these
frameworks provides an opportunity to personalize the delivery of these policies on
the basis of each individual’s data. Individuals, institutions, and governments can ben-
efit from such personalization in containing the spread of the virus. Governments may
choose to develop apps that have behavioral policies implemented as built-in messages.
The delivery of these messages is designed to adapt in accordance with the exhibited
behaviors. Individuals who stayed at home (according to digital phenotyping) will



APPENDIX D. CASE STUDY: COVID-19 AND THE MIR 345

not receive messages encouraging them to do so. This decision and others related to
message delivery are made locally, on the individual’s phone, without compromising
his/her privacy. However, individuals who test positive can help governments reduce
the potential impacts on others by voluntarily sharing their latest mobility behaviors.

Besides generating personalized nudges, digital phenotyping shows its capability
to observe people’s behavior on an individual level. In the contest of the COVID-19
pandemic, digital phenotyping has great potential for various implementations. Some
of the COVID-19 tracking apps such as TraceTogether in Singapore and COVIDSafe in
Australia have used Bluetooth technology embedded in smartphones as their primary
contact tracing tool (Culnane et al., 2020). People are encouraged to install these
apps so they can know if they have been in close contact with individuals who have
tested positive for COVID-19. Institutions such as universities can implement digital
phenotyping as innovative methods to study the traditional physiological or societal
questions, since no face-to-face settlement is needed. Care facilities could also have
digital phenotyping apps installed on their clients’ smartphones, such that their issues
can be noted without face-to-face reporting. Moreover, the large amount of personal
and longitudinal digital phenotyping data could provide policymakers with a deeper
understanding of the impact of COVID-19 on a sample of the population. This would
shed light on how people actually react to these policies, rather than only determining
the infection rate.

D.6 Conclusions

This study shows how digital phenotyping can be of value in understanding people’s
behavior during a pandemic. Behavioral features extracted from digital phenotypes
represent the cornerstone that facilitates the personalization of and compliance with
behavioral policies. We presented examples of using Bluetooth, GPS, and app usage
data to analyze behavioral responses to COVID-19 policies. Additional sources can be
further investigated, such as accelerometers and their role in understanding if people
pause more to maintain safe distance.

To encourage the large-scale adaptation of digital phenotyping, governments can
emphasize the potential benefits of public health and of maintaining mental health.
To preserve privacy, an individual’s data are stored locally, and he/she can make the
ultimate decision on what to share and to whom the access is granted.

A rule-based messaging implementation can be used to deliver nudges on the basis
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of the analysis of digital phenotyping. In future studies, we intend to examine the
impact of these suggested messages on a sample of the population to measure the
impact of preventing overmessaging. Conducting a real-world experiment would also
enable us to assess whether having more tailored messages would yield the expected
benefits.

D.7 Abbreviation

BI: Behavioural Insights GPS: global positioning system NHS: National Health Ser-
vice
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