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## Abstract

# TASK SCHEDULING AND RESOURCE ALLOCATION ON PARALLEL AND DISTRIBUTED MACHINES Chong Ke A thesis submitted to The University of Manchester for the degree of Doctor of Philosophy, 2022 

Task scheduling is a significant problem for parallel and distributed systems. As a mature and important topic, scheduling has attracted much attention among scholars. How to examine this topic in depth has become interesting and challenging. In this thesis, the author discusses it from three different aspects. Firstly, as a core question in high-performance computing, the scheduling algorithms are the main concern. The author proposes a novel algorithm called 'the look-forward algorithm'. Different from other algorithms, the look-forward algorithm provides a novel way of task allocation, which fully considers the DAG structure and incoming and outgoing communications. Experimental results show that the look-forward algorithm can get up to $40 \%$ improvement compared to the benchmark HEFT algorithm [THW02], especially when the number of tasks increases. Secondly, the author considers scheduling using a communication contention model [SS05, SS04, CCK12]. Research has shown the contention model has more stability and accuracy than the classic model in describing communication but it is also more complicated than the classic model because of the communication contention. The author extends the look-forward algorithm for contention model scheduling so that the algorithm can appropriately consider communication. Thirdly, after this algorithm
and scheduling model, the author focuses on communication data. A new problem, the identical data problem, is proposed. Identical data means that exactly the same data is sent from one task to other tasks, which can be used to reduce the communication among processors. Taking this into account, a new algorithm based on the look-forward algorithm is proposed. All three algorithms in this thesis are evaluated using simulation.
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## Chapter 1

## Introduction

Parallel computing has entered into the mainstream in the computing industry, as multicore processors have now become widely available. This makes parallel programming more relevant than ever, but, regrettably, programming in a parallel system is still difficult and challenging. One of the crucial aspects is scheduling of the tasks of applications onto the processors of the parallel system. Such scheduling is computationally NP-hard [JSM91, KN84, TBW92]. Furthermore, the time needed to transfer data between processors can partially or completely eliminate the benefits of the parallel execution of tasks, which makes scheduling even more difficult.

With processors running at speeds close to their theoretical limit, single-processor systems will not meet the demand of computing. For some time, one proposed way has been the use of parallelism in hardware through multi-core or even dual-core processing systems [AIAS87]. This made scientists work towards the goal of parallelism. The good news today is that parallel and distributed systems [VR01] have entered into the mainstream, as multi-core processors are found everywhere, especially on-chip multiprocessor systems. Simply duplicating processors however does not automatically speed up application execution because the programs cannot automatically run concurrently. To execute an application consisting of several tasks on parallel/distributed machines, the tasks must be arranged in space and time on the multiple processors. In other words, the tasks must be mapped to the processors and ordered for execution. Besides this, the resources (jobs, tasks, communications) also need to be carefully assigned to the processors [Sin07]. These steps, which are referred to as task scheduling and resource
allocation, fundamentally determine the efficiency of the application's parallelization, that is, the speedup of its execution in comparison to a single-processor system.

Even before multi-core processor systems were readily available, scientists realized the importance of task scheduling and resource allocation in program parallelisation. Many parallel models and relevant distributed computing algorithms have been proposed [CTS97, Ert98, BD04]. However, these types of distributed approaches are constrained by their NP-hard complexity [TBW92, SKH95]. That is, the heavy inner cores' communication costs can partially or completely eliminate the benefit of the parallel execution of codes. Some fundamental heuristics, such as list scheduling, clustering, genetic approaches and others, have been studied to solve this problem, even though these heuristics can also have their shortcomings.

Except for the parallel model and distributed heuristics, scientists have been making many efforts towards studying parallel architectures. Flynn's taxonomy classifies the basic parallel architectures according to the multiplicity of the instruction and the data flows [Sny88]. SIMD (single instruction multiple data), MIMD (multiple instructions multiple data) are the two basic architectures within Flynn's taxonomy. Besides Flynn's taxonomy, it is generally agreed that memory architectures (including both centralized or shared memory and distributed memory) and the message passing model are also important for this topic. In order to represent the tasks and resources in a computer, relevant graph theory constructs are used, especially task graphs, flow graphs and dependence graphs [Sin07].

A program to be scheduled is represented by a directed acyclic graph (DAG) [Han94], where a node represents a task and an edge between two nodes represents the communication between two tasks. A contention model, the so-called one-port model [BMRR06], is introduced in Section 3.2.1 to represent a parallel/distributed system. When the communication costs and data transmission contention are considered, it is difficult to find an efficient schedule for task scheduling [SS05, RSS90]. One reason is that the conflict in the communication contention will make it hard for the scheduling algorithm to make a decision for every node. One approach to reduce the contention cost is to consider identical data under the contention/one-port model. Some new algorithms that can handle contention for identical data are proposed in this thesis.

List scheduling and clustering [SS01, CR92, GY92a, Gra99, PLW96, YG93, CJ01] are two important types of scheduling heuristics in the traditional task scheduling area,
especially under the classic model [SSS06, Sin07]. Considering identical data has only a little effect on the schedule length in the classic task scheduling model (see Section 3.1) but may be essential in a contention model (see Section 7.1). As only a few algorithms have been proposed under the contention model [SSS06], this work will focus on task scheduling under the contention model while also considering identical data. However, with respect to the contention model, neither list scheduling nor clustering is efficient in finding a good schedule length for task scheduling. As the typical list scheduling algorithms do not look forward and cannot consider the contention between two processors (even though the typical clustering scheduling algorithm may look forward in some ways), it is almost impossible to determine which nodes should be scheduled in the same cluster when communication contention is taken into consideration.

### 1.1 Motivation

High-performance computing areas are developing very fast these days. Cloud computing but also grid computing or transparent computing all rely on large-scale parallel or distributed systems. How to schedule parallel tasks in these parallel/distributed machines is one of the most important problems as this will affect the whole performance of an application. A lot of research work has been done in task scheduling or resource allocation in the parallel and distributed scheduling research area. DAG scheduling and the DAG model are the most significant methods used to schedule parallel tasks. Many problems are still challenging to researchers. For example, existing approaches cannot fully consider problems such as inaccuracy in task execution time (especially when the computation costs of tasks are unknown), intensive communication, different communication models, highly heterogeneous platforms and so on. If these problems could be addressed or better solutions could be found, the whole performance of the systems would be improved and the resources would be managed more efficiently.

### 1.2 Contribution

This thesis examines how it might be possible to improve DAG scheduling in parallel and distributed systems. There are three keywords in this work: algorithm, model
and data. These three aspects are studied in this work. Firstly, considering that the scheduling algorithm can reduce the schedule length and improve the efficiency of the whole system, after investigating the two fundamental heuristics for task scheduling list scheduling and clustering - this thesis constructs a novel algorithm named lookforward to do DAG scheduling (see Chapter 5). The experiments show that this algorithm can significantly reduce scheduling length. Secondly, this thesis studies the contention model and provides a new algorithm that can be used under a contention model and reduce communication contention (see Chapter 6). Thirdly, a newly proposed algorithm can facilitate efficient scheduling in the contention model when identical data are considered. This algorithm introduces identical data into the task scheduling domain. When considering identical data, scheduling algorithms can reduce the schedule length by making good use of the properties of identical data (see Section 7.1). Since, when considering identical data, the classic model task scheduling model may not offer much improvement (see Section 3.1), in this part of the thesis, a contention scheduling model, the one-port model, is used.

### 1.3 Thesis structure

The rest of this thesis is structured as follows: Chapter 2 gives some background on task scheduling. An overview of the notions of task graph and scheduling will be introduced there. Chapter 3 reviews the task scheduling models. The properties of the classic model and contention/one-port model and how to define identical data will be discussed in detail. Chapter 4 provides an introduction to some existing scheduling approaches. Chapter 5 includes a detailed discussion of the look-forward algorithm and its advantages and drawbacks. Chapter 6 discusses the contention model and extends the look-forward algorithm to deal with a contention model. Chapter 7 takes into account identical data and considers how it could benefit from the look-forward algorithm. Finally, Chapter 8 looks at the whole thesis and makes suggestions for further research.

## Chapter 2

## Task graphs and scheduling

### 2.1 Task graphs

One of the foundational problems for parallel and distributed computing is task scheduling in parallel or distributed systems. When an application or a job has many tasks and runs on a multi-core or multiprocessor system, these tasks should be assigned to the cores or processors carefully to make them execute correctly and have a short execution time or low resource consumption. This assignment will be done via task scheduling. Task scheduling allocates the tasks to the processors and schedules these tasks in the allocated processors by giving each task a start time [Sin07]. The difference between allocation and scheduling is discussed in Section 2.2. In this work, the main job of a task scheduling algorithm is to find a close-to-optimal executing sequence for the application under different task scheduling models (see Chapter 3).

Before discussing task scheduling in parallel and distributed systems, it is necessary to introduce the basic concepts of a task graph, scheduling and related nomenclatures. In the task scheduling area, a task graph is used to represent the application or job that is of interest to the user. It is often represented by a directed acyclic graph (DAG). A directed acyclic graph is a graph whose vertices are connected by directed edges and has no directed cycles: that is, there is no path that starts from one vertex $v$ and follows a sequence of vertices and directed edges and then goes back to $v$. In a DAG, the vertices are labelled nodes, the weight of the nodes represents the computing cost and the weight of a uni-directional edge corresponds to the communication cost between tasks.

For task scheduling, the program to be scheduled is represented by a directed acyclic graph (DAG) $G=(V, E, w, c)$, called task graph [XW01, KA99], where $V$ denotes the finite set of tasks and $E$ represents the finite set of edges. The non-negative weight $w(n)$ associated with node $n \in V$ gives the computing cost of a task, the non-negative weight $c\left(e_{i j}\right)$ associated with edge $e_{i j} \in E$ is the communication cost between two tasks. As shown in Figure 2.1, a node $n_{i}$ or $i \in V$ (in this figure $n_{i}$ is labelled as $i$ to make it simple) of a DAG represents a task and a directed edge $e_{i j} \in E$ from node $n_{i}$ to $n_{j}, n_{i}, n_{j} \in V$ represents the communication edge of two tasks. When two tasks are allocated on the same processor, there is no communication cost between these two tasks.


Figure 2.1: Incoming and outgoing nodes and edges
Some important notions relevant to the task graph are as follows:

Incoming and outgoing nodes. As shown in Figure 2.1(1), node $n_{i}$ and $n_{j}$ are connected by edge $e_{i j}$. Node $n_{i}$ is the incoming node of $e_{i j}$ and node $n_{j}$ is the outgoing node via $e_{i j}$. An edge can only have one incoming node and one outgoing node.

Incoming and outgoing edges. As shown in Figure 2.1(1), node $n_{i}$ and $n_{j}$ are connected by edge $e_{i j}$. Edge $e_{i j}$ is the outgoing edge of $n_{i}$ and the incoming edge of $n_{j}$. One node can have more than one outgoing or incoming edges. For example, in Figure 2.1(2), edges to nodes $a, b, c, d$ are the outgoing edges of node $n_{i}$ and edges from nodes $a, b, c, d$ are the incoming edges of node $n_{j}$.

Parent nodes and children nodes. Let $G=(V, E, w, c)$ be a task graph, $n_{i} \in V$ is a node in $G$. The parent nodes of $n_{i}$ are all the incoming nodes of $n_{i}$. The children nodes of $n_{i}$ are all the outgoing nodes of $n_{i}$.

Path. A path $p$ in a task graph $G=(V, E, w, c)$ is a sequence of nodes $\left(v_{0}, v_{1} \ldots . v_{n}\right)$ such that from each node $v_{k}$, there is an edge to the next node $v_{k+1}$ in the sequence. A path $p$ in $G$ must be finite. A finite path $p$ always has a first node, $n_{\text {start }}$, called the start node, and a last node, $n_{\text {end }}$, called the end node. Both of them are called end or terminal nodes of the path. The other nodes in the path are internal nodes [ACKZ05].

Node level. Let $G=(V, E, w, c)$ be a task graph; the node level is the number of nodes in the shortest path from the start node (source node, entry node) to the end node (terminal node, exit node). The start node (source node, entry node) indicates a node without incoming communication and parent nodes. The end node (terminal node, exit node) indicates a node without outgoing communication and children nodes. As shown in Figure 2.2, all the nodes $n_{i} \in V$ are separated into different levels by the dotted lines. For example, node $a$ is in level 0 and nodes $e, g$ are in level 2. The number of the level is the node level of a node.

Path length. Let $G=(V, E, w, c)$ be a task graph and $p=\left(v_{0}, v_{1} \ldots . v_{n}\right)$ be a path in $G=(V, E, w, c)$. The length of path $p$ is the sum of all nodes'computation costs $w$ and all edges'communication costs $c$ :

$$
\operatorname{len}(p)=\sum_{v \in p} w(v)+\sum_{e_{i j} \in p} c\left(e_{i j}\right)
$$

Critical path. [RVB07] Let $G=(V, E, w, c)$ be a task graph; in task graph $G$, a node without an incoming edge is called a source node and a node without an outgoing edge is called a terminal node. If $p$ is a path in $G=(V, E, w, c)$ and $\operatorname{len}(p)$ is the length of the path $p$ and the start node of $p$ is a source node of $G$, the end node of $p$ is a terminal node of $G$. A critical path $c p$ in a task graph $G=(V, E, w, c)$ is one of the longest paths of $G$ :

$$
c p(G)=\max _{p \in G}\{\operatorname{len}(p)\}
$$



Figure 2.2: Node level

Dominant sequence. The critical path is the maximal length path of a task graph. The dominant sequence is another maximal length path of the graph. As shown in Figure 2.3, nodes $a, d, c, g$ and $f$ have already been scheduled or allocated to processors and nodes $b, e$ and $h$ have not yet been considered by the scheduling algorithm. Let $V_{\text {scheduled }}$ be the set of nodes that have already been scheduled or allocated and $V_{\text {others }}$ be the set of nodes that have not been checked. Then $V_{\text {scheduled }}, V_{\text {others }}$ and the edges $e_{i j}$ between these nodes can form a new graph $G_{1}$ (if two nodes are on the same processor, the weight of the edge between them is zero). Sometimes the scheduling algorithms need to find the longest path of $G_{1}$, which is called the dominant sequence. The method of how to calculate the dominant sequence is introduced by Gerasoulis and Yang [GY92a, GY93, YG94, YG93]. The dominant sequence is often used in clustering algorithms for task scheduling (see Section 4.2).


Figure 2.3: Dominant sequence example

### 2.2 Scheduling

Processor allocation [MVZ93, CS87] Let $G=(V, E, w, c)$ be a task graph and $P$ be a parallel or distributed system. Processor allocation of $G=(V, E, w, c)$ means allocating all the nodes $n \in V$ to some or all processors $p \in P$. Note that each node $n \in V$ is allocated to only one processor.

Node start time and finish time Let $G=(V, E, w, c)$ be a task graph, $P$ be a parallel or distributed system and $S$ be a schedule of task graph $G=(V, E, w, c)$ on system $P$. For each scheduled node $n$, there is a start time $t_{s}(n)$ and a finish time $t_{f}(n)$ for $n$, where $t_{s}(n)$ is the start execution time of node $n$ and $t_{f}(n)$ is the end execution time of $n$ [STK09]. When node $n$ is allocated to processor $p$, the start execution time of $n$ can be denoted by $t_{s}(n, p)$. Correspondingly, the end execution time of $n$ can be denoted by $t_{f}(n, p)$. The
finish time $t_{f}\left(n_{i}, p\right)$ of node $n_{i}$ on $p \in P$ is given by:

$$
t_{f}\left(n_{i}, p\right)=t_{s}\left(n_{i}, p\right)+w\left(n_{i}\right) .
$$

In other words, the finish time is the start time plus the task's computation weight.

Data ready time (DRT) [STK09, TS84] Let $G=(V, E, w, c)$ be a task graph and $P$ be a parallel or distributed system. The data ready time of $n_{i} \in V$ on processor $p_{i} \in P$ is the time when all the incoming communications of $n_{i}$ are finished. The term incoming communications refers to communications that come from other nodes to node $n_{i}$. Normally, the data ready time of $n_{i}$ on processor $p_{i}$ is:

$$
\begin{equation*}
t_{d r}\left(n_{i}\right)=\max _{n_{j} \in \operatorname{pred}\left(n_{i}\right)}\left(t_{f}\left(e_{j i,} \operatorname{proc}\left(n_{j}\right), p_{i}\right) .\right. \tag{2.1}
\end{equation*}
$$

In Equation 2.1, $\operatorname{pred}\left(n_{i}\right)$ means all the predecessor nodes of node $n_{i}, \operatorname{proc}\left(n_{j}\right)$ means the processor in which the node $n_{j}$ is allocated, $e_{j i}$ means the edge between nodes $n_{j}$ and $n_{i}, t_{f}\left(e_{j i,} \operatorname{proc}\left(n_{j}\right), p_{i}\right)$ means the finish time of edge $e_{j i}$, which starts from processor $\operatorname{proc}\left(n_{j}\right)$ and ends on processor $p_{i}$.

Node scheduling Let $G=(V, E, w, c)$ be a task graph and $P$ be a parallel or distributed system. A scheduling of node $n_{i} \in V$ is a method to first allocate $n_{i}$ to a processor $p \in P$ and then calculate the start time $t_{s}(n, p)$ and finish time $t_{f}(n, p)$ for $n_{i}$. Often, the allocation of node $n_{i}$ is based on the earliest start time of $n_{i}$, which means $n_{i}$ is allocated to the processor where it can start earliest. The earliest start time $t_{s}\left(n_{i}, p\right)$ of node $n_{i}$ on $p \in P$ is given by:

$$
t_{s}\left(n_{i}, p\right)=\max \left(D R T, t_{f}(p)\right)
$$

where DRT is an abbreviation for data ready time [SS04], also discussed above, and $t_{f}(p)$ is the finish time of processor $p$. Please note that node allocation will choose a processor for the node (or allocate the node to one processor). The node does not have a start time $t_{s}(n, p)$ and finish time after node allocation. This is also called processor allocation (see Section 2.2). Node scheduling does the node/processor allocation first and then gives a start time $t_{s}(n, p)$ and a finish time $t_{f}(n, p)$ to the node. Then, $t_{f}(p)$ is the finish time of processor $p$.

Free node Let $G=(V, E, w, c)$ be a task graph, $P$ be a parallel or distributed system and $S$ be a schedule of task graph $G=(V, E, w, c)$ on system $P$. Node $n_{i} \in V$ is a free node if $n_{i}$ has no incoming node or all its incoming nodes are scheduled. In some literature, a free node is also called a ready node.

Edge scheduling [SSS06, WSF89, GDP08] Let $G=(V, E, w, c)$ be a task graph and $P$ be a parallel or distributed system. Scheduling of edge $e_{i j} \in E$ is a method to find a schedule path (see Section 2.1) for $e_{i j}$ and calculate the start time $t_{s}\left(e_{i j}\right)$ and finish $t_{f}\left(e_{i j}\right)$ of $e_{i j}$. Often, edge scheduling is used when the path cannot transfer communication concurrently and there is contention in the path.

Edge finish time Let $G=(V, E, w, c)$ be a task graph, $P$ be a parallel or distributed system and $S$ be a schedule of task graph $G=(V, E, w, c)$ on system $P$. The edge $e_{i j} \in E$ is the edge between nodes $n_{i,} n_{j} \in V$ and $e_{i j}$ is communicated from processor $p_{s r c}$ to $p_{d s t}$. The edge finish time of $e_{i j}$ is:

$$
t_{f}\left(e_{i j}, p_{s r c}, p_{d s t}\right)=t_{f}\left(n_{i,} p_{s r c}\right)+\left\{\begin{array}{c}
0 \quad \text { if } p_{s r c}=p_{d s t} \\
c\left(e_{i j}\right) \quad \text { otherwise }
\end{array}\right.
$$

Processor finish time Let $G=(V, E, w, c)$ be a task graph, $P$ be a parallel or distributed system and $p \in P$ be the processors in the parallel or distributed system. When a node $n_{i}$ is scheduled in a processor $p_{i}$, the processor will have a finish time $t_{f}\left(p_{i}\right)=t_{f}\left(n_{i}, p_{i}\right)$. If $n_{i}$ is the last node that executes on processor $p$, the processor finish time of $p$ equals the finish time of node $n_{i}$. Whenever a new node is scheduled on $p_{i}$, the finish time of $p_{i}$ will change.

Inter-processor communication and local communication [LCC ${ }^{+}$13, KDR13, JFKG13] Inter-processor communication means the communication between two different processors. When a node $n_{i}$ on processor $p_{i}$ needs to send or receive data from a node $n_{j}$ on processor $p_{j}\left(p_{i} \neq p_{j}\right)$, this data transfer is called inter-processor communication. When two nodes, $n_{i}$ and $n_{j}$, which are on the same processor $p_{i}$ need to communicate with each other, this communication is called local communication. Normally, the local communication time is very small and can be ignored by the system
model, meaning that the local communication cost is assumed to be zero.

### 2.3 Constraints

In order to make the schedule feasible, two conditions, called exclusive processor allocation and precedence constraints [Sin07, STK09, CS87] must be fulfilled by all the nodes and edges in $G=(V, E, w, c)$. Exclusive processor allocation requires that the nodes allocated on the same processor must be executed one after the other (only one node can be executed in this processor at any time). A precedence constraint requires that a non-source node can only be executed when all its incoming edges have finished.

Exclusive processor allocation Let $G=(V, E, w, c)$ be a task graph, $P$ be a parallel or distributed system and $S$ be a schedule of task graph $G=(V, E, w, c)$ on system $P$. If two nodes, $n_{i}, n_{j} \in V$, are scheduled on the same processor $p_{i}$, their execution must be satisfied, which can be formally described as:
$t_{s}\left(n_{i}\right)<t_{f}\left(n_{i}\right) \leq t_{s}\left(n_{j}\right)<t_{f}\left(n_{j}\right)$ or $t_{s}\left(n_{j}\right)<t_{f}\left(n_{j}\right) \leq t_{s}\left(n_{i}\right)<t_{f}\left(n_{i}\right)$.
That is because $n_{i}$ and $n_{j}$ are on the same processor and one processor can only execute one node at a time. So the finish time of one node must be earlier or the same as the start time of the other node. Only nodes that can potentially run in parallel need to satisfy this constraint.

Precedence constraint Let $G=(V, E, w, c)$ be a task graph, $P$ be a parallel or distributed system and $S$ be a schedule of task graph $G=(V, E, w, c)$ on system $P$. For node $n_{i} \in V$, if $e_{j i}$ is anyone of node $n_{i}$ 's incoming edges, then the following constraint specifies the precedence relation:

$$
t_{s}\left(n_{i}\right) \geq t_{f}\left(e_{i j}, \operatorname{proc}\left(n_{j}\right), p_{i}\right)
$$

This means node $n_{i}$ must not start earlier than the finish time of any of its incoming edges. A node must be started after all its communication data is ready, which means all precedence constraints are met. In scheduling algorithms, all nodes must satisfy the exclusive processor allocation and precedence constraint properties.

Finally, for any source node $n_{\text {source }}$, the start time of $n_{\text {source }}$ will meet the following constraint:

$$
t_{s}\left(n_{\text {source }}\right) \geq 0
$$

This constraint implies that the whole application will always have a positive execution time.

## Chapter 3

## Scheduling models

### 3.1 Classic model

The parallel or distributed system in which the tasks will be executed will be discussed in this section. In order to discuss the target parallel/distributed system, a model which represents the processors and the connections between these processors must be defined. Most scheduling algorithms employ a strongly idealized model of the target parallel/distributed system. This model, which shall be referred to as the classic model $\left[\mathrm{FAdM}^{+} 12, \mathrm{AFJ}^{+} 13\right]$, is defined as a parallel or distributed system $P$ which consists of a finite number of processors and a fully connected communication network. The properties of the classic model are defined by O. Sinnen [Sin07] as follows :

1. Dedicated System. The target system can only execute one program or one task graph at a time. When the system $P$ is executing a task graph $G$, nothing else can be executed on $P$ until $G$ is finished.
2. Dedicated Processor. When the processor $p \in P$ is executing one task or node $n_{i}$, $p$ cannot execute anything until $n_{i}$ is finished.
3. Local communication has zero cost. When two nodes $n_{i}$ and $n_{j}$ are executed by the same processor, the communication between them is defined as local communication. Compared to remote communication, where $n_{i}$ and $n_{j}$ are on different processors, the local communication cost is so small that it can be ignored by the scheduling algorithm. This property has an important effect in the task scheduling
area for the reason that many tasks may be scheduled on the same processor in order to keep the communication cost between them zero.
4. Communication is performed by a communication subsystem. This means that the processors are not involved in the communication. When tasks between two processors need to communicate with each other, which is called inter-processor communication, the processors just give the information to the communication subsystem and the subsystem will do the communication independently. Processors will not spend time in the communication.
5. Communication can be performed in parallel. Many communications that pass through the same links between processors can be done in parallel. For example processor $p_{1}$ can send data to processors $p_{2}, p_{3}, p_{4}$ at the same time without any resource contention.
6. The communication network is fully connected. This means every processor $p$ in the parallel/distributed system can communicate directly with every other processor via a dedicated link between them. Figure 3.1 shows an example of a fully connected communication network system. In this system, every processor is connected to every other processor directly via a link. Note that these links can perform multiple communications in parallel in the classic model.

Based on this system model, the edge finish time only depends on the finish time of the origin node and the communication time. The edge finish time of $e_{i j}$ is given by

$$
t_{f}\left(e_{i j}, p_{s r c}, p_{d s t}\right)=t_{f}\left(n_{i}, p_{s r c}\right)+0,
$$

if $p_{s r c}=p_{d s t}$, and

$$
t_{f}\left(e_{i j}, p_{s r c}, p_{d s t}\right)=t_{f}\left(n_{i}, p_{s r c}\right)+c\left(e_{i j}\right)
$$

otherwise. Thus, communication can overlap with the computation of other nodes, an unlimited number of communications can be performed at the same time, and communication has the same cost $c\left(e_{i j}\right)$, regardless of the origin and the destination processor, unless the communication is local.


Figure 3.1: A fully connected network system

### 3.1. A scheduling example in the classic model

Based on the task graph and the general scheduling model discussed in Chapter 2, this subsection gives an example of scheduling under the classic model. Figure 3.2 depicts a sample task graph (see Figure 3.2(a)), and a Gantt chart of a schedule on four processors (see Figure 3.2(b)). A Gantt chart is an intuitive and common graphical representation of a schedule, in which each node is drawn as a rectangle. In Figure 3.2(b), the horizontal axis represents the processors in the parallel/distributed system and the vertical axis represents the execution time. The rectangles in the Gantt chart reflect the nodes in the task graph. Obviously, the start time of a node is aligned with the top side of the corresponding rectangle and the node finish time with the bottom side. The computation time is the length of the rectangle.

A simple scheduling procedure was used to create the schedule for Figure 3.2, where the node scheduling order is ( $a, b, c, d, e, f, g, h$ ) and the algorithm allocates nodes to processors in a round robin fashion, starting with $p_{1}$. As seen in the Gantt chart, the start time of node $a$ executed on processor $p_{1}$ is $t_{s}(a)=0$ and the computation cost is $w(a)=2$, the finish time of node $a$ is $t_{f}(a)=t_{s}(a)+w(a)=2$. Node $b$ needs to receive communication data from node $a$ and in order to make node $b$ start from the earliest start time, $b$ should start at $t_{s}(b)=t_{f}\left(e_{a b}, p_{1}, p_{2}\right)=t_{f}(a)+c\left(e_{a b}\right)=2+3=5$. The computation cost of node $b$ is $w(b)=3$ and the finish time of node $b$ is $t_{f}(b)=$ $t_{s}(b)+w(b)=8$. Node $c$ also receives data from node $a$; the start time $t_{s}(c)=3$ is the


Figure 3.2: Scheduling example in classic model
earliest possible on $p_{3}$. So again, in this case, the communication between node $a$ and $c$ is remote and therefore there is a delay of 1 time unit corresponding to the weight of edge $e_{a c}$. The finish time is $t_{f}(c)=t_{s}(c)+w(c)=6$. When coming to node $d, d$ has the earliest start time $t_{s}\left(d, p_{4}\right)=5$, for the reason that $d$ is on a different processor than node $a$, which makes the communication remote. The finish time is $t_{f}(d)=t_{s}(d)+w(d)=7$. For node $e$, the start time is $t_{s}(e)=t_{f}(b)+w\left(e_{b e}\right)=11$ and the finish time is $t_{f}(e)=$ $t_{s}(e)+w(e)=15$. Node $f$ has two incoming edges, $e_{e f}$ and $e_{b f}$. As node $f$ on a remote processor relates to node $e$ and on a local processor relates to node $b$, the data ready time of node $f$ is $t_{d r}\left(f, p_{2}\right)=18$, the start time is $t_{s}(f)=\max \left\{t_{d r}\left(f, p_{2}\right), t_{f}\left(p_{2}\right)\right\}=18$ and the node finish time is $t_{f}(f)=t_{s}(f)+w(f)=21$. The same logic applies to $h$, which has three incoming communication edges $e_{f h}, e_{c h}, e_{g h}$, so the data ready time is
$t_{d r}\left(h, p_{3}\right)=t_{s}(h)=23$ and the node finish time is $t_{f}(h)=t_{s}(h)+w(h)=25$. The final schedule length of this task graph is 25 .

### 3.2 Contention model

Most scheduling algorithms are developed in the idealized classic model, which is not very realistic for modern parallel/distributed systems [SS05]. In a real parallel/distributed system, the inter-processor communication may have resource contention and the communication network may not be fully connected. In order to make task scheduling more than just a theoretical exercise, a more realistic model is necessary. The contention model includes the consideration of communication contention. It has the following properties (summarized from O. Sinnen's book [Sin07] in Chapter 4):

1. Dedicated System. No other program or task is executed on the system while the scheduled task graph is executed.
2. Dedicated Processor. The processor $p \in P$ can execute only one task at a time and the execution is not preemptive.
3. Local communication has zero costs. The communication cost between two tasks in the same processor can be ignored.
4. Communication is performed by a communication subsystem. This communication subsystem may not be fully connected and cannot perform multiple communications in parallel.

The contention model does not have properties 5 and 6 of the classic model, which makes scheduling in the contention model much more complicated than in the classic model. Without property 5 of the classic model, the communication cannot be performed in parallel. For example, when processor $p_{1}$ is sending data to processor $p_{2}$, a node $n$ in processor $p_{3}$, which also needs data from $p_{1}$ at the same time, $n$ needs to wait until processor $p_{1}$ is free, as there is contention for communication resources between $p_{1}$ and $p_{3}$. Without property 6 of the classic model, the scheduling algorithm needs to find a scheduling path for every communication action. Due to the fact that the communication processors are not fully connected, not every two processors may connect
directly, so a suitable path needs to be found first for the communication. Figure 3.3 gives an example of the contention model. In this model, the processors are not fully connected and the unidirectional arrows represent the links between the processors. The communication can only be transferred along the direction of the arrows. When any processor needs to communicate with any other processor, a connected route between them needs to be found. For example, when processor $p_{2}$ wants to send a data to processor $p_{4}$, the only path it can find is path $p=(L 2, L 3)$. When processor $p_{1}$ needs to send a data to processor $p_{4}$, there are two paths, $p_{1}=(L 1, L 2, L 3)$ and $p_{2}=(L 4)$, which can be chosen by processor $p_{1}$. The scheduling algorithm should choose the best path for every communication in this contention model.


Figure 3.3: Contention model and path finding

### 3.2.1 One-port model

A contention task scheduling model named the one-port model [BMRR06] is introduced in this section. The task scheduling model assumes a specific parallel/distributed system, which consists of a set of processors connected by a communication network [SS05]. Every node $n_{i} \in V$ of a task graph $G=(V, E, w, c)$ is executed on a set of processors $P$ and the communications $c\left(e_{i j}\right)$ between the nodes are transferred between processors via the communication network. A task scheduling model represents a physical target parallel/distributed system. The proposed algorithms in this work are evaluated under the one-port model. The one-port model has the following properties:

1. Each processor has one in-port and one out-port.


Figure 3.4: One-port model
2. All the processors are connected to a switch.
3. The cost of communication between tasks executed on the same processor, local communication, is negligible and considered to be zero.
4. The cost of communication between tasks executed on different processors, interprocessor communication, may be significant and needs to be considered.
5. Each processor can only execute one task at a time. Each port can only transfer exactly one inter-processor communication at a time too.
6. The switch is assumed to perform all of the communications in parallel without contention.

As illustrated in Figure 3.4, processors $A, B$ and $C$ are connected to a switch S . The directed edge from one processor to a switch represents an out-port and the directed edge from switch $S$ to a processor represents an in-port. The communication between every two processors must pass through the switch S. An one-port model connecting an unlimited number of processors is called the unlimited model in this text. The unlimited model can simplify the complexity of the list scheduling algorithm.

### 3.2.2 A scheduling example in the one-port model

An example of task graph scheduling in the one-port model is given in Figure 3.5.
A simple procedure was used to create the schedule for Figure 3.5(a), where the node scheduling order is $(a, b, c, d, e, f, g, h)$ and the algorithm allocates the nodes to

(a)


Figure 3.5: Scheduling example in the one-port model
processors in a round robin fashion, starting with $p_{1}$. The schedule in Figure 3.5(b) illustrates the execution of nodes in the one-port model and every node is scheduled to be processed by a specific processor by the scheduling algorithm. As seen in the Gantt chart, the start time of node $a$ executed on processor $p_{1}$ is $t_{s}(a)=0$ and the computation cost $w(a)=2$, the finish time of node $a$ is $t_{f}(a)=t_{s}(a)+w(a)=2$. Node $b$ needs to receive remote communication data from node $a$ and in order to make node $b$ have the earliest start time, $b$ should be started at $t_{s}(b)=t_{f}\left(e_{a b}, p_{1}, p_{2}\right)=t_{f}(a)+$ $c\left(e_{a b}\right)=2+3=5$. The computation cost of node $b$ is $w(b)=3$ and the finish time of node $b$ is $t_{f}(b)=t_{s}(b)+w(b)=8$. Node $c$ also receives data from node $a$, the start time $t_{s}(c)=t_{f}\left(e_{a c}, p_{1}, p_{3}\right)=t_{f}(a)+c\left(e_{a b}\right)+c\left(e_{a c}\right)=2+3+1=6$. Note that the communication $\operatorname{cost} c\left(e_{a b}\right)$ must be added. That is because in the one-port model, according to properties 1 and 5 , each processor has only one out-port and each port can only transfer one communication at a time, hence the communications $e_{a b}$ and $e_{a c}$ are transferred one by one. So, in this case, the communication between node $a$ and $c$ is
remote and therefore there is a delay of 4 time units corresponding to the weights of edge $e_{a b}$ and $e_{a c}$. The finish time is $t_{f}(c)=t_{s}(c)+w(c)=9$. Node $d$ has the earliest start time is $t_{s}(d)=t_{f}(a)+c\left(e_{a b}\right)+c\left(e_{a c}\right)+c\left(e_{a d}\right)=2+3+1+3=9$, as the three communications $e_{a b}, e_{a c}$ and $e_{a d}$ are serialized through the out-port of $p_{1}$. The finish time is $t_{f}(d)=t_{s}(d)+w(d)=11$. For node $e$, the start time $t_{s}(e)=t_{f}(b)+w\left(e_{b e}\right)=11$ and the finish time is $t_{f}(e)=t_{s}(e)+w(e)=15$. Node $f$ has two incoming edges $e_{e f}, e_{b f}$. As node $f$ is in a remote processor relative to node $e$ and in a local processor relative to node $b$, the data ready time of node $f$ is $t_{d r}\left(f, p_{2}\right)=18$, the start time is $t_{s}(f)=$ $\max \left\{t_{d r}\left(f, p_{2}\right), t_{f}\left(p_{2}\right)\right\}=18$ and the node finish time is $t_{f}(f)=t_{s}(f)+w(f)=21$. The same is true for node $h$, which has three incoming communications from edges $e_{f h}, e_{c h}, e_{g h}$, so the data ready time is $t_{d r}\left(h, p_{3}\right)=t_{s}(h)=23$ and the node finish time is $t_{f}(h)=t_{s}(h)+w(h)=25$. The final schedule length of this task graph is 25.

Compared with the example in Section 3.1.1, even though these two examples have the same schedule length 25 , there are many differences between the classic model and the one-port model. In the classic model, node $c$ has a start time of $t_{s}(c)=t_{f}\left(e_{a c}, p_{1}, p_{3}\right)=t_{f}(a)+c\left(e_{a c}\right)=2+1=3$. In the one-port model, the start time of node $c$ is $t_{s}(c)=t_{f}\left(e_{a c}, p_{1}, p_{3}\right)=t_{f}(a)+c\left(e_{a b}\right)+c\left(e_{a c}\right)=2+3+1=6$. That is because in the one-port model, the out-port of processor $p_{1}$ can only send one communication at any one time. When $p_{1}$ wants to send data $c\left(e_{a c}\right)$ to $p_{3}$, it needs to wait for the out-port to finish sending data $c\left(e_{a b}\right)$; the same is true for the start time of node $d$. Generally speaking, communication contention will increase the start time of some nodes and make the schedule length longer than the schedule length obtained with the classic model, which ignores communication contention altogether.

## Chapter 4

## Existing scheduling approaches

### 4.1 List scheduling

List scheduling is one of the most popular scheduling heuristics for task scheduling. A good list scheduling algorithm can have low complexity and produce a short schedule length [THW02]. Generally speaking, a list scheduling algorithm will work iteratively in a loop. In each step of the loop, it will choose a node from the set of unscheduled nodes by the priority order; then, it will schedule this node according to a specific algorithm. The loop will not stop until all the nodes of the task graph are scheduled. The most important problems are how to determine the priorities of the nodes and how to schedule these nodes onto the processor in order to achieve a good scheduling result.

Normally, there are two kinds of list scheduling algorithms that are distinguished by the static and dynamic node priorities [SS04]. Static priorities mean all the node's priorities are determined by list scheduling at the same time and cannot be changed after the priorities are determined. The list scheduling algorithms which use the static priorities are called static list scheduling algorithms. Dynamic priorities mean the node's priorities are not fixed. In each step of the loop, the list scheduling algorithm will recalculate the priorities and make decisions by the new priorities. The list scheduling algorithms which use dynamic priorities are called dynamic list scheduling algorithms. Obviously, static priority algorithms have lower complexity and are much simpler than dynamic priority algorithms, but a good dynamic priority algorithm may result in a shorter scheduling length. Dynamic scheduling is often used when the computation or
communication costs are uncertain. This means the algorithm does not know exactly what the computation or communication cost is and cannot give accurate priorities to the nodes. Most of the dynamic scheduling algorithms change the priority list each time before a node is scheduled. Sometimes, dynamic scheduling may also be used when the system structure is unstable, for instance, because some virtual machines change.

### 4.1.1 Static list scheduling algorithms

A static list scheduling algorithm first assigns a priority to all the nodes $n_{i} \in V$. Then it sorts the nodes into a list $L$ by their priorities. The static list scheduling algorithm will maintain a loop. In each step of the loop, the algorithm will choose a node $n_{i} \in L$ with the highest priority and schedule each node $n_{i}$ on a processor $p_{i}$ in the sorted order. The loop will be repeated until all the nodes $n_{i} \in L$ are scheduled. The process by which the algorithm chooses a processor $p_{i}$ for node $n_{i}$, is called allocation of processor $p_{i}$ for node $n_{i}$. The process by which a node $n_{i}$ allocated to a processor $p_{i}$ is given a start time $t_{s}\left(n_{i}, p_{i}\right)$ and a finish time $t_{f}\left(n_{i}, p_{i}\right)$ is called scheduling $n_{i}$ on processor $p_{i}$. The priority order of the nodes is usually in non-ascending order and must satisfy the precedence constraints. The basic steps of static list scheduling are given below [SS04]:

1. Sort all nodes $n_{i} \in V$ into list L , according to a priority scheme and precedence constraints.
2. For each $n \in L$ do:
(a) Choose a processor $p \in P$ for $n$.
(b) Schedule $n$ on $P$.

### 4.1.2 Dynamic list scheduling algorithms

A dynamic list scheduling algorithm is different from a static priority algorithm. In a dynamic list scheduling algorithm, the algorithm assigns each node $n_{i} \in V$ a priority in each step of the loop, chooses the node $n$ with the highest priority, and then schedules this node $n$. In the next step of the loop, the algorithm will recalculate the priorities of all the unscheduled nodes $n_{\text {unsch }}$, then choose another node $n^{\prime}$ with the highest priority and schedule $n^{\prime}$. This loop will repeat the same operation until all the nodes are scheduled.

In each loop iteration, one task will be scheduled and then the next loop iteration is processed. The priority scheme may change at the beginning of each loop iteration, and the reason why the priority will change is the dynamic algorithm chooses the best priority scheme according to the situation. The basic steps of dynamic list scheduling can be seen as follows:

1. If there are unscheduled nodes then do:
(a) Sort all unscheduled nodes $n_{i} \in V$ into a list $L$, according to a priority scheme and precedence constraints.
(b) Choose the node $n \in L$ with the highest priority.
(c) Choose a processor $p \in P$ for $n$.
(d) Schedule $n$ on $P$ and go back to the beginning of the loop.

### 4.1.3 List scheduling in the classic model

For the classic model, there are many different proposed list algorithms in the literature. As discussed in Section 3.1, the classic model has various properties. A good algorithm should make good use of these properties, to achieve low complexity and a short schedule length. The most important property is that the local communication has zero communication cost. When considering the factors that affect the whole length of the schedule, one of the most important factors is the communication cost between the nodes, especially in the one-port model. A task graph with a higher communication cost will often have a longer scheduling length, because the nodes need to spend more time waiting for the communication data transfer from another processor. An example of this is given in Figure 4.1.

In Figure 4.1, graph 1 and graph 2 have the same structure and are scheduled by the same algorithm. The schedule $S$ of graph 1 and graph 2 indicates that nodes $a, b$ are allocated to processor $p_{1}$ and node $c$ is allocated to processor $p_{2}$. As shown in Figure 4.1 (b), even though graph 1 and 2 have the same structure and the same scheduling algorithm is used, they still have a different schedule length. Nodes $a$ and $b$ have the same start time and finish time, but node $c$ in graph 2 needs to wait more time to get the data from node $a$, which makes the schedule length much longer than that of graph 1 . So,


Figure 4.1: An example to illustrate how communication cost may affect the schedule length.
heavier communication cost can expand the schedule length. Studying how to reduce this waiting cost is a good strategy to reduce the whole schedule length.

In the given example, the scheduling algorithm should aim to allocate node $c$ on processor $p_{1}$ and the schedule length of graph 2 will be reduced from 14 to 6 . That is because if node $c$ is allocated to processor $p_{1}$ (the same processor with its parent node $a$ ), node $c$ does not need to wait for the data from node $a$, as the cost is assumed to be zero for local communication. If the proposed list scheduling algorithm can make full
use of this property in the classic model, the whole scheduling length can be reduced.
No matter whether someone makes use of dynamic list scheduling or static list scheduling, how to get the priorities of the nodes and in what way to choose a processor for a node are the most important questions that an algorithm needs to address. Many suggested ways of finding good priorities can be found in the literature, based on the critical path (see Section 2.1), node level (see Section 2.1), dominant sequence (see Section 2.1) and communication cost. Because a heavier communication cost can expand the schedule length, the nodes with a heavier communication cost are more likely to affect the whole schedule length. Usually, the nodes incurring a heavier incoming communication cost are given higher priority in order to boost their priority and schedule them early compared to other nodes. Based on this view, the priority of each node $n_{i} \in V$ is calculated by:

$$
\frac{\sum_{j \in \operatorname{pred}(i)} c\left(e_{j i}\right)}{w_{i}}
$$

where $j$ is the number of $n_{i}$ 's predecessor nodes and the edges $e_{j i}(j \in \operatorname{pred}(i))$ are the incoming edges of node $n_{i}$. Please note that this formula summarizes the relevant literature, it is not a new contribution of this thesis. The priority order of the nodes is in descending order; if two nodes have the same priority, they are ordered by random and the order is called non-ascending order. The priority order must satisfy the precedence constraints (see Section 2.3).

When it comes to the processor choice, the processor $p_{i}$ that allows node $n_{i}$ to have the earliest start time will be chosen. In order to find this processor $p_{i}$, the algorithm should calculate the start time $t_{s}\left(n_{i}\right)$ on every processor and return the specific processor $p_{i}$ allowing the earliest start time of node $n_{i}$. Algorithm 4.2 shows how to choose a processor for a free node $n_{i}$. In Algorithm 4.2, $t_{s}\left(n_{i}\right)$ and $\operatorname{proc}\left(n_{i}\right)$ mean the start time and the allocated processor of $n_{i}$. Every time the algorithm checks a processor, the start time and finish time of all the processors should go back to the state where Algorithm 4.2 begins. That is because Algorithm 4.2 is only used to choose a processor for node $n_{i}$ and it will not change the state of any other nodes and processors. Algorithm 4.1 is used in Algorithm 4.2 to help Algorithm 4.2 get the data ready time. Please note that all the algorithms in Chapter 4, including Algorithm 4.1 to Algorithm 4.6, are summarized from the literature, they are not new contributions of this thesis.

```
Algorithm 4.1 Get \(t_{d r}\left(n_{i}, p\right)\), the DRT of \(n_{i}\) on processor \(p\),
    Input: node \(n_{i}\), processor \(p\)
    Output: data ready time of \(n_{i}\) on \(p\)
    Find all incoming edges Incom \(\left\{n_{i}\right\}\) of \(n_{i}\)
    DRT \(\leftarrow 0\)
    for all edge \(e_{j i} \in \operatorname{Incom}\left\{n_{i}\right\}\) do
        schedule edge \(e_{j i}\)
        if edge \(e_{j i}\) 's finish time \(t_{f}\left(e_{j i}, \operatorname{proc}\left(n_{j}\right), p\right)>D R T\) then
            \(\mathrm{DRT}=t_{f}\left(e_{j i}, \operatorname{proc}\left(n_{j}\right), p\right)\)
        end if
    end for
```

Based on the previous discussion, a generic static list scheduling algorithm is given to show how to schedule the nodes in classic model. The priority of each node $n_{i} \in V$ is calculated by the formula:

$$
\frac{\sum_{j \in \operatorname{pred}(i)} c\left(e_{j i}\right)}{w\left(n_{i}\right)}
$$

where $w_{i}$ is the weight of the node $n_{i}$ and edge $e_{j i}$ is the incoming edge of node $n_{i}$ and satisfies the precedence constraints. Once again, this formula results from the literature, it is not a new contribution of this thesis. The allocated processor is chosen by Algorithm 4.2 and the data ready time (DRT, see Section 2.2) is calculated by Algorithm 4.1.

As shown in Algorithm 4.3, the given algorithm first calculates the priorities by a specific formula and then sorts the nodes by the priority order. Then the algorithm will schedule each node using Algorithm 4.2 and Algorithm 4.1. The start time of node $n_{i}$ on a processor $p_{i}$ is the later one among the data ready time $D R T$ and processor finish time $t_{f}\left(p_{i}\right)$. After scheduling $n_{i}$ on processor $p_{i}, n_{i}$ will be given a start time $t_{s}\left(n_{i}, p_{i}\right)$ and a finish time $t_{f}\left(n_{i}, p_{i}\right)=t_{s}\left(n_{i}, p_{i}\right)+w\left(n_{i}\right)$ and the finish time of $t_{f}\left(p_{i}\right)$ will be modified to $t_{f}\left(p_{i}\right)=t_{f}\left(n_{i}, p_{i}\right)$. This algorithm can make the nodes with heavier incoming communication costs have a higher priority. To do so, it considers the effect of communication cost on the whole scheduling and because it chooses the processor for each node by the earliest start time first, the property of local communication cost is zero (see Section 3.1 property 3). It is considered that this algorithm can reduce the

```
Algorithm 4.2 Choose a processor \(p_{i}\) for node \(n_{i}\) (classic model)
    Input: node \(n_{i}\)
    Output: processor \(p_{i}\) for node \(n_{i}\)
    \(t_{\text {tem }} \leftarrow \infty, p_{\text {temp }} \leftarrow\) null.
    for all processors \(p_{i} \in P\) do
        if \(t_{\text {temp }}>\max \left(t_{d r}\left(n_{i}, p_{i}\right), t_{f}\left(p_{i}\right)\right)\) then
            use Algorithm 4.1 to get \(t_{d r}\left(n_{i}, p_{i}\right)\)
            \(t_{\text {temp }} \leftarrow \max \left(t_{d r}\left(n_{i}, p_{i}\right), t_{f}\left(p_{i}\right)\right.\)
            \(p_{\text {temp }} \leftarrow p_{i}\)
        end if
    end for
    \(t_{s}\left(n_{i}\right) \leftarrow t_{\text {temp }}, \operatorname{proc}\left(n_{i}\right) \leftarrow p_{\text {temp }}\)
```

whole schedule length.

### 4.1.4 Some list scheduling approaches

This section examines some list scheduling approaches from the literature. This thesis will later propose some new list scheduling algorithms. The detailed differences and contributions of the proposed algorithms compared to the following approaches will be discussed in Chapter 5, Chapter 6, and Chapter 7.

HEFT and CPOP [THW02]: HEFT is a typical list scheduling algorithm. HEFT can have both low-complexity and good performance. As HEFT is targeting heterogeneous environments, the computing cost for one node is different in different machines. Thus, one problem is how to select an appropriate weight for each node. HEFT uses the average value and the upward ranking to calculate the priorities of nodes. There are two phases in HEFT, which correspond to the two steps of list scheduling heuristics. The first is the task prioritizing phase. Every task $n_{i}$ is given a priority by the upward rank value, $\operatorname{rank}_{u}\left(n_{i}\right)$. Tasks are sorted in a task list in decreasing order of priority. When two tasks have the same upward value, tie-breaking is done randomly. The second phase is the processor selection phase. Processor selection is the most important part of HEFT. Different from some other list algorithms which select the processor by the earliest start time,

```
Algorithm 4.3 List scheduling (classic model)
    Input: a task graph \(G=(V, E, w, c)\)
    Output: a schedule for all nodes \(n_{i} \in V\)
    Calculate the priority of each node \(n_{i}\) as \(\sum_{j \in \operatorname{pred}(i)} c\left(e_{j, i}\right) / w_{i}\)
    Order all nodes \(n_{i} \in V\) into list \(L\) by priority and precedence constraints (non as-
    cending order)
    for all node \(n_{i} \in L\) do
        Choose a processor \(p_{i}\) for node \(n_{i}\) (Algorithm 4.2)
        Schedule \(n_{i}\) on processor \(p_{i}\)
        Finish time \(t_{f}\left(p_{i}\right) \leftarrow t_{s}\left(n_{i}, p_{i}\right)+w\left(n_{i}\right)\)
    end for
```

HEFT chooses the processor by the earliest finish time. This makes HEFT more effective in heterogeneous environments. There is also an insertion-based policy to help HEFT selecting processors. As HEFT is based on the list scheduling, it is as low-complexity as any list scheduling heuristic. The original HEFT paper also proposes a critical-path-on-a-processor (CPOP) algorithm. CPOP finds all the tasks in a critical path and schedules these tasks in one processor. CPOP tries to use the critical path to reduce the scheduling length. HEFT is used in a heterogeneous environment (distributed computing) which is different from a homogeneous environment (parallel computing).

HBMCT [SZ04a] : HBMCT uses a hybrid heuristic also targeting heterogeneous environments. Three phases are included: ranking, group creation and scheduling independent tasks. In the first phase, each node is given a rank value by the upward ranking. Nodes are sorted in descending order of priority. In the second phase, nodes are divided into groups. The nodes in one group are independent of each other. In the third phase, any heuristic for scheduling the independent tasks can be used to schedule the nodes of the groups in the second phase. The original paper proposes a balanced minimum completion time (BMCT) heuristic to schedule the independent nodes. The basic ideas of BMCT are: schedule a group, then find the maximum finish time machine $m$; if moving any task $n_{i}$ in machine $m$ to machine $n$ can reduce the makespan, then reallocate this task to machine $n$; do
this until no better machine is found then schedule the next group. HBMCT uses a level-based idea to split the nodes into groups, then uses the earliest start time to schedule each node, finally, it uses a balance-swap idea to reduce the makespan.

DLS [SL93]: Dynamic level scheduling is a compile-time scheduling heuristic. List scheduling does two things at each step: choose a node $n_{i}$ then choose a processor $p_{i}$ for $n_{i}$. DLS chooses one node $n_{i}$ and a processor $p_{i}$ for $n_{i}$ that make $D L\left(n_{i}, p_{i}\right)$ have a max value. $D L\left(n_{i}, p_{i}\right)$ is defined by $D L\left(n_{i}, p_{i}\right)=S L\left(n_{i}\right)-E S T\left(n_{i}, p_{i}\right)$, where $S L\left(n_{i}\right)$ means the static level of node $n_{i}$ (the upward rank of $n_{i}$ ) and $\operatorname{EST}\left(n_{i}, p_{i}\right)$ is the earliest start time of $n_{i}$ on $p_{i} . D L\left(n_{i}, p_{i}\right)$ shows how well node $n_{i}$ matches $p_{i}$. Note that this is a dynamic priority list scheduling and it is different from level-base algorithms.

FCP [RvG99]: FCP stands for fast critical path. FCP is also a kind of a list scheduling algorithm. The difference is in the first phase of FCP, it only sorts a constant size of ready tasks in a priority-list, other ready nodes are added in a FIFO-queue. In the second phase of FCP, instead of considering all processors as possible targets for a given task, FCP only chooses between two processors: the one from which the last messages to the given task arrive and the one that becomes idle at the earliest.

LMT [IÖF95]: Levelized min-time is a two-phase algorithm. The first phase groups the tasks that can be executed in parallel using the level attribute (the upward value or bottom level). The second phase assigns each task to the fastest available processor (the processor that minimizes the sum of the node's computation cost and the total communication costs with nodes in the previous levels). The nodes at lower level have higher priority than nodes at higher level. Within the same level, the nodes are sorted by the computation cost.

Rescheduling [SZ04b]: This is a run-time scheduling policy. It suggests a rescheduling policy to reduce the actual makespan. This policy tries to reduce the time of rescheduling while optimising the makespan. The interesting parts are the definitions of spare time and slack time, which may be used by other algorithms. A delay $=R S T-E S T$ is defined where RST is the real start time and EST is the
static earliest start time that any algorithms statically estimated before rescheduling. If one node has delay $>$ slack or spare, the remaining non-executed nodes can be rescheduled.

Weight [ZS03]: An experimental investigation into the rank function of the heterogeneous earliest finish time scheduling algorithm. It investigates the effects on the makespan of 6 different ways to calculate the weight of a node and 2 different ways to calculate the priorities (upward ranking and downward ranking). The interesting part is the 6 different ways to calculate the weight: (i) Mean value (M), the average over all the input arguments including average communication cost and average communication cost; (ii) Median value (ME), median value over all the input arguments; (iii) Worst value (W), the worst value (i.e., maximum computation cost and the communication cost between the two machines on which each of the two communicating tasks has its highest computation cost); (iv) Best value (B), the best value (i.e., minimum computation cost and the communication cost as determined by the procedure described previously); (v) Simple worst value (SW), the worst value for both computation cost and communication cost; (vi) Simple best value (SB), the minimum value for both computation cost and communication cost.

Multiple DAGs [ZS06]: the method focuses on scheduling more than one DAG at the same time and trying to make sure that every DAG has a fair execution time. The idea is based on merging all the DAGs into a single bigger composite DAG. Then, this DAG will be scheduled by a conventional DAG scheduling algorithm. In order to keep fairness, two policies are investigated. One fairness policy is based on finish time and the other is based on current time. Different definitions of fairness are proposed, such as: slowdown, unfairness, average slowdown.

### 4.2 Clustering scheduling

Clustering is another important heuristic for task scheduling [GY92a, YG94, GY93]. With list scheduling, the tasks are always allocated and scheduled one by one, based on the priorities and the given scheduling algorithm. Determining the order of scheduling each task in list scheduling may have some good or bad effects on other tasks, something
that will affect the final schedule length. When a list algorithm schedules a task or node, it needs to consider all the effects on the other nodes and make a good decision to get the shortest schedule length or a schedule of lower complexity. Unfortunately, as scheduling is an NP-hard problem, no existing list scheduling algorithm can do this perfectly. Clustering gives a different way of finding a solution to the task scheduling problem. Task scheduling allocates every node of a processor and schedules these nodes to the processors. When analyzing these allocations and schedules, it is easy to find that some nodes are allocated and scheduled on the same processor. This is because the algorithm thinks it can get a better result (shorter schedule length, lower complexity or something else) by placing them together on the same processor. Clustering is developed based on this idea: the nodes can be divided into different groups and all the nodes in one group should be scheduled on the same processor. So, how to determine these groups is the main challenge that clustering needs to accomplish.

### 4.2.1 Generic clustering algorithms

Clustering Let $G=(V, E, w, c)$ be a task graph. A clustering $C=\left(p_{0}, p_{1}, p_{2}, p_{3}, \ldots p_{|V|}\right)$ is a schedule of $G$ in a parallel/distributed system $P$. This schedule divides all the nodes into different groups. Each group belongs to one processor $p$. The number of groups $|C|$ is the same as the number of processors $|V|$.

Clusters Let $G=(V, E, w, c)$ be a task graph. A clustering $C=\left(p_{0}, p_{1}, p_{2}, p_{3}, \ldots p_{|V|}\right)$ is a schedule of $G$ in a parallel/distributed system $P$. Each element $p$ of $C=$ $\left(p_{0}, p_{1}, p_{2}, p_{3}, \ldots p_{|V|}\right)$ is called a cluster $c$. All the processors $p \in C$ are called clusters of $C$.

Clustering determines which nodes should always be scheduled into the same cluster. In order to obtain this information, clustering scheduling uses an edge zeroing technique, which means when two nodes $n_{i}$ and $n_{j}$ are determined to be in the same cluster $p$, then the edge weight $c\left(e_{i j}\right)$ between them is zeroed. The basic principle of the edge zeroing technique is that if zeroing this edge $e_{i j}$ will not increase the whole scheduling length $s l$, then this operation is accepted by the clustering algorithm and the two nodes $n_{i}$ and $n_{j}$ connected by this edge $e_{i j}$ are placed in the same cluster $p$. If $n_{i}$ and $n_{j}$ are in two different clusters $p_{i}$ and $p_{j}, p_{i}$ and $p_{j}$ will be combined into one cluster $p_{i}$ by putting
all the nodes of cluster $p_{j}$ into cluster $p_{i}$. From this basic principle, it is easy to see that the core problem of the technique is how to find the scheduling length $s l$ before and after the algorithm and to ascertain whether an edge should be zeroed. Unfortunately, it is hard for a clustering scheduling algorithm to get the scheduling length $s l$ directly in a contention model. In a clustering algorithm, if an edge is determined to be zeroed, the process of how to zero an edge is implemented by a function $f_{\text {zeroing }}\left(e_{i j}\right)$. Function $f_{\text {zeroing }}\left(e_{i j}\right)$ tries to zero the edge $e_{i j}$ and returns a new clustering for the task graph $G=(V, E, w, c)$.

The three generic steps of a clustering algorithm [ Sin 07$]$ are as follows:

1. Find a clustering $C$ of $G$ (using the basic principle, described in the previous paragraph, and specific algorithm. This step is done in the unlimited processors virtual system, that is $|C|=|V|$ ).
2. Mapping clusters on physical processors (each cluster assigned to an independent processor. This step is done in the limited reality processors system $P$, that is $|C| \geq|P|)$. The limited processors system means the number of processors $P$ is limited or finite.
(a) Sorting clusters $C$ in non-descending order of the total computation weight $w(C)$;
(b) for $i=1$ to $|C|$ do
(c) Mapping clusters $C_{i}$ to processor $P_{\text {imod }|P|}$; where $|P|$ means the number of processors (limited reality processors system), imod $|P|$ means the modulus (\%) operation of taking the modulo of $i$ against $|P|$.
3. Schedule nodes on each processor (determine the scheduling order of the nodes and decide the start and finish times).

In Algorithm 4.5, firstly, the algorithm will create an initial clustering $C_{0}$ for the task graph $G$. Each node $n_{i}$ belongs to a separated cluster $p_{i}$ in $C_{0}$. Secondly, the algorithm will try to check all the edges (the order of the edges can be decided by any specific algorithm, for example, ordering the edges by the communication cost). For each edge $e_{i j}$, Algorithm 4.5 will try to zero it, then get the new clustering $C_{i+1}$. If the schedule

```
Algorithm 4.4 Function \(f_{\text {zeroing }}\left(e_{i j}\right)\)
    Input: an edge \(e_{(i j)}\)
    Output: new clustering \(C_{i+1}\) and the edges that should be zeroed.
    Let \(e_{(i j)}\) be an edge to be checked
    if \(\operatorname{proc}\left(n_{i}\right)=\operatorname{proc}\left(n_{j}\right)\) then
        \(C_{i+1}=C_{i}\)
    else
        Create new clustering \(C_{i+1}\) : merge clusters \(\operatorname{proc}\left(n_{i}\right)\) and \(\operatorname{proc}\left(n_{j}\right)\) into one cluster
        and zero all the edges between cluster \(\operatorname{proc}\left(n_{i}\right)\) and \(\operatorname{proc}\left(n_{j}\right)\)
    end if
```

length $s l\left(C_{i+1}\right) \leq s l\left(C_{i}\right)$, then this zeroing operation for $e_{i j}$ is accepted and $C_{i+1}$ will become the new clustering. If not, edge $e_{i j}$ will remain the same, nothing will be done by the algorithm and the clustering should go back to $C_{i}$. The algorithm will go on until all the edges are checked and the final clustering will be the result of step one. In step two (see the above three generic steps), a simple load balancing scheme is used to map the clusters to the physical processors. The total computation weight $w(C)=\sum_{n \in C} w(n)$ of each cluster is calculated and mapped to the processors in non-descending order, which can make every processor have a balanced computing load. In step two, every node already has an allocated processor. The algorithm will schedule these nodes on the allocated processors by the node's priorities. The priorities of the nodes can be calculated by the formula:

$$
\frac{\sum_{j \in \operatorname{pred}(i)} c\left(e_{j i}\right)}{w_{i}}
$$

where $w_{i}$ is the weight of and $e_{j i}$ is the incoming edge of node $n_{i}$. Please note that this formula results from the literature, it is not a new contribution of this thesis. Algorithm 4.6 shows the process in step 3 .

### 4.2.2 Clustering algorithms in the classic/one-port model

As most parts of the clustering algorithms for both the classic model and the one-port model are the same except for the scheduling of the edges, clustering algorithms in the one-port model are introduced in what follows. One of the most important problems is

```
Algorithm 4.5 Generic clustering algorithm (step 1)
    Input: a task graph \(G=(V, E, w, c)\)
    Output: new clustering \(C\)
    Create initial clustering \(C_{0}\), each node belongs to one separated and distinct cluster
    \(p \in C_{0}\)
    \(i \leftarrow 0\)
    for all edge \(e_{i j} \in E\) do
        call \(f_{\text {zeroing }}\left(e_{i j}\right)\)
        calculate new clustering \(C_{i+1}\)
        if \(s l\left(C_{i+1}\right)>s l\left(C_{i}\right)\) then
            \(C_{i+1} \leftarrow C_{i}\)
        end if
        \(i \leftarrow i+1\)
    end for
```

how to get the schedule length $\operatorname{sl}\left(C_{i}\right)$ and $s l\left(C_{i+1}\right)$, especially under the contention/oneport model, because the algorithm cannot know the whole schedule length until all the nodes are scheduled. In reality, the schedule length of a clustering is often replaced by the critical path or dominant sequence. This is due to the fact that, once the algorithm zeroes an edge $e_{i j}$, it indicates putting the outgoing node $n_{j}$ on the same processor $\operatorname{proc}\left(n_{i}\right)$ as its parent node $n_{i}$, so that the local communication $w\left(e_{i j}\right)$ can be zeroed. When the algorithm has a clustering, it has already known which nodes are allocated to the local processor. In this situation, the algorithm needs only to find the critical path or dominant sequence, which can represent the approximate schedule length in the classic model. Indeed, the critical path or dominant sequence is approximate and makes sense only in the classic model. The critical path and dominant sequence cannot represent the schedule length in the contention/one-port model. In order to get the schedule length $s l\left(C_{i}\right)$ and $s l\left(C_{i+1}\right)$, the critical path is chosen as the approximate schedule length. The critical path can be found by a depth first search (DFS) algorithm [Tar72].

```
Algorithm 4.6 Clustering algorithm (step 3)
    Input: a task graph \(G=(V, E, w, c)\)
    Output: a schedule of all nodes \(n_{i} \in V\)
    Calculate the priority of each node \(n_{i}\) as \(\sum_{j \in \operatorname{pred}(i)} c\left(e_{j i}\right) / w_{i}\)
    Order all nodes \(n_{i} \in V\) into list \(L\) by priority and precedence constraints (non-
    ascending order)
    for all node \(n_{i} \in L\) do
        Get \(n_{i}\) 's allocated processor \(p_{i}\)
        Get data ready time (DRT) of \(n_{i}\) on \(p_{i}\) (Algorithm 4.5)
        Get finish time \(t_{f}\left(p_{i}\right)\) of \(p_{i}\)
        Get start time \(t_{s}\left(n_{i}, p_{i}\right)=\max \left(\mathrm{DRT}, t_{f}\left(p_{i}\right)\right)\)
        Schedule \(n_{i}\) on processor \(p_{i}\)
    end for
```


### 4.3 Other scheduling algorithms

Other than the above, there are also some additional approaches for parallel task scheduling. These approaches use some ideas that differ from standard list scheduling and clustering scheduling and offer some new perspectives to carry out scheduling, which can be useful in appreciating the objectives of this thesis. Some of the approaches are presented below:

Duplication-based scheduling [AK98, CC91, DA97, LLLW06, PC01, RA00, STK09, ZB97]. Duplication-based scheduling algorithms copy some tasks into some processors when the processors sit idle. By copying a task, this task's children nodes do not need to receive data from it if the children nodes are allocated on the same processor with it. Copying can avoid the communication transfer between the processors, which may reduce the start time of the children nodes. Note that some systems do not support the duplication mechanism and, at the same time, duplicating the nodes may make the load of systems heavier. If the focus is to reduce the scheduling length and the duplication mechanism is supported by the systems, duplication-based scheduling can be a good strategy.

AVL-tree-based cloud computing [CHJC14]: task scheduling based on load approximation in real-time average cloud computing environment. The tasks provided by the users are ranked by a reciprocal pairwise comparison matrix and the analytic hierarchy process (AHP). An AVL tree is a height-balanced tree to make the binary trees as flat as possible. Each device is logically connected based on the rule of the binary tree and the comparison factor of the binary tree is the available load of devices. The device's left devices' load is smaller than the device's load and the device's right devices' load is larger than the device's load. By using the AVL binary tree approach, the tree operation's time complexity is $O(\log n)$ in terms of the add operation, delete operation and resource allocation of the cloud device. Concerning task priority, the basic concept is to give tasks for which the requested load is closest to the average load of the cloud environment a high execution priority. If no cloud device can provide the requested load for the selected task, the next task with the closest current cloud load is selected to execute. In terms of device selection, the device whose average system load with the new task is closest to the average system load before assigning the new task will be selected.

The analytic hierarchy process $\left[E K P^{+}\right.$13]: task scheduling and resource allocation in a cloud computing environment. This is task-oriented resource allocation in a cloud computing environment. A task-oriented resource allocation model using the analytic hierarchy process is proposed. An induced bias matrix (IBM) only based on the original inconsistent comparison matrix is proposed to identify the inconsistent elements and improve the consistency ratio (CR) when the CR is more than 0.1. In the proposed framework, computing tasks are collected in the task pool. Tasks are ranked and submitted to computing resources distributed in cloud computing nodes. The computing resources are allocated according to the weights of tasks. The proposed framework will be further illustrated in the following section. The tasks are scheduled by resources such as network bandwidth, completion time, task costs, reliability, and so on. When the cloud computing service providers receive the tasks from users, the tasks can be pairwise compared using the comparison matrix technique. The cloud computing providers negotiate with the users on the requirements of tasks including network bandwidth,
completion time, task costs, and reliability of task.
Bayesian optimization algorithm [ $\mathrm{YXP}^{+} 11$ ]: task scheduling using Bayesian optimization algorithm for heterogeneous computing environments. This research presents a novel scheduling algorithm based on the Bayesian optimization algorithm (BOA) for heterogeneous computing environments. This algorithm is divided into two phases. First, a Bayesian algorithm is used to get population of assignments; second, list scheduling is used to get the makespan. After the first phase, each node has a processor assigned and then list scheduling is used to order the nodes and schedule each node on its assigned processor. The Bayesian algorithm works as follows:

- Generate initial population of assignments, $P(t=0)$, randomly.
- Choose candidate solutions $S(t)$ from $P(t)$. (step 2)
- Learn the Bayesian network and get the conditional probability tables (CPTs). For a DAG, the DAG is an initialization Bayesian network. Learning the Bayesian network will add some dependencies between sibling nodes. As a result, all the sibling pairs will be checked for whether there should be an extra edge between them. The BD (bayesian-dirichlet) metric is chosen to determine the sibling edges. In this way, the Bayesian network can be obtained.
- Sampling of Bayesian network. Firstly, the algorithm computes an ancestral ordering of the nodes, where each node is preceded by its parents. Then, the values of all variables in a new candidate solution are generated based on the corresponding CPTs in the network under the ordering computed.
- Incorporate a new population into $P(t)$.
- Repeat step 2, until the average makespan of population is not improved.
- Select the best solution from $P(t)$.

Instruction Set extensions [ANF12]: instruction set architecture extensions for a dynamic task scheduling unit. This is heterogeneous multiprocessor system-on-chip task scheduling. It extends the instruction set architecture to improve performance
for dynamic data dependency checking, task scheduling, processing element (PE) allocation and data transfer management. The CellSs programming model can get task level parallelism. The dynamic task scheduler can be implemented in hardware as an accelerator or in software, running on a general purpose core. Checking the data dependencies at run time is the most time consuming part of the software approach (for a dynamic task scheduler). This paper extends the instruction set of CoreManager. The added instructions belong to the large instruction word (VLIW), single instruction multiple data (SIMD), data dependency checking. The results, after adding the SIMD and VLIW, show a reduction of up to $97 \%$ is achieved.

Load balanced [KA11]: load balanced min-min algorithm for static meta-task scheduling in grid computing. This approach proposes a load balanced min$\min$ (LBMM) algorithm. Compared to the traditional min-min algorithm, LBMM can reduce the makespan, achieve load balance and increase resource utilization. First, the algorithm schedules the tasks using the min-min algorithm (makespan is $m s_{1}$ ). Then it reschedules some of the tasks to reduce the makespan and achieve the load balance. For rescheduling, firstly, the algorithm chooses the heaviest load resource $R_{i}$, and finds the minimum execution time task $t_{i}$. Secondly, it finds another resource $R_{i}$ which caused time $t_{i}$ to have the maximum finish time $f_{\max }\left(t_{i}\right)$; if $f_{\max }\left(t_{i}\right)<m s_{1}$, it reschedules $t_{i}$ in resource, else it finds the next maximum finish time resource for $t_{i}$. Thirdly, it repeats these steps until the shortest makespan is found.

Chemical reaction optimization [XLL11]: chemical reaction optimization for task scheduling in grid computing. Several versions of the Chemical Reaction Optimization (CRO) algorithm have been proposed for the grid scheduling problem. Simulation results show that the CRO methods generally perform better than other existing methods and performance improvement is especially significant in largescale applications. A grid usually consists of five parts: clients, the global and local grid resource brokers (GGRB and LGRB), grid information server (GIS), and resource nodes. Clients register their requests for processing their computational tasks at GGRB. Resource nodes register their donated resources at LGRB and process clients' tasks according to the instructions from LGRB. In practice, a
client and a resource node can be on the same computer. GIS collects the resource information from all LGRBs, and transfers it to GGRB. GGRB is responsible for scheduling. A solution to task scheduling is looked as a molecule. Many solutions are a set of molecules. These solutions are represented in two ways (permutationbased and vector-based). These molecules will have collisions. During the collision different operators will be done, which corresponds to on-wall ineffective collision, intermolecular collision, synthesis, molecular decomposition; then a new molecule is obtained, which means a new solution is obtained. These reactions last until there is a satisfactory solution.

Priority-Based scheduling [ZTS15]: priority-based scheduling heuristic to maximize parallelism of ready tasks for DAG applications. This approach proposes a priority-based scheduling heuristic (PB) for just-in-time scheduling. It aims at maximizing the parallelism of ready tasks during the execution of DAG application so as to minimize the makespan. The main objective is to get as many ready tasks as possible. In order to get this, the PB algorithm gives every node a priority by the principle of $\mathrm{DQ}>\mathrm{LQ}>\mathrm{EQ}$. DQ : Direct Quotient, the number of tasks which become ready immediately after the completion of the current node. LQ: Level Quotient, the maximum length from a node to the exit node. EQ: Export Quotient, to distinguish between nodes with the same DQ and LQ. The node with the highest DQ has the highest priority; if two nodes have the same DQ , the one which has the highest LQ will have higher priority; when the LQ is the same, use the EQ.

### 4.4 Summary

This chapter has reviewed list scheduling and a number of task scheduling algorithms from the literature. The next chapter will propose a new task scheduling algorithm with good performance characteristics.

## Chapter 5

## A look-forward algorithm for task scheduling

The task scheduling problem for heterogeneous systems is focused on achieving a minimal scheduling length with a reasonable algorithm execution time. Even though thousands of algorithms have been proposed to study this NP-complete problem [Ul175], there is still much room for improvement in an innovative way. In this chapter, a novel predictive, decision-making algorithm called the look-forward algorithm is proposed to further consider the structure of DAGs and communications, information that can be used to get a good schedule length result. Simulation results show that a significant improvement in scheduling length can be achieved by the look-forward algorithm described in this chapter with an appropriate execution time.

### 5.1 Introduction

The key problem of task scheduling is mapping the tasks onto different resources, which means the algorithm should decide what tasks should be executed using which resources, with a start time and a finish time for each task. These resources include multi-processors, multi-cores, different servers and distributed platforms. In order to achieve a correct and efficient schedule, the decision-making strategy must follow the task precedence constraint [BHR09] (such as task $i$ must be executed and completed
before task $j$ can start if there is a communication $c\left(e_{i j}\right)$ from task $i$ to $j$ ) and the processor constraint [SSS06] (e.g. if task $i$ and $j$ are executed by the same resource $r$, their execution times cannot overlap). At the same time, the competition for resources, overall scheduling length, use of memory, communication intensity or algorithm execution time should also be considered for different purposes of scheduling. In this thesis, the core concern is to achieve the minimal scheduling length with a reasonable algorithm execution time.

No matter what methodology the algorithm uses to do the scheduling, when it comes to mapping a specific task $i$ onto a processor $p$ (or resource $r$ ), how to choose the processor $p$ becomes particularly important. Different solutions have been proposed during the development of task scheduling. At the beginning, the algorithm chooses $p$ by the priorities of the processors, which means the highest priority processor $p$ will be chosen for task $i$. A simple way is to choose the processors with a round-robin sequence, each processor is given a sequence number and chosen by the circular order of the numbers [CB76]. This simple way can give every processor an equal chance to execute tasks, but shortages are also common, as the processor may be too busy to execute the previous tasks and the new task has to wait, even though other processors are free to execute it at the same time, or the chosen processor may spend time being idle when the incoming task is not ready, because the precedence constraint conditions are not satisfied.

Another popular way to prioritise the processor is to use the first free processor [ERLA94]. This is understandable; the first available processor is chosen to execute the next ready task. As the algorithms have developed, some other ways $\left[\mathrm{BSB}^{+} 01\right]$ of handing the processor priority have been devised, such as: opportunistic load balancing [ $\mathrm{FGA}^{+} 98$, AHK98], minimum execution time $\left[\mathrm{FGA}^{+} 98\right.$, AHK98], minimum completion time [AHK98], min-min [FGA ${ }^{+} 98$, AHK98, IK77], max-min [LMXZ14, MXL14, $\mathrm{FGA}^{+} 98$, AHK98]. Generally speaking, relying on processor priority is a way of balancing workload and is often used for independent tasks. The most common way to consider about dependent tasks is to choose the processor with the earliest start/finish time [CB76, Ull75]. When combined with a good task priority algorithm (for example, Max-min [MXL14, LMXZ14]), choosing the earliest start/finish processor will create an algorithm with a good workload for dependency tasks without communication delays.

When communication delays are integrated into the scheduling problem [YG93,

CC91], things become much more difficult. Communication delays start to play an important role in affecting the scheduling. Not only the workload balance of the processors, but also the overall schedule length must be considered. However, a good workload balance algorithm does not necessarily imply a minimal schedule length solution. Compared to task scheduling without communication delays, some additional issues, such as communication or the structure of tasks, need to be considered. Focusing has moved from the priority decision of processors to the priority of tasks when mapping a specific task $i$ onto a processor $p$ (or resource $r$ ). In this thesis, the words 'processor' and 'resource' are used interchangeably, so are the words 'task' and 'node'.

Even though the task scheduling with communication delays problem has been proved to be NP-hard [SS01, STK09], many heuristic-based algorithms, such as: heterogeneous earliest finish time (HEFT) [THW02], dynamic level scheduling (DLS) [SL93], critical path on a processor (CPOP) [SS10], fastest critical path (FCP) [RvG99], levelized-min time (LMT) [IÖF95] have been proposed to give some good performance solutions. These algorithms use different ways to improve the performance, and all of them accept one idea of mapping one task $i$ by finding a resource $r$ in which the task has the earliest finish time (EFT), but not by the priority of the processors. EFT causes every task to be finished at the earliest finish time, so that the whole application can be finished in a minimal time. Generally speaking, it has good performance and low complexity, so it has been used as a mainstream task scheduling algorithm since it was proposed.

However, the EFT idea has also some shortcomings: first, it only considers the finish time of the current scheduling task, but not the whole structure of the task graph. Since the whole structure of the task graph is already known previously, algorithms should make full use of this information and not only develop a scheduling idea as if the structure is unknown. Some algorithms, like genetic algorithms [Gra99], evolutionary algorithms [ASA16], electromagnetism-like algorithms [ASK ${ }^{+}$13], are good, but are often used when the structure and information are unknown. In this thesis, the structure of a task graph is supposed to be known; some structures with join nodes (the nodes which have more than one incoming parent nodes) cannot fully be considered by the EFT time based algorithm.

Second, the basic EFT idea cannot consider resource competition between one task
and the lower priority nodes (not only the children tasks). Because of resource competition between the tasks, a task needs to compete for a resource (local resource, fastest resource or earliest finished resource) with other tasks. One task to be finished in the earliest finished resource may force the lower priority task to choose a later resource. Current studies use a priority queue to consider the resource competition problem. Each task is given a priority by the importance and precedence constraint but none of these priority-based algorithms can determine an optimal priority order due to the NP-hard property of task scheduling. Using only a priority queue is far from enough to solve the resource competition problem.

The shortcomings of basic EFT have already been realized by many researchers; lots of new efforts have been made to overcome these problems, such as clustering heuristic [GY92b, PLW96], insertion technique [THW02], task duplication technique [RA00, STK11], task swapping [SZ04a]. The clustering heuristic has evolved from the idea of using basic EFT to map a task onto a processor. It tries to put the heavy communication tasks in one cluster and put them on the same processor. It is a successful idea which makes it essentially the second mainstream task scheduling heuristic besides the list scheduling heuristic. Clustering heuristics started to use the whole structure of DAG in a general but not in a detail-aware way. They are also developed under unbound processors; if the actual processors are less than what is needed to process the clusters, problems may arise [GY92a, GY93]. Recent studies also show that clustering scheduling is an adapted form of list scheduling if certain conditions are met [Sin07]. Insertion, duplication and swapping are some techniques used to remedy the shortcomings of basic EFT. Another solution that needs to be mentioned is the look-ahead algorithm [BSM10], which uses a look-ahead variant combined with the HEFT algorithm to solve the problem (see the detailed discussion in Section 5.3).

### 5.2 Task scheduling (DAG, model, basic list scheduling)

An application can be decomposed into many dependent tasks before it can be executed on the distributed machines. These dependent tasks and the dependencies among them are represented by a directed acyclic graph (DAG) [SZO4a], where a vertex represents a task and an edge between two vertices represents the communication between these two tasks. A directed acyclic graph is a graph whose vertices are connected by directed
edges and which has no directed cycles. That is, it contains a set of vertices and directed edges; two vertices are connected by only one edge and there should be no path that starts from one vertex $v$ and follows a sequence of vertices and edges and then goes back to $v$. In a DAG, the vertices are named nodes or tasks; the weight of the nodes represents the computing cost and the weight of the edge corresponds to the communication cost between tasks. Each task has a computation time and the computation time is different for different resources, depending on the speed of the resources, and each edge has a communication time. Task scheduling is also called DAG scheduling when the application is represented by a DAG. A definition of a DAG is given below.

For task scheduling, the application to be scheduled is represented by a directed acyclic graph (DAG) $G=(V ; E ; w ; c)$, also called task graph [GY93, SKS07], where $V$ denotes a finite set of tasks and $E$ represents a finite set of edges. The non-negative weight $w(n)$ associated with node $n \in V$ gives the computing cost of a task; the nonnegative weight $c\left(e_{i j}\right)$ associated with edge $e_{i j} \in E$ is the communication cost between two tasks.

A parallel/distributed system is the target computing environment in which the tasks will be executed. To discuss the target parallel/distributed system, a model which can represent the processors and the connection between these processors must be defined. Most scheduling algorithms employ a strongly idealized model of the target parallel/distributed system. This model, which shall be referred to as the classic model, has been defined in Section 3.1. The classic model represents a parallel/distributed system $P$ which consists of a finite number of processors and a fully connected communication network. The target system can only execute one program or one task graph at a time. If two tasks are allocated to the same processor, the communication between them is called local communication. Local communication is very small and can be ignored by the scheduling algorithm. This property has an important effect on task scheduling for the reason that many tasks may be scheduled on the same processor in order to zero the communication between them.

The scheduling algorithm is the algorithm approach that is used to allocate and schedule tasks into the target parallel/distributed system. If these tasks are executed in a random or disorganized order, the target system may need a long time to finish the application and a lot of computing resources will be wasted. A good task scheduling algorithm can help the system to finish its tasks as quickly as possible, reduce the
time that resources are idle and finally improve the whole performance of the system. There are two mainstream scheduling heuristics for task scheduling, list scheduling and clustering scheduling heuristics. The algorithms included in this thesis all fall under the category of list scheduling heuristics. List scheduling is one of the most popular scheduling heuristics for task scheduling. A good list scheduling algorithm can have low complexity and a short schedule length. The basic steps of static list scheduling are given below [SS04]:

1. Sort all nodes $n_{i} \in V$ into list L , according to a priority scheme and precedence constraints.
2. For each $n \in L$ do:
(a) Choose a processor $p \in P$ for $n$.
(b) Schedule $n$ on $P$.

### 5.3 HEFT, look-ahead and look-forward algorithm

This thesis presents a look-forward algorithm. This algorithm will be compared to a benchmark algorithm called HEFT [THW02] and another algorithm called look-ahead [BSM10]. In these three algorithms, the priority of each node $n_{i} \in V$ is calculated by the upward rank [THW02]. The upward rank of a task $n_{i}$ is recursively defined by:

$$
\operatorname{rank}_{u}\left(n_{i}\right)=w_{i}+\max \left\{n_{j} \in \operatorname{succ}\left(n_{i}\right)\left(c_{i, j}+\operatorname{rank}_{u}\left(n_{j}\right)\right)\right\},
$$

where $w_{i}$ is the weight of task $n_{i}, c_{i, j}$ is the communication cost of edge $e_{i j}, \operatorname{succ}\left(n_{i}\right)$ is the set of all the immediate successors of task $n_{i}$.

### 5.3.1 HEFT

HEFT is a typical list scheduling algorithm. There are two phases in HEFT, which correspond to the two key phases of list scheduling heuristics. The first is the task prioritizing phase. Every task $n_{i}$ is given a priority by the upward rank value, $\operatorname{rank}_{u}\left(n_{i}\right)$. Tasks are sorted in a task list in decreasing order of priority. When two tasks have the
same upward value, tie-breaking is done randomly. The second phase is the processor selection phase. Processor selection is the most important part of HEFT. The algorithm will choose a processor for task $n_{i}$. Different from some other list scheduling algorithms which select the processor by the earliest start time, HEFT chooses the processor by the earliest finish time of $n_{i}$. This makes HEFT particularly effective for the heterogeneous environments. There is also an insertion-based policy to help HEFT select processors. The algorithm will choose an earlier slot for a task and insert it into the slot if it is available. As HEFT is based on list scheduling, it has as low complexity as list scheduling heuristics. The HEFT algorithm can be seen in Algorithm 5.1 where $\operatorname{rank}_{u}$ means the upward rank of the tasks, EFT means the earliest finish time of the task $t$ and $F T\left(t, r_{i}\right)$ means the finish time of task $t$ on resource $r_{i}$.

```
Algorithm 5.1 HEFT planning algorithm
    Input: a task graph \(G=(V, E, w, c)\)
    Output: a schedule for all tasks \(t_{i} \in V\)
    rank tasks \(t_{i} \in V\) using the \(\operatorname{rank}_{u}\)
    while there are unscheduled tasks do
        \(t \leftarrow\) unscheduled task with highest \(\operatorname{rank}_{u}\)
        \(E F T_{t} \leftarrow M A X V A L U E\)
        MAXVALUE is a maximum number
        \(r \leftarrow N U L L\)
        for all resource \(r_{i} \in\) the resources set \(R\) do
            schedule \(t\) on \(r_{i}\)
            get \(F T\left(t, r_{i}\right)\) finish time of \(t\) on resource \(r_{i}\) using insertion-based scheduling
            policy
            if \(E F T_{t}>F T\left(t, r_{i}\right)\) then
                \(E F T_{t} \leftarrow F T\left(t, r_{i}\right)\)
                \(r \leftarrow r_{i}\)
            end if
        end for
        schedule \(t\) on \(r\)
    end while
```


### 5.3.2 Look-ahead

In order to address the shortcomings of the basic EFT idea, previous research has proposed a look-ahead idea [BSM10]. It proposes an improvement of HEFT, where the locally optimal decisions made by the heuristic do not rely on the earliest finish time of one single task, but instead look ahead in the schedule and take into account the children tasks. Different from other algorithms, the look-ahead algorithm will schedule a task by the earliest finish time of this task's children tasks. The heuristic makes the decision by choosing the resource that makes all the children of the task have the earliest finish time. Look-ahead checks the finish time of the children nodes; if one resource can make the children nodes have an earlier finish time, this resource will be chosen. In this way, the look-ahead algorithm can consider the join node structures of a DAG and because the parent node will consider the children nodes, it can also consider the resource competition between parent nodes and children nodes. The experiments show that in comparison to HEFT, look-ahead can improve the schedule in most of the cases, especially in cases where the communication cost is higher with respect to computation. The details of the look-ahead algorithm can be seen in Algorithm 5.2.

```
Algorithm 5.2 Look-ahead planning algorithm
    Input: a task graph \(G=(V, E, w, c)\)
    Output: a schedule for all tasks \(t_{i} \in V\)
    rank tasks \(t_{i} \in V\) using the \(\operatorname{rank}_{u}\)
    while there are unscheduled tasks do
        \(t \leftarrow\) unscheduled task with highest \(\operatorname{rank}_{u}\)
        \(L \leftarrow\) children of \(t\)
        for all resource \(r_{i} \in\) the resources set \(R\) do
            schedule \(t\) on \(r_{i}\)
            schedule all tasks \(\in L\) on using \(H E F T\)
            \(E F T_{r_{i}} \leftarrow\) maximum \(E F T\) for tasks \(\in L\)
            return to the schedule state at the beginning of this loop
        end for
        schedule \(t\) on \(r_{i}\) such that \(E F T_{r_{i}} \leq E F T_{r_{k}}\)
    end while
```


### 5.3.3 Look-forward

Most of the existing approaches accept the heuristic of scheduling one task by finding a resource by which the task has the earliest finish time (EFT). EFT causes every task to be completed as soon as possible, so that the whole application can be completed in a short time. Even though look-ahead provides a step in the right direction to cope with the shortcomings of basic EFT idea, its decision making method, the earliest finish time of all the children nodes, may still make some poor decisions. That is because it cannot consider the bad effects from some unscheduled but higher priority nodes (higher priority than children nodes), which means the benefit from look-ahead will be reduced or eliminated by these unscheduled but higher priority nodes. Meanwhile, it does not consider the resource competition between higher priority tasks and the children nodes. Based on these observations, a look-forward idea is proposed to solve this problem.

This look-forward algorithm uses a new heuristic; the higher priority node should also take into account lower priority nodes. Look-forward is a further improvement of the look-ahead algorithm. It inherits the heuristic of look-ahead where parent nodes should look ahead to the earliest finish time of all the children nodes. But it also considers the bad effects from the unscheduled but higher priority nodes (higher than the children nodes) which are being looked forward. As to the question of what higher priority tasks the look-forward algorithm should consider: the look-forward algorithm keeps a node set $L$; every time when it schedules a node $t_{i}$, it puts $t_{i}$ 's children nodes into $L$ and then chooses the resource that makes all the nodes in $L$ have the earliest finish time. If $t_{i}$ is inside $L$, then $L$ is emptied first and the loop for $t_{i}$ is repeated. The look-forward algorithm can be seen in Algorithm 5.3.

### 5.4 Experimental evaluation

### 5.4.1 DAX and generator

A workflow generator is used to generate the input workflows. This generator uses the information gathered from actual executions of scientific workflows as well as the understanding of the processes behind these workflows to generate realistic, synthetic workflows resembling those used by real-world scientific applications. The format of

```
Algorithm 5.3 Look-forward planning algorithm
    Input: a task graph \(G=(V, E, w, c)\)
    Output: a schedule for all tasks \(t_{i} \in V\)
    rank tasks \(t_{i} \in V\) using the \(\operatorname{rank}_{u}\)
    \(L \leftarrow N U L L\)
    while there are unscheduled tasks do
        \(t \leftarrow\) unscheduled task with highest \(\operatorname{rank}_{u}\)
        if \(t \notin L\) and children of \(t \notin L\) then
            \(L \leftarrow\) children of \(t\)
        end if
        if \(t \in L\) then
            \(L \leftarrow N U L L\)
            \(L \leftarrow\) children of \(t\)
        end if
        for all resource \(r_{i} \in\) the resources set \(R\) do
            schedule \(t\) on \(r_{i}\)
            schedule all tasks \(\in L\) using \(H E F T\)
            \(E F T_{r_{i}} \leftarrow\) maximum \(E F T\) for tasks \(\in L\)
            return to the schedule state at the beginning of this loop
        end for
        schedule \(t\) on \(r_{i}\) such that \(E F T_{r_{i}} \leq E F T_{r_{k}}\)
    end while
```

the workflow is called 'DAX'. A DAX consists of information about tasks, input and output files and the relationship between tasks and files. A task has a runtime which can be used to calculate the computation time of this task and a file has a data length which can be used to calculate the communication cost during different target systems. Four kinds of DAX are generated: Montage [ $\left.\mathrm{BCD}^{+} 08\right]$, LiGo [ $\left.\mathrm{BCD}^{+} 08\right]$, Epigenomics $\left[\mathrm{BCD}^{+} 08\right]$, CyberShake $\left[\mathrm{BCD}^{+} 08\right]$. The computation cost and communication cost of each task were generated from the interval $(500,4000)$. In order to generate different CCR values (CCR is the rate of communication cost divided by computation cost) for each DAX, the communication costs will be changed according to the CCR before scheduling. For each type of DAX, three kinds of CCR $(0.5,1.0,2.0)$ are chosen to do
the experiments. All the workflows are run by HEFT, MHEFT, look-ahead and lookforward algorithms. Each algorithm runs 200 randomly generated workflows under 2 resources and 10 resources for each type of workflow. Except for the four kinds of workflow, a test workflow which has the same structure as the one in the HEFT paper [THW02] is also produced to test the accuracy of the algorithms.

### 5.4.2 The simulator and settings

WorkflowSim [Che13] is used to simulate the running of the workflows. WorkflowSim is an open source workflow simulator that extends CloudSim by providing workflow level support for simulation. It models a workflow with a DAG model and supports an elaborate model of node failures, a model of delays occurring in different layers and components, and includes implementations of several of the most popular dynamic and static workflow scheduling algorithms (e.g., HEFT [THW02], look-forward (see Section 5.3), min-min [KA11]) and task clustering algorithms (e.g., runtime-based algorithms, data-oriented algorithms and fault-tolerant clustering algorithms). There are two layers in WorkflowSim: workflow planning layer (HEFT, DLS [SL93], FCP [RvG99], LMT [IÖF95]) and workflow scheduling layer (static scheduling, FCFS, MAXMIN). The HEFT, look-ahead and look-forward algorithms all work on the workflow planning layer. In order to keep the result of planning layer algorithms, a static scheduling algorithm will be used in the workflow scheduling layer. DAXs are used as the input file of WorkflowSim, the output is a schedule for each DAX. WorkfowSim reads the DAXs files, then runs the planning algorithms (e.g., HEFT, look-ahead, look-forward); after finishing the planning algorithms, the results will be sent to a simulator and the simulator will run the tasks by scheduling them with our algorithms then get the scheduling time of DAX. For each workflow, the simulation runs for different algorithms and under different target machines. The output data for all the workflows will be collected to analyze the results. The average scheduling length for each kind of DAX and for each algorithm will be obtained. The four algorithms are implemented in WorkflowSim and the workflows are also tested under WorkflowSim.

A HEFT planning algorithm based on the paper "Performance-Effective and LowComplexity Task Scheduling for Heterogeneous Computing" [THW02]) has been implemented and used to test the workflows. A HEFT planning algorithm called MHEFT
is implemented and compared to a standard HEFT with different workflows. The result shows that MHEFT and HEFT have the same performance.

### 5.4.3 Results

The experiments show the results of the HEFT, MHEFT, look-ahead and look-forward algorithms on 2 or 10 resources and using CCR $0.5,1.0$ and 2.0. The main purpose is to compare the look-forward with the HEFT and look-ahead algorithms. The horizontal axis shows the number of tasks in DAGs and the vertical axis shows the average makespan.

Figure 5.1 to Figure 5.6: these six figures present the results of Montage workflow with different CCR values ( $0.5,1.0$ and 2.0). The results allow us to make the following observations: HEFT and MHEFT have the same performance as expected. Both lookahead and look-forward work better than HEFT in most cases. When the number of tasks is small, the look-ahead and the look-forward algorithms obtain similar results. But, in some cases, look-ahead works slightly better than the look-forward algorithm when the number of tasks is small (for example, when the number of tasks is $24, \mathrm{CCR}$ 2.0 and using 10 resources, look-ahead achieved a $21.8 \%$ improvement but look-forward achieved a $19.14 \%$ improvement). With an increasing number of tasks, look-forward starts to work better than look-ahead (see Figure 5.1 to Figure 5.6 when the number of tasks is $50,100,200,500,700,1000$ ). Look-ahead obtains less and less improvement with an increasing number of tasks: for example look-ahead obtains a benefit from $10.91 \%$ to $-0.78 \%$ when the number of tasks increases from 24 to 700 , CCR 1.0 and 10 resources (see Figure 5.4). Look-forward has a trend where the higher the number of tasks the better improvement it can make: for example look-forward obtained an improvement from $5.11 \%$ to $48.27 \%$ when the number of tasks increases from 24 to 1000, CCR 0.5 and 10 resources (see Figure 5.2). When the number of tasks is more than 500 , look-forward obtains more than a $35 \%$ improvement in all the cases, more than $40 \%$ improvements when the number of tasks is more than 700 , while look-ahead obtains little improvement sometimes even negative improvement.

Figure 5.7 to Figure 5.12: these six figures present the results of the LiGo workflow with different CCR. The results of the LiGo workflow are similar to the Montage workflow in Figure 5.1 to Figure 5.6. As the number of tasks increases, look-forward
works better and better than both HEFT and look-ahead; look-ahead obtains less and less improvement compared to HEFT. Some new observations can be seen: look-ahead becomes unstable when the CCR reduces. When the CCR is reduced, look-ahead cannot always obtain a stable benefit and in many cases it even obtains worse results when the CCR becomes smaller (see Figure 5.12, 5.10 and 5.8 look-ahead parts). When CCR reduces from 2.0 to 0.5 , look-ahead obtains improvements from $5.46 \%$ to $-1.83 \%$ ). By contrast, look-forward kept obtaining a stable benefit when the CCR is changed. The improvements of look-forward are around $2.45 \%$ to $9.11 \%$. For all the cases, the results show that look-forward works better than look-ahead.

Figure 5.13 to Figure 5.24: Figures 5.13 to 5.24 present the results of CyberShake and Epigenomics workflow with different CCR. The results of CyberShake and Epigenomics also prove that look-forward works better than look-ahead when the number of tasks increases and works more stably than look-ahead when the CCR is changed. It also shows that look-forward works better than look-ahead and HEFT in all the tested cases. For the CyberShake workflow, look-ahead obtains around $0.33 \%$ to $1.85 \%$ improvement when the number of resources is 2 and obtains around $-4.5 \%$ to $3.16 \% \mathrm{im}-$ provement when the number of resources is 10 . At the same time, look-ahead will obtain $1.08 \%$ to $8.57 \%$ improvement when the number of resources is 2 and will obtain $2.15 \%$ to $46.6 \%$ improvement when the number of resources is 10 . For the Epigenomics workflow in general, look-ahead obtains a benefit of $-2.5 \%$ to $2.13 \%$, on average, it will obtain around $1 \%$ improvement. Look-forward obtains a benefit of $1.31 \%$ with CCR 0.5 and a number of resources 2 to $23.25 \%$ with CCR 2.0 and a number of resources 10; the range is different for different CCR values, number of tasks and resources (see Figures 5.19 to 5.24).


Figure 5.1: Average makespan with standard deviation using Montage workflow, CCR 0.5 and 2 resources


Figure 5.2: Average makespan with standard deviation using Montage workflow, CCR 0.5 and 10 resources


Figure 5.3: Average makespan with standard deviation using Montage workflow, CCR 1.0 and 2 resources


Figure 5.4: Average makespan with standard deviation using Montage workflow, CCR 1.0 and 10 resources


Figure 5.5: Average makespan with standard deviation using Montage workflow, CCR 2.0 and 2 resources


Figure 5.6: Average makespan with standard deviation using Montage workflow, CCR 2.0 and 10 resources


Figure 5.7: Average makespan with standard deviation using ligo workflow, CCR 0.5 and 2 resources


Figure 5.8: Average makespan with standard deviation using ligo workflow, CCR 0.5 and 10 resources


Figure 5.9: Average makespan with standard deviation using ligo workflow, CCR 1.0 and 2 resources


Figure 5.10: Average makespan with standard deviation using ligo workflow, CCR 1.0 and 10 resources


Figure 5.11: Average makespan with standard deviation using ligo workflow, CCR 2.0 and 2 resources


Figure 5.12: Average makespan with standard deviation using ligo workflow, CCR 2.0 and 10 resources


Figure 5.13: Average makespan with standard deviation using cybershake workflow, CCR 0.5 and 2 resources


Figure 5.14: Average makespan with standard deviation using cybershake workflow, CCR 0.5 and 10 resources


Figure 5.15: Average makespan with standard deviation using cybershake workflow, CCR 1.0 and 2 resources


Figure 5.16: Average makespan with standard deviation using cybershake workflow, CCR 1.0 and 10 resources


Figure 5.17: Average makespan with standard deviation using cybershake workflow, CCR 2.0 and 2 resources


Figure 5.18: Average makespan with standard deviation using cybershake workflow, CCR 2.0 and 10 resources


Figure 5.19: Average makespan with standard deviation using epigenomics workflow, CCR 0.5 and 2 resources

Figure 5.25 to Figure 5.32: Figures 5.25 to 5.32 present the amount of communication of the four algorithms. Comparing to HEFT, look-forward reduces the amount of communication in all the cases and look-ahead can reduce the amount of communication in most of the cases. In some cases, look-ahead increases the communication a little (see Figure 5.31 look-ahead parts, number of tasks 500, 700, 1000). Compared to look-ahead, look-forward can reduce communication more especially when the number of tasks increases. When the number of tasks is less than 200, both look-ahead and lookforward can obtain improvements upon HEFT and look-forward works slightly better than look-ahead. When the number of tasks is more than 200, the improvement levels can be seen in Table 5.1 and Table 5.2.

| (resource10) | Improvements (\%) | Montage | CyberShake | Epigenomics | LiGo |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 500 tasks | Look-ahead/Look-forward | $3.45 / 22.55$ | $6.03 / 7.57$ | $8.41 / 10.2$ | $9.37 / 11.95$ |
| 700 | Look-ahead/Look-forward | $3.14 / 22.28$ | $5.74 / 9.11$ | $6.93 / 9.44$ | $6.59 / 8.75$ |
| 1000 | Look-ahead/Look-forward | $3.11 / 20.91$ | $5.23 / 12.56$ | $5.99 / 10.98$ | $5.54 / 7.86$ |

Table 5.1: Communication improvement of look-ahead and look-forward when the number of resources is 10


Figure 5.20: Average makespan with standard deviation using epigenomics workflow, CCR 0.5 and 10 resources

| (resource 2) | Improvements (\%) | Montage | CyberShake | Epigenomics | LiGo |
| :---: | :---: | :---: | :---: | :---: | :---: |
| 500 tasks | Look-ahead/Look-forward | $6.54 / 8.51$ | $3.99 / 3.39$ | $6.82 / 7.68$ | $-1.85 / 3.05$ |
| 700 | Look-ahead/Look-forward | $5.68 / 10.58$ | $2.92 / 2.91$ | $5.8 / 8.31$ | $-2.71 / 3.06$ |
| 1000 | Look-ahead/Look-forward | $6.13 / 13.12$ | $2.74 / 2.39$ | $3.91 / 5.71$ | $-1.56 / 3.88$ |

Table 5.2: Communication improvement of look-ahead and look-forward when the number of resources is 2


Figure 5.21: Average makespan with standard deviation using epigenomics workflow, CCR 1.0 and 2 resources


Figure 5.22: Average makespan with standard deviation using epigenomics workflow, CCR 1.0 and 10 resources


Figure 5.23: Average makespan with standard deviation using epigenomics workflow, CCR 2.0 and 2 resources


Figure 5.24: Average makespan with standard deviation using epigenomics workflow, CCR 2.0 and 10 resources


Figure 5.25: Communication amount of montage workflow under 2 resources


Figure 5.26: Communication amount of montage workflow under 10 resources


Figure 5.27: Communication amount of cybershake workflow under 2 resources


Figure 5.28: Communication amount of cybershake workflow under 10 resources


Figure 5.29: Communication amount of epigenomics workflow under 2 resources


Figure 5.30: Communication amount of epigenomics workflow under 10 resources


Figure 5.31: Communication amount of ligo workflow under 2 resources


Figure 5.32: Communication amount of ligo workflow under 10 resources

### 5.4.4 Discussion

From the above results, some observations can be made. First, both look-ahead and look-forward algorithms can obtain improvement upon HEFT. There are two reasons to explain this: communication and DAG structure. When communication comes into task scheduling, it obviously affects the whole scheduling length. Both look-ahead and lookforward can 'foresee' some key tasks and their communications; if an algorithm finds that some communication will affect the scheduling, it will choose the best destination resource to avoid or reduce the negative effect of this communication. By applying this way step by step, the whole scheduling length can be reduced. The other reason is the DAG structure. One typical structure is the 'join structure'. When a task $t$ has more than one incoming communication, this task is called a join task. The parent tasks of $t$, join task $t$ and communications $E$ between them constitute a join structure. Most of the list scheduling algorithms using traditional EFT, such as HEFT, cannot fully consider the join structure. However, look-ahead and look-forward consider the resources available, which makes the join task $t$ have the earliest finish time at the stage of scheduling the parent tasks. This naturally considers the join structure and communications between them. So, both look-ahead and look-forward can reduce the scheduling length compared to basic EFT-only algorithms.

Secondly, with an increasing number of tasks, look-ahead obtains less and less benefit but look-forward obtains more and more benefit. That is because both look-ahead and look-forward use a prediction tactic to make decisions. The benefits of this prediction tactic can only be obtained when the planned future happens without interruption. Any unexpected interference can make the planned future change and waste a lot of resources. Look-ahead looks into the earliest finish time of the children tasks which involves considering the communications and structure of DAG; it satisfies the finish time of some parent tasks and makes a plan for the children tasks. The problem is that there are many tasks which have a higher priority than the planned children tasks among the parents and children tasks. These higher priority tasks will preemptively seize the resources of the planned children tasks, and then an unpredictable interruption happens. The decision-making tactic starts to make poor decisions. The larger size a DAG has, the poorer the decisions that look-ahead may potentially make. So look-ahead will get less and less benefit with the number of tasks increasing; in some cases, look-ahead can
even lead to a result worse than HEFT (see Figure 5.6). Based on these considerations, the look-forward algorithm considers not only the children tasks but also the higher priority tasks. It carefully chooses some higher priority tasks and the children tasks, using a complete way of reasoning to add these tasks to a scheduling list or to release them from it in an appropriate time frame and trying to avoid or reduce the interruptions from the higher priority tasks. Then, it uses a new prediction strategy which can consider the communications and the structure of the DAG, with generally good decision-making. That is why look-forward can keep obtaining benefits, even though the number of tasks of a DAG increases.

Thirdly, compared to HEFT, both look-ahead and look-forward can reduce the communications; look-forward reduces communication more than look-ahead. As discussed in point one of Section 5.4.4, the two algorithms 'foresee' some future tasks and avoid the costly communications among the current and future tasks; the amount of communication is reduced in this way. Both the algorithms consider the join DAG structure, which can also reduce the communications. The reasons why look-forward reduces communication further is that look-forward fixes the poor decision-making problem which has been discussed in point two of Section 5.4.4. One more reason is that lookforward considers more tasks than look-ahead which makes it more stable and potentially reduces communication more than look-ahead.

Some other observations, like the fact that look-forward remains stable even when the CCR changes, were also made.

### 5.4.5 Algorithm execution time

Figures 5.33 to 5.40 present the average algorithm execution time of four algorithms. Both look-ahead and look-forward need to consider more tasks than HEFT when scheduling one task; as expected, look-ahead and look-forward require more time to execute than HEFT. Because look-ahead considers only the children tasks but lookforward considers both the children tasks and some higher priority tasks, the execution time of look-forward is 1 or 2 times higher than that of look-ahead. Nevertheless, this higher execution time may be worthy for a static algorithm, especially in situations where a shorter makespan is important.


Figure 5.33: Average algorithm execution time (in microseconds) of montage workflow under 2 resources

### 5.5 Summary

This chapter presented a look-forward approach to schedule DAGs in heterogeneous systems. The look-forward algorithm is also a forecast algorithm but considers the higher priority and unscheduled tasks. The simulation experiments show that lookforward can significantly improve the schedule made by HEFT and look-ahead, especially in cases where there is a large number of tasks. As the number of tasks increases, look-forward shows more stable and effective performance than look-ahead, which proves that the scheduling strategy we propose is effective. The proposed algorithm can shorten the makespan in some cases by up to $40 \%$, which is a significant improvement. Despite the increased time complexity, this time consumption can be controlled to be lower than many other higher time complexity algorithms; at the same time, it can make more reduction in schedule length than these algorithms. As this is a static algorithm, the time complexity is acceptable when considering the improvement it can make.

Further work can study how look-forward works when communication becomes


Figure 5.34: Average algorithm execution time (in microseconds) of montage workflow under 10 resources
important. One example is the contention model problem. In the contention model, algorithms need to consider communication contention during scheduling. Look-forward can 'foresee' the communications, and may solve the communication contention problem. The other problem is the identical data problem. Identical data should be considered during the scheduling, in order to find a suitable way to schedule identical data and obtain the benefit. Look-forward may be a good algorithm to do it. These problems will be considered in the following chapters.


Figure 5.35: Average algorithm execution time (in microseconds) of cybershake workflow under 2 resources


Figure 5.36: Average algorithm execution time (in microseconds) of cybershake workflow under 10 resources


Figure 5.37: Average algorithm execution time (in microseconds) of epigenomics workflow under 2 resources


Figure 5.38: Average algorithm execution time (in microseconds) of epigenomics workflow under 10 resources


Figure 5.39: Average algorithm execution time (in microseconds) of ligo workflow under 2 resources


Figure 5.40: Average algorithm execution time (in microseconds) of ligo under 10 Re sources

## Chapter 6

## Look-forward scheduling in the contention model

Section 3.2 has provided an introduction to the contention model, has detailed the differences between the contention model and the classic model and described one important contention model called the one-port model. In this chapter, scheduling in the contention model will be studied further.

### 6.1 List scheduling in the one-port model

As there are many differences between the classic model and the contention model when it comes to handling contention, new algorithms which take into account the properties of the contention model, should be developed. In this work, the one-port model is chosen as the contention model. The main differences between the one-port model and the classic model are that communication cannot be performed in parallel under the one-port model and that any communication must pass through an out-port of the sender processor and an in-port of the receiver processor. As communication cannot be performed in parallel, any communication should consider the conflict with other data transfers. The communication may need to wait for the processor to finish transferring the other data, which will increase the whole schedule length. Besides, the out-port and in-port on the path of each communication transfer may have different slack time which will require the relevant algorithms to handle the out-port and in-port separately. As a
result of the communication transfers from the out-port to the in-port, the start time of the communication on the in-port cannot be earlier than the start time on the out-port.

In order to solve these problems, a technique called edge scheduling [SSS06, WSF89, GDP08] (see Section 2.2) needs to be introduced first. Compared with scheduling in the classic model, the edges in the one-port model should be scheduled carefully. (Note that this does not mean edges in the classic model need not be scheduled. Because one edge $e_{i j}$ in the classic model needs only a start time $t_{s}\left(e_{i j}\right)=t_{f}\left(p_{i}\right)$ and a finish time $t_{f}\left(e_{i j}\right)=t_{s}\left(e_{i j}\right)+w\left(e_{i j}\right)$, which is easy to determine, it is not common to refer to edge scheduling in the classic model). The edge scheduling technique schedules an edge $e_{i j}$ between two processors $p_{i}$ and $p_{j}$, which will consider the conflicts between the communications and the transfer on the out-port of $p_{i}$ and the in-port of $p_{j}$. The generic algorithm of edge scheduling can be seen in Algorithm 6.1.

In Algorithm 6.1, $t_{s}\left(e_{i j}, p_{(i, o u t)}\right)$ means the start time of edge $e_{i j}$ on processor $p_{i}$ 's out-port, $t_{f}\left(e_{i j}, p_{(i, \text { out })}\right)$ means the finish time of edge $e_{i j}$ on processor $p_{i}$ 's out-port, $t_{s}\left(e_{i j}, p_{(j, i n)}\right)$ means the start time of edge $e_{i j}$ on processor $p_{j}$ 's in-port, $t_{f}\left(e_{i j}, p_{(j, i n)}\right)$ means the finish time of edge $e_{i j}$ on processor $p_{j}$ 's in-port, $t_{f}\left(p_{(i, \text { out }}\right)$ means the finish time of processor $p_{i}$ 's out-port, $t_{f}\left(p_{(i, i n}\right)$ means the finish time of processor $p_{i}$ 's in-port. This algorithm schedules edge $e_{i j}$ on the out-port and in-port separately. $t_{s}\left(e_{i j}, p_{(i, o u t)}\right)$ should be the later of processor $p_{i}$ 's finish time and the out-port of processor $p_{i}$ 's finish time $\left.t_{f}\left(p_{(i, o u t)}\right)\right)$. $t_{s}\left(e_{i j}, p_{(j, \text { in })}\right)$ should be the later of $t_{s}\left(e_{i j}, p_{(i, o u t)}\right)$ and the in-port of processor $p_{j}$ 's finish time $t_{f}\left(p_{(j, i n)}\right)$. When the edge is scheduled on the out-port or in-port, the completion of the out-port or in-port should be renewed. Note that $p_{i}$ means the allocated processor of edge $e_{i j}$ 's incoming node, $p_{j}$ means the allocated processor of edge $e_{i j}$ 's outgoing node, $p_{(i, \text { out })}$ means the out-port of processor $p_{i}$ and $p_{(j, i n)}$ means the in-port of processor $p_{j}$. At the very beginning, all the start time and finish time of processors, ports, nodes and edges are zero.

Algorithm 6.1 gives a way to schedule one edge $e_{i j}$ from processor $p_{i}$ to processor $p_{j}$. Some nodes have more than one incoming edge, for example in Figure 6.1, node OUT has 10 incoming edges. According to the basic steps of list scheduling, before scheduling node $O U T$, the finish time and data ready time (DRT) of OUT should be determined. When scheduling node $O U T$, all the 10 incoming edges should be scheduled. The following algorithm shows how to get the DRT for one node $n_{i}$ on one processor $p_{i}$. In Algorithm 6.2, the $\operatorname{Incom}\left(n_{i}\right)$ means all the incoming edges of $n_{i}, \operatorname{proc}\left(n_{j}\right)$ means

```
Algorithm 6.1 Edge Scheduling. \(e_{i j}\) from processor \(p_{i}\) to processor \(p_{j}\) (one-port model)
    Input: processor \(p_{i}\), processor \(p_{j}\), edge \(e_{i j}\)
    Output: finish time of processor \(p_{i}\) 's out-port \(t_{f}\left(p_{(i, \text { out })}\right)\)
    Output: start time of edge \(e_{i j}\) on \(p_{i}\) 's out-port \(t_{s}\left(e_{i j}, p_{(i, \text { out })}\right)\)
    Output: finish time of edge \(e_{i j}\) on \(p_{i}\) 's out-port \(t_{f}\left(e_{i j}, p_{(i, o u t)}\right)\)
    Output: finish time of processor \(p_{j}\) 's in-port \(t_{f}\left(p_{(j, i n)}\right)\)
    Output: start time of edge \(e_{i j}\) on \(p_{j}\) 's in-port \(t_{s}\left(e_{i j}, p_{(j, \text { out })}\right)\)
    Output: finish time of edge \(e_{i j}\) on \(p_{j}^{\prime}\) 's in-port \(f_{s}\left(e_{i j}, p_{(j, \text { out })}\right)\)
    Get finish time \(t_{f}\left(p_{i}\right)\) of \(p_{i}\)
    Get finish time \(t_{f}\left(p_{(i, o u t)}\right)\) of \(p_{i}\) 's out-port
    \(t_{s}\left(e_{i j}, p_{(i, \text { out })}\right) \leftarrow \max \left(t_{f}\left(p_{i}\right), t_{f}\left(p_{(i, \text { out })}\right)\right)\)
    \(t_{f}\left(e_{i j}, p_{(i, \text { out })}\right) \leftarrow t_{s}\left(e_{i j}, p_{(i, \text { out })}\right)+c\left(e_{i j}\right)\)
    \(t_{f}\left(p_{(i, \text { out })}\right) \leftarrow t_{f}\left(e_{i j}, p_{(i, \text { out })}\right)\)
    3:
    Get finish time \(t_{f}\left(p_{j}\right)\) of \(p_{j}\)
    Get finish time \(t_{f}\left(p_{(j, i n)}\right)\) of \(p_{j}\) 's in-port
    \(t_{s}\left(e_{i j}, p_{(j, i n)}\right) \leftarrow \max \left(t_{s}\left(e_{i j}, p_{(i, o u t)}\right), t_{f}\left(p_{(j, i n)}\right)\right)\)
    \(t_{f}\left(e_{i j}, p_{(j, i n)}\right) \leftarrow t_{s}\left(e_{i j}, p_{(j, i n)}\right)+c\left(e_{i j}\right)\)
    \(t_{f}\left(p_{(j, i n)}\right) \leftarrow t_{f}\left(e_{i j}, p_{(j, i n)}\right)\)
```

the allocated processor of edge $e_{j i}$ 's incoming node $n_{j}, t_{f}\left(e_{j i}, \operatorname{proc}\left(n_{j}\right), p_{i}\right)$ means the finish time of edge $e_{j i}, p_{(i, i n)}$ means the in-port of processor $p_{i}, t_{f}\left(e_{j i}, p_{(i, i n)}\right)$ means the finish time of edge $e_{j i}$ on the in-port of processor $p_{i}$. The DRT (see Equation 2.1) should be the time after all the incoming edges are scheduled. This algorithm uses the equation $D R T=\max \left(t_{f}\left(e_{j i}, \operatorname{proc}\left(n_{j}\right), p_{i}\right), D R T\right)$ to get the final data ready time of the target node $n_{i}$ in each loop. Compared to the classic model (see Algorithm 4.1), this algorithm schedules the incoming edges and considers the contention between the outport and in-port of the processor in the one-port model. Each edge may have an effect on the final data ready time in the one-port model.

After getting the data ready time, the start time $t_{s}\left(n_{i}, p_{i}\right)$ of a node $n_{i}$ on processor $p_{i}$ is given as $t_{s}\left(n_{i}, p_{i}\right)=\max \left(D R T, t_{f}\left(p_{i}\right)\right)$. This formula gives a way of finding $n_{i}$ 's start time on a specific processor $p_{i}$. In a parallel/distributed system, there are many processors to which a node can be allocated. In order to find one suitable processor for


Figure 6.1: Graph example for edge scheduling

```
Algorithm 6.2 Get the DRT of \(n_{i}\) on processor \(p_{i}\) (one-port model)
    Input: processor \(p_{i}\), node \(n_{i}\)
    Output: data ready time (DRT) of node \(n_{i}\)
    DRT \(\leftarrow 0\)
    Find all incoming edges \(\operatorname{Incom}\left\{n_{i}\right\}\) of \(n_{i}\)
    for all edge \(e_{j i} \in \operatorname{Incom}\left\{n_{i}\right\}\) do
        Schedule edge \(e_{j i}\) on out-port of \(\operatorname{proc}\left(n_{j}\right)\)
        Schedule edge \(e_{j i}\) on in-port of \(p_{i}\)
        Finish time \(t_{f}\left(e_{j i}, \operatorname{proc}\left(n_{j}\right), p_{i}\right) \leftarrow t_{f}\left(e_{j i},\left(p_{(i, i n)}\right)\right)\)
        \(\operatorname{DRT} \leftarrow \max \left(t_{f}\left(e_{j i}, \operatorname{proc}\left(n_{j}\right), p_{i}\right), \mathrm{DRT}\right)\)
    end for
```

node $n_{i}$, the algorithm needs to check all the processors and find the earliest start time amongst these processors. The processor, which allows node $n_{i}$ to be started earliest, will be chosen as $n_{i}$ 's processor. Algorithm 6.3 shows how to choose a processor $p$ for node $n_{i}$. No matter whether in the classic model or in the one-port model, both algorithms use the principle of choosing the minimal start time first. So, from Algorithm 4.2 in classic model and Algorithm 6.3 in the one-port model, it is easy to see that these two algorithms are similar in every way, except in how to obtain the data ready time for a node $n_{i}$. Every time the algorithm checks a processor and the start time and finish time of all the processors and processor's ports, it should go back to the previous status when Algorithm 6.3 begins. That is because Algorithm 6.3 only chooses a processor for node $n_{i}$ and it will not change any other status of the nodes and processors.

```
Algorithm 6.3 Choose a processor \(p_{i}\) for node \(n_{i}\) (one-port model)
    Input: node \(n_{i}\)
    Output: processor \(p_{i}\) for node \(n_{i}\)
    \(t_{\text {temp }} \leftarrow \infty, p_{\text {temp }} \leftarrow\) null
    for all processors \(p_{i} \in P\) do
        Get the DRT of \(n_{i}\) on processor \(p_{i}\) (Algorithm 6.2)
        if \(t_{\text {temp }}>\max \left(\mathrm{DRT}, t_{f}\left(p_{i}\right)\right)\) then
            \(t_{\text {temp }} \leftarrow \max \left(\mathrm{DRT}, t_{f}\left(p_{i}\right)\right)\)
            \(p_{\text {temp }} \leftarrow p_{i}\)
        end if
    end for
    \(t_{s}\left(n_{i}\right) \leftarrow t_{\text {temp }}, \operatorname{proc}\left(n_{i}\right) \leftarrow p_{\text {temp }}\)
```

Algorithm 6.4 shows the steps of the static list scheduling algorithm in the one-port model. It has the same steps as the basic steps of static list scheduling, except for the priority part and how to choose a processor for a node $n_{i}$. In fact, the greatest differences between the one-port model and the classic model are edge scheduling (Algorithm 6.1) and data ready time (Algorithm 6.2).

```
Algorithm 6.4 List scheduling (one-port model)
    Calculate the priority of each node \(n_{i}\) as \(\sum_{j \in \operatorname{pred}(i)} c\left(e_{j, i}\right) / w_{i}\)
    Order all nodes \(n_{i} \in V\) into list \(L\) by priority and precedence constraints (non-
    ascending order)
    for all node \(n_{i} \in L\) do
        Choose a processor \(p_{i}\) for node \(n_{i}\) (Algorithm 6.3)
        Schedule \(n_{i}\) on processor \(p_{i}\)
    end for
```


### 6.2 Look-forward algorithms under the contention model

Even though most list scheduling algorithms can be converted into the contention model by using Algorithms 6.4, 6.3 and 6.2 , this kind of conversion is still not enough. Because of the communication contention, the resource competition moves from the processor to the communication network. Using the earliest finish time is no longer an efficient way to do the scheduling. When doing scheduling, the algorithm needs to consider both the incoming port and the outgoing port. A block in one port may lead to communication contention. In order to solve this problem, we propose to add a look-forward aspect to the contention model. It has been demonstrated in Chapter 5, even in the classic model, look-forward still has better performance. Because look-forward typically 'looks' a little farther than the other algorithms, it can consider the whole situation rather than only finding an earlier time. Algorithm 6.5 shows the detail of how to use the look-forward algorithm in the contention model. 'Status 1' means the status before the scheduling; $E F T_{r_{i}}$ means the earliest finish time of task $r_{t}$.

### 6.3 Experimental setup

### 6.3.1 Graphs

In order to evaluate the algorithms, six types of DAGs (directed acyclic graphs) are chosen and introduced as follows:


Fork Graph


Join Graph

Figure 6.2: Fork and join graph

```
Algorithm 6.5 Look-forward algorithm, contention model
    Input: a task graph \(G=(V, E, w, c)\)
    Output: a schedule for all tasks \(t_{i} \in V\)
    rank tasks using \(t_{i} \in V\) the \(\operatorname{rank}_{u}\)
    \(L \leftarrow N U L L\)
    while there are unscheduled tasks do
        \(t \leftarrow\) unscheduled task with highest \(\operatorname{rank}_{u}\)
        if \(t \notin L\) and children of \(t \notin L\) then
            \(L \leftarrow\) children of \(t\)
        end if
        if \(t \in L\) then
            \(L \leftarrow N U L L\)
            \(L \leftarrow\) children of \(t\)
        end if
        status 1
        for all resource \(r_{i} \in\) the resources set \(R\) do
            schedule \(t\) on \(r_{i}\) using Algorithm 6.4
            schedule all tasks \(\in L\) using Algorithm 6.4
                \(E F T_{r_{i}} \leftarrow\) maximum \(E F T\) for tasks \(\in L\)
            return to status 1 (recover the ports)
        end for
        schedule \(t\) on \(r_{i}\) such that \(E F T_{r_{i}} \leq E F T_{r_{k}}\) using Algorithm 6.4
    end while
```

Figure 6.2 shows the example of a fork graph and a join graph. A fork graph consists of a node with two or more outgoing edges and child nodes. If a fork node's outgoing edges all represent the same data, these edges will be called edges with identical data. The join graph is a node with two or more incoming edges and parent nodes. It is easy to see that it is only meaningful to have identical data for fork-graphs or fork parts of a graph. Identical data taken by a join graph would not be realistic. So, in this work, the join graph is not tested by the algorithm. Figure 6.3 shows the example of a fork-join graph. A fork-join graph is the combination of a fork graph and join graph. The fork part of the graph is connected by a join part. A fork-join graph is an important graph for


Fork-join Graph

Figure 6.3: Fork-join graph
parallel task scheduling.

Figure 6.4 shows the example of a series-parallel graph. Before series-parallel is defined, the two-terminal graph needs to be introduced. A two-terminal graph is a graph with two distinguished vertices, $s$ and $t$, called source and sink, respectively. Let $X$ be a two-terminal graph, $s_{x}, t_{x}$ are the source and sink vertices of $X$. Let $Y$ be a two-terminal graph, $s_{y}, t_{y}$ are the source and sink vertices of $Y$. If a composition is operated by merging $s_{x}, s_{y}$ to be a new source vertex of $Z$ and merging $t_{x}, t_{y}$ to be a new sink vertex of $Z$, this composition is called parallel composition. If a composition is operated by merging $t_{x}, s_{y}$ and $s_{x}, t_{y}$ become the source and sink vertices of Z , this composition is called series composition. If a graph is constructed by a sequence of series composition or parallel composition, this graph is a series-parallel graph. The example can be seen in Figure 6.4. Figure 6.5 shows the example of an out-tree. Figure 6.6 shows the example of an in-tree.


Series-parallel Graph

Figure 6.4: Series-parallel graph

### 6.3.2 DAX generator and simulator settings

As mentioned in Section 5.4.1, DAX represents the input workflow file which contains the information of tasks, input and output files, task runtime, communication file and the relationship between tasks and files. The task runtime can be used to calculate the computation time of this task and the communication file can be used to calculate the communication cost during different target systems. A DAX file is generated by the workflow generator (see Section 5.4.1). The generator generated the DAX files with the corresponding computation cost and communication cost from the interval $(20,1000)$. Three different CCR values $(0.1,1.0,10)$ are generated for the experiments; in this experiment, the six kinds of DAXs mentioned in Section 6.3.1 are generated by the workflow generator. All the workflows are run by HEFT and look-forward algorithms. Each algorithm runs 200 randomly generated workflows under 2 resources and 10 resources for each type of workflow.

A simulator called WorkflowSim is used to simulate the running of the workflows.


Figure 6.5: Out-tree graph

The details of WorkflowSim can be found in Section 5.4.2. DAXs are used as the input file of WorkflowSim. The HEFT planning algorithm and the look-forward based planning algorithm under the contention model are implemented to do scheduling in the simulator.

### 6.3.3 Results and evaluation

As shown in Figures 6.7, 6.8, 6.9, 6.10, 6.11, three observations can be made as follows: firstly, when the CCR is small, for instance $\mathrm{CCR}=0.1$ (see Figures 6.7, 6.8, 6.9, 6.10, 6.11), both HEFT scheduling and look-forward scheduling have similar results. That is because when the CCR is small, the communications are very small too. Under these conditions, scheduling is more likely to be affected by the computation costs of the nodes; the communications are less important to the scheduling system. Secondly, when the CCR is large, for instance $C C R=10$, look-forward works better than HEFT under the join structures, such as in the In-Tree graph and fork-join graph (see Figures 6.8, 6.10). The reason why look-forward works better is that look-forward considers both the incoming communications and the outgoing communications of each node. This will be useful, especially in a join-structure. Lastly, both the HEFT algorithm and the look-forward algorithm can be transferred from the classic model to the contention model using Algorithms 6.5 and 6.4. Both of them can create good schedules under the one-port/contention model.


In-tree

Figure 6.6: In-tree graph

### 6.4 Summary

This chapter has investigated the look-forward algorithm under the contention model. The next chapter will analyze this further taking into account an additional property of task graphs concerning identical data.


Figure 6.7: Fork graph under the contention/one-port model


Figure 6.8: Fork-join graph under the contention/one-port model


Figure 6.9: SerieParallel graph under the contention/one-port model


Figure 6.10: In Tree graph under the contention/one-port model


Figure 6.11: Out Tree graph under the contention/one-port model

## Chapter 7

## The identical data problem

In scheduling algorithms for parallel computing, communication between tasks plays an important role in the achievable performance. When a task needs to send the same data to more than one task, this data is called identical data. Identical data will be sent many times to different target tasks, each of which will receive the same data. If some of the target tasks are on the same processor, the processor only needs to receive the identical data once. Based on this property, this research takes into account identical data in scheduling algorithms in order to reduce the schedule length for task scheduling. As already known, in parallel or distributed systems, when communication costs and data transmission contention are both considered, it becomes difficult to find an efficient schedule for tasks. Clearly, identical data relate to the outgoing data, which is data that goes out from a source task. An algorithm needs to consider incoming data too to find the earliest finish time of tasks while the use of identical data in outgoing data is also considered.

Most of the existing scheduling approaches only care about the incoming edge for a task. This is because these algorithms prefer to execute a target task as soon as possible. As mentioned, the look-forward algorithm allocates a task by the earliest finish time of the children tasks and some other low-priority tasks. When look-forward is applied, it automatically considers the incoming edges of one task and the outgoing edges between this task and its children tasks. This means that, naturally, the look-forward algorithm can be used for the identical data problem too.

### 7.1 The identical data problem description



Figure 7.1: Identical data
Consider Figure 7.1, which shows a fork graph. Node A sends data to nodes B, C, $\mathrm{D}, \mathrm{E}, \mathrm{F}$ and G . All the communication costs are assumed to be 2 (units do not matter in this discussion). When all data transmitted from node A to children nodes are the same, these data are called identical data. Note that this definition is based on content and not on the communication cost. Sending identical data can occur in any graph, not only fork graphs, whenever a node has at least two out-edges. To consider identical data in the scheduling model, the following new property is introduced:

1. No repetitive transfer. This means that if one processor $p_{1}$ transfers several identical data items to another processor $p_{2}, p_{1}$ needs only to transfer these identical data only once to $p_{2}$ and $p_{2}$ only needs to receive these identical data from $p_{1}$ only once.

This property is appropriately relevant to the contention model and the one-port model. When one processor $p_{1}$ sends more than one data item to a processor $p_{2}$ under the one-port model at the same time, for the reason that $p_{1}$ has only one out-port and this out-port can only send one data item at a time, there would be contention on the out-port of $p_{1}$; also there would be contention on the in-port of $p_{2}$, which will have an in-port conflict when receiving data from $p_{1}$. So $p_{1}$ 's out-port and $p_{2}$ 's in-port need to send and receive these data items one by one, something which will expand the schedule length. However, if these data are identical data, according to the new property of no repetitive transfer (see identical property 1 ), these data will need to be transferred only
once, both on the out-port of $p_{1}$ and the in-port of $p_{2}$ and the scheduling length will be reduced. In the classic model, the communication can be performed in parallel which means even if one processor $p_{1}$ sends many data items to processor $p_{2}$, these data can be transferred in parallel without effect to each other and the whole schedule length will not be increased, as in the one-port model. As the identification of identical data implies only one transfer to another processor, this is an efficient way to reduce the scheduling length in the one-port model.

For example, assuming that the nodes of Figure 7.1 are scheduled in alphabetic order and are allocated to the processor in a round-robin fashion starting with $p_{1}$, the following examples show the schedule of Figure 7.1 with identical data.


Figure 7.2: Identical data in one-port model
Figure 7.2 gives a scheduling of Figure 7.1. In Figure 7.2, Graph (1) shows the schedule without considering identical data. Graph (2) shows the schedule considering
the identical data. The arrows indicate the communication from node $A$ to the other nodes. The start of the arrow corresponds to the start time of this communication; the end of the arrow corresponds to the finish time and destination of this communication. The number of arrows represents the number of data items that should be sent by node $A$. In graph (1), node $c$ needs to wait for processor $p_{1}$ to send data identified by the communication edges $w\left(e_{A B}\right)$ and $w\left(e_{A C}\right)$ one by one. That is because the target system is the one-port model; the contention on the out-port of $p_{1}$ needs to be considered. In this model, there is a delay of four time units for node $C$. In the same way, node $E$ should wait the transfer of $w\left(e_{A B}\right), w\left(e_{A C}\right)$ and $w\left(e_{A E}\right)$. So there will be a two time units gap between nodes $B$ and $E$. Similarly, there is a delay of two time units between nodes $C$ and $F$. The whole schedule length of Graph (1) in Figure 7.2 is 12 . When considering identical data, the processor $p_{1}$ only needs to send the data once to processors $p_{2}$ and $p_{3}$. Even though they are in the one-port model, node $E$ and $F$ do not need to wait for the data $w\left(e_{A E}\right)$ and $w\left(e_{A F}\right)$. So there would be no gaps between nodes $B$ and $E$ and nodes $C$ and $F$. Compared to Graph (1), the whole schedule length can be reduced from 12 to 10. The more out-degrees node $A$ has, the more the schedule length can be reduced.

Figure 7.3 shows a schedule for the graph in Figure 7.1. The difference between Figure 7.3 and Figure 7.2 is that the nodes in Figure 7.2 are scheduled in a contention/oneport model in order to show that the property of identical data is appropriate for the contention model or the one-port model but the nodes in Figure 7.3 are scheduled in a classic model in order to demonstrate that the property of identical data is not appropriate for the classic model. Figure 7.3 Graph (1) shows the schedule without considering the identical data. Graph (2) gives the schedule considering the identical data. The arrows have the same meaning as in Figure 7.3. The number of the arrows indicates how many data items should be sent by node $A$. As shown in Graph (2), when considering identical data, processor $p_{1}$ does not need to send communication edges $w\left(e_{A E}\right)$ and $w\left(e_{C F}\right)$. Processor $A$ needs only to transfer two data items to the other processors. In Graph (1), processor $p_{1}$ needs to send four communications to the other processors. Even though Graph (1) and Graph (2) have different communication to be transferred these two schedules have the same length. This is because processor $p_{1}$ is in the classic model; no matter how many data it should send at a time, all these data can be sent in parallel, without any interference among them.

In conclusion, identifying identical data will be useful in the contention or one-port


Figure 7.3: Identical data in classic model
model but will not make a difference in the classic model. The following algorithm, when considering identical data, will always assume that the contention or one-port model is used.

### 7.2 Identical data in list scheduling algorithms

To include the consideration of identical data in the list scheduling algorithm, a technique called 'sibling checking' is introduced in this section. When scheduling an edge $e_{i j}$ from processor $p_{i}$ to $p_{j}$, the algorithm has to check whether $e_{i j}$ contains identical data. This step can be done by an identical tag in the algorithm. If $e_{i j}$ contains identical data, then the algorithm needs to know whether $e_{i j}$ needs to be scheduled. This
is because if any other identical data has been scheduled to be sent from processor $p_{1}$ to processor $p_{j}, e_{i j}$ does not need to be scheduled again. For example, in Figure 7.4, when edge $e_{A E}$ is being scheduled, and if the algorithm knows edge $e_{A B}$ has been scheduled, then the algorithm will know edge $e_{A E}$ does not need to be scheduled again. The sibling checking technique is a way to take into account identical data and address this problem. When the algorithm is scheduling an edge $e_{i j}$, node $n_{i}$ and node $n_{j}$ are the incoming node and outgoing node of $e_{i j}$ respectively, the sibling checking technique will check all $n_{j}$ 's sibling nodes whose parent node is $n_{i}$; if any of these nodes are scheduled on the same processor $\operatorname{proc}\left(n_{j}\right)$ with $n_{j}, e_{i j}$ does not need to be checked again. For example, in Figure 7.4, when the algorithm is scheduling edge $e_{A F}$, the sibling checking will check all of node $F$ 's siblings nodes $B, C, D, E, G$. If it finds that node $C$ and node $F$ have the same parent node $A$, then it will tell the algorithm that edge $e_{A F}$ does not need to be scheduled.


Figure 7.4: Schedule identical data

Algorithm 7.1 shows how to use the sibling checking technique to schedule an edge in the one-port model. In Algorithm 7.1, $e_{i j}$ is the edge that needs to be scheduled. Nodes $n_{i}, n_{j}$ are the incoming and outgoing nodes of $e_{i j} . \operatorname{proc}\left(n_{j}\right)$ is the processor to which node $n_{j}$ is allocated. $v_{\text {children }}\left(n_{i}\right)$ denotes all the children nodes of $n_{i}$. The other expressions have the same meaning as Algorithm 6.1. The first part of Algorithm 7.1 is
the sibling checking technique which is used to decide whether edge $e_{i j}$ is an identical data that need not be scheduled. According to the results of the first part, the second part schedules edge $e_{i j}$ as a common edge or does it as an identical edge which can be zeroed.

### 7.3 Using the look-forward algorithm for identical data under the contention model

Algorithm 7.2 (see page 121) shows the look-forward-based algorithm for identical data under the contention model.

### 7.4 Experimental evaluation



Figure 7.5: HEFT scheduling evaluation $(\mathrm{CCR}=0.1)$
As shown in Figures 7.5, 7.6 and 7.7, there are some observations that can be made for list scheduling under the one-port model. Firstly, when $C C R=0.1$, no matter whether or not identical data are considered, the results will not differ much. In fact the results are the same, which can be seen in Figure 7.5. That is because considering


Figure 7.6: HEFT scheduling evaluation $(\mathrm{CCR}=1)$
the identical data reduces the communication effect for the whole schedule, but when $C C R=0.1$ the communication costs have little effect and the identical data awareness will not help to reduce the schedule length. Secondly, when $C C R=1.0$ or 10 , the communication costs have a greater effect on the schedule length. For the fork graph, the schedule length is reduced when considering identical data (see Figures 7.6 and 7.7). This is because all the edges of the fork graph are edges of identical data, which can be used to reduce the schedule length. For the fork-join graph, when considering identical data, the schedule length is reduced a little; sometimes it is even increased (Figure 7.7 shows when considering the identical data, the schedule length increases in the forkjoin graph). The reason for this situation is that list scheduling with identical data can reduce the length of the fork part, but when it comes to the join part, it cannot help. The scheduling of the fork part might make decisions that will increase the inter-processor communication of the join part, which will finally have a negative effect on the overall schedule length. For the series-parallel graph, the result is similar to the fork-join graph (see Figures 7.6 and 7.7). The fork parts can be reduced, but the communication in the other parts reduces the benefit gained due to the identical data in fork parts. For the in-tree, as no node has more than one out-going edge, there is no identical data in the in-tree. In Figures 7.5, 7.6 and 7.7, the results before and after considering the identical


Figure 7.7: HEFT scheduling evaluation $(\mathrm{CCR}=10)$
data are the same. As there are many fork parts in the out-tree, the schedule length is expected to reduce when considering identical data. However, the result shows only a small reduction. The reason is that the max branch (the biggest number of out-going edges of a node) of the out-tree is only 3 , hence, considering identical data has little benefit.

Figures 7.8, 7.9 and 7.10 give the results for the look-forward algorithm under the one-port model. Firstly, the lower CCR, that is $C C R=0.1$, will weaken the benefit associated with the consideration of identical data. Figure 7.8 shows that no matter whether identical data is considered or not, the results are the same. Secondly, for the fork graph, the identical data reduces significantly the schedule length as the CCR increases (see Figures 7.9 and 7.10 fork graph.). Thirdly, for the fork-join graph, as look-forward can 'look' into the join parts and make the decision at the same time as considering the nodes of the fork part, it can reduce the schedule length by considering the identical data. This is a clear advantage of the look-forward algorithm. The bar charts depicted in Figures 7.9 and 7.10 show that the look-forward algorithm can reduce the schedule length of the fork-join graph. Fourthly, as there is no identical data in the in-tree, the result is the same as when considering identical data (see Figures 7.8, 7.9 and 7.10). As for the out-tree, the small max-branch property, as discussed above, makes


Figure 7.8: Look-forward algorithm(CCR=0.1)
the benefit of identical data disappear (see Figure 7.9 and 7.10).

### 7.4.1 HEFT scheduling versus look-forward

Comparing the results for HEFT scheduling and look-forward, there are some results that demonstrate the differences between these two algorithms. These can be seen in Figures 7.11, 7.12, 7.13, 7.14, 7.15, 7.16, 7.17, 7.18, 7.19 and 7.20. First, when the CCR is too small, for instance $C C R=0.1$, both HEFT scheduling and look-forward scheduling will have a similar result and cannot make full use of the identical data. The first part of Figures 7.11 to 7.20 can show this result. Second, Figures 7.11 and 7.12 show that for the fork graph, both HEFT scheduling and look-forward can obtain the benefit of considering identical data and achieve a similar result. For the fork-join (see Figure 7.14), series-parallel (see Figure 7.16) and in-tree (see Figure 7.20), because look-forward can consider the entire graph and HEFT scheduling can only consider the fork part of a graph, look-forward produces a better schedule than list scheduling. For the out-tree graph, with the increase of CCR, HEFT scheduling may provide a better schedule length than look-forward (see the third part of Figures 7.17 and 7.18). That is because out-trees have only fork parts which is beneficial for HEFT scheduling and


Figure 7.9: Look-forward algorithm(CCR=1)
in the proposed HEFT scheduling algorithm, HEFT scheduling gives a better way to assign the priorities of nodes than look-forward. There are only join parts in the intree graph. As look-forward can look forward for the fork parts and HEFT scheduling cannot consider the join parts of a graph, look-forward can exhibit a better performance than HEFT scheduling. The results in Figures 7.19 and 7.20 support the above analysis.

### 7.5 Summary

To sum up, when the communication costs have enough of an effect on the whole graph, the proposed HEFT scheduling algorithm and look-forward can create good schedules under the one-port/contention model. When considering identical data for a further reduction in schedule length, both HEFT scheduling and look-forward can reduce the schedule length significantly for the fork graph (see Figures 7.7, 7.10, 7.11, 7.12). HEFT scheduling is not efficient at considering identical data in the fork-join graph (see Figures 7.7 and 7.6), but look-forward can overcome this shortcoming and can further reduce the schedule length of fork-join graph after considering identical data (see Figures 7.10 and 7.14). For the series-parallel and in-tree graphs, look-forward also performs better than HEFT scheduling (see Figures 7.16 and 7.20), when considering identical


Figure 7.10: Look-forward algorithm(CCR=10)
data. Note that even though look-forward achieves a better result in many graphs than HEFT scheduling, HEFT scheduling has a better priority algorithm than look-forward, which may make it better in a few situations, such as the out-tree graph in Figures 7.18 and 7.17.


Figure 7.11: Fork without identical data comparison


Figure 7.12: Fork with identical data comparison

```
Algorithm 7.1 Edge scheduling \(e_{i j}\) with identical data (one-port model)
    Input: processor \(p_{i}\), processor \(p_{j}\), edge \(e_{i j}\)
    Output: finish time of processor \(p_{i}\) 's out-port \(t_{f}\left(p_{(i, \text { out })}\right)\)
    Output: start time of edge \(e_{i j}\) on \(p_{i}\) 's out-port \(t_{s}\left(e_{i j}, p_{(i, \text { out })}\right)\)
    Output: finish time of edge \(e_{i j}\) on \(p_{i}\) 's out-port \(t_{f}\left(e_{i j}, p_{(i, \text { out })}\right)\)
    Output: finish time of processor \(p_{j}\) 's in-port \(t_{f}\left(p_{(j, i n)}\right)\)
    Output: start time of edge \(e_{i j}\) on \(p_{j}^{\prime}\) 's in-port \(t_{s}\left(e_{i j}, p_{(j, \text { out })}\right)\)
    Output: finish time of edge \(e_{i j}\) on \(p_{j}\) 's in-port \(f_{s}\left(e_{i j}, p_{(j, \text { out })}\right)\)
    temp \(\leftarrow 0\)
    if \(e_{i j}\) is identical data then
        Get all children nodes \(v_{\text {children }}\left(n_{i}\right)\) of \(n_{i}\)
        for all node \(n \in v_{\text {children }}\left(n_{i}\right)\) do
            if \(n\) is scheduled in \(\operatorname{proc}\left(n_{j}\right)\) then
                tem \(p \leftarrow 1\)
            end if
        end for
    end if
    ..............The above part checks whether \(e_{i j}\) should be scheduled
    if tem \(p \equiv 0\) then
        Get finish time \(t_{f}\left(p_{i}\right)\) of \(p_{i}\)
        Get finish time \(t_{f}\left(p_{(i, \text { out })}\right)\) of \(p_{i}\) 's out-port
        \(t_{s}\left(e_{i j}, p_{(i, \text { out })}\right) \leftarrow \max \left(t_{f}\left(p_{i}\right), t_{f}\left(p_{(i, \text { out })}\right)\right)\)
        \(t_{f}\left(e_{i j}, p_{(i, \text { out })}\right) \leftarrow t_{s}\left(e_{i j}, p_{(i, \text { out })}\right)+c\left(e_{i j}\right)\).
        \(t_{f}\left(p_{(i, \text { out })}\right) \leftarrow t_{f}\left(e_{i j}, p_{(i, \text { out })}\right)\)
        Get finish time \(t_{f}\left(p_{j}\right)\) of \(p_{j}\)
        Get finish time \(t_{f}\left(p_{(j, i n)}\right)\) of \(p_{j}\) 's in-port
        \(t_{s}\left(e_{i j}, p_{(j, i n)}\right) \leftarrow \max \left(t_{s}\left(e_{i j}, p_{(i, o u t)}\right), t_{f}\left(p_{(j, i n)}\right)\right)\)
        \(t_{f}\left(e_{i j}, p_{(j, i n)}\right) \leftarrow t_{s}\left(e_{i j}, p_{(j, i n)}\right)+c\left(e_{i j}\right)\)
        \(t_{f}\left(p_{(j, i n)}\right) \leftarrow t_{f}\left(e_{i j}, p_{(j, i n)}\right)\)
    else
        \(t_{s}\left(e_{i j}\right) \leftarrow 0\)
        \(t_{f}\left(e_{i j}\right) \leftarrow 0\)
    end if
```

```
Algorithm 7.2 Look-forward algorithm for the contention model
    Input: a task graph \(G=(V, E, w, c)\)
    Output: a schedule for all tasks \(t_{i} \in V\)
    rank all tasks \(t_{i} \in V\) using the \(\operatorname{rank}_{u}\)
    \(L \leftarrow N U L L\)
    while there are unscheduled tasks do
        \(t \leftarrow\) unscheduled task with highest \(\operatorname{rank}_{u}\)
        if \(t \notin L\) and children of \(t \notin L\) then
            \(L \leftarrow\) children of \(t\)
        end if
        if \(t \in L\) then
            \(L \leftarrow N U L L\)
            \(L \leftarrow\) children of \(t\)
        end if
        status 1
        for all resource \(r_{i} \in\) the resources set \(R\) do
            schedule \(t\) on \(r_{i}\) using Algorithm 7.1 and Algorithm 6.4
            schedule all tasks \(\in L\) using Algorithm 7.1 and Algorithm 6.4
            \(E F T_{r_{i}} \leftarrow\) maximum \(E F T\) for tasks \(\in L\)
            return to status 1 (recover the ports)
        end for
        schedule \(t\) on \(r_{i}\) such that \(E F T_{r_{i}} \leq E F T_{r_{k}}\) using Algorithm 7.1 and Algorithm 6.4
    end while
```



Figure 7.13: Fork-join without identical data comparison


Figure 7.14: Fork-join with identical data comparison


Figure 7.15: SerieParallel without identical data comparison


Figure 7.16: SerieParallel with identical data comparison


Figure 7.17: Out Tree without identical data comparison


Figure 7.18: Out Tree with identical data comparison


Figure 7.19: In Tree without identical data comparison


Figure 7.20: In Tree with identical data comparison

## Chapter 8

## Conclusion

This thesis studied DAG scheduling with respect to the classic model and the oneport/contention model. As task scheduling is an NP-hard problem, many scheduling algorithms have been proposed to solve this problem under the classic model, but very few of them function effectively under the one-port/contention model. In order to find suitable algorithms to solve the scheduling problem in both the classic and contention models, this thesis studied the two most important fundamental heuristics of task scheduling: list scheduling and clustering. On the basis of list scheduling and clustering in the classic model, this thesis suggested a new algorithm, called look-forward algorithm, to perform DAG scheduling. The experimental results show that the look-forward algorithm reduces the schedule length with an acceptable run time.

This thesis has extended the proposed look-forward algorithm into the contention model area. Different from the classic model, the contention model needs to consider communication contention. This consideration places additional constraints on the scheduling algorithm. Not only does the algorithm need to get better at scheduling, but the communication contention also needs to be fully resolved. Look-forward uses a novel method to allocate the tasks. It allocates them by the earliest finish times of their children tasks and some selected lower-priority tasks, but not by the mainstream approach of the earliest finish time of the task itself. This unique method not only helps look-forward perform better in the classical model but also allows it to fully consider the incoming and outgoing communication and structure of the DAG, which helps it perform well in the contention model.

After consideration of the contention model, this thesis focused on the communication data. An identical data problem is suggested and studied. Considering identical data can be used to reduce the scheduling length, especially in the contention model, but it is not so easy to combine this with other algorithms. After examining the experimental results, we believe the identical data can be considered by the look-forward algorithm, because look-forward can consider both the incoming data and the outgoing data, which will provide a good balance between identical data and the out-port contention. This thesis focused on how to develop good scheduling algorithms in the one-port model and how to consider identical data in this model.

Based on the above study, there is some future work that should be considered. For example, additional experiments should be undertaken to test the proposed algorithms. Also, additional graphs should be used to test identical data. When considering identical data, the algorithms assume all fork parts have identical data. This assumption could be relaxed. Future work could analyse a variety of graphs, for example, graphs where $30 \%, 50 \%, 70 \%$ and $100 \%$ of the fork parts deal with identical data.
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