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Near-wall turbulence modelling has been a popular research object in computational fluid dynamics over the past few decades. Apart from low Reynolds number models and high Reynolds number models, the method of near-wall domain decomposition has been developed to be an effective approach for solving this issue. The basic idea of near-wall domain decomposition is to transfer the boundary condition from the wall to an interface boundary with no/little knowledge of the off-wall solution. It is important to note that unlike conventional methods, near-wall domain decomposition could be applied to both low Reynolds number models and high Reynolds number models, which makes the approach capable of overcoming the limitations of the two models by maintaining a trade-off between accuracy and efficiency. The approach allows for the distance between the interface boundary and the wall to be varied so as to improve either efficiency and accuracy. Previous research has proved that if the governing equation in the near-wall region is of boundary-layer type and locally one-dimensional, the transfer of the boundary condition could be exact. However, in more generalised cases the local interface boundary condition is found to be deficient in capturing the essential non-local feature of turbulent flows in both time and space. The challenge posed by this problem motivates the development of the near-wall domain decomposition approach with non-local interface boundary conditions.

In this thesis an effective and novel near-wall domain decomposition approach with non-local interface boundary conditions is developed and tested in application to model equations that simulate high-Reynolds-number flow with a boundary layer. The approach is also compared with existing non-local near-wall domain decomposition approaches in the literature and is proven to be more efficient. The supreme convergence of the approach is analysed theoretically in Poisson's equation and the result is further confirmed to be valid in application to the model equations. Both theoretical and numerical analysis shows that the approach has great potential to be applied to near-wall turbulence modelling.

The non-local interface boundary condition of the approach is obtained by approximating the non-local Steklov-Poincaré operators, which are decomposed into a few basic units under local Taylor expansions. The approximation is proved to be effective in retaining the non-local nature of the operators and is easy to implement. The convergence analysis is performed in two steps: first ignore the boundary effect when analysing the product of Steklov-Poincaré operators applied to given functions (standard analysis); next restore the ignored boundary effect. These two steps reflect the influence of the governing equation and boundary conditions respectively. Together they describe the complete non-local nature of Steklov-Poincaré operators in application to a given problem.

As an advanced numerical method to solve large linear systems: the generalised minimum residual method is widely used in the project and its convergence is studied. The convergence of the generalised minimum residual method is found to be determined by the eigenvalue distribution of the coefficient matrix of the linear system. The result is intended to serve as a theoretical foundation to evaluate the comparative computing cost of applying the near-wall domain decomposition approach as opposed to the one-block approach.
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\section*{Chapter 1}

\section*{Introduction and literature review}

\subsection*{1.1 Near-wall turbulence challenge}

Turbulence simulation has been a challenging subject in computational fluid dynamics (CFD) field over the past few decades. Especially when it comes to the vicinity of the wall, the problem becomes more complex [1], [2]. Turbulent flow losses its velocity fluctuation at solid-fluid interface due to non-slip boundary condition, which makes the momentum transport dominated by molecular diffusion in the near-wall region, and the flow is locally subjected to laminar flow law due to strong viscous effect. This region is very thin in size and is known as viscous sublayer. Further off the sublayer the flow changes rapidly to turbulent status that prevails over the remainder of the flow. Between the viscous sublayer and the fully turbulent flow there lies a transition zone, and the so-called boundary layer is composed of the above three parts.

The challenge of modelling near-wall turbulence is related to the small thickness (usually around \(1 \%\) of entire flow [3]) of the zone and extremely high rate of transport properties change (could be two or more order of magnitude higher than elsewhere in the flow [3]). If the mesh density is roughly equal between the near-wall region and off-wall region, the computing time of solving the former could be three to 300 times more than the latter, depending on the flow, turbulence model and CFD solver [3]. In addition, the thickness ( \(\delta\) ) of the boundary layer shrinks as Reynolds number ( \(R e\) ) increases ( \(\delta \sim L / \sqrt{R e}\) ) [4] and it makes the simulation more challenging in highly turbulent scenario.

The straightforward way to resolve the problem is to discretize Navier-Stokes (NS) equations and solve the linear system in the entire flow domain that naturally includes the near-wall region. The method is so-called Direct Numerical Simulation (DNS) and could provide the most accurate solution among all existing simulation methods. However, the computing expense is very high: nodes number \(\sim R e^{9 / 4}\) in three-dimensional simulation and time steps are proportional to \(R e^{3 / 4}\) [5]. Therefore, DNS is not affordable for most of industrial simulations especially if \(R e\) is high. The solution to DNS is usually referred to as benchmark solution by other simulation schemes, for example, [6]-[10]

To reduce computing expense, Large Eddy Simulation (LES) [11] only simulates large-scale flow motions numerically as DNS does but builds simplified models to simulate small-scaled flow behaviour. Since its invention in 1960s, the method has become a popular and powerful
tool to provide affordable simulation result for complex turbulence problems [12], [13]. However, applying LES to near-wall turbulence simulation is still high in computing costs: nodes number and computing time proportional to \(R e^{1.8}\) and \(R e^{2.4}\) respectively [14], while the ratio is merely \(R e^{0.4}\) and \(R e^{0.6}\) in main flow [15]. Therefore, LES is restricted to be applied to medium-Re turbulent flows and usually excluded from being considered as effective tool to resolve near-wall turbulence.

Apart from DNS and LES, vast efforts have been made to resolve near-wall turbulence with so-called Reynolds-averaged Navier-Stokes (RANS) models. The method considers the complex turbulent flow in larger time scale thus provide approximated time-averaged solutions to NS equations. Within the framework of RANS approach, one class of models resolve the entire flow domain down to the wall with very fine mesh. Due to strong viscous effect and locally low Reynolds number in the near-wall region, the models adopting the scheme are denoted by low Reynolds number (LRN) models. The governing equations of LRN models are valid throughout the entire turbulence region. One other class of models resolve the near-wall flow by replacing the differential equations across the viscous sublayer with algebraic formulae or other low-cost routes that are 'packaged' in so-called wall functions. The overall characteristics of the momentum transport in the region are represented by wall functions. Due to locally high Reynolds number outside the near-wall region, the models to resolve near-wall flow with the 'package' strategy are denoted by high Reynolds number (HRN) models. Unlike the firm validity in LRN models, the relations in near-wall region are often empirical in HRN models. LRN and HRN models constitute the two basic classes of RANS models.

LRN models range from mixing-length schemes in 1960s and two-equation eddy-viscosity models (EVMs) in 1970s to more delicate non-linear eddy-viscous models (NLEVMs) that enables non-linear connections between turbulent quantities and mean-flow filed gradients. Among all, LRN \(k-\varepsilon\) model has been developing to one of the most successful and most widely-adopted models in RANS family so far. Launder and Jones proposed the earliest LRN \(k-\varepsilon\) model to resolve near-wall turbulence flow [16], where turbulent viscosity is determined from the solution to transport equation for turbulent kinetic energy and energy dissipation rate. In [17], the model was used to predict turbulent shear flow and showed satisfactory agreement with experiment result. Furthermore, the model was applied to simulating flows with high gradients of swirl velocity in the vicinity of spinning wall. The simulation result was found to predict accurately the flow, heat and mass transfer in the vicinity of the rotating wall, and more importantly, provides a successful sample of the generality of the model (known as LS model) for the flow simulation of such kind [18]. Although originally designed to simulate swirling flow, soon the model was widely accepted as classic benchmark LRN \(k-\varepsilon\) models to simulate turbulent wall-bounded flow. The comparative study of various near-wall turbulence models stated that LS model is one of the four models that managed to yield satisfactory result in the test of simulating a flat-plate boundary layer [19]. One other model among the four was proposed by [20] (Chieng model), where turbulent shear stress, kinetic energy and dissipation rate were expanded by Taylor series. Chieng model was compared with LS model
in application to turbulent channel flow and boundary-layer flow over flat plate, where it showed comparable result as LS model and even better prediction of peak turbulent kinetic energy. Due to their popularity and wide application, the two classic models represent the so-called standard \(k-\varepsilon\) LRN models to a large extent.

In [21], the near-wall region was modelled with one-equation model while the standard \(k-\varepsilon\) model was applied to simulating the bulk flow. The 'two-layer approach' was tested in simulating a two-dimensional boundary layer flow and showed comparable result to LRN \(k-\varepsilon\) model. On the basis of DNS data for boundary-layer flow [22], a LRN \(k-\varepsilon\) model proposed by Rodi and Mansour [6] introduced a new damping function in the eddy-viscosity relation and near-wall source/sink terms in \(\varepsilon\) equation [7]. The modified model yielded satisfactory approximation for all major quantities in boundary layer flows. Similarly, based on \(k-\varepsilon\) model, Durbin proposed an approach to impose kinematic boundary conditions on normal component of turbulent intensity in order to avoid containing damping functions [8]. The model was applied to resolving near-wall shear flow and showed close agreement with DNS data. Other modified \(k-\varepsilon\) models to resolve near-wall turbulent flows include [23], [24]. In the former case, eddy viscosity was characterised by a turbulent velocity scale and a turbulent time scale. The time scale was also used to reformulate the dissipation equation. On application level, [25] develops a specific model to simulate the movement and heat transfer of turbulent non-isothermal non-Newtonian fluid through a pipe with cold wall. The fluid turbulence is modelled in the framework of the isotropic two-parameter \(k-\varepsilon\) model. The application of several popular LRN models to simulate turbulent flow and heat transfer of highly buoyant horizontal supercritical fluids is reported in [10].

Apart from \(k-\varepsilon\), one other important RANS model type is \(k-\omega\) [26], [27] that has been under constant development in the past few decades to be applied to a wide range of turbulent flows [28]-[31]. In particular, the model is considered more effective than \(k-\varepsilon\) model in solving near-wall flows and has been widely used to resolve flows with adverse pressure gradients [32]. The main problem of the approach is that \(\omega\)-equation is sensitive to the main flow value of \(\omega\) in off-wall region. To remedy the problem, [33] firstly suggested complimenting a cross diffusion term in \(\omega\) equation for reducing its dependence on frees-stream value. Similar strategy of implementing additional cross diffusion term was adopted by [34]-[36] to eliminate the boundary condition sensitivity. Specifically, [34] blended high Reynolds number \(k-\varepsilon\) model at the edge of boundary layer and conventional \(k-\omega\) model in elsewhere zone. Although it incurred resolution accuracy loss of free shear flows, the improved model demonstrated much less dependent on main flow value and was able to give promising simulation result for boundary layer flows with adverse pressure gradient. The 'blending' method was specially developed in [36] for the requirement in high-lift aerodynamics such as high-lift air-foil flows. On the other hand, to avoid the use of blending models, [37] limited the magnitude of eddy-viscosity by requiring turbulent energy not exceeding turbulent-energy production, and [38] restricted the value of shear-stress in similar way. The modifications were proved equally accurate as the blending models. What is more, [39] reformulated the conventional \(k-\omega\) model with the methodology in [30]
that analysed boundary layer and free shear flows using perturbation methods and similarity solutions. The improved model enabled a significant expansion of the applicability including in boundary layer flow simulation where accurate solution could be obtained at the presence of complicated separated flows. In [40], the standard \(\omega\) model is modified by applying a non-linear (quadratic) stress-strain relation for the Reynolds stress tensor. In particular for resolving the turbulent flow where near-wall anisotropy effects are important, the near-wall turbulence anisotropy treatment is enhanced by a Reynolds number-based formulation. The improved model is successfully applied to two-dimensional and three-dimensional internal flows with boundary layers, curvature, separation, and swirl, showing improved performance than standard \(k-\omega\) model. The application of anisotropic turbulence treatment in complex turbomachinery flows is incorporated with the so-called 'Advanced RANS models' [41], and the anisotropic models demonstrate exclusively promising ability in predicting flow behaviours in chocking condition.

Comparing with LRN models, HRN models are able to show indisputable advantage in saving computing time. Therefore, the approach is especially popular in commercial CFD software-developing industry. HRN models do not resolve near-wall region directly (thus computationally cheap), instead the region is represented by Dirichlet boundary conditions at interface between the near-wall and free-stream regions, and the boundary conditions are so-called wall functions. The construction of wall functions is crucial to the resolution accuracy of HRN models. The earliest concept and study of wall functions were far back to the pioneer work by [42]-[44], etc. Soon the conventional wall functions [45] that are based on the assumption of log-law of velocity and temperature prevailed in the industry although the log-law is an inadequately formulated empirical model to predict the viscous near-wall region.

Over decades, there have been vast efforts made to improve the log-law-based model. To reduce the dependence of the solution on near-wall size, [46] considered near-wall flow as viscous and logarithmic layers with two velocity scales separately. Similarly strategy was adopted by Amano who developed two new wall functions (namely 'two-layer model' and a 'three-layer model') based on basic \(k-\varepsilon\) model [47]. Although the models were applied to separated and reattached flows successfully, the log-law still retained in velocity formulation. Similar study could also be seen in [48] where Shih defined a 'hybrid velocity scale' and non-dimensional length that were used to categorise wall-bounded flow into three regions: viscous sublayer, buffer layer and inertial sublayer. The piece-wise wall function was denoted by 'unified wall function' and was proved particularly effective in dealing with flows with complex geometries. Apart from the 'hybrid' approach, much efforts were made on re-constructing wall functions or modifying log-law to produce more reliable near-wall model. [49], [50] proposed simplified approximation of dissipation rate by regarding kinetic energy and Reynolds stress tensor ( \(\overline{u v}\) ) between viscous sublayer edge and near-wall cell wall as constant. Efforts have also been made to modification of viscous sublayer determination [51] and kinetic energy by fitting experimental data [49]. In [52], Kim introduced a pressure gradient term and a convection term to modify the log-law. The modified model showed
more accurate result in application to boundary layer flow with separation, reattachment and circulating flows, and demonstrated the significance of considering pressure gradient.

Since wall function usually requires the near-wall cell centre lies in logarithmic region, the applicability of HRN models is restricted. To address the issue, [53] proposed so-called scalable wall function (SWF, also known as adaptive wall function) that assumes the cell centre is located at the edge of viscous sublayer if it is actually within the sublayer. The approach mitigates the applicability dilemma of log-law-based HRN models to some extent but the cell size dependence retains. In addition, log-law is not accurate itself thus incurring inevitable errors to the wall functions. To remedy it, the so-called numerical and analytical wall functions are developed.

Numerical wall functions [54]-[56] use two independent mesh schemes in near-wall region and entire flow region, which are denoted by 'wall function mesh' and 'primary mesh' respectively. The former could also be considered as sub-grid of the latter. In principle, RANS equations are solved throughout the entire domain with relatively coarse primary mesh. The wall function mesh are much finer with which one-dimensional parabolic RANS momentum equation is solved in near-wall region to evaluate shear stress and averaged near-wall cell quantities. The two meshes are linked through the common boundary conditions. Unlike log-law-based wall functions, the simplified RANS equation in near-wall region contains convective terms and complete Reynolds stresses, which marks its superiority in computing accuracy over conventional wall functions. In addition, the approach overcomes the weakness of log-law that is only assumed to be applicable for simple-geometric and local-equilibrium flows. In [56], the approach was applied to complex turbulent flows (including plane channel flow, axisymmetric impinging jet and flow near spinning disc) with \(k-\varepsilon\) models and showed significant computational savings (one order of magnitude less than LRN models) with better reproduction of LRN predictions than conventional wall functions. The approach was also successfully applied to three-dimensional simulation with body-fitted mesh [54].

Analytical wall functions (AWFs) [57], [58] consider near-wall flow as an analytical problem and solve the equations in the region by integration. Although several assumptions (mainly include: boundary layer type momentum equations in near-wall region and linear turbulent viscosity profile outside viscous sublayer) are essential to facilitate the integration, the analysis is supposed to have greater accuracy than standard wall functions since it includes source terms of RANS equations. The near-wall region is split into two regions: viscous sublayer and turbulent region. Correspondingly, the integration is separately performed in the two regions. The thickness of viscous sublayer is usually empirical thus it incurs the weakness of the method: the computation result could be largely influenced by the relative size of the viscous sublayer and near-wall cell.

Apart from turbulent flow problem, AWFs are also widely applied to heat transfer problems. As a matter of fact, the wall functions were essentially designed for both momentum and energy transport equations. [59] applied several turbulent models including standard and analytical wall functions to channel flows with heat transfer. The result
showed that AWF outperformed standard wall functions in both flow and heat transfer quantity prediction accuracy. The research in [60] considered a modification on the constant-treated eddy viscosity in conventional AWF to improve the solution accuracy in complex flows such as recirculating and impinging flows. Simulations including rough, porous and gas-liquid surface surface/interface were also considered [61]-[64]. Further three-dimensional applications of the approach include the study of turbulent impinging heat transfer where wall-normal convective effect was included in the AWF for energy equation [65]. The utilisation of a new and more generalised AWF (so called 'buoyancy adapted' AWF) in application to two/three-dimensional heated cavities modelling is numerically proved to make significant improvement of the HRN \(k-\varepsilon\) model in predicting the Nusselt number compared with the log-law based wall function [66]. The improved prediction value is in close agreement with the experimental data.

Kalitzin [67] proposed a look-up-table wall function that is applicable to any RANS models. The idea of the method is to produce a table to refer to for turbulence quantities and friction velocity by solving the near-wall equation numerically and storing the friction velocity as a function of dimensionless parallel velocity. Numerical tests were implemented on flat plate boundary layer flow with four advanced RANS models including \(v^{2}-f\) and Spalart-Allmaras models. Numerical result showed that the analysis of \(v^{2}-f\) model resulted in new analytical solutions in viscous sublayer and logarithmic layer, and the analytical solution to Spalart-Allmaras model could be used as wall function directly. The approach was also considered by [68] to reduce the AWF solution dependence on spatial resolution in viscous, buffer and logarithmic layers of near-wall region.

The so-called compound wall function was originally designed for computing complex turbulent flows where the near-wall cell is located in transitional zone between viscous sublayer and logarithmic layer [69]-[71]. In that case, neither wall function in near-wall region nor turbulence model in off-wall region resolves the flow precisely. The idea of [70], [71] was to combine the solution from both AWF [58] and \(v^{2}-f(\zeta-f)\) turbulence model into a single boundary condition at interface. The aim of the mixed-style wall treatment is to reduce the sensitivity of the result to the near-wall cell size so that the size could impose less influence on the result. The compound wall function was tested in several pulsating/impinging flows with satisfactory result. The industrial applications of the approach could be seen in spark ignition engine heat transfer simulation and unsteady flow simulation over vehicles [72], [73].

\subsection*{1.2 Near-wall domain decomposition}

AWF was originally the prototype of so-called near-wall domain decomposition (NDD) method that has been developed over the past decade to an effective tool to model near-wall turbulent flows. The NDD method was firstly proposed in [74] where a linear model equation was studied to imitate the mathematical peculiarities of LRN models including viscous sublayer and transition region. Regarding the near-wall region, the boundary condition is transferred from the wall to a near-wall interface, yielding to a Robin type interface boundary
condition (IBC). If in the inner region the governing equations correspond to a thin boundary layer (TBL) model, then the IBCs are always of Robin type. The Robin type IBC could also be interpreted as generalised wall functions (GWF, sometimes also denoted by Robin-type wall functions RWF) when in application to HRN models [75]. In the case, it is found that the tangential velocity \(U\), temperature \(T\) and turbulent kinetic energy \(k\) could all be solved by the same method [76]. The GWF considers source terms such as pressure gradient or buoyancy and do not include free parameters. One major advantage of the approach is that the solution is mesh-independent, which means the interface boundary needs not necessarily be related to the nearest wall cell. The application to a turbulent channel flow case (using HRN \(k-\varepsilon\) model) confirmed that accurate result could be obtained even if IBC is set at viscous sublayer or somewhere far off the wall [75]. Similar IBC transfer technique was also presented in [77] in application to LRN models, which yielded to the domain decomposition method with both Dirichlet and Neumann boundary conditions considered. The decomposition facilitates the separate implementation of mesh schemes and numerical approaches in inner (near-wall) and outer (off-wall) regions so that both regions could be effectively resolved. In addition, It was proved in [76] that the IBC could also be derived by the theory of Calderón-Ryabenkii's potential [78], [79].

The solution to the inner region could be restored once the outer region is obtained using the Robin-type IBC, and the trade-off between the efficiency and accuracy is largely affected by the location of the interface boundary [80]. If the interface boundary is too close to the wall, the solution in the inner region tends to be fully accurate but large quantity of computation is actually carried out in outer region and the computing time could be relatively high. If the interface boundary is too far from the wall, the inner region is not actually resolved thus much time could be saved but the solution accuracy might not be guaranteed. The former case corresponds to LRN model characteristic and the latter case corresponds to HRN model characteristic.

In [81], a two-dimensional model equation that imitates the major mathematical peculiarities of near-wall high-Reynolds-number flow was considered and the so-called non-local wall functions were proposed to capture the two-dimensional characteristics of the problem on interface. The non-local effects of the problem were represented by a pseudo-differential operator and the non-local wall functions were derived by explicitly approximating the pseudo-differential operator and retaining part of the approximation terms. The non-local wall function inherits the good property of GWF that near-wall and off-wall regions are considered separately and the solution is weakly mesh-dependent. Correspondingly, the non-local wall functions could be developed into two-dimensional (non-local) domain decomposition method directly as GWF in one-dimensional domain decomposition method. A two-dimensional test was implemented between one-dimensional wall function and non-local wall function, and the latter showed clear improvement in prediction of velocity and friction coefficient than the former.

As will be elaborated later on, the one-dimensional domain decomposition based on GWF is denoted by 'approximated near-wall domain decomposition' (ANDD) method and the
two-dimensional domain decomposition based on non-local wall function is denoted by 'exact near-wall domain decomposition' (ENDD) method. The derivation and formulation of ANDD and ENDD are shown in Chapter 2. The notations of the methods are how they appear in publications nowadays and would be used in the rest part of the thesis where necessary. The concepts are hereby explained in order to avoid reader confusion.

In [82], it was stated that ENDD could be used as supplement of ANDD when the latter was unable to accurately resolve complex flows such as separated flow, laminar-turbulent transition flow. In practice, ANDD could solve the problem with low time costs and let ENDD complete the rest of the computation based on ANDD result. The two methods could be shifted fluently based on the same mesh during the same-case computing. In addition, in [83] the method of ANDD was proved to be a well-conditioned preconditioner in solving near-wall turbulence problem because the construction of the proconditioner (inverted ANDD operator) is directly associated with near-wall turbulence physics: the assumption of boundary-layer type equation in ANDD method is mostly valid in near-wall region.

As an important version of ENDD method, Dirichlet-to-Robin (DR) algorithm (will be derived in Chapter 2) proved its superiority over ANDD method [83]. In that study, the DR type ENDD method was applied to simulating a one-dimensional channel flow using LRN \(k-\varepsilon\) model, and the result showed that it offered accurate prediction of turbulent kinetic energy and turbulent dissipation when ANDD failed to do so. The test case demonstrated the advantage of ENDD in terms of maintaining resolution accuracy in multidimensional situation. The convergence of DR method was also theoretically proved, showing that its convergence is faster than one other ENDD method of Dirichlet-to-Neumann (DN) type.

Further to DR method, a more advanced ENDD method of Robin-to-Robin (RR) type was proposed [84]. The construction of the RR method is based on so-called Steklov-Poincaré (SP) interface equation and the realisation is implemented by the approximation of Steklov-Poincaré operators, which play a crucial role in retaining the non-local nature of the problem. There were three kinds of approximation methods proposed and comparatively tested in the numerical cases of Poisson's equation as well as a model equation to simulate high-Reynolds-number flow with a boundary layer. Analytical analysis proved that RR method achieves the convergence faster than DR and the convergence rate calculation was also performed for one of the three cases in application to Poisson's equation. The numerical study showed that the algorithm with locally quadratic approximation of SP operators led to the fastest convergence.

In [85], the Robin-type boundary condition transfer was derived for an unsteady model equation that simulates the key terms of unsteady boundary layer equations. The derivation showed that in the case of stationary situation the result led to the same domain decomposition technique as in steady flow study. The numerical test of the model equation demonstrated that the unsteady effect must be included in the boundary condition transfer process to avoid significant resolution accuracy loss if domain decomposition is used to resolve unsteady flow. Furthermore, it is found that the unsteady interface boundary condition (UIBC) must be
non-local in time and should be modified to include a memory term, which was proven to consist of both the interface solution and driving force unsteadiness [86]. The properties of the unsteady interface boundary conditions were studied through the case study of oscillatory and pulsating laminar flows in a channel and a pipe. In addition, the accuracy of the NDD method with UIBC was studied through unsteady case that revealed its association with viscosity, frequency and location of the interface boundary (represented by Womersley number). With unsteady cases in low frequency, the steady NDD method could still result in high accuracy, and lower interface boundary position enabled the accuracy loss compensated for unsteady cases in higher frequency. The approach was applied to three-dimensional unstructured-mesh unsteady RANS equations in [87] with applications including pulsating flow in a channel and past half-cylinder, as well as supersonic flow around circular cylinder. As mentioned earlier, the UIBC contains a memory term that is crucial to capture the unsteady characteristic of the flow, and the numerical test yielded satisfactory prediction of the skin friction with interface boundary location up to \(y^{*+}=300\).

The application of the NDD method was extended to compressible flows in [82], where flows over blunted plate, half cylinder, compression corner and sharp edge were simulated with Spalart-Allmaras model. The test demonstrated the capability of the method applied to supersonic flows, and showed positive result in reconstructing density profile and computing skin friction with high accuracy. What is more, it was the first time that ENDD method was implemented to solving real turbulence problem.

In [88], the ANDD method was modified to be applied to non-equilibrium flows with laminar-turbulent transition (LTT). The modification was implemented by considering different viscosity profiles in laminar, transitional and turbulent regions individually and the intermittent implementation expanded the capabilities of the adopted Spalart-Allmaras model to non-equilibrium turbulent flows with extended transition region. In addition, ENDD was found to be capable of simulating LLT directly but it took more computing time. It was confirmed by the numerical tests (including subsonic, supersonic flows over flat plate, compression corner and planar shock wave impinging on a turbulent boundary layer) that the skin friction obtained by the NDD method almost agreed with one-domain method. The NDD method was also proved effective in predicting accurately the position of separation point and formation of shock wave with taking account of LTT.

\subsection*{1.3 Outline of the thesis}

In Chapter 2, the thesis begins with the derivation of the non-local RR-type algorithms that are the main study subjects of the project. Since the non-local algorithms are the further development of existing ANDD methods that have been developed for over a decade, the derivation starts from the prototype of ANDD method: the technique of Robin type IBC transfer, and focuses on the evolution of the method from one-dimensional to two-dimensional. Three variants (algorithms) of RR type method are derived from the NDD method. The application of the IBC transfer to turbulence models is not fully elaborated
because only model equations that are supposed to simulate high-Reynolds-number flow with a boundary layer are considered in the project. The derivation is performed with model equations only.

In Chapter 3, the convergence rate calculation of RR algorithms is performed without considering the boundary effect of the given boundary value problem (BVP). The calculation is implemented by separation of variables and Fourier transform. The same calculation is also performed to a Dirichlet-to-Robin algorithm for comparison. The boundary-effect-free calculation method is denoted by 'standard approach'. In addition, the standard approach is proved applicable for all BVPs that could be solved with separation of variables.

Chapter 4 analyses the standard convergence rate obtained from Chapter 3, and formulates the convergence rate in generalised manner via the symbols of SP operators. The generalised formulation is helpful in evaluating the effect of the interface boundary position on the standard convergence. Next, the boundary effect of the three RR algorithms is analysed. Together with the result of the standard approach in Chapter 3, the real convergence property of the algorithms could be completely evaluated.

Chapter 5 conducts a series of numerical tests on Poisson's equation and model equations. The test on Poisson's equation is to verify the convergence analysis result obtained from Chapters 3 and 4. Then the tests are extensively applied to two model equations that link Poisson's equation and real turbulence modelling. The numerical result is discussed in terms of non-local effect of the equations. At the end of the chapter, a new algorithm based on movable interface boundary position is proposed and tested.

Chapter 6 studies an efficient numerical algorithm to solve linear system known as the generalised minimum residual method (GMRES). It is essential to understand the mechanism and implementation of GMRES because all the linear systems in the project are solved by the algorithm. The derivation of GMRES is introduced first, followed by the convergence analysis of the algorithm, which is closely associated with the computing costs of the NDD algorithms. The aim of GMRES study is to evaluate the time cost of the NDD methods and if possible, to help improve future NDD algorithm design. The implementation discussion of GMRES and the preconditioning technique introduction are also shown in the chapter.

The main result and conclusion of each chapter are summarised at the end of the chapters. Chapter 7 assembles them in a wider framework and highlights the novelty and main progress in terms of developing the non-local NDD method. The deficiency of the work and potential future work are recommended in the end.

\section*{Chapter 2}

\section*{Derivation of non-local domain}

\section*{decomposition algorithms}

This chapter introduces the derivation of the non-local NDD method through model equation demonstrations. The derivation does not include either LRN or HRN models applications and specifically focuses on the development of the method from local to non-local evolution in space.

At the beginning, the NDD method that is studied in this project were not actually based on domain decomposition framework. The prototype of NDD method was originated from the so-called Robin-type interface boundary condition transfer that aims at solving boundary-layer-type equations. It is built by transferring the boundary condition on the wall to an intermediate interface boundary condition of Robin type off the wall, so that the near-wall region needs not be computed before the solution in off-wall region is obtained. If the equation is locally one-dimensional (such as boundary-layer-type equation), the transfer is exact. Otherwise the transfer could only be approximated due to the non-local effect, which is the motivation of the development of the non-local NDD method. In particular, applying the boundary condition transfer technique to HRN models (variables including tangential and normal velocity components, temperature and kinetic energy) gives rise to the so-called generalised wall function (Robin-type wall function). It is proved that GWF has advantages over conventional wall functions in terms of interface location flexibility, mesh scheme independence and computing efficiency.

There are more than one approach to realised the one-dimensional interface boundary condition transfer and this chapter demonstrates two methods: integration and superposition. The integration method assumes that the governing equation in near-wall region is simplified to boundary-layer type and superposition method assumes the governing equation to be linear. Note non-linear case derivation results in an iterative NDD method [89], and the method is not elaborated in the thesis. The integration method is implemented by integrating the equation twice in near-wall region with considering the boundary condition at the wall. In superposition method, the boundary value problem in near-wall region is considered as the sum of two auxiliary BVPs defined in the same domain. The derivation results of the two methods are consistent. Comparatively speaking, the superposition method has wider applicability, such as in the kinetic energy equation of LRN \(k-\varepsilon\) models. As a result, the

NDD method could be applied to both LRN and HRN models. The NDD method inherits the good properties of GWFs in robustness, efficiency, mesh independence and resolution accuracy, and is capable of extending the applications to LRN models and even LES.

Next, the superposition technique is extended to two-dimensional cases where non-local effect of the BVP is studied and represented by a pair of pseudo-differential operators (Steklov-Poincaré). The reservation of the non-local effect represents the essential difference between the two-dimensional approaches and the one-dimensional approaches. The approximation of the pseudo-differential operators plays the key role in designing the domain decomposition algorithms because the approximation amounts to the reservation of the non-local effect when dealing with the derivative of the problem with respect to \(y\) on interface. Technically, the approximation comes with computing cost: the more accurate the approximation, the higher the cost. If the non-local effect is fully computed, the algorithm is called 'exact near-wall domain decomposition' method, otherwise it is called 'approximated near-wall domain decomposition' method. The derivation of ANDD is closely associated with the one-dimensional case derivation because non-local effect of the SP operators are partially/fully ignored in ANDD, which results in the one-dimensional derivation of NDD. In otherwise case where the non-local effect is fully retained, the ENDD method is obtained. There are several variants of ENDD method and they could be classified into 2 categories in terms of IBC types: DR and RR. In practice, ANDD methods cost less time than the standard method (one-block method) but the solution is not fully accurate. To achieve the trade-off between computing efficiency and accuracy, ENDD is used as a supplement of ANDD where necessary.

\subsection*{2.1 Robin-type interface boundary condition}

This section demonstrates how to transfer the boundary condition from the wall to some intermediate interface and obtain the interface boundary condition of Robin type.

Consider the following BVP [74]-[77]:
\[
\begin{equation*}
\left(\mu u_{y}\right)_{y}=C . \tag{2.1}
\end{equation*}
\]
which is defined in \(\Omega=\left[0, y_{e}\right]\) with Dirichlet boundary conditions:
\[
\begin{align*}
& u(0)=u_{0},  \tag{2.2}\\
& u\left(y_{e}\right)=u_{1} . \tag{2.3}
\end{align*}
\]

As a model equation, Eq.(2.1) represents the boundary-layer-type equation in near-wall region. The model equation is reduced from the generalised LRN model equation [74] by neglecting the convective term. Note the right hand side term is retained, which represents source term in transport equations or pressure gradient.

Firstly assume \(C\) is constant, and integrate Eq.(2.1) once from 0 to \(y\) :
\[
\left(\mu u_{y}\right)_{\mid y=0}=\mu u_{y}-C y .
\]

Divide both sides by \(\mu(y)\) and integrate from 0 to \(y\) again:
\[
\begin{equation*}
u(y)=u_{0}+\left(\mu u_{y}\right)_{\mid y=0} \int_{0}^{y} \frac{d \xi}{\mu(\xi)}+C \int_{0}^{y} \frac{\xi}{\mu(\xi)} d \xi \tag{2.4}
\end{equation*}
\]

Apparently, at some intermediate point \(y=y^{*}\left(0<y^{*}<y_{e}\right)\),
\[
\begin{equation*}
\left(\mu u_{y}\right)_{\mid y=0}=\left(\mu u_{y}\right)_{\mid y=y^{*}}-C y^{*} . \tag{2.5}
\end{equation*}
\]

Substitute it into Eq.(2.4) to remove \(\left(\mu u_{y}\right)_{\mid y=0}\) :
\[
u(y)=u_{0}+u_{y}\left(y^{*}\right) \int_{0}^{y} \frac{\mu\left(y^{*}\right)}{\mu\left(y^{\prime}\right)} d y^{\prime}-\frac{C}{\mu\left(y^{*}\right)} \int_{0}^{y} \frac{\mu\left(y^{*}\right)}{\mu\left(y^{\prime}\right)}\left(y^{*}-y^{\prime}\right) d y^{\prime}
\]

Particularly, at \(y=y^{*}\) :
\[
\begin{equation*}
u\left(y^{*}\right)=u_{0}+f_{1} u_{y}\left(y^{*}\right)-f_{2} \frac{C}{\mu\left(y^{*}\right)}, \tag{2.6}
\end{equation*}
\]
where
\[
\begin{align*}
& f_{1}=\int_{0}^{y^{*}} \frac{\mu\left(y^{*}\right)}{\mu(y)} d y  \tag{2.7}\\
& f_{2}=\int_{0}^{y^{*}} \frac{\mu\left(y^{*}\right)}{\mu(y)}\left(y^{*}-y\right) d y . \tag{2.8}
\end{align*}
\]

Next, consider when \(C(y)\) is not constant, the first integral becomes slightly different:
\[
\left(\mu u_{y}\right)_{\mid y=0}=\mu u_{y}-\int_{0}^{y} C(\xi) d \xi .
\]

Similarly to \(C=\) const. case, divide both sides by \(\mu(y)\) and integrate from 0 to \(y\) once more:
\[
\begin{equation*}
u(y)=u_{0}+\left(\mu u_{y}\right)_{\mid y=0} \int_{0}^{y} \frac{d \xi}{\mu(\xi)}+\int_{0}^{y} \frac{\int_{0}^{y^{*}} C(\xi) d \xi}{\mu\left(y^{\prime}\right)} d y^{\prime} \tag{2.9}
\end{equation*}
\]

To remove \(\left(\mu u_{y}\right)_{\mid y=0}\) from the integral, substitute \(\left(\mu u_{y}\right)_{\mid y=0}=\left(\mu u_{y}\right)_{\mid y=y^{*}}-\int_{0}^{y^{*}} C(\xi) d \xi\) into above equation and it yields to:
\[
\begin{aligned}
u(y)=u_{0} & +u_{y}\left(y^{*}\right) \int_{0}^{y} \frac{\mu\left(y^{*}\right)}{\mu\left(y^{\prime}\right)} d y^{\prime}-\int_{0}^{y^{*}} C(\xi) d \xi \int_{0}^{y} \frac{d y^{\prime}}{\mu\left(y^{\prime}\right)} \\
& +\int_{0}^{y} \frac{\int_{0}^{y^{*}} C(\xi) d \xi}{\mu\left(y^{\prime}\right)} d y^{\prime}
\end{aligned}
\]

In particular, at \(y=y^{*}\) :
\[
\begin{equation*}
u\left(y^{*}\right)=u_{0}+f_{1} u_{y}\left(y^{*}\right)-\frac{f_{2}}{y^{*} \mu\left(y^{*}\right)}\left(\int_{0}^{y^{*}} C d y\right) \tag{2.10}
\end{equation*}
\]
where
\[
\begin{align*}
& f_{1}=\int_{0}^{y^{*}} \frac{\mu\left(y^{*}\right)}{\mu(y)} d y  \tag{2.11}\\
& f_{2}=y^{*} \int_{0}^{y^{*}} \frac{\mu\left(y^{*}\right)}{\mu(y)}\left(1-\frac{\int_{0}^{y} C d y}{\int_{0}^{y^{*}} C d y}\right) d y \tag{2.12}
\end{align*}
\]

Particularly, if it is only the wall friction \(\tau_{w}=\left(\mu u_{y}\right)_{\mid y=0}\) required to be computed, the inner region solution does not need to be obtained to compute \(\tau_{w}\). For instance, in Eq.(2.5) (and the same with \(C \neq\) const. case), \(\tau_{w}\) is represented as a function of \(u_{y}\left(y^{*}\right)\) that could already be known after outer region is computed:
\[
\begin{array}{lr}
\tau_{w}=\frac{\mu\left(y^{*}\right)}{f_{1}}\left(u^{*}-u_{0}\right)+\left(\frac{f_{2}}{f_{1}}-y^{*}\right) C, & C=\text { const. } \\
\tau_{w}=\frac{\mu\left(y^{*}\right)}{f_{1}}\left(u^{*}-u_{0}\right)+\left(\frac{f_{2}}{y^{*} f_{1}}-1\right) \int_{0}^{y^{*}} C(y) d y . & C(y) \neq \text { const.. } \tag{2.14}
\end{array}
\]

\subsection*{2.2 Domain decomposition method}

This section derives the Robin type boundary conditions using superposition method. For the same boundary-layer-type equation, the result is identical to that derived in Section 2.1. As a matter of fact, superposition could be applied to more generalised governing equations than the model equation Eq.(2.1), and the Robin-type interface boundary transfer technique could be developed to the NDD method in generalised one-dimensional linear case. Therefore, the boundary condition transfer derivation through superposition could also be interpreted as the NDD method derivation, as the section title suggests. Due to wider applicability of superposition, the NDD could be applied to LRN model equations and further to two-dimensional NDD method derivation, as will be shown in Section 2.3.

Consider the following one-dimensional linear BVP with Dirichlet boundary condition on the wall [77], [80]:
\[
\begin{align*}
& \mathcal{L}_{y} u=f,  \tag{2.15}\\
& u(0)=u_{0}, \quad u\left(y_{e}\right)=u_{1} . \tag{2.16}
\end{align*}
\]

Note \(\mathcal{L}_{y}\) is a linear differential operator with respect to \(y\). Assume the boundary condition is supposed to be transferred to an intermediate interface \(y^{*}\), so the entire domain \(\Omega:=\left[0, y_{e}\right]\) is split into two subdomains: \(\Omega_{1}:=\left[0, y^{*}\right]\) (inner domain) and \(\Omega_{2}:=\left[y^{*}, y_{e}\right]\) (outer domain). The original function is split into two correspondingly: namely \(u_{1}\) and \(u_{2}\). Now consider two
auxiliary BVPs in inner domain:
\[
\begin{aligned}
& \mathcal{L}_{y} v=f, \\
& v(0)=u_{0}, \quad v\left(y^{*}\right)=0, \\
& \mathcal{L}_{y} w=0, \\
& w(0)=0, \quad w\left(y^{*}\right)=1 .
\end{aligned}
\]

Clearly, the solution to Eq.(2.15) in \(\Omega_{1}\) could be written as
\[
\begin{equation*}
u_{1}(y)=v+u_{1}\left(y^{*}\right) w . \tag{2.17}
\end{equation*}
\]

Particularly, take derivative at \(y=y^{*}\),
\[
\begin{equation*}
u_{1 y}\left(y^{*}\right)=v_{y}\left(y^{*}\right)+u_{1}\left(y^{*}\right) w_{y}\left(y^{*}\right) \tag{2.18}
\end{equation*}
\]

This is the Robin-type boundary condition of BVP1. The solution to \(v\) and \(w\) should not be difficult to obtain (so are \(v_{y}\) and \(w_{y}\) ) as they are one-dimensional. Since at interface \(u_{1}=u_{2}\) and \(u_{1 y}=u_{2 y}\), the Robin type boundary condition applies to \(u_{2}\) too, which reads:
\[
\begin{equation*}
u_{2 y}\left(y^{*}\right)=v_{y}\left(y^{*}\right)+u_{2}\left(y^{*}\right) w_{y}\left(y^{*}\right) \tag{2.19}
\end{equation*}
\]

Therefore, the BVP in outer region is completed and could be solved separately from inner region. Next, the inner region could be computed with Eq.(2.17). As is shown, the computation is separate in two regions as well as mesh generations thus is regarded as a domain decomposition method.

The result of integration and superposition could be proved consistent. Take Eq.(2.1) as example, so that \(\mathcal{L}_{y}=\frac{d}{d y}\left(\mu \frac{d}{d y}\right)\) and take \(C\) as a constant. Applying integration on this case, the solutions to the corresponding auxiliary BVPs are
\[
\begin{aligned}
& v(y)=u_{0}+\mu(0) v_{y}(0) \int_{0}^{y} \frac{d \xi}{\mu(\xi)}+C \int_{0}^{y} \frac{\xi}{\mu(\xi)} d \xi \\
& w(y)=\mu(0) w_{y}(0) \int_{0}^{y} \frac{d \xi}{\mu(\xi)}
\end{aligned}
\]
where
\[
\begin{aligned}
& v_{y}(0)=-\frac{u_{0}+C \int_{0}^{y^{*}} \frac{\xi}{\mu(\xi)} d \xi}{\mu(0) \int_{0}^{y^{*}} \frac{d \xi}{\mu(\xi)}} \\
& w_{y}(0)=\frac{1}{\mu(0) \int_{0}^{y} \frac{d \xi}{\mu(\xi)}}
\end{aligned}
\]

Therefore, \(v_{y}\left(y^{*}\right)\) and \(w_{y}\left(y^{*}\right)\) could be obtained:
\[
\begin{aligned}
& v_{y}\left(y^{*}\right)=\frac{u_{0}+C \int_{0}^{y^{*}}\left(y-y^{*}\right) \frac{d y}{\mu(y)}}{-\mu\left(y^{*}\right) \int_{0}^{y^{*}} \frac{d y}{\mu(y)}} \\
& w_{y}\left(y^{*}\right)=\frac{1}{\mu\left(y^{*}\right) \int_{0}^{y^{*}} \frac{d y}{\mu(y)}}
\end{aligned}
\]

Substitute \(v_{y}\left(y^{*}\right)\) and \(w_{y}\left(y^{*}\right)\) into Eq.(2.18), the result is consistent with the one obtained from integral method, see Eq.(2.6). It could be verified that for \(C \neq\) const. case, the result of the two methods are consistent too.

The computation of \(v\) and \(w\) could be implemented either by analytical calculation or by numerical approach in complex cases. For example, Thomas algorithm (simplified Gauss elimination) is effective numerical tool to solving one-dimensional problem of such kind. Since the inner and outer regions are separately computed, the two regions could use different mesh schemes to cater for separated needs without compromising to the other. In standard (one-block) method, the interface between the two regions has always to be carefully considered in terms of cell size continuity and smooth junction.

One other advantage of domain decomposition method is that the solution to \(w\) could be repeatedly used for similar BVPs in the form of \(\mathcal{L} u=f\) with different right hand side \(f\). The inner region computing cost is roughly halved if \(w\) is already known. As will be seen in Section 2.3, the merit is also true for two-dimensional cases. In addition, the method could be widely used in solving both LRN and HRN model equations, as has been mentioned previously.

Lastly, let us see two examples of Thomas algorithm to solve the one-dimensional function \(v(w)\). Applying central finite difference method to the BVP yields to the following linear system to solve:
\[
\left[\begin{array}{cccccc}
a_{11} & 0 & 0 & 0 & 0 & 0 \\
a_{21} & a_{22} & a_{23} & 0 & 0 & 0 \\
0 & a_{32} & a_{33} & a_{34} & 0 & 0 \\
0 & \cdots & \cdots & \cdots & \cdots & \cdots \\
0 & 0 & 0 & a_{n-1, n-2} & a_{n-1, n-1} & a_{n-1, n} \\
0 & 0 & 0 & 0 & 0 & a_{n, n}
\end{array}\right] \cdot\left[\begin{array}{c}
x_{1} \\
x_{2} \\
x_{3} \\
\cdots \\
\cdots \\
x_{n}
\end{array}\right]=\left[\begin{array}{c}
b_{1} \\
b_{2} \\
b_{3} \\
\cdots \\
\cdots \\
b_{n}
\end{array}\right] .
\]

Note the boundary conditions are of Dirichlet type so the function value on both sides ( \(x_{1}, x_{n}\) ) is known (and \(a_{11}=a_{n, n}=1\) ). In this case, Thomas algorithm is made of two steps:
- Forward transformation: for \(i=2\) to \(n-1, a_{i, i-1} \rightarrow 0, a_{i, i} \rightarrow a_{i, i}-\frac{a_{i, i-1}}{a_{i-1, i-1}} a_{i-1, i}\), \(b_{i} \rightarrow b_{i}-\frac{a_{i, i-1}}{a_{i-1, i-1}} b_{i-1}\).
- Back substitution: for \(i=n-1,2, x_{i}=\left(b_{i}-a_{i, i+1} x_{i+1}\right) / a_{i, i}\).

In the forward transformation, the first non-zero entry of each row in the matrix becomes zero so that the coefficient matrix reduces to upper tridiagonal form \(\mathbf{U x}=\mathbf{b}\). The linear system
could be solved at once by back substitution (or forward substitution in this case because the first row has only one non-zero coefficient).

If the boundary conditions are not Dirichlet type, the first and last row of the coefficient matrix are slightly different and Thomas algorithm changes accordingly. In this case, the initial linear system reads:
\[
\left[\begin{array}{cccccc}
a_{11} & a_{12} & 0 & 0 & 0 & 0 \\
a_{21} & a_{22} & a_{23} & 0 & 0 & 0 \\
0 & a_{32} & a_{33} & a_{34} & 0 & 0 \\
0 & \ldots & \ldots & \ldots & \ldots & \ldots \\
0 & 0 & 0 & a_{n-1, n-2} & a_{n-1, n-1} & a_{n-1, n} \\
0 & 0 & 0 & 0 & a_{n, n-1} & a_{n, n}
\end{array}\right] \cdot\left[\begin{array}{c}
x_{1} \\
x_{2} \\
x_{3} \\
\cdots \\
\cdots \\
x_{n}
\end{array}\right]=\left[\begin{array}{c}
b_{1} \\
b_{2} \\
b_{3} \\
\ldots \\
\cdots \\
b_{n}
\end{array}\right] .
\]

There are two non-zero entries in the first/last row of the matrix, and normally none of them are equal to one. Then, Thomas algorithm is made of the following two steps:
- Forward transformation:
for \(i=2\) to \(n, a_{i, i-1} \rightarrow 0, a_{i, i} \rightarrow a_{i, i}-\frac{a_{i, i-1}}{a_{i-1, i-1}} a_{i-1, i}, b_{i} \rightarrow b_{i}-\frac{a_{i, i-1}}{a_{i-1, i-1}} b_{i-1}\).
- Back substitution: \(x_{n}=b_{n} / a_{n, n}\); for \(i=n-1,1, x_{i}=\left(b_{i}-a_{i, i+1} x_{i+1}\right) / a_{i, i}\).

The forward transformation and back substitution are implemented from row two to \(n\) and \(n-1\) to one respectively. This is the standard Thomas algorithm that also applies to the specific case with Dirichlet boundary conditions. Since Dirichlet boundary conditions already give the boundary value explicitly, \(x_{1}\) and \(x_{n}\) do not need to be addressed by the algorithm.

\subsection*{2.3 NDD in application to HRN and LRN models}

When the boundary transfer technique is applied to solving HRN models, it yields to generalised (Robin-typed) wall functions. For example, in Section 2.1 although the Robin-type IBC is derived based on a model equation, the equation represents the common form of the momentum, energy and kinetic energy equations in HRN \(k-\varepsilon\) model. The equations are also known as parabolised (reduced) Navier-Stokes (PNS) equations. In other words, the boundary condition transfer technique could be used to derive the wall functions for tangential and normal velocity components, temperature and kinetic energy.

The formulation of PNS equations in HRN \(k-\varepsilon\) model is shown in [76], Eqs.(7)-(10). The right hand side of the equations are assumed constant except in kinetic energy equation. The resulting Robin-type IBCs correspond to Eqs.(2.6) and (2.10) respectively. Particularly in constant case, \(f_{1}\) and \(f_{2}\) could be obtained analytically if \(\mu\) is approximated in piece-wise linear manner [76]. The sublayer thickness is calculated as the way in [50].

It is demonstrated in [89] that the implementation of Eqs.(2.6) and (2.10) depends on only interface \(y^{*}\) and kinetic energy \(k\left(y^{*}\right)\), and the latter could be determined from the solution
to HRN models at interface. Therefore, the interface boundary conditions complete the BVP2 and could be considered as generalised wall functions. They differ from standard wall functions due to the fact that the latter substitute the solution in boundary layer region with Dirichlet boundary conditions, which means the profile of \(u\) in this region is already approximately restored and the value on interface boundary \(y^{*}\) is also given. By contrast, Robin type (generalised) wall functions do not restore BVP1 directly but transfer the boundary conditions from wall to some intermediate interface \(y^{*}\). The transferred boundary conditions enable BVP2 to be solved independently from BVP1 like what conventional wall functions do in solving HRN models. In both wall functions, BVP1 is avoided to be computed.

Unlike conventional wall functions that there is a strong dependence on the location of the nearest cell point to the wall, one of the major advantages of GWFs is that the interface \(y^{*}\) could be located far from wall and the inner region could still use fine mesh without losing stability.

The Robin-type IBC could also be applied to LRN models. Apart from the piece-wise linear approximation of \(\mu\left(\mu=\mu_{t}+\mu_{l}\right)\) in HRN, the more accurate approximation is nonlinear and dependent on wall friction \(\tau_{\omega}\) that could be computed via the friction at interface boundary [89]:
\[
\begin{equation*}
\tau_{\omega}=\left(\mu_{t}\left(y^{*}\right)+\mu_{l}\right) u_{y}\left(y^{*}\right)-\int_{0}^{y^{*}} C d y . \tag{2.20}
\end{equation*}
\]

The above equation is essentially equal to Eqs.(2.13) and (2.14). The non-linear approximation of \(\mu_{t}\) could be found in [90], [91], or equivalently Eq.(18) in [89], which is \(\tau_{\omega}-\) dependent. Since both \(\mu_{t}\) and \(\tau_{\omega}\) remain unknown, iterative procedures are required. As has been stated that \(\tau_{\omega}\) could be obtained through interface friction, see Eq.(2.20), the inner region does not need to be computed in the iterations. The entire iterative procedures [80] are as follows:
- Step one: initialise \(\mu_{t}\) with a preliminary guess.
- Step tow: initialise \(\tau_{w}\) with a preliminary guess.
- Step three: calculate the Robin type IBC.
- Step four: solve BVP2 with the obtained IBC.
- Step five: update \(\tau_{w}\) by Eq.(2.20).
- Step six: update \(\mu_{t}\) using new \(\tau_{w}\).
- Step seven: re-calculate the Robin type IBC and repeat the following process from step 3 until convergence.

One specific example of applying the above procedures to LRN \(k-\varepsilon\) model is given in [89]. As as been mentioned earlier, the calculation of \(\mu_{t}\) is \(\tau_{w}\)-dependent, so the iterative procedures should be arranged to obtain it (corresponding to steps five and six in above procedures). Firstly assume \(\omega_{w}\) and \(\varepsilon\) are known, then \(\mu_{t}\) could be calculated based on the assumed value
using the method proposed in [90] [91]. Next, the Robin type interface boundary condition for the velocity \(u\) could be obtained, see Eq.(2.6), which is essentially equal to
\[
u_{y}\left(y^{*}\right)=\frac{u}{I_{1}}+\frac{P_{x}}{\mu\left(y^{*}\right)} \frac{y^{*} I_{1}-\bar{I}_{2}}{I_{1}},
\]
where \(I_{1}\) and \(P_{x}\) (pressure gradient) are equal to \(f_{1}\) and \(C\) in Eq.(2.6) respectively, \(\bar{I}_{2}=\) \(\int_{0}^{y^{*}} y^{\prime} \mu\left(y^{*}\right) / \mu d y^{\prime}\). Clearly \(\bar{I}_{2}\) corresponds to part of \(f_{2}\) in Eq.(2.6).

Apart from \(u\), the turbulent kinetic energy and energy dissipation rate \(\varepsilon\) could be formulated at interface [50]:
\[
\begin{aligned}
k\left(y^{*}\right) & =\sqrt{\tilde{\varepsilon} \mu_{t}\left(y^{*}\right) /\left(C_{\mu} \rho f_{\mu}\right)}, \\
\varepsilon(y) & =\max \left\{\frac{k^{3 / 2}}{C_{l} y}, \frac{2 \nu k}{y^{2}}\right\},
\end{aligned}
\]
where \(\mu_{t}=C_{\mu} \rho f_{\mu} k^{2} / \tilde{\varepsilon}, \tilde{\varepsilon}(y)=\varepsilon-2 \nu k / y^{2}, \nu=\mu_{l} / \rho, f_{\mu}=f_{\mu}\left(y^{+}\right)\)and \(C_{l}=2.55\).
The interface boundary condition of other variables other than \(u, k\) and \(\varepsilon\) could be obtained by Eq.(2.10). Finally the outer region could be resolved by the completion of the IBCs as obtained above. Practically, several BVPs regarding corresponding variables are solved with either Dirichlet/Robin type IBCs, and the solution gives more accurate estimation of \(\tau_{w}\) and \(\varepsilon\) that would be fed to drive the new iteration until convergence.

Assume the NDD method is applied to LRN model and the inner region is approximated using Eq.(2.17). Regarding different \(y^{*}\), there is a trade-off between computational efficiency and accuracy. Consider 2 extreme cases: \(y^{*} \rightarrow 0\) and \(y^{*}\) is far off wall and laminar sub-layer. In the former case, computing accuracy is guaranteed but the computing time could be high (close to LRN) because the inner region is too thin to save time. In the latter case, like HRN, computing time could be expected to drop largely but the computing accuracy would be lost. This is because the inner region contains not only the laminar sub-layer but also large area of main flow that fails to resemble the laminar sub-layer characteristic. In this way the laminar sub-layer is not resolved and the wide 'mixed' inner region could not be approximated accurately by one single model equation. Assume the NDD method is applied to LRN models and the inner region is approximated using Eq.(2.17). Regarding different \(y^{*}\), there is a trade-off between computational efficiency and accuracy. Consider 2 extreme cases: \(y^{*} \rightarrow 0\) and \(y^{*}\) is far off wall. In the former case, computing accuracy is guaranteed but the computing time could be high (close to LRN) because the inner region is too thin to save time. In the latter case, like HRN, computing time could be expected to drop dramatically but the computing accuracy would be lost. This is because the inner region contains not only the laminar sublayer but also large area of main flow that fails to resemble laminar sublayer characteristic. In this way the laminar sublayer is not resolved and the wide 'mixed' inner region could not be approximated accurately by one single model equation.

The trade-off between the efficiency and accuracy of the NDD method is studied in [92], which shows that the method could reduce the computational time by one order of magnitude
with incurring just \(1 \%\) of error compared with LRN resolution. Meanwhile, the solution is not sensitive to \(y^{*}\) given \(y^{*}\) is small. A reasonable evaluation on the value of \(y^{*}\) could be obtained by preliminary calculation on coarse mesh or empirical approximation [80].

To summarise, GWF (RWF) and conventional AWF have the same nature and they are derived based on similar assumptions, but GWF allows more complicated wall treatment of the governing equations thus yields to more accurate IBC of Robin type. It shows advantage in less solution dependence on interface boundary position and mesh schemes between the two regions too. Further more, the NDD method could be interpreted as the extension of GWF from HRN model application to LRN model application. Apart from the merits as mentioned above, the method shows comparable accuracy to LRN and efficiency to conventional AWF. The trade-off between accuracy and efficiency is manipulated by the position of interface boundary \(y^{*}\).

\subsection*{2.4 Non-local DR type domain decomposition method}

This section considers the superposition method applied to two-dimensional problem to set up the interface boundary conditions as has been done with one-dimensional case. The challenge is the non-local effect of the problem makes the superposition relationship no longer simply linear (not like Eq.(2.18) ). To overcome it, a pair of pseudo-differential operators known as Steklov-Poincaré operators are introduced to represent the non-local effect of the problem and the key point turns to be the approximation of the pseudo-differential operators. Apart from this, the analysis to represent the pseudo-differential operators by spectral approach [93] is also performed. So far, it is yet impossible to fully approximate (compute) the operators without large amount of computation, and two kinds of domain decomposition methods are proposed: approximated and exact. The former retains only the constant term of the operators once it is expanded using spectral approach and as a result part of the non-local characteristic is lost in return for iteration-free computing. It saves computing time but losses solution accuracy. The latter retains all non-local effect of the pseudo operators but requires iterations to complete the calculation. Although capable of giving exact solution, sometimes the method has problem with computing time compared to the standard (one-block) method. The two methods are named 'approximated near-wall domain decomposition' and 'exact near-wall domain decomposition' respectively.

\subsection*{2.4.1 Approximated near-wall domain decomposition}

Firstly, formulate a two-dimensional linear BVP defined in \([0,1] \times\left[0, y_{e}\right]\) with Dirichlet boundary condition on the wall to consider [81]:
\[
\begin{align*}
\mathcal{L} u & =f, \\
u(x, 0) & =u_{s}(x), \\
u(0, y) & =u_{w}(y),  \tag{2.21}\\
u(1, y) & =u_{e}(y), \\
u\left(x, y_{e}\right) & =u_{n}(x) .
\end{align*}
\]

Note \(\mathcal{L}\) is a linear differential operator with respect to \(x\) and \(y\). Let the domain be split into 2 subdomains: inner region \(\Omega_{1}:=[0,1] \times\left[0, y^{*}\right]\) and outer region \(\Omega_{2}:=[0,1] \times\left[y^{*}, y_{e}\right]\). At the moment it is only the inner region that is concerned because the goal is to decompose the BVP in inner region into 2 auxiliary BVPs defined in the inner region \(\left([0,1] \times\left[0, y^{*}\right]\right)\) as well:
\[
\begin{aligned}
\mathcal{L} V & =f, \\
V(x, 0) & =u_{s}(x), \\
V(0, y) & =u_{w}(y), \\
V(1, y) & =u_{e}(y), \\
V\left(x, y^{*}\right) & =0 .
\end{aligned}
\]
\[
\begin{aligned}
\mathcal{L} W & =0 \\
W(x, 0) & =0, \\
W(0, y) & =0 \\
W(1, y) & =0 \\
W\left(x, y^{*}\right) & =U^{*}(x) .
\end{aligned}
\]

Note \(U^{*}(x)\) is unknown.
Apparently, the solution to \(u\) in inner domain (denoted \(u_{1}\) ) is the sum of \(V\) and \(W: u_{1}=\) \(V+W\). Since the solution to \(V\) is independent from outer domain and interface boundary value, it could be solved with an independent mesh scheme efficiently, as is the same with one-dimensional domain decomposition method. However, the solution to \(W\) could not be obtained until \(U^{*}\) is known.

Recall in one-dimensional case, Eq.(2.18), the second term is represented by \(u\left(y^{*}\right) w\), and similarly, an auxiliary BVP could be defined in \(\Omega_{1}:=[0,1] \times\left[0, y^{*}\right]\) to help approximate \(W\) in the two-dimensional case:
\[
\mathcal{L} \tilde{W}=0,
\]
\[
\begin{aligned}
& \tilde{W}(x, 0)=0 \\
& \tilde{W}(0, y)=0 \\
& \tilde{W}(1, y)=0 \\
& \tilde{W}\left(x, y^{*}\right)=1 .
\end{aligned}
\]

The solution to \(W\) could be approximated as
\[
\begin{equation*}
W \approx \tilde{W} U^{*}(x) \tag{2.22}
\end{equation*}
\]
and
\[
u_{1}(x, y) \approx V(x, y)+\tilde{W}(x, y) U^{*}(x)
\]

Taking derivative with respect to \(y\) at \(y=y^{*}\) yields to (approximated) Robin-type boundary condition of BVP1:
\[
\begin{equation*}
\frac{\partial u_{1}(x, y)}{\partial y} \approx \frac{\partial V(x, y)}{\partial y}+\frac{\partial \tilde{W}(x, y)}{\partial y} U^{*}(x) \tag{2.23}
\end{equation*}
\]

Like in one-dimensional case, the boundary condition could be used to solve the BVP in \(\Omega_{2}\) first (so that the left hand side becomes \(u_{2 y}\), since \(u_{1 y}\left(x, y^{*}\right)=u_{2 y}\left(x, y^{*}\right)\) ), and consequently the solution to \(u_{2}\) on interface helps complete the BVP set-up in \(\Omega_{1}\). The calculation does not take iteration but the solution is not fully accurate because the boundary condition is not exactly transferred.

If \(U^{*}\) is a constant, Eq.(2.23) would be exact because \(W=\tilde{W} U^{*}\). Note here the linear operation with \(\tilde{W}\) fully captures non-local nature of \(W\) but this is a special case (since \(U^{*}\) is constant). In more general cases ( \(U^{*}\) is not constant), the term ' \(\tilde{W} U^{*}\), merely captures part of the non-local nature of \(W\), as will be shown by more quantified analysis in next subsection (2.4.2).

\subsection*{2.4.2 DR type ENDD algorithm}

Consider the same BVP as Eq.(2.21). Clearly, the key to approximating \(W\) precisely is to find a good method to represent \(W\) in a series of non-local terms.

Consider the following BVPs defined in \([0,1] \times\left[0, y^{*}\right][81]\) :
\[
\begin{align*}
\mathcal{L} w_{n} & =0,  \tag{2.24}\\
w_{n}(x, 0) & =0,  \tag{2.25}\\
w_{n}(0, y) & =0,  \tag{2.26}\\
w_{n}(1, y) & =0,  \tag{2.27}\\
w_{n}\left(x, y^{*}\right) & =s_{n}(x), \tag{2.28}
\end{align*}
\]
where \(s_{n}\) is a set of basis function \((n=1,2, \ldots)\). Then let \(W \approx \sum_{n=0}^{n=N} u_{n}^{*} w_{n}\) with \(u_{n}^{*}\)
satisfying
\[
\begin{equation*}
\min _{u_{n}^{*}}\left\|U^{*}-\sum_{0}^{N} u_{n}^{*} s_{n}(x)\right\|_{2} . \tag{2.29}
\end{equation*}
\]

Assume \(s_{0}=1\) (then \(w_{0}=\tilde{W}\) in last Subsection 2.4.1) and \(N \geq 1\), expand \(W\) in terms of \(w_{n}\) and transform:
\[
\begin{align*}
W(x, y) & \approx \sum_{0}^{N} u_{n}^{*} w_{n}+\left(U^{*}-\sum_{0}^{N} u_{n}^{*} s_{n}\right) w_{0}  \tag{2.30}\\
& =U^{*} w_{0}+\sum_{1}^{N}\left(w_{n}-s_{n} w_{0}\right) u_{n}^{*} \tag{2.31}
\end{align*}
\]

Take derivative and complement \(V\), then it comes to the Robin type boundary condition of the BVP1 at interface:
\[
\begin{equation*}
\frac{\partial u_{1}\left(x, y^{*}\right)}{\partial y}=u_{1}\left(x, y^{*}\right) \frac{\partial w_{0}}{\partial y}+\sum_{1}^{N}\left(\frac{\partial w_{n}}{\partial y}-s_{n} \frac{\partial w_{0}}{\partial y}\right) u_{n}^{*}+\frac{\partial V}{\partial y} \tag{2.32}
\end{equation*}
\]

Eq.(2.32) shows the 'structure' of \(u_{1}\) in terms of \(w_{n}\), which contribute to the non-local nature of \(u_{1}\) together with \(V\). However, it is difficult to compute \(u_{n}^{*}\) until \(U^{*}\) is known, see Eq.(2.29). One remedy is to drop the second term and retains only the first and last terms of the right hand side of Eq.(2.32). In other words, it is equal to simplifying the case to \(N=0\) at the cost of computing accuracy lost. This way, only two BVPs need to be computed in advance: \(w_{0}\) and \(V\), on a separated mesh from \(\Omega_{2}\), and those two BVPs do capture part of the non-local nature of \(u_{1}\). This leads to the same ANDD boundary condition as Eq.(2.23) shows in Subsection 2.4.1.

Recall that Eq.(2.22) is actually inspired by one-dimensional local case, and when the strategy is applied to two-dimensional equation, it naturally fails to represent the entire non-local effect. Eq.(2.32) elaborates the failure in quantity: \(s_{0}=1\) only represents the constant component of \(U^{*}\) and \(W=U^{*} w_{0}\) is exact if \(U^{*}\) is simply constant. Otherwise, there must be other terms of \(s_{n}(n \neq 0)\) representing more complex nature of \(U^{*}\) and the corresponding \(w_{n}\) that also contribute to the non-local nature of \(W\) could not be represented in Eq.(2.23). Therefore, the more constant-like the function \(U^{*}\), the more accurate approximation Eq.(2.23) makes. In this project, the inner region \(\Omega_{1}\) mainly simulates the boundary layer zone where the variation mostly occurs in \(y\) direction. This is the physical foundation of domain decomposition method applied to solving near-wall turbulence problem.

To obtain exact boundary condition, any simplification to Eq.(2.32) is not allowed but there remain so many unknown terms, therefore iterative process is needed. One possible iteration
scheme could be designed as follows: re-organise Eq.(2.31):
\[
\begin{align*}
W(x, y) & =U^{*} w_{0}+\sum_{1}^{N}\left(w_{n}-s_{n} w_{0}\right) u_{n}^{*}, \\
& =U^{*} w_{0}+\sum_{0}^{N} u_{n}^{*} w_{n}-\left(u_{0}^{*} w_{0}+\sum_{1}^{N} u_{n}^{*} s_{n} w_{0}\right),  \tag{2.33}\\
& =\sum_{0}^{N} u_{n}^{*} w_{n}+w_{0}\left(U^{*}-\sum_{0}^{N} u_{n}^{*} s_{n}\right) .
\end{align*}
\]

Complement \(V\) and take derivative on both sides, the equation yields to
\[
\begin{equation*}
\frac{\partial u_{1}\left(x, y^{*}\right)}{\partial y}=\sum_{0}^{N} u_{n}^{*} \frac{\partial w_{n}}{\partial y}+\frac{\partial w_{0}}{\partial y}\left(U^{*}-\sum_{0}^{N} u_{n}^{*} s_{n}\right)+\frac{\partial V}{\partial y} \tag{2.34}
\end{equation*}
\]

The second term on the right hand side is actually 0 , but it is only true when \(U^{*}\) has been obtained. Before that, the second term retains and it offers space to arrange iterations: substitute \(\frac{\partial u_{1}\left(x, y^{*}\right)}{\partial y}\) with \(\frac{\partial u_{2}\left(x, y^{*}\right)}{\partial y}\) on the left and \(U^{*}\) with \(u_{2}\left(x, y^{*}\right)\) on the right, the above equation yields to the following interface boundary condition for BVP2:
\[
\begin{equation*}
\frac{\partial u_{2}\left(x, y^{*}\right)}{\partial y}=\frac{\partial u_{1}\left(x, y^{*}\right)}{\partial y}+\frac{\partial w_{0}}{\partial y}\left(u_{2}\left(x, y^{*}\right)-u_{1}\left(x, y^{*}\right)\right) . \tag{2.35}
\end{equation*}
\]

Note that in Eq.(2.34), the term \(\sum_{0}^{N} u_{n}^{*} s_{n}\) is considered as a whole and is equal to \(u_{1}\left(x, y^{*}\right)\) (not known yet). The first and last terms on the right hand side are also considered together as \(u_{1 y}\left(x, y^{*}\right)\) and not explicitly known as well. Not one thing is neglected in the algorithm, so the algorithm is exact. However, the cost is that not one thing is explicitly known (unlike in ANDD case, \(w_{0}\) and \(V\) are known by pre-calculation) and all \(w_{n}\left(s_{n}\right)\) components have to be taken as a whole to be solved in iterations. As is well known, iterative method is much concerned about convergence and the convergence analysis of the ENDD algorithm would be performed in Chapter 3 and 4.
\(\mathrm{Eq}(2.35)\) is the Robin type boundary condition for solving BVP in \(\Omega_{2}\). Once the solution in \(\Omega_{2}\) is available, the interface value could be used as Dirichlet type boundary condition for solving BVP in \(\Omega_{1}\), and a relaxation parameter \(\theta(0<\theta \leq 1)\) is introduced:
\[
u_{1}=\theta u_{2}+(1-\theta) u_{1} .
\]

Overall, the algorithm is called Dirichlet-to-Robin exact domain decomposition algorithm. The algorithm starts from solving \(u_{2}\) and requires iterations:
\[
\begin{align*}
& \frac{\partial u_{2}^{k+1}}{\partial y}=\frac{\partial u_{1}^{k}}{\partial y}+\frac{\partial w_{0}}{\partial y}\left(u_{2}^{k+1}-u_{1}^{k}\right) \quad \text { on } \Gamma,  \tag{2.36}\\
& u_{1}^{k+1}=\theta u_{2}^{k+1}+(1-\theta) u_{1}^{k} \quad \text { on } \Gamma . \tag{2.37}
\end{align*}
\]

Note there are more than just DR type ENDD algorithm. If the second term on the right hand
side of Eq.(2.36) is dropped, the Robin type IBC reduces to Neumann type and DR algorithms becomes so-called DN algorithm. Converting the interface interaction from Dirichlet into Neumann type makes the algorithm become Neumann-to-Neumann (NN) type. The study of the two algorithms could be found in [83], [94], and the convergence rate calculation is presented in Appendix A.

\subsection*{2.5 Non-local RR type domain decomposition method}

This section introduces an important concept that is frequently used in the project: Steklov-Poincaré operators, and interprets the ENDD algorithm from a different angle using the operators. Mathematically, Steklov-Poincaré operators represent the Dirichlet-to-Neumann map of the BVP on the interface thus capturing the non-local nature of the problem. As will be seen shortly, the operators applying to the interface corresponds to the derivative of \(W\) (defined in Subsection 2.4.1) on \(\Gamma\). In the error equation, the governing equation is homogeneous as well as the boundary conditions on three sides. Therefore, \(W\) actually corresponds to the error function and Steklov-Poincaré operators maps the Dirichlet-to-Neumann values on the interface of the error equation in a global scale, which is of great significance to understanding the interfacial behaviour (convergence behaviour) of the error problem. It is the interface value of the error problem that is concerned in the convergence analysis. Then, one other exact domain decomposition method of RR type is introduced. The design of the method (algorithms) is inspired by Steklov-Poincaré interface equation and there are three variants of the algorithm that are closely associated with the approximation of Steklov-Poincaré operators.

\subsection*{2.5.1 Introduction of Steklov-Poincaré operators}

Let us start from considering a pair of linear BVPs [94] in domain decomposition framework:
\[
\begin{aligned}
\mathcal{L} u_{1}=f & \text { in } \Omega_{1}, \\
u_{1}=0 & \text { on } \partial \Omega_{1} \cap \partial \Omega, \\
u_{1}=u_{2} & \text { on } \Gamma, \\
\frac{\partial u_{1}}{\partial n}=\frac{\partial u_{2}}{\partial n} & \text { on } \Gamma, \\
\mathcal{L} u_{2}=f & \text { in } \Omega_{2}, \\
u_{2}=0 & \text { on } \partial \Omega_{2} \cap \partial \Omega .
\end{aligned}
\]

Note \(n\) denotes upward normal derivative. The above BVPs are the re-formulation of the original BVP defined in an entire domain \(\Omega\) :
\[
\begin{aligned}
\mathcal{L} u=f & \text { in } \Omega, \\
u=0 & \text { on } \partial \Omega .
\end{aligned}
\]

Now, consider one other pair of linear BVPs \((i=1,2)\) :
\[
\begin{aligned}
\mathcal{L} w_{i} & =f & & \text { in } \Omega_{i}, \\
w_{i} & =0 & & \text { on } \partial \Omega_{i} \cap \partial \Omega \\
w_{i} & =0 & & \text { on } \Gamma .
\end{aligned}
\]

It could be stated that
\[
\begin{equation*}
w_{i}=u_{i}^{0}+u_{i}^{*}, \tag{2.38}
\end{equation*}
\]
if \(u_{i}^{0}\) and \(u_{i}^{*}\) satisfy the following BVPs:
\[
\begin{aligned}
\mathcal{L} u_{i}^{0}=0 & & \text { in } \Omega_{i}, \\
u_{i}^{0}=0 & & \text { on } \partial \Omega_{i} \cap \partial \Omega, \\
u_{i}^{0}=\lambda & & \text { on } \Gamma . \\
\mathcal{L} u_{i}^{*}=f & & \text { in } \Omega_{i}, \\
u_{i}^{*}=0 & & \text { on } \partial \Omega_{i} \cap \partial \Omega, \\
u_{i}^{*}=0 & & \text { on } \Gamma .
\end{aligned}
\]

Note that for each \(i=1,2, u_{i}^{0}\) is the harmonic extension of \(\lambda\) into \(\Omega_{i}\), and will be denoted by \(\mathcal{H}_{i} \lambda\), and \(u_{i}^{*}\) will be denoted by \(\mathcal{G}_{i} f\).

Compare \(u_{i}\) and \(w_{i}\), it follows that
\[
w_{i}=u_{i} \quad i=1,2,
\]
if and only if
\[
\begin{align*}
& \frac{\partial w_{1}}{\partial n}=\frac{\partial w_{2}}{\partial n} \quad \text { on } \Gamma, \\
\rightarrow & \frac{\partial u_{1}^{0}}{\partial n}+\frac{\partial u_{1}^{*}}{\partial n}=\frac{\partial u_{2}^{0}}{\partial n}+\frac{\partial u_{2}^{*}}{\partial n} \quad \text { on } \Gamma,  \tag{2.39}\\
\rightarrow & \frac{\partial u_{1}^{0}}{\partial n}-\frac{\partial u_{2}^{0}}{\partial n}=\frac{\partial u_{2}^{*}}{\partial n}-\frac{\partial u_{1}^{*}}{\partial n} \quad \text { on } \Gamma .
\end{align*}
\]

It could be seen that Eq.(2.39) amounts to the requirement that \(\lambda\) satisfies the Steklov-Poincaré interface equation [94]:
\[
\begin{equation*}
S \lambda=\chi, \tag{2.40}
\end{equation*}
\]
where
\[
\begin{equation*}
\chi:=\frac{\partial}{\partial n} \mathcal{G}_{2} f-\frac{\partial}{\partial n} \mathcal{G}_{1} f \tag{2.41}
\end{equation*}
\]
and Steklov-Poincaré operator [95] is defined as
\[
\begin{equation*}
S \eta:=\frac{\partial}{\partial n} \mathcal{H}_{1} \eta-\frac{\partial}{\partial n} \mathcal{H}_{2} \eta . \tag{2.42}
\end{equation*}
\]

In particular, \(S\) can be split into \(S=S_{1}+S_{2}\) :
\[
\begin{equation*}
S_{i} \eta:=\frac{\partial}{\partial n^{i}} \mathcal{H}_{i} \eta_{i}, \quad i=1,2, \tag{2.43}
\end{equation*}
\]
where \(n^{i}\) denotes the outward normal derivative direction of domain \(\Omega_{i}\).
Note SP operator is defined by Eq.(2.42) as \(S\), but in the thesis, the split form \(S_{1}\) and \(S_{2}\) are more frequently used and hence denote the concept of SP operators.

Recall Eq.(2.35) represents the Robin type boundary condition of BVP2, and clearly the derivative \(\frac{\partial w_{0}}{\partial y}\) is equal to \(S_{1} I: S_{1}\) applied to the given differential equation with interface value \(1 . I\) is the unit function. Therefore, the DR algorithm could also be written as:
\[
\begin{align*}
& \frac{\partial u_{2}^{k+1}}{\partial y}=\frac{\partial u_{1}^{k}}{\partial y}+S_{1} I\left(u_{2}^{k+1}-u_{1}^{k}\right) \quad \text { on } \Gamma,  \tag{2.44}\\
& u_{1}^{k+1}=\theta u_{2}^{k+1}+(1-\theta) u_{1}^{k} \quad \text { on } \Gamma . \tag{2.45}
\end{align*}
\]

\subsection*{2.5.2 RR type ENDD algorithms}

Now it is clear that the domain decomposition method could be realised by some iterative procedures for solving Steklov-Poincaré interface equation, see Eq.(2.40). Meanwhile, the following equations hold true:
\[
\begin{aligned}
\frac{\partial}{\partial n} \mathcal{G}_{1} f & =\frac{\partial u_{1}}{\partial n}-S_{1} \eta, \\
\frac{\partial}{\partial n} \mathcal{G}_{2} f & =\frac{\partial u_{2}}{\partial n}+S_{2} \eta .
\end{aligned}
\]

If the exact solution to \(u_{1}\) and \(u_{2}\) is given, it is simply true that \(\frac{\partial}{\partial n} \mathcal{G}_{1} f=\frac{\partial u_{1}}{\partial n}-S_{1} \eta=\frac{\partial u_{2}}{\partial n}-S_{1} \eta\) and \(\frac{\partial}{\partial n} \mathcal{G}_{2} f=\frac{\partial u_{2}}{\partial n}+S_{2} \eta=\frac{\partial u_{1}}{\partial n}+S_{2} \eta\), but the solution is yet to be found actually. Therefore, consider some parallel iterative process to solve \(u_{1}\) and \(u_{2}\) :
\[
\begin{array}{ll}
\frac{\partial u_{1}^{k+1}}{\partial n}+S_{2} u_{1 \mid \Gamma}^{k+1}=\frac{\partial u_{2}^{k}}{\partial n}+S_{2} u_{2 \mid \Gamma}^{k} & \text { on } \Gamma, \\
\frac{\partial u_{2}^{k+1}}{\partial n}-S_{1} u_{2 \mid \Gamma}^{k+1}=\frac{\partial u_{1}^{k}}{\partial n}-S_{1} u_{1 \mid \Gamma}^{k} & \text { on } \Gamma . \tag{2.46}
\end{array}
\]

Nataf proposed the algorithm and proved the convergence to be guaranteed in only 2 iterations [96]. However, the key challenge is how to compute \(S_{1} \eta\) and \(S_{2} \eta\) with low cost. Actually, SP operators represent a kind of N2D map [97] of the given problem at interface, and the map carries all the non-local effect of \(u_{i}^{0}\). Therefore, the approximation of SP operators could be interpreted as the reservation of the non-local effect of the problem when dealing with the derivative in \(y\) direction.

Over decades, there have been much efforts in developing RR domain decomposition algorithm as an effective tool to solve linear BVP and Eq.(2.46) is one of them. The development of RR algorithm is based on the classic Schwartz Alternating method [98] that
was originally developed as an overlapping DD approach. Then [99], [100] adopt the method into non-overlapping DD method with Robin type IBCs and [101] formulates the IBC to an equivalent form but with less normal derivative included. [102] proposes optimised parameter for the algorithm based on the convergence analysis with Fourier analysis. Similar analysis method is also presented in [96]. The algorithms in [99], [101] are essentially the same and are denoted as conventional RR algorithm in the thesis.

Taylor series expand a function into a series of terms of its derivatives on a single point, see Eq.(2.47). Near the point, the series could approximate the real function value with acceptable error, but as the approximated point moves further off the single point on which the Taylor series are expanded, the approximation accuracy declines. Therefore, Taylor series could be considered as a local approximation of a function. To overcome the local effect, the fixed (base) point must 'shift' along the interface to make good 'global' approximation of the function. For instance, when approximating \(f(x)\), select \(x_{0}=x+\delta\) (where \(\delta \rightarrow 0\), could be the space step of mesh) as the base point to expand Taylor series, and always select new \(x_{0}\) as making approximation of \(f(x)\) elsewhere. This way, each \(f(x)\) is approximated by Taylor series expanded on the nearest base point \(x_{0}\) thus the error is minimised. In other words, the 'global' approximation is performed by combining multiple piece-wise local Taylor expansions on ever-shifting \(x_{0}\) along the entire interface.
\[
\begin{align*}
f(x) & =\sum_{n=0}^{n=\infty} \frac{f^{(n)}\left(x_{0}\right)}{n!}\left(x-x_{0}\right)^{n},  \tag{2.47}\\
& =f\left(x_{0}\right)+\frac{f^{\prime}\left(x_{0}\right)}{1!}\left(x-x_{0}\right)+\frac{f^{\prime \prime}\left(x_{0}\right)}{2!}\left(x-x_{0}\right)^{2}+\ldots
\end{align*}
\]

Having obtained approximation of interface value with Taylor series, it is now possible to approximate \(S_{i} \eta,(i=1,2)\) globally. Depending on the number of expansion terms of Taylor series, there are three variants of the SP operator approximation.

Constant approximation:
\[
S_{i} f(x)=S_{i} f\left(x_{0}\right)=f\left(x_{0}\right) S_{i} I .
\]

Linear approximation:
\[
\begin{aligned}
S_{i} f(x) & =S_{i}\left[f\left(x_{0}\right)+f^{\prime}\left(x_{0}\right)\left(x-x_{0}\right)\right], \\
& =\left(f\left(x_{0}\right)-x_{0} f^{\prime}\left(x_{0}\right)\right) S_{i} I+f^{\prime}\left(x_{0}\right) S_{i} x .
\end{aligned}
\]

Quadratic approximation:
\[
\begin{aligned}
S_{i} f(x)= & S_{i}\left[f\left(x_{0}\right)+f^{\prime}\left(x_{0}\right)\left(x-x_{0}\right)+\frac{f^{\prime \prime}\left(x_{0}\right)}{2}\left(x-x_{0}\right)^{2}\right], \\
= & \left(f\left(x_{0}\right)-x_{0} f^{\prime}\left(x_{0}\right)+\frac{x_{0}^{2} f^{\prime \prime}\left(x_{0}\right)}{2}\right) S_{i} I+\left(f^{\prime}\left(x_{0}\right)-x_{0} f^{\prime \prime}\left(x_{0}\right)\right) S_{i} x+ \\
& \left.\frac{f^{\prime \prime}\left(x_{0}\right)}{2}\right) S_{i} x^{2} .
\end{aligned}
\]

Following the algorithm as shown in Eq.(2.46) and the three variants of SP operator approximation, the following three algorithms could be formulated [84]:

RR-SP0:
\[
\begin{array}{cc}
\frac{\partial u_{1}^{k+1}}{\partial y}+S_{2} I u_{1}^{k+1}=\frac{\partial u_{2}^{k}}{\partial y}+S_{2} I u_{2}^{k} & \text { on } \Gamma, \\
-\frac{\partial u_{2}^{k+1}}{\partial y}+S_{1} I u_{2}^{k+1}=-\frac{\partial u_{1}^{k}}{\partial y}+S_{1} I u_{1}^{k} & \text { on } \Gamma . \tag{2.49}
\end{array}
\]

RR-SP1:
\[
\begin{gather*}
\frac{\partial u_{1}^{k+1}}{\partial y}+S_{2} I u_{1}^{k+1}+\frac{\partial u_{1}^{k+1}}{\partial x} T_{1 l}=\frac{\partial u_{2}^{k}}{\partial y}+S_{2} I u_{2}^{k}+\frac{\partial u_{2}^{k}}{\partial x} T_{1 l} \quad \text { on } \Gamma,  \tag{2.50}\\
-\frac{\partial u_{2}^{k+1}}{\partial y}+S_{1} I u_{2}^{k+1}+\frac{\partial u_{2}^{k+1}}{\partial x} T_{2 l}=-\frac{\partial u_{1}^{k}}{\partial y}+S_{1} I u_{1}^{k}+\frac{\partial u_{1}^{k}}{\partial x} T_{2 l} \quad \text { on } \Gamma, \tag{2.51}
\end{gather*}
\]
where
\[
\begin{equation*}
T_{1 l}=S_{2} x-x_{0} S_{2} I, \quad T_{2 l}=S_{1} x-x_{0} S_{1} I . \tag{2.52}
\end{equation*}
\]

RR-SP2:
\[
\begin{gather*}
\frac{\partial u_{1}^{k+1}}{\partial y}+S_{2} I u_{1}^{k+1}+\frac{\partial u_{1}^{k+1}}{\partial x} T_{1 l}+\frac{\partial^{2} u_{1}^{k+1}}{2 \partial x^{2}} T_{1 q}= \\
\frac{\partial u_{2}^{k}}{\partial y}+S_{2} I u_{2}^{k}+\frac{\partial u_{2}^{k}}{\partial x} T_{1 l}+\frac{\partial^{2} u_{2}^{k}}{2 \partial x^{2}} T_{1 q} \quad \text { on } \Gamma,  \tag{2.53}\\
-\frac{\partial u_{2}^{k+1}}{\partial y}+S_{1} I u_{2}^{k+1}+\frac{\partial u_{2}^{k+1}}{\partial x} T_{2 l}+\frac{\partial^{2} u_{2}^{k+1}}{2 \partial x^{2}} T_{2 q}= \\
-\frac{\partial u_{1}^{k}}{\partial y}+S_{1} I u_{1}^{k}+\frac{\partial u_{1}^{k}}{\partial x} T_{2 l}+\frac{\partial^{2} u_{1}^{k}}{2 \partial x^{2}} T_{2 q} \quad \text { on } \Gamma, \tag{2.54}
\end{gather*}
\]
where \(T_{1 l}\) and \(T_{2 l}\) are identical to Eq.(2.52) and
\[
\begin{equation*}
T_{1 q}=S_{2} x^{2}-2 x S_{2} x+x^{2} S_{2} I, \quad T_{2 q}=S_{1} x^{2}-2 x S_{1} x+x^{2} S_{1} I . \tag{2.55}
\end{equation*}
\]

Practically, the constant approximation requires the computing of \(S_{i} I\) in advance; and linear approximation requires \(S_{i} I\) and \(S_{i} x\); and quadratic approximation requires \(S_{i} I, S_{i} x\) and \(S_{i} x^{2}\). The pre-computing could take place in separate mesh between subdomains and once complete, the result could be used multiple times for the equation \(\mathcal{L} u=f\) with different right hand side \(f\). Apparently, the higher order of Taylor series expansion comes with more accurate approximation of SP operators and less iterations of the algorithm to achieve convergence, but the pre-computation is more computationally expensive. There should be a trade-off between the cost of pre-computation and algorithm efficiency. Empirically, the numerical tests conducted in the project suggests that in quadratic case, the pre-computation of \(S_{i} I, S_{i} x\) and \(S_{i} x^{2}\) takes such amount of time that the algorithm is supposed to converge in 2 iterations,
otherwise the algorithm can not save time in account of pre-computation cost.
The algorithms introduced above are parallel, which abide by classical domain decomposition principle of parallel computing. Regarding this project in which only 2 subdomains are generated, sequential computing is also worth considering. As will be seen in Chapter 3, the convergence rate of sequential version is actually 2 times faster than the parallel counterpart, which could be confirmed by numerical tests.

The sequential version of RR-SP0, RR-SP1 and RR-SP2 all starts from computing \(u_{2}\) and reads as follows:

RR-SP0 (sequential):
\[
\begin{gather*}
-\frac{\partial u_{2}^{k+1}}{\partial y}+S_{1} I u_{2}^{k+1}=-\frac{\partial u_{1}^{k}}{\partial y}+S_{1} I u_{1}^{k} \quad \text { on } \Gamma,  \tag{2.56}\\
\frac{\partial u_{1}^{k+1}}{\partial y}+S_{2} I u_{1}^{k+1}=\frac{\partial u_{2}^{k+1}}{\partial y}+S_{2} I u_{2}^{k+1} \quad \text { on } \Gamma . \tag{2.57}
\end{gather*}
\]

RR-SP1 (sequential):
\[
\begin{gather*}
-\frac{\partial u_{2}^{k+1}}{\partial y}+S_{1} I u_{2}^{k+1}+\frac{\partial u_{2}^{k+1}}{\partial x} T_{2 l}=-\frac{\partial u_{1}^{k}}{\partial y}+S_{1} I u_{1}^{k}+\frac{\partial u_{1}^{k}}{\partial x} T_{2 l} \quad \text { on } \Gamma,  \tag{2.58}\\
\frac{\partial u_{1}^{k+1}}{\partial y}+S_{2} I u_{1}^{k+1}+\frac{\partial u_{1}^{k+1}}{\partial x} T_{1 l}=\frac{\partial u_{2}^{k+1}}{\partial y}+S_{2} I u_{2}^{k+1}+\frac{\partial u_{2}^{k+1}}{\partial x} T_{1 l} \tag{2.59}
\end{gather*} \quad \text { on } \Gamma, ~ \$, ~ \$, ~
\]
where \(T_{1 l}\) and \(T_{2 l}\) coincide with those in Eq.(2.52).
RR-SP2 (sequential):
\[
\begin{align*}
& -\frac{\partial u_{2}^{k+1}}{\partial y}+S_{1} I u_{2}^{k+1}+\frac{\partial u_{2}^{k+1}}{\partial x} T_{2 l}+\frac{\partial^{2} u_{2}^{k+1}}{2 \partial x^{2}} T_{2 q}= \\
& -\frac{\partial u_{1}^{k}}{\partial y}+S_{1} I u_{1}^{k}+\frac{\partial u_{1}^{k}}{\partial x} T_{2 l}+\frac{\partial^{2} u_{1}^{k}}{2 \partial x^{2}} T_{2 q} \quad \text { on } \Gamma,  \tag{2.60}\\
& \frac{\partial u_{1}^{k+1}}{\partial y}+S_{2} I u_{1}^{k+1}+\frac{\partial u_{1}^{k+1}}{\partial x} T_{1 l}+\frac{\partial^{2} u_{1}^{k+1}}{2 \partial x^{2}} T_{1 q}= \\
& \frac{\partial u_{2}^{k+1}}{\partial y}+S_{2} I u_{2}^{k+1}+\frac{\partial u_{2}^{k+1}}{\partial x} T_{1 l}+\frac{\partial^{2} u_{2}^{k+1}}{2 \partial x^{2}} T_{1 q} \quad \text { on } \Gamma, \tag{2.61}
\end{align*}
\]
where \(T_{1 l}\) and \(T_{2 l}\) coincide with those in Eq.(2.52), and \(T_{1 q}\) and \(T_{2 q}\) are identical to Eq.(2.55).
Nataf has proved the convergence of the algorithm as displayed in Eq.(2.46) guaranteed to be achieved in 2 iterations but it could not be applied to RR-SPN ( \(N=0,1,2\) ) algorithms directly. The convergence analysis of RR-SPN (both parallel and sequential) will be performed in Chapter 3 and 4.

\subsection*{2.6 Summary}

This chapter presents the derivation of the non-local NDD method, which originates from the Robin interface boundary condition transfer for boundary-layer-type equation. When applied to HRN models and LRN models, the method yields to generalised wall function and near-wall domain decomposition method respectively. The derivation follows the development of the method from one-dimensional to two-dimensional evolution, and focuses on the technique of retaining the non-local effect during the boundary condition transfer. Compared with AWF, the NDD method could prove its advantage in terms of accuracy, efficiency, applicability and solution independence on mesh scheme as well as interface boundary position.

SP operators play a key role in retaining the non-local effect of the problem thus the approximation of SP operators becomes especially significant. There are more than one way to implement the approximation and this chapter shows two approaches that yield to two different types of the NDD methods: namely DR and RR. DR has been previously studied in existing literature and is used for the purpose of comparison in the thesis. Regarding RR method, there are three variants (algorithms) of the method: RR-SP0, RR-SP1 and RR-SP2 which are based on the local expansion of Taylor series with different number of terms. Although Taylor expansion is local, the expansion is considered as a whole all along the entire interface with implicit formulation for every expansion node, therefore the local expansion becomes almost global given there is fine node density on the interface. The accurate global approximation of the operators is the key to the retaining of the non-local nature of the given problem when constructing the IBCs between the two subdomains.

\section*{Chapter 3}

\section*{Convergence rate calculation of NDD}

\section*{algorithms}

This chapter performs the calculation of the convergence rate of RR-SP0 (both parallel and sequential), RR-SP1 (sequential), RR-SP2 (sequential) and DR (sequential) algorithms. The analysis of the calculation result would be elaborated in Chapter 4.

Fourier method is used to calculate the convergence rate of the algorithms, which are applied to solving Poisson's equation because the solution to Poisson's equation could be obtained analytically. Poisson's equation mimics part of the nature of the RANS model equations whose analytical solution could not be obtained, so the conclusion drawn from Poisson's equation is expected to be analogous to that applied to RANS model equations to some extent.

In Section 3.1, the convergence rate calculation of RR-SP0 is performed using two methods: separation of variables and Fourier transform. Both methods make minor simplification on calculation of \(S_{i} I\). The method of separation of variables assumes \(S_{i} I\) is a constant, which is not true at the vicinity of the boundaries in \(x\) direction. The method of Fourier transform assumes unit function \(I\) is defined in \((-\infty, \infty)\) but it actually has boundaries, which is \([0,-1]\) in the project. With the two simplification, both methods result in identical calculation result. This is because both simplifications are equal to removing the boundary effect in \(x\) direction when calculating \(S_{i} I\), and the boundary conditions at \(x\) direction are too far to impose any effect on the solution. In practice, the solution accuracy loss due to the simplification could be ignored when the boundary effect is not strong.

In Section 3.2, the convergence rate calculation of DR algorithm is performed using separation of variables. The calculation result is identical to that in [83], which originally proposed the algorithm and studied it in detail. In this project, DR algorithm is not the main object but mainly an algorithm to compare with RR-SPN \((N=0,1,2)\) algorithms.

The calculation of Poisson's equation shows that the convergence rate of RR-SP0 algorithm could be completely expressed by the symbols of SP operators: \(\hat{S}_{i}(i=1,2)\). In Section 3.3, the conclusion is proved applicable beyond Poisson's equation itself. Poisson's equation has analytical solution and its convergence rate could be obtained when necessary, so studying Poisson's equation alone does not help much on understanding other problems. However, Poisson's equation represents a kind of equations that have variable-separation form solutions
and the conclusions drawn from Poisson's equation also apply to those equations as well. The convergence rate of those equations has the same form/structure as Poisson's equation. What is more, for the BVPs whose solution has limited dependence on \(x\), the Poisson result could be partially applied as well. Therefore, by merely studying the properties of the SP operator symbols in application to given equations, the convergence rate could be obtained directly. The cost of calculating the SP operator symbols is low because if the solution has variable-separation form or weak dependence on \(x\), the problem could be reduced to one-dimensional.

In Section 3.4, the convergence rate of RR-SP1 and RR-SP2 algorithms is calculated by Fourier transform. The calculation is performed based on limited assumptions: \(I, x\) and \(x^{2}\) are all defined in \((-\infty, \infty)\). Meanwhile, the assumptions are made in order: the calculation result of the lower-order algorithm is used as assumption for the calculation of the higher-order algorithm. For example, \(S_{i} I\) is taken as constant in the calculation of RR-SP1 because it has been justified by the calculation result of RR-SP0, which assumes \(I\) is defined in \((-\infty, \infty)\). Similarly, \(S_{i} x=S_{i}^{*} I \cdot x\) is presumed in the calculation of RR-SP2 because it is the result of the RR-SP1 calculation. The aim of making all those assumptions is to remove any boundary effect whenever it appears so that the convergence rate obtained is 'boundary effect free'. In practice, when the boundary effect is negligible, the result could be used directly. Otherwise, the result could provide a foundation to evaluate the real case where the boundary effect should be held accountable. The influence of the boundary effect in RR-SP0 will be discussed in Chapter 4.

\subsection*{3.1 Convergence rate calculation of RR-SP0}

This section considers RR-SP0 applied to Poisson's equation and performs the calculation of the convergence rate by 2 approaches: separation of variables and Fourier transform. They differ in some technical ways and lead to identical result. Note in this section, there are two simplifications made regarding calculating \(S_{i} I\) in the two methods:
1. In separation of variables, \(S_{i} I(i=1,2)\) is considered as constant, and the constant is denoted by \(S_{i}^{*} I\).
2. In Fourier transform, the unit function \(I\) is defined in \((-\infty, \infty)\).

The two simplifications both amount to removing the boundary effect in \(x\) direction.

\subsection*{3.1.1 Calculation via separation of variables}

Consider a Poisson's equation defined in a square domain \(\Omega\) : \(\{0 \leq x \leq 1,0 \leq y \leq B\}\). An artificial interface boundary \(\Gamma\) (at \(y=A\) ) splits the domain into two: \(\Omega_{1}\) and \(\Omega_{2}\). The following iterative equations formulate the boundary conditions of the two subdomains, as is
displayed in Chapter 2 as RR-SP0 (sequential). The algorithm starts from \(u_{2}\).
\[
\begin{aligned}
& u_{1 y}^{n+1}+S_{2}^{*} I \cdot u_{1}^{n+1}=u_{2 y}^{n+1}+S_{2}^{*} I \cdot u_{2}^{n+1}, \\
& -u_{2 y}^{n+1}+S_{1}^{*} I \cdot u_{2}^{n+1}=-u_{1 y}^{n}+S_{1}^{*} I \cdot u_{1}^{n} .
\end{aligned}
\]

The corresponding IBCs for the error problem are:
\[
\begin{aligned}
& e_{1 y}^{n+1}+S_{2}^{*} I \cdot e_{1}^{n+1}=e_{2 y}^{n+1}+S_{2}^{*} I \cdot e_{2}^{n+1}, \\
& -e_{2 y}^{n+1}+S_{1}^{*} I \cdot e_{2}^{n+1}=-e_{1 y}^{n}+S_{1}^{*} I \cdot e_{1}^{n} .
\end{aligned}
\]

Let on interface:
\[
\begin{align*}
\gamma_{1}^{n+1} & :=e_{2 y}^{n+1}(x, A)+S_{2}^{*} I \cdot e_{2}^{n+1}(x, A),  \tag{3.1}\\
\gamma_{2}^{n+1} & :=-e_{1 y}^{n}(x, A)+S_{1}^{*} I \cdot e_{1}^{n}(x, A), \tag{3.2}
\end{align*}
\]
and the error problem could be written as Laplace equation with boundary conditions:
\[
\begin{align*}
-\nabla^{2} e_{1}^{n+1}=0, & \text { on } \Omega_{1},  \tag{3.3}\\
e_{1}^{n+1}=0, & \text { on } \partial \Omega_{1} / \Gamma,  \tag{3.4}\\
e_{1 y}^{n+1}+S_{2}^{*} I \cdot e_{1}^{n+1}=\gamma_{1}^{n+1}, & \text { on } \Gamma,  \tag{3.5}\\
-\nabla^{2} e_{2}^{n+1}=0, & \text { on } \Omega_{2},  \tag{3.6}\\
e_{2}^{n+1}=0, & \text { on } \partial \Omega_{2} / \Gamma,  \tag{3.7}\\
-e_{2 y}^{n+1}+S_{1}^{*} I \cdot e_{2}^{n+1}=\gamma_{2}^{n+1}, & \text { on } \Gamma . \tag{3.8}
\end{align*}
\]

Laplace equation could be solved using separation with variables that reduces two-dimensional partial differential equation (PDE) to 2 ordinary differential equations (ODEs). The solution to the PDE has the form
\[
e_{i}(x, y)=X_{i}(x) Y_{i}(y)
\]

Substitute the general form into Laplace equation yields to 2 ODEs with respect to \(x\) and \(y\) respectively. Note \(\lambda\) is the separation constant:
\[
\begin{align*}
\frac{1}{X_{i}} \frac{\partial^{2} X_{i}}{\partial x^{2}} & =\lambda  \tag{3.9}\\
-\frac{1}{Y_{i}} \frac{\partial^{2} Y_{i}}{\partial y^{2}} & =\lambda \tag{3.10}
\end{align*}
\]

First, apply the homogeneous boundary conditions with respect to \(x\) to solve the ODEs about \(x\) (Eq.(3.9)). The homogeneous boundary conditions could be separated from original boundary conditions:
\[
\begin{equation*}
X_{i}(0)=0, \quad X_{i}(1)=0 . \tag{3.11}
\end{equation*}
\]

The ODEs as shown in Eq.(3.9) have the general solution:
\[
X_{i}(x)=C_{i} \sin (k \pi x),
\]
and the separation constant is also determined: \(\lambda=k^{2} \pi^{2}, k=1,2, \ldots\)
Second, consider the ODE with respect to \(y\), as shown in Eq.(3.10):
\[
-\frac{1}{Y_{i}} \frac{\partial^{2} Y_{i}}{\partial y^{2}}=k^{2} \pi^{2}
\]

The ODE has the general form
\[
Y_{i}(y)=A_{i}^{\prime} \sinh (k \pi y)+B_{i}^{\prime} \cosh (k \pi y) .
\]

Therefore, the solution to \(e_{i}(x, y)\) has the form:
\[
e_{i}(x, y)=\sum_{k=1}^{\infty} \sin (k \pi x)\left(A_{i} \sinh (k \pi y)+B_{i} \cosh (k \pi y)\right)
\]

So far, the solution has been formulated as Fourier sine series. The Fourier coefficient remains unsolved and denote it by \(\hat{e}_{i}^{n+1}\) :
\[
\begin{equation*}
\hat{e}_{i}^{n+1}(k, y):=A_{i}^{n+1} \sinh (k \pi y)+B_{i}^{n+1} \cosh (k \pi y) . \tag{3.12}
\end{equation*}
\]

In this step, \(\hat{e}_{i}\) starts to have superscript \((n+1)\) because the solution is subjected to IBCs that vary with iterations. Correspondingly, \(A_{i}\) and \(B_{i}\) have superscript too. To determine the coefficient (in other words, \(A_{i}^{n+1}\) and \(B_{i}^{n+1}\) ), one needs to consider the yet-unused boundary conditions on interface \(\Gamma\) and those on \(y=0\) and \(y=B\). Since the solution \(e_{i}\) has Fourier series form, \(\gamma_{i}\) should be expanded to Fourier sine series too and only the Fourier coefficients are considered:
\[
\gamma_{i}^{n+1}(x, y)=\sum_{k=1}^{\infty} \hat{\gamma}_{i}^{n+1}(k, y) \sin (k \pi x)
\]
and the boundary conditions with respect to \(y\) read
\[
\begin{align*}
& \text { BVP1 }:\left\{\begin{array}{l}
\hat{e}_{1}^{n+1}(x, 0)=0, \\
\hat{e}_{1 y}^{n+1}(k, A)+S_{2}^{*} I \cdot \hat{e}_{1}^{n+1}(k, A)=\hat{\gamma}_{1}^{n+1}(k, A) .
\end{array}\right.  \tag{3.13}\\
& \text { BVP2 : }\left\{\begin{array}{l}
\hat{e}_{2}^{n+1}(x, 0)=0, \\
-\hat{e}_{2 y}^{n+1}(k, A-B)+S_{1}^{*} I \cdot \hat{e}_{2}^{n+1}(k, A-B)=\hat{\gamma}_{2}^{n+1}(k, A-B) .
\end{array}\right. \tag{3.14}
\end{align*}
\]

Note there is a variable substitute \(\bar{y}=y-B\) when considering \(\hat{e}_{2}\). The final solution could be restored later on.

Apply above boundary conditions to Eq.(3.12), \(\hat{e}_{i}\) could be obtained:
\[
\begin{aligned}
\hat{e}_{1}^{n+1}(k, y) & =\frac{\hat{\gamma}_{1}^{n+1}(k, A) \sinh (k \pi y)}{k \pi \cosh (k \pi A)+S_{2}^{*} I \sinh (k \pi A)}, \\
\hat{e}_{2}^{n+1}(k, y) & =\frac{\hat{\gamma}_{2}^{n+1}(k, A) \sinh (k \pi(y-B))}{-k \pi \cosh (k \pi(A-B))+S_{1}^{*} I \sinh (k \pi(A-B))} .
\end{aligned}
\]

Particularly, the solution at interface is
\[
\begin{align*}
\hat{e}_{1}^{n+1}(k, A) & =\frac{\hat{\gamma}_{1}^{n+1}(k, A)}{k \pi \operatorname{coth}(k \pi A)+S_{2}^{*} I},  \tag{3.15}\\
\hat{e}_{2}^{n+1}(k, A) & =\frac{\hat{\gamma}_{2}^{n+1}(k, A)}{-k \pi \operatorname{coth}(k \pi(A-B))+S_{1}^{*} I} . \tag{3.16}
\end{align*}
\]

Next, expand \(\hat{\gamma}_{i}^{n+1}\) and according to Eqs.(3.1)\&(3.2), consider only the Fourier coefficients:
\[
\begin{aligned}
\hat{\gamma}_{1}^{n+1}(k, A) & :=\hat{e}_{2 y}^{n+1}+S_{2}^{*} I \cdot \hat{e}_{2}^{n+1}, \\
& =\left(k \pi \operatorname{coth}(k \pi(A-B))+S_{2}^{*} I\right) \hat{e}_{2}^{n+1}(k, A), \\
\hat{\gamma}_{2}^{n+1}(k, A) & :=-\hat{e}_{1 y}^{n}+S_{1}^{*} I \cdot \hat{e}_{1}^{n}, \\
& =\left(-k \pi \operatorname{coth}(k \pi A)+S_{1}^{*} I\right) \hat{e}_{1}^{n}(k, A) .
\end{aligned}
\]

Finally, the convergence rate is obtained:
\[
\begin{align*}
& \hat{e}_{1}^{n+1}(k, A) \\
= & \frac{\hat{\gamma}_{1}^{n+1}(A)}{k \pi \operatorname{coth}(k \pi A)+S_{2}^{*} I}, \\
= & \frac{k \pi \operatorname{coth}(k \pi(A-B))+S_{2}^{*} I}{k \pi \operatorname{coth}(k \pi A)+S_{2}^{*} I} \hat{e}_{2}^{n+1}(k, A),  \tag{3.17}\\
= & \frac{k \pi \operatorname{coth}(k \pi(A-B))+S_{2}^{*} I}{k \pi \operatorname{coth}(k \pi A)+S_{2}^{*} I} \frac{\hat{\gamma}_{2}^{n+1}(A)}{-k \pi \operatorname{coth}(k \pi(A-B))+S_{1}^{*} I}, \\
= & \frac{k \pi \operatorname{coth}(k \pi(A-B))+S_{2}^{*} I}{k \pi \operatorname{coth}(k \pi A)+S_{2}^{*} I} \frac{-k \pi \operatorname{coth}(k \pi A)+S_{1}^{*} I}{-k \pi \operatorname{coth}(k \pi(A-B))+S_{1}^{*} I} \hat{e}_{1}^{n}(A) . \\
& \hat{e}_{2}^{n+1}(k, A) \\
= & \frac{\hat{\gamma}_{2}^{n+1}(A)}{-k \pi \operatorname{coth}(k \pi(A-B))+S_{1}^{*} I}, \\
= & \frac{-k \pi \operatorname{coth}(k \pi A)+S_{1}^{*} I}{-k \pi \operatorname{coth}(k \pi(A-B))+S_{1}^{*} I} \hat{e}_{1}^{n}(k, A),  \tag{3.18}\\
= & \frac{-k \pi \operatorname{coth}(k \pi A)+S_{1}^{*} I}{-k \pi \operatorname{coth}(k \pi(A-B))+S_{1}^{*} I} \frac{\hat{\gamma}_{1}^{n}(A)}{k \pi \operatorname{coth}(k \pi A)+S_{2}^{*} I}, \\
= & \frac{-k \pi \operatorname{coth}(k \pi A)+S_{1}^{*} I}{-k \pi \operatorname{coth}(k \pi(A-B))+S_{1}^{*} I} \frac{k \pi \operatorname{coth}(k \pi(A-B))+S_{2}^{*} I}{k \pi \operatorname{coth}(k \pi A)+S_{2}^{*} I} \hat{e}_{2}^{n}(k, A) .
\end{align*}
\]

Therefore, on interface: \((k=1,2 \ldots)\)
\[
\begin{equation*}
\left\|\hat{e}_{i}^{n+1}\right\|=\left|\frac{\frac{1}{A}-k \pi \operatorname{coth}(k \pi A)}{\frac{1}{A}+k \pi \operatorname{coth}(k \pi(B-A))} \frac{\frac{1}{B-A}-k \pi \operatorname{coth}(k \pi(B-A))}{\frac{1}{B-A}+k \pi \operatorname{coth}(k \pi A)}\right|\left\|\hat{e}_{i}^{n}\right\|, \tag{3.19}
\end{equation*}
\]
as it is known that \(S_{1}^{*} I=\frac{1}{A}\) and \(S_{2}^{*} I=\frac{1}{B-A}\).
Note the solution to the following two one-dimensional BVPs defines \(S_{i}^{*} I: S_{1}^{*} I:=\frac{d u_{1}(A)}{d y}\) and \(S_{2}^{*} I:=-\frac{d u_{2}(A)}{d y}\).
\[
\begin{aligned}
\frac{d^{2} u_{1}}{d y^{2}} & =0, \\
u_{1}(0)=0, \quad u_{1}(A) & =1 . \\
\frac{d^{2} u_{2}}{d y^{2}} & =0, \\
u_{2}(A)=1, & u_{2}(B)
\end{aligned}=0 .
\]

\subsection*{3.1.2 Calculation of RR-SP0: parallel version}

This subsection considers the parallel version of RR-SP0 algorithm in terms of convergence rate. The calculation would be performed in the same way as with sequential case in Subsection 3.1.1, and only the calculation that differs from sequential case would be displayed.

Recall the parallel IBC of RR-SP0 reads:
\[
\begin{aligned}
u_{1 y}^{n+1}+S_{2}^{*} I \cdot u_{1}^{n+1} & =u_{2 y}^{n}+S_{2}^{*} I \cdot u_{2}^{n}, \\
-u_{2 y}^{n+1}+S_{1}^{*} I \cdot u_{2}^{n+1} & =-u_{1 y}^{n}+S_{1}^{*} I \cdot u_{1}^{n} .
\end{aligned}
\]

The corresponding error BVPs to consider are identical to those as shown in Eqs.(3.3)-(3.8), but the definition of \(\gamma_{1}^{n+1}\) is slightly different:
\[
\begin{align*}
\gamma_{1}^{n+1} & :=e_{2 y}^{n}(x, A)+S_{2}^{*} I \cdot e_{2}^{n}(x, A),  \tag{3.20}\\
\gamma_{2}^{n+1} & :=-e_{1 y}^{n}(x, A)+S_{1}^{*} I \cdot e_{1}^{n}(x, A) . \tag{3.21}
\end{align*}
\]

The above formulated BVPs could be solved with separation of variables as performed in Subsection 3.1.1. Much of the calculation is the same and thus skipped to the following intermediate stage:
\[
\begin{aligned}
\hat{e}_{1}^{n+1}(k, y) & =\frac{\hat{\gamma}_{1}^{n+1}(A) \sinh (k \pi y)}{k \pi \cosh (k \pi A)+S_{2}^{*} I \sinh (k \pi A)}, \\
\hat{e}_{2}^{n+1}(k, y) & =\frac{\hat{\gamma}_{2}^{n+1}(A) \sinh (k \pi(y-B))}{-k \pi \cosh (k \pi(A-B))+S_{1}^{*} I \sinh (k \pi(A-B))},
\end{aligned}
\]
where \(\hat{\gamma}_{i}\) is the Fourier coefficient of \(\gamma_{i}\) :
\[
\begin{aligned}
& \hat{\gamma}_{1}^{n+1}:=\hat{e}_{2 y}^{n}+S_{2}^{*} I \cdot \hat{e}_{2}^{n}(k, A), \\
& \hat{\gamma}_{2}^{n+1}:=-\hat{e}_{1 y}^{n}+S_{1}^{*} I \cdot \hat{e}_{1}^{n}(k, A) .
\end{aligned}
\]

Particularly, the solution at interface is
\[
\begin{align*}
\hat{e}_{1}^{n+1}(k, A) & =\frac{\hat{\gamma}_{1}^{n+1}(A)}{k \pi \operatorname{coth}(k \pi A)+S_{2}^{*} I},  \tag{3.22}\\
\hat{e}_{2}^{n+1}(k, A) & =\frac{\hat{\gamma}_{2}^{n+1}(A)}{-k \pi \operatorname{coth}(k \pi(A-B))+S_{1}^{*} I} . \tag{3.23}
\end{align*}
\]

Transform Eq.(3.22):
\[
\begin{align*}
& \hat{e}_{1}^{n+1}(k, A) \\
= & \frac{\hat{\gamma}_{1}^{n+1}(A)}{k \pi \operatorname{coth}(k \pi A)+S_{2}^{*} I}, \\
= & \frac{k \pi \operatorname{coth}(k \pi(A-B))+S_{2}^{*} I}{k \pi \operatorname{coth}(k \pi A)+S_{2}^{*} I} \hat{e}_{2}^{n}(k, A),  \tag{3.24}\\
= & \frac{k \pi \operatorname{coth}(k \pi(A-B))+S_{2}^{*} I}{k \pi \operatorname{coth}(k \pi A)+S_{2}^{*} I} \frac{\hat{\gamma}_{2}^{n}(A)}{-k \pi \operatorname{coth}(k \pi(A-B))+S_{1}^{*} I}, \\
= & \frac{k \pi \operatorname{coth}(k \pi(A-B))+S_{2}^{*} I}{k \pi \operatorname{coth}(k \pi A)+S_{2}^{*} I} \frac{-k \pi \operatorname{coth}(k \pi A)+S_{1}^{*} I}{-k \pi \operatorname{coth}\left(k \pi(A-B)+S_{1}^{*} I\right.} \hat{e}_{1}^{n-1}(A) . \tag{3.25}
\end{align*}
\]

Transform Eq.(3.23):
\[
\begin{align*}
& \hat{e}_{2}^{n+1}(k, A) \\
= & \frac{\hat{\gamma}_{2}^{n+1}(A)}{-k \pi \operatorname{coth}(k \pi(A-B))+S_{1}^{*} I}, \\
= & \frac{-k \pi \operatorname{coth}(k \pi A)+S_{1}^{*} I}{-k \pi \operatorname{coth}(k \pi(A-B))+S_{1}^{*} I} \hat{e}_{1}^{n}(k, A),  \tag{3.26}\\
= & \frac{-k \pi \operatorname{coth}(k \pi A)+S_{1}^{*} I}{-k \pi \operatorname{coth}(k \pi(A-B))+S_{1}^{*} I} \frac{\hat{\gamma}_{1}^{n}(A)}{k \pi \operatorname{coth}(k \pi A)+S_{2}^{*} I}, \\
= & \frac{-k \pi \operatorname{coth}(k \pi A)+S_{1}^{*} I}{-k \pi \operatorname{coth}(k \pi(A-B))+S_{1}^{*} I} \frac{k \pi \operatorname{coth}(k \pi(A-B))+S_{2}^{*} I}{k \pi \operatorname{coth}(k \pi A)+S_{2}^{*} I} \hat{e}_{2}^{n-1}(k, A) .
\end{align*}
\]

Therefore, the convergence rate is \((k=1,2 \ldots)\)
\[
\begin{equation*}
\left\|\hat{e}_{i}^{n+1}\right\|=\left|\frac{\frac{1}{A}-k \pi \operatorname{coth}(k \pi A)}{\frac{1}{A}+k \pi \operatorname{coth}(k \pi(B-A))} \frac{\frac{1}{B-A}-k \pi \operatorname{coth}(k \pi(B-A))}{\frac{1}{B-A}+k \pi \operatorname{coth}(k \pi A)}\right|\left\|\hat{e}_{i}^{n-1}\right\| . \tag{3.27}
\end{equation*}
\]

\subsection*{3.1.3 Calculation via Fourier transform}

This section makes the convergence analysis via Fourier transform. The final result is equal to that of separation of variables.

Consider a Poisson's equation again and the same boundary conditions. This time let us start from the error equation directly but note \(S_{i}^{*} I\) is no more considered as constant. This makes the calculation complicated but it shall be simplified in another way.
\[
\begin{align*}
-\nabla^{2} e_{1}^{n+1}=0, & \text { on } \Omega_{1},  \tag{3.28}\\
e_{1}^{n+1}=0, & \text { on } \partial \Omega_{1} / \Gamma,  \tag{3.29}\\
e_{1 y}^{n+1}+S_{2} I \cdot e_{1}^{n+1}=\gamma_{1}^{n+1}, & \text { on } \Gamma,  \tag{3.30}\\
-\nabla^{2} e_{2}^{n+1}=0, & \text { on } \Omega_{2},  \tag{3.31}\\
e_{2}^{n+1}=0, & \text { on } \partial \Omega_{2} / \Gamma,  \tag{3.32}\\
-e_{2 y}^{n+1}+S_{1} I \cdot e_{2}^{n+1}=\gamma_{2}^{n+1}, & \text { on } \Gamma, \tag{3.33}
\end{align*}
\]
where \(\gamma_{1}^{n+1}:=e_{2 y}^{n+1}(x, A)+S_{2} I \cdot e_{2}^{n+1}(x, A)\) and \(\gamma_{2}^{n+1}:=-e_{1 y}^{n}(x, A)+S_{1} \cdot e_{1}^{n}(x, A)\).
Now apply Fourier transform with respect to \(x\) on the error equations as well as the boundary conditions, then the original two-dimensional BVPs are reduced to one-dimensional BVPs.

BVP1:
\[
\begin{align*}
\frac{\partial^{2} \hat{e}_{1}^{n+1}}{\partial y^{2}}-\omega^{2} \hat{e}_{1}^{n+1} & =0  \tag{3.34}\\
\hat{e}_{1}^{n+1}(0) & =0  \tag{3.35}\\
\hat{e}_{1 y}^{n+1}(A)+\frac{1}{2 \pi} \mathcal{F}\left(S_{2} I\right) * \hat{e}_{1}^{n+1}(A) & =\hat{\gamma}_{1}^{n+1}(A) . \tag{3.36}
\end{align*}
\]

BVP2:
\[
\begin{align*}
\frac{\partial^{2} \hat{e}_{2}^{n+1}}{\partial y^{2}}-\omega^{2} \hat{e}_{2}^{n+1} & =0  \tag{3.37}\\
\hat{e}_{2}^{n+1}(0) & =0  \tag{3.38}\\
-\hat{e}_{2 y}^{n+1}(A-B)+\frac{1}{2 \pi} \mathcal{F}\left(S_{1} I\right) * \hat{e}_{2}^{n+1}(A-B) & =\hat{\gamma}_{2}^{n+1}(A) \tag{3.39}
\end{align*}
\]

Note in the formulation of BVP2, \(y\)-coordinate shifts by \(y^{\prime}=y-B\). The final result would be restored based on \(y\) afterwards. Meanwhile, convolution is defined as \(f(x) * g(x)=\) \(\int_{-\infty}^{\infty} f(\tau) g(x-\tau) d \tau\). \(\mathcal{F} f(x)\) means applying Fourier transform on \(f(x)\), such as \(\mathcal{F} e_{i}^{n}(x, y)=\) \(\hat{e}_{i}^{n}(\omega, y)\). Expanding the Fourier transform of \(\gamma_{i}\) reads
\[
\begin{align*}
& \mathcal{F} \gamma_{1}^{n+1}:=\hat{\gamma}_{1}^{n+1}(A):=\hat{e}_{2 y}^{n}(\omega, A)+\mathcal{F}\left(S_{2} I \cdot e_{2}^{n}(\omega, A)\right),  \tag{3.40}\\
& \mathcal{F} \gamma_{2}^{n+1}:=\hat{\gamma}_{2}^{n+1}(A):=-\hat{e}_{1 y}^{n}(\omega, A)+\mathcal{F}\left(S_{1} \cdot e_{1}^{n}(\omega, A)\right) . \tag{3.41}
\end{align*}
\]

The BVPs have general solution:
\[
\begin{aligned}
& \hat{e}_{1}(\omega, y)=C_{1}(\omega) \sinh (\omega y)+D_{1}(\omega) \cosh (\omega y), \\
& \hat{e}_{2}(\omega, y)=C_{2}(\omega) \sinh (\omega y)+D_{2}(\omega) \cosh (\omega y) .
\end{aligned}
\]

To determine the unknown coefficients of the general solution, the boundary conditions need to be considered. Since the solution to the problem has variable-separation form, the boundary conditions could be considered here independently from \(x\). Firstly, applying the homogeneous boundary conditions Eqs.(3.35), (3.38) eliminate \(D_{1}, D_{2}\) so that the general solution retains only \(\sinh (\omega y)\) term: \(\hat{e}_{i}(\omega, y)=C_{i} \sinh (\omega y)\). Then, apply the boundary conditions Eqs.(3.36), (3.39) to the general solution to determine \(C_{1}\) and \(C_{2}\). Since the calculation involves convolution that is complex to compute, the following simplification is made: assume unit function ' \(I\) ' is defined in the entire real domain (where is should have been in [01]), then the Fourier transform of \(S_{i} I\) results in \(\hat{S}_{i} 2 \pi \delta\), where \(\hat{S}_{i}\) is the symbol (the symbol will be introduced and the calculation will be performed in Subsection 3.1.4.) of operator \(S_{i}\) and \(\delta\) is the Dirac delta function. As will be shown next, Dirac delta function \(\delta\) could simplify the calculation to some extent. Meanwhile, it is worth noting that the integral calculation containing \(\delta\) as shown below should not be interpreted as classic integral of conventional functions. Instead, the calculation is performed under the concept of generalised function (distribution).
\[
\begin{align*}
& \hat{e}_{1 y}^{n+1}(A)+\frac{1}{2 \pi} \mathcal{F}\left(S_{2} I\right) * \hat{e}_{1}^{n+1}(A)=\hat{\gamma}_{1}^{n+1}(A), \\
\rightarrow & C_{1}(\omega) \omega \cosh (\omega A)+\int_{-\infty}^{\infty} \hat{S}_{2}(\tau) \delta(\tau) C_{1}(\omega-\tau) \sinh ((\omega-\tau) A) d \tau=\hat{\gamma}_{1}^{n+1}(A),  \tag{3.42}\\
\rightarrow & C_{1}(\omega)\left(\omega \cosh (\omega A)+\hat{S}_{2}(0) \sinh (\omega A)\right)=\hat{\gamma}_{1}^{n+1}(A), \\
\rightarrow & C_{1}(\omega)=\frac{\hat{\gamma}_{1}^{n+1}(A)}{\omega \cosh (\omega A)+\hat{S}_{2}(0) \sinh (\omega A)} . \\
& \left.-\hat{e}_{2 y}^{n+1}\left(A^{\prime}\right)+\frac{1}{2 \pi} \mathcal{F}\left(S_{1} I\right) * \hat{e}_{2}^{n+1} A^{\prime}\right)=\hat{\gamma}_{2}^{n+1}\left(A^{\prime}\right), \\
\rightarrow & -C_{2}(\omega) \omega \cosh \left(\omega A^{\prime}\right)+\int_{-\infty}^{\infty} \hat{S}_{1}(\tau) \delta(\tau) D_{1}(\omega-\tau) \sinh \left((\omega-\tau) A^{\prime}\right) d \tau=\hat{\gamma}_{2}^{n+1}\left(A^{\prime}\right), \\
\rightarrow & C_{2}(\omega)\left(-\omega \cosh \left(\omega A^{\prime}\right)+\hat{S}_{1}(0) \sinh \left(\omega A^{\prime}\right)\right)=\hat{\gamma}_{2}^{n+1}\left(A^{\prime}\right), \\
\rightarrow & C_{2}(\omega)=\frac{\hat{\gamma}_{2}^{n+1}\left(A^{\prime}\right)}{-\omega \cosh \left(\omega A^{\prime}\right)+\hat{S}_{1}(0) \sinh \left(\omega A^{\prime}\right)} . \tag{3.43}
\end{align*}
\]

Since the coordinate shifts by \(y^{\prime}=y-B\) in above calculation, the 'new' interface is defined as \(A^{\prime}=A-B\).

Having known the coefficients \(C_{i}\), the solution to the 2 BVPs could be obtained. Note at this step the coordinate has been shifted back to \(y\) rather than \(y^{\prime}\) in \(\hat{e}_{2}^{n+1}\) case:
\[
\begin{align*}
& \hat{e}_{1}^{n+1}(\omega, y)=\frac{\hat{\gamma}_{1}^{n+1}(A) \sinh (\omega y)}{\omega \cosh (\omega A)+\hat{S}_{2}(0) \sinh (\omega A)},  \tag{3.44}\\
& \hat{e}_{2}^{n+1}(\omega, y)=\frac{\hat{\gamma}_{2}^{n+1}(A) \sinh (\omega(y-B))}{-\omega \cosh (\omega(A-B))+\hat{S}_{1}(0) \sinh (\omega(A-B))} . \tag{3.45}
\end{align*}
\]

Particularly, on \(y=A\),
\[
\begin{align*}
& \hat{e}_{1}^{n+1}(\omega, A)=\frac{\hat{\gamma}_{1}^{n+1}(A)}{\omega \operatorname{coth}(\omega A)+\hat{S}_{2}(0)},  \tag{3.46}\\
& \hat{e}_{2}^{n+1}(\omega, A)=\frac{\hat{\gamma}_{2}^{n+1}(A)}{-\omega \operatorname{coth}(\omega(A-B))+\hat{S}_{1}(0)} . \tag{3.47}
\end{align*}
\]

It is obvious that \(\hat{e}_{i}^{n+1}(A)\) is a function of \(\hat{\gamma}_{i}^{n+1}(A),(i=1,2)\). The convergence rate \(\frac{\hat{e}_{i}^{n+1}}{\hat{e}_{i}^{n}}\) is equal to \(\frac{\hat{\gamma}_{i}^{n+1}}{\hat{\gamma}_{i}^{n}}\). Next, consider \(\hat{\gamma}_{1}^{n+1}, \hat{\gamma}_{2}^{n+1}\) :
\[
\begin{align*}
\hat{\gamma}_{1}^{n+1}(A) & =\hat{e}_{2 y}^{n}(\omega, A)+\mathcal{F}\left(S_{2} I \cdot e_{2}^{n}(\omega, A)\right), \\
\rightarrow \hat{\gamma}_{1}^{n+1}(A) & =\omega \operatorname{coth}(\omega(A-B)) \hat{e}_{2}^{n}(\omega, A)+\frac{1}{2 \pi} \mathcal{F}\left(S_{2} I\right) * \hat{e}_{2}^{n}(\omega, A), \\
\rightarrow \hat{\gamma}_{1}^{n+1}(A) & =\omega \operatorname{coth}(\omega(A-B)) \hat{e}_{2}^{n}(\omega, A)+\hat{S}_{2}(0) \hat{e}_{2}^{n}(\omega, A), \\
\rightarrow \hat{\gamma}_{1}^{n+1}(A) & =\left(\omega \operatorname{coth}(\omega(A-B))+\hat{S}_{2}(0)\right) \frac{\hat{\gamma}_{2}^{n}(A)}{-\omega \operatorname{coth}(\omega(A-B))+\hat{S}_{1}(0)}, \\
\rightarrow \hat{\gamma}_{1}^{n+1}(A) & =\frac{\omega \operatorname{coth}(\omega(A-B))+\hat{S}_{2}(0)}{-\omega \operatorname{coth}(\omega(A-B))+\hat{S}_{1}(0)}\left[-\hat{e}_{1 y}^{n}(\omega, A)+\mathcal{F}\left(S_{1} \cdot e_{1}^{n}(\omega, A)\right)\right], \\
\rightarrow & \hat{\gamma}_{1}^{n+1}(A)=\frac{\omega \operatorname{coth}(\omega(A-B))+\hat{S}_{2}(0)}{-\omega \operatorname{coth}(\omega(A-B))+\hat{S}_{1}(0)}\left[-\omega \operatorname{coth}(\omega A) \hat{e}_{1}^{n}(\omega, A)+\hat{S}_{1}(0) \hat{e}_{1}^{n}(\omega, A)\right], \\
\rightarrow \hat{\gamma}_{1}^{n+1}(A) & =\frac{\omega \operatorname{coth}(\omega(A-B))+\hat{S}_{2}(0)}{-\omega \operatorname{coth}(\omega(A-B))+\hat{S}_{1}(0)} \frac{-\omega \operatorname{coth}(\omega A)+\hat{S}_{1}(0)}{\omega \operatorname{coth}(\omega A)+\hat{S}_{2}(0)} \hat{\gamma}_{1}^{n}(A) . \tag{3.48}
\end{align*}
\]
\[
\hat{\gamma}_{2}^{n+1}(A)=-\hat{e}_{1 y}^{n}(\omega, A)+\mathcal{F}\left(S_{1} I \cdot e_{1}^{n}(\omega, A)\right)
\]
\[
\rightarrow \hat{\gamma}_{2}^{n+1}(A)=-\omega \operatorname{coth}(\omega A) \hat{e}_{1}^{n}(\omega, A)+\frac{1}{2 \pi} \mathcal{F}\left(S_{1} I\right) * \hat{e}_{1}^{n}(\omega, A)
\]
\[
\rightarrow \hat{\gamma}_{2}^{n+1}(A)=-\omega \operatorname{coth}(\omega A) \hat{e}_{1}^{n}(\omega, A)+\hat{S}_{1}(0) \hat{e}_{1}^{n}(\omega, A)
\]
\[
\rightarrow \hat{\gamma}_{2}^{n+1}(A)=\left(-\omega \operatorname{coth}(\omega A)+\hat{S}_{1}(0)\right) \frac{\hat{\gamma}_{1}^{n}(A)}{\omega \operatorname{coth}(\omega A)+\hat{S}_{2}(0)},
\]
\[
\rightarrow \hat{\gamma}_{2}^{n+1}(A)=\frac{-\omega \operatorname{coth}(\omega A)+\hat{S}_{1}(0)}{\omega \operatorname{coth}(\omega A)+\hat{S}_{2}(0)}\left[\hat{e}_{2 y}^{n}(\omega, A)+\mathcal{F}\left(S_{2} \cdot e_{2}^{n}(\omega, A)\right)\right]
\]
\[
\rightarrow \hat{\gamma}_{2}^{n+1}(A)=\frac{-\omega \operatorname{coth}(\omega A)+\hat{S}_{1}(0)}{\omega \operatorname{coth}(\omega A)+\hat{S}_{2}(0)}\left[\omega \operatorname{coth}(\omega(A-B)) \hat{e}_{2}^{n}(\omega, A)+\hat{S}_{2}(0) \hat{e}_{2}^{n}(\omega, A)\right]
\]
\[
\begin{equation*}
\rightarrow \hat{\gamma}_{2}^{n+1}(A)=\frac{-\omega \operatorname{coth}(\omega A)+\hat{S}_{1}(0)}{\omega \operatorname{coth}(\omega A)+\hat{S}_{2}(0)} \frac{\omega \operatorname{coth}(\omega(A-B))+\hat{S}_{2}(0)}{-\omega \operatorname{coth}(\omega(A-B))+\hat{S}_{1}(0)} \hat{\gamma}_{2}^{n}(A) \tag{3.49}
\end{equation*}
\]

The above transformation of \(\hat{\gamma}_{1}(A)\) and \(\hat{\gamma}_{2}(A)\) shows that
\[
\hat{e}_{i}^{n+1}=\frac{\hat{S}_{1}(0)-\omega \operatorname{coth}(\omega A)}{\hat{S}_{1}(0)+\omega \operatorname{coth}(\omega(B-A))} \frac{\hat{S}_{2}(0)-\omega \operatorname{coth}(\omega(B-A))}{\hat{S}_{2}(0)+\omega \operatorname{coth}(\omega A)} \hat{e}_{i}^{n} .
\]

Given \(\hat{S}_{1}(0)=\frac{1}{A}\) and \(\hat{S}_{2}(0)=\frac{1}{B-A}\), the convergence rate is:
\[
\begin{equation*}
\left\|\hat{e}_{i}^{n+1}\right\|=\left|\frac{\frac{1}{A}-\omega \operatorname{coth}(\omega A)}{\frac{1}{A}+\omega \operatorname{coth}(\omega(B-A))} \cdot \frac{\frac{1}{B-A}-\omega \operatorname{coth}(\omega(B-A))}{\frac{1}{B-A}+\omega \operatorname{coth}(\omega A)}\right|\left\|\hat{e}_{i}^{n}\right\| . \tag{3.50}
\end{equation*}
\]

Lastly, perform Fourier transform with respect to \(y\) on the original problem with the homogeneous boundary conditions: \(e_{1}^{n+1}(0, y)=0\) and \(e_{1}^{n+1}(1, y)=0\). The two-dimensional problem is then reduced to the following one-dimensional BVPs regarding \(x\) :
\[
\begin{aligned}
\frac{\partial^{2} \hat{e}_{i}^{n+1}}{\partial x^{2}}-\omega^{2} \hat{e}_{i}^{n+1} & =0, \\
\hat{e}_{i}^{n+1}(0)=0, \quad \hat{e}_{i}^{n+1}(1) & =0 .
\end{aligned}
\]

The solution to above BVPs is
\[
\begin{equation*}
\hat{e}_{i}^{n+1}(x, \omega)=\sin (\omega x) . \quad \omega=k \pi, k=1,2, \ldots \tag{3.51}
\end{equation*}
\]

The above calculation regulates \(\omega:=k \pi,(k=1,2, \ldots)\).
It should be emphasized again that because Laplace equation has variable-separation-form solution, Fourier transform could be independently applied twice with respect to \(x\) and \(y\) on the original Laplace equations, and the boundary conditions could also be applied separately to the one-dimensional BVPs derived from Fourier transform. In otherwise case, inverse Fourier transform is needed to restore the solution (with unknown functions) and all boundary conditions should be considered together to determine the specific solution to the given BVP.

In this case, two pairs of one-dimensional BVPs (with respect to \(x\) and \(y\) separately) are considered independently. The convergence rate is determined by the solution to the BVPs regarding \(y\), see Eq.(3.50). Next, the BVPs regarding \(x\) regulates the value of \(\omega\) apart from determining the solution w.r.t. \(x\). Therefore, the convergence rate should be written in the same form as Eq.(3.50) but restricting \(\omega\) to particular values:
\[
\begin{array}{r}
\left\|\hat{e}_{i}^{n+1}\right\|=\left|\frac{\frac{1}{A}-k \pi \operatorname{coth}(k \pi A)}{\frac{1}{A}+k \pi \operatorname{coth}(k \pi(B-A))} \cdot \frac{\frac{1}{B-A}-k \pi \operatorname{coth}(k \pi(B-A))}{\frac{1}{B-A}+k \pi \operatorname{coth}(k \pi A)}\right|\left\|\hat{e}_{i}^{n}\right\| .  \tag{3.52}\\
(k=1,2, \ldots)
\end{array}
\]

\subsection*{3.1.4 Calculation of symbol of SP operators}

The formulae to calculate the symbol \(a(x, \omega)\) of a pseudo-differential operator \(T\) is as follows [103]:
\[
\begin{equation*}
a(x, \omega):=e^{-2 \pi j x \omega} T\left(e^{2 \pi j x \omega}\right) . \tag{3.53}
\end{equation*}
\]

In this case, the pseudo-operator \(\left(S_{i}\right)\) operates on \(y\) direction at interface \(y=A\). First consider the symbol of \(S_{1}\). According to the definition of \(S_{1}\) and its application on Poisson's equation
in \(\Omega_{1}\), the following BVP for calculating \(S_{1}\left(e^{2 \pi j x \omega}\right)\) could be formulated:
\[
\begin{aligned}
-\nabla^{2} e_{1}^{n+1}=0, & \text { on } \Omega_{1}, \\
e_{1}^{n+1}=0, & \text { on } \partial \Omega_{1} /(y=A), \\
e_{1}^{n+1}=e^{2 \pi j x \omega}, & \text { on } y=A
\end{aligned}
\]

To solve it, apply Fourier transform w.r.t. \(x\) on the BVP defined in \(\Omega_{1}\) to get a reduced one-dimensional BVP:
\[
\begin{array}{r}
\frac{\partial^{2} \hat{e}_{1}^{n+1}}{\partial y^{2}}-\omega^{2} \hat{e}_{1}^{n+1}=0  \tag{3.54}\\
\hat{e}_{1}^{n+1}(0)=0, \quad \hat{e}_{1}^{n+1}(A)=1
\end{array}
\]

Note again, it is because the solution to the original problem has variable-separation form, the above 2 boundary conditions could be applied immediately to obtain the solution to the one-dimensional BVP, which is:
\[
\hat{e}_{1}^{n+1}(\omega, y)=\frac{\sinh (\omega y)}{\sinh (\omega A)}
\]

Furthermore, apply inverse Fourier transform on \(\hat{e}_{1}^{n+1}\) to restore interface solution and take derivative. Note there is only one harmonic to consider so the integral vanishes:
\[
\begin{gather*}
e_{1}^{n+1}(x, y)=\int \hat{e}_{1}^{n+1}(\omega, y) e^{2 \pi j x \omega} d \omega=\hat{e}_{1}^{n+1}(\omega, y) e^{2 \pi j x \omega} \\
S_{1}\left(e^{2 \pi j x \omega}\right):=e_{1 y}^{n+1}(x, A)=e^{2 \pi j x \omega} \omega \operatorname{coth}(\omega A) \tag{3.55}
\end{gather*}
\]

Therefore, the symbol \(\left(\hat{S}_{1}\right)\) of the operator is:
\[
\begin{equation*}
\hat{S}_{1}(\omega):=e^{-2 \pi j x \omega} S_{1}\left(e^{2 \pi j x \omega}\right)=\omega \operatorname{coth}(\omega A) \tag{3.56}
\end{equation*}
\]

Next, consider the symbol of \(S_{2}\). The calculation is almost the same as that with \(\hat{S}_{1}\). Apply Fourier transform w.r.t. \(x\) on BVP2 defined in \(\Omega_{2}\) to get a reduced one-dimensional BVP:
\[
\begin{align*}
& \frac{\partial^{2} \hat{e}_{2}^{n+1}}{\partial y^{2}}-\omega^{2} \hat{e}_{2}^{n+1}=0  \tag{3.57}\\
& \hat{e}_{2}^{n+1}(0)=0, \quad \hat{e}_{2}^{n+1}(A-B)=1
\end{align*}
\]

The solution is:
\[
\hat{e}_{2}^{n+1}(\omega, y)=\frac{\sinh (\omega(y-B))}{\sinh (\omega(A-B))}
\]

Furthermore, restore the interface solution,
\[
e_{2}^{n+1}(x, y)=\int \hat{e}_{2}^{n+1}(\omega, y) e^{2 \pi j x \omega} d \omega=\hat{e}_{2}^{n+1}(\omega, y) e^{2 \pi j x \omega}
\]
\[
\begin{equation*}
S_{2}\left(e^{2 \pi j x \omega}\right):=-e_{2 y}^{n+1}(x, A)=e^{2 \pi j x \omega} \omega \operatorname{coth}(\omega(B-A)) . \tag{3.58}
\end{equation*}
\]

Therefore, the symbol \(\left(\hat{S}_{2}\right)\) of the operator is
\[
\begin{equation*}
\hat{S}_{2}(\omega):=e^{-2 \pi j x \omega} S_{2}\left(e^{2 \pi j x \omega}\right)=\omega \operatorname{coth}(\omega(B-A)) . \tag{3.59}
\end{equation*}
\]

Naturally, all \(\omega\) should be restricted: \(\omega=k \pi, k=1,2, \ldots\) because the boundary conditions are defined at \(x=0,1\) in this case, see Eq.(3.51). However, in Subsection 3.1.3, there is \(\hat{S}_{i}(0)\) showing up in the calculation and this is because the simplification made when dealing with \(S_{i}(I)\). Recall it is assumed that the unit function \(I\) is defined in \((-\infty, \infty)\) rather than where it should have been: [01]. In the latter case, there are boundaries on both sides of the domain in \(x\) directions and two homogeneous boundary conditions that restrict the value of \(\omega:=k \pi, k=1,2 \ldots\) In other words, it is the existence of the boundaries at \(x=0\) and \(x=1\) that requires \(\omega\) taking particular values. If such boundaries become too far to exist anymore, there would be no homogeneous boundary conditions at \(x=0\) and \(x=1\) too, hence the restriction on \(\omega\) disappears. As a matter of fact, in above calculation, the domain length is set 1 in \(x\)-direction, so the separation constant is \(\lambda=k^{2} \pi^{2}\). If the length is assumed \(L\), the constant \(\lambda\) would be \(\lambda=(k \pi / L)^{2}\). The bigger \(L\), the smaller interval between neighbour \(\omega:=k \pi / L\). In the case that \(L\) is infinity, the interval tends to 0 and \(\omega\) becomes continuous. This is the scenario that happens when \(I\) is defined in \((-\infty, \infty)\), see Eq.(3.50). In addition, it could also be seen from the definition: \(\mathcal{F}\left[S_{i} I\right]:=\hat{S}_{i}(\omega) \mathcal{F} I\). The unit function (defined in entire real domain) is composed of only 1 harmonic ( \(\omega=0\) ), so only \(\hat{S}_{i}(0)\) exists. That is the consequent of assuming \(I\) is defined in real domain and how \(\hat{S}_{i}(0)\) arises in the calculation.

To sum up, \(\hat{S}_{i}(0)\) is the result of the simplification that \(I\) is assumed to be defined throughout the entire real domain, but it does not violate the principle of the convergence rate calculation. The calculation result based on the simplification is identical to the result that is based on the simplification of \(S_{i} I\) being a constant. The effect of the simplification will be discussed in Chapter 4.

Compare \(\hat{S}_{i}(\omega)\) with the general form of the symbol \(a(x, \omega)\), it is seen that \(\hat{S}_{i}\) is not a function of \(x\) but only \(\omega\). This is still because the solution could be separated in terms of \(x\) and \(y\). The separation gives rise to the solution to the reduced one-dimensional BVP w.r.t. \(y\) directly, as stated above, see Eq.(3.54), and the solution is free from containing any \(x\). In otherwise case, the solution to the one-dimensional BVP could not be determined until all boundary conditions are considered together, in which case inverse Fourier transform is applied to restore the solution and \(x\) is brought in.

\subsection*{3.2 Convergence rate calculation of DR algorithm}

This section performs the convergence rate calculation of DR algorithm applied to Poisson's equation too. The separation of variables is used again. Since the calculation is highly similar
to previous calculation, some intermediate process would not be repeatedly elaborated. Consider the following BVPs:
\[
\begin{aligned}
-\nabla^{2} e_{1}^{n+1}=0, & \text { on } \Omega_{1}, \\
e_{1}^{n+1}=0, & \text { on } \partial \Omega_{1} / \Gamma, \\
e_{1}^{n+1}=\theta e_{2}^{n+1}+(1-\theta) e_{1}^{n}, & \text { on } \Gamma, \\
-\nabla^{2} e_{2}^{n+1}=0, & \text { on } \Omega_{2}, \\
e_{2}^{n+1}=0, & \text { on } \partial \Omega_{2} / \Gamma, \\
e_{2 y}^{n+1}=e_{1 y}^{n}+S_{1}^{*} I\left(e_{2}^{n+1}-e_{1}^{n}\right), & \text { on } \Gamma,
\end{aligned}
\]
where \(0<\theta<1\).
As has been mentioned earlier, the solution has variable-separation form: \(e_{i}(x, y)=\) \(X_{i}(x) Y_{i}(y)\). The BVPs regarding \(x\) are the same as those defined in RR-SP0, see Eqs.(3.9) and (3.11). Here the solution is directly given: \(X_{i}(x)=\sin (k \pi x), k=1,2 \ldots\)

Next, consider \(Y_{i}(y)\), which is the Fourier coefficient of the solution to the Laplace equation. Denote the Fourier coefficient by \(\hat{e}_{i}(k, y):=Y_{i}(k, y)\). The general solution to \(Y_{i}(y)\) is directly given:
\[
\hat{e}_{i}^{n+1}(y):=Y_{i}^{n+1}(y)=A_{i}^{n+1} \sinh (k \pi y)+B_{i}^{n+1} \sinh (k \pi y) .
\]

To determine \(A_{i}^{n+1}\) and \(B_{i}^{n+1}\), apply the rest 2 boundary conditions (at \(y=0\) and \(y=A\) ) to the general solution:
\[
\begin{align*}
& \text { BVP1 : }\left\{\begin{array}{l}
\hat{e}_{1}^{n+1}(x, 0)=0, \\
\hat{e}_{1 \mid \Gamma}^{n+1}=\theta \hat{e}_{2 \mid \Gamma}^{n+1}+(1-\theta) \hat{e}_{1 \mid \Gamma}^{n} .
\end{array}\right.  \tag{3.60}\\
& \text { BVP2: }\left\{\begin{array}{l}
\hat{e}_{2}^{n+1}(x, 0)=0, \\
\hat{e}_{2 y \mid \Gamma}^{n+1}=\hat{e}_{1 y \mid \Gamma}^{n}+S_{1}^{*} I\left(\hat{e}_{2 \mid \Gamma}^{n+1}-\hat{e}_{1 \mid \Gamma}^{n}\right) .
\end{array}\right. \tag{3.61}
\end{align*}
\]

Note there is a variable substitute \(\bar{y}=y-B\) when considering \(\hat{e}_{2}\). The final solution would be restored.

The two homogeneous boundary conditions enables the elimination of \(\sinh (k \pi y)\) term in the general solution, so only \(\sinh (k \pi y)\) term retains: \(\hat{e}_{i}^{n+1}=A_{i}^{n+1}(k) \sinh (k \pi y)\). It is clear that the convergence rate could be obtained by calculating the ratio between \(A_{i}^{n+1}(k)\) and \(A_{i}^{n}(k)\). Next, transform the IBC as shown in Eq.(3.60):
\[
\begin{align*}
& A_{1}^{n+1} \sinh (k \pi A)=\theta A_{2}^{n+1} \sinh (k \pi(A-B))+(1-\theta) A_{1}^{n} \sinh (k \pi A), \\
\rightarrow & A_{1}^{n+1}=\theta \frac{\sinh (k \pi(A-B))}{\sinh (k \pi A)} A_{2}^{n+1}+(1-\theta) A_{1}^{n},  \tag{3.62}\\
\rightarrow & A_{2}^{n+1}=\frac{\sinh (k \pi A)}{\theta \sinh (k \pi(A-B))}\left(A_{1}^{n+1}+(\theta-1) A_{1}^{n}\right) .
\end{align*}
\]

Transform the IBC as shown in Eq.(3.61):
\[
\begin{align*}
& k \pi \cosh (k \pi(A-B)) A_{2}^{n+1} \\
& =k \pi \cosh (k \pi A) A_{1}^{n}+S_{1}^{*} I\left(\sinh (k \pi(A-B)) A_{2}^{n+1}-\sinh (k \pi A) A_{1}^{n}\right),  \tag{3.63}\\
\rightarrow & A_{2}^{n+1}=\frac{k \pi \cosh (k \pi A)-S_{1}^{*} I \sinh (k \pi A)}{k \pi \cosh (k \pi(A-B))-S_{1}^{*} I \sinh (k \pi(A-B))} A_{1}^{n} .
\end{align*}
\]

Combining Eqs.(3.62) and (3.63), it could be obtained that
\[
\begin{equation*}
A_{1}^{n+1}=(1-\theta \Omega) A_{1}^{n}, \tag{3.64}
\end{equation*}
\]
where
\[
\begin{equation*}
\Omega:=\frac{k \pi \operatorname{coth}(k \pi A)+k \pi \operatorname{coth}(k \pi(B-A))}{1 / A+k \pi \operatorname{coth}(k \pi(B-A))} . \tag{3.65}
\end{equation*}
\]

From Eq.(3.63):
\[
\begin{aligned}
\frac{A_{2}^{n+1}}{A_{1}^{n}} & =\frac{A_{2}^{n+2}}{A_{1}^{n+1}}, \\
\rightarrow A_{2}^{n+1} & =(1-\theta \Omega) A_{2}^{n} \quad(\text { from Eq.(3.64) }) .
\end{aligned}
\]

Therefore, the convergence rate is obtained:
\[
\begin{equation*}
\left\|\hat{e}_{i}^{n+1}(k, A)\right\|=|1-\theta \Omega|\left\|\hat{e}_{i}^{n}(k, A)\right\|, \tag{3.66}
\end{equation*}
\]
where \(\Omega\) is given in Eq.(3.65).
The convergence rate is plotted in Fig.3.1 with various \(A\).

\subsection*{3.3 Generalised convergence rate calculation of RR-SP0}

This section extends the convergence rate calculation from Poisson's equation to those equations that could be solved with separation of variables. It would be demonstrated that the calculation process resembles that of Poisson's equation so the calculation about Poisson's equation is representative. The convergence rate is determined by the symbols/eigenvalues of SP operators applied to given equations. Due to separation of variables, either symbols or eigenvalues of SP operators are not difficult to obtain, after which the convergence rate of RR-SP0 algorithm could be obtained directly for the given problem. The convergence analysis result obtained above applies to BVPs whose governing equation is interface-boundary-type as well, which is the case for the model equation at vicinity of the wall in Chapter 5. Note the following calculation is still performed using Fourier transform with the assumption that unit function \(I\) is defined in \((-\infty, \infty)\).

Consider a BVP that could be solved with separation of variables defined in a square domain


Figure 3.1. Convergence rate of DR algorithm with various \(A, \theta=1, B=1\).
\(\Omega:\{1<x<1,0<y<B\}\). The corresponding error BVPs for this problem are
\[
\begin{aligned}
\mathcal{L} e_{1}^{n+1}=0, & \text { on } \Omega_{1}, \\
e_{1}^{n+1}=0, & \text { on } \partial \Omega_{1} / \Gamma, \\
e_{1 y}^{n+1}+S_{2}^{*} I \cdot e_{1}^{n+1}=\gamma_{1}^{n+1}, & \text { on } \Gamma, \\
\mathcal{L} e_{2}^{n+1}=0, & \text { on } \Omega_{2}, \\
e_{2}^{n+1}=0, & \text { on } \partial \Omega_{2} / \Gamma, \\
-e_{2 y}^{n+1}+S_{1}^{*} I \cdot e_{2}^{n+1}=\gamma_{2}^{n+1}, & \text { on } \Gamma .
\end{aligned}
\]
where \(\gamma_{1}^{n+1}\) and \(\gamma_{2}^{n+1}\) share the same definition as previous section, see Eqs.(3.1), (3.2).
Apply Fourier transform with respect to \(x\) to the above BVPs. The transform has been performed on Laplace equations in previous section, and here on unknown governing equations:

BVP1:
\[
\begin{aligned}
\mathcal{F}\left(\mathcal{L} e_{1}^{n+1}\right) & =0 \\
\hat{e}_{1}^{n+1}(0) & =0 \\
\hat{e}_{1 y}^{n+1}(A)+\frac{1}{2 \pi} \mathcal{F}\left(S_{2} I\right) * \hat{e}_{1}^{n+1}(A) & =\hat{\gamma}_{1}^{n+1}(A)
\end{aligned}
\]

BVP2:
\[
\begin{aligned}
\mathcal{F}\left(\mathcal{L} e_{2}^{n+1}\right) & =0 \\
\hat{e}_{2}^{n+1}(0) & =0 \\
-\hat{e}_{2 y}^{n+1}(A-B)+\frac{1}{2 \pi} \mathcal{F}\left(S_{1} I\right) * \hat{e}_{2}^{n+1}(A-B) & =\hat{\gamma}_{2}^{n+1}(A),
\end{aligned}
\]
where \(\hat{\gamma}_{1}^{n+1}(A)\) and \(\hat{\gamma}_{2}^{n+1}(A)\) are defined in Eqs.(3.40) and (3.41).
Because the operator \(\mathcal{L}\) is not known, it is not possible to solve the above BVPs. However, one could assume the general form of the solution as follows and apply the general solution to the IBCs:
\[
\begin{aligned}
& \hat{e}_{1}^{n}(\omega, y)=C_{1}^{n}(\omega) \xi_{1}(\omega, y), \\
& \hat{e}_{2}^{n}(\omega, y)=C_{2}^{n}(\omega) \xi_{2}(\omega, y) .
\end{aligned}
\]

Particularly, in Poisson's equation case it is known that
\[
\begin{aligned}
& C_{1}^{n}(\omega) \xi_{1}(\omega, y)=c_{1}^{n}(\omega) \sinh (\omega y)+d_{1}^{n}(\omega) \cosh (\omega y) \\
& C_{2}^{n}(\omega) \xi_{2}(\omega, y)=c_{2}^{n}(\omega) \sinh (\omega(y-B))+d_{2}^{n}(\omega) \cosh (\omega(y-B)) .
\end{aligned}
\]

The selection of \(\xi_{i}(\omega, y)\) is not unique. For instance, in Poisson's equation case, \(\xi_{1}:=\) \(\cosh (\omega, y)\) and \(C_{1}^{n}=c_{1}^{n}(\omega) \tanh (\omega y)+d_{1}^{n}(\omega)\), and alternatively \(\xi_{1}\) could be \(\sinh (\omega, y)\) as well.

In the following general calculation, the expression of \(\xi_{i}\) and \(C_{i}^{n}\) remains unknown.
Substitute the general solution to the interface boundary conditions:
\[
\begin{aligned}
& \hat{e}_{1 y}^{n+1}(A)+\frac{1}{2 \pi} \mathcal{F}\left(S_{2} I\right) * \hat{e}_{1}^{n+1}(A)=\hat{\gamma}_{1}^{n+1}(A), \\
\rightarrow & C_{1}^{n+1}(\omega) \xi_{1 y}(\omega, A)+\hat{S}_{2}(0) C_{1}^{n+1}(\omega) \xi_{1}(\omega, A)=\hat{\gamma}_{1}^{n+1}(A), \\
\rightarrow & C_{1}^{n+1}(\omega)=\frac{\hat{\gamma}_{1}^{n+1}(A)}{\xi_{1 y}(\omega, A)+\hat{S}_{2}(0) \xi_{1}(\omega, A)} . \\
& -\hat{e}_{2 y}^{n+1}(A)+\frac{1}{2 \pi} \mathcal{F}\left(S_{1} I\right) * \hat{e}_{2}^{n+1}(A)=\hat{\gamma}_{2}^{n+1}(A), \\
\rightarrow & -C_{2}^{n+1}(\omega) \xi_{2 y}(\omega, A)+\hat{S}_{1}(0) C_{2}^{n+1}(\omega) \xi_{2}(\omega, A)=\hat{\gamma}_{2}^{n+1}(A), \\
\rightarrow & C_{2}^{n+1}(\omega)=\frac{\hat{\gamma}_{2}^{n+1}(A)}{-\xi_{2 y}(\omega, A)+\hat{S}_{1}(0) \xi_{2}(\omega, A)} .
\end{aligned}
\]

The solution to the problem on \(y=A\) is \(\hat{e}_{i}^{n}(\omega, A)=C_{i}^{n}(\omega) \xi_{i}(\omega, A)\) :
\[
\begin{equation*}
\hat{e}_{1}^{n+1}(\omega, A)=\frac{\hat{\gamma}_{1}^{n+1}(\omega, A)}{\kappa_{1}(\omega)+\hat{S}_{2}(0)}, \tag{3.67}
\end{equation*}
\]
\[
\begin{equation*}
\hat{e}_{2}^{n+1}(\omega, A)=\frac{\hat{\gamma}_{2}^{n+1}(\omega, A)}{-\kappa_{2}(\omega)+\hat{S}_{1}(0)}, \tag{3.68}
\end{equation*}
\]
where it is defined that
\[
\begin{align*}
\kappa_{1}(\omega) & :=\frac{\xi_{1 y}(\omega, A)}{\xi_{1}(\omega, A)}  \tag{3.69}\\
\kappa_{2}(\omega) & :=\frac{\xi_{2 y}(\omega, A)}{\xi_{2}(\omega, A)} . \tag{3.70}
\end{align*}
\]

Next, expand \(\hat{\gamma}_{1}^{n+1}, \hat{\gamma}_{2}^{n+1}\) and transform:
\[
\begin{align*}
\hat{e}_{1}^{n+1}(\omega, A) & =\frac{\hat{\gamma}_{1}^{n+1}(\omega, A)}{\kappa_{1}(\omega)+\hat{S}_{2}(0)}, \\
\rightarrow \hat{e}_{1}^{n+1}(\omega, A) & =\frac{\hat{e}_{2 y}^{n+1}+\frac{1}{2 \pi} \mathcal{F}\left(S_{2} I\right) * \hat{e}_{2}^{n+1}}{\kappa_{1}(\omega)+\hat{S}_{2}(0)}, \\
\rightarrow \hat{e}_{1}^{n+1}(\omega, A) & =\frac{C_{2}^{n+1}(\omega) \kappa_{2}(\omega) \xi_{2}(\omega, A)+\hat{S}_{2}(0) C_{2}^{n+1}(\omega) \xi_{2}(\omega, A)}{\kappa_{1}(\omega)+\hat{S}_{2}(0)}, \\
\rightarrow \hat{e}_{1}^{n+1}(\omega, A) & =\hat{e}_{2}^{n+1}(\omega, A) \frac{\kappa_{2}(\omega)+\hat{S}_{2}(0)}{\kappa_{1}(\omega)+\hat{S}_{2}(0)}, \\
\rightarrow \hat{e}_{1}^{n+1}(\omega, A) & =\frac{\hat{\gamma}_{2}^{n+1}}{-\kappa_{2}(\omega)+\hat{S}_{1}(0)} \frac{\kappa_{2}(\omega)+\hat{S}_{2}(0)}{\kappa_{1}(\omega)+\hat{S}_{2}(0)},  \tag{3.71}\\
\rightarrow \hat{e}_{1}^{n+1}(\omega, A) & =\frac{-\hat{e}_{1 y}^{n}+\frac{1}{2 \pi} \mathcal{F}\left(S_{1} I\right) * \hat{e}_{1}^{n}}{-\kappa_{2}(\omega)+\hat{S}_{1}(0)} \frac{\kappa_{2}(\omega)+\hat{S}_{2}(0)}{\kappa_{1}(\omega)+\hat{S}_{2}(0)}, \\
\rightarrow \hat{e}_{1}^{n+1}(\omega, A) & =\frac{-C_{1}^{n}(\omega) \kappa_{1}(\omega) \xi_{1}(\omega, A)+\hat{S}_{1}(0) C_{1}^{n}(\omega) \xi_{1}(\omega, A)}{-\kappa_{2}(\omega)+\hat{S}_{1}(0)} \frac{\kappa_{2}(\omega)+\hat{S}_{2}(0)}{\kappa_{1}(\omega)+\hat{S}_{2}(0)}, \\
\rightarrow \hat{e}_{1}^{n+1}(\omega, A) & =\frac{-\kappa_{1}(\omega)+\hat{S}_{1}(0)}{-\kappa_{2}(\omega)+\hat{S}_{1}(0)} \frac{\kappa_{2}(\omega)+\hat{S}_{2}(0)}{\kappa_{1}(\omega)+\hat{S}_{2}(0)} \hat{e}_{1}^{n}(\omega, A) .
\end{align*}
\]
\[
\begin{align*}
\hat{e}_{2}^{n+1}(\omega, A) & =\frac{\hat{\gamma}_{2}^{n+1}(\omega, A)}{-\kappa_{2}(\omega)+\hat{S}_{1}(0)}, \\
\rightarrow \hat{e}_{2}^{n+1}(\omega, A) & =\frac{-\hat{e}_{1 y}^{n}+\hat{S}_{1}(0) \hat{e}_{1}^{n}}{-\kappa_{2}(\omega)+\hat{S}_{1}(0)}, \\
\rightarrow \hat{e}_{2}^{n+1}(\omega, A) & =\frac{-C_{1}^{n}(\omega) \kappa_{1}(\omega) \xi_{1}(\omega, A)+\hat{S}_{1}(0) C_{1}^{n}(\omega) \xi_{1}(\omega, A)}{-\kappa_{2}(\omega)+\hat{S}_{1}(0)}, \\
\rightarrow \hat{e}_{2}^{n+1}(\omega, A) & =\hat{e}_{1}^{n}(\omega, A) \frac{\kappa_{1}(\omega)+\hat{S}_{1}(0)}{-\kappa_{2}(\omega)+\hat{S}_{1}(0)}, \\
\rightarrow \hat{e}_{2}^{n+1}(\omega, A) & =\frac{\hat{\gamma}_{1}^{n}}{\kappa_{1}(\omega)+\hat{S}_{2}(0)} \frac{-\kappa_{1}(\omega)+\hat{S}_{1}(0)}{-\kappa_{2}(\omega)+\hat{S}_{1}(0)},  \tag{3.72}\\
\rightarrow \hat{e}_{2}^{n+1}(\omega, A) & =\frac{\hat{e}_{2 y}^{n}+\hat{S}_{2}(0) \hat{e}_{2}^{n}}{\kappa_{1}(\omega)+\hat{S}_{2}(0)} \frac{-\kappa_{1}(\omega)+\hat{S}_{1}(0)}{-\kappa_{2}(\omega)+\hat{S}_{1}(0)}, \\
\rightarrow \hat{e}_{2}^{n+1}(\omega, A) & =\frac{C_{2}^{n}(\omega) \kappa_{2}(\omega) \xi_{2}(\omega, A)+\hat{S}_{2}(0) C_{2}^{n}(\omega) \xi_{2}(\omega, A)}{\kappa_{1}(\omega)+\hat{S}_{2}(0)} \frac{-\kappa_{1}(\omega)+\hat{S}_{1}(0)}{-\kappa_{2}(\omega)+\hat{S}_{1}(0)}, \\
\rightarrow \hat{e}_{2}^{n+1}(\omega, A) & =\frac{\kappa_{2}(\omega)+\hat{S}_{2}(0)}{\kappa_{1}(\omega)+\hat{S}_{2}(0)} \frac{-\kappa_{1}(\omega)+\hat{S}_{1}(0)}{-\kappa_{2}(\omega)+\hat{S}_{1}(0)} \hat{e}_{2}^{n}(\omega, A) .
\end{align*}
\]

Therefore, the convergence rate is
\[
\begin{equation*}
\left\|\hat{e}_{i}^{n+1}(\omega, A)\right\|=\left|\frac{\kappa_{2}(\omega)+\hat{S}_{2}(0)}{\kappa_{1}(\omega)+\hat{S}_{2}(0)} \cdot \frac{-\kappa_{1}(\omega)+\hat{S}_{1}(0)}{-\kappa_{2}(\omega)+\hat{S}_{1}(0)}\right|\left\|\hat{e}_{i}^{n}(\omega, A)\right\| . \tag{3.73}
\end{equation*}
\]

This is the generalised calculation of the convergence rate for equations that could be solved by separation of variables. Like previously stated, the selection of \(\omega\) might be restricted and it could be determined by considering the Fourier transform with respect to \(x\) on the original equation and boundary conditions.

To calculate the convergence rate of a particular problem, it is important to know \(\kappa_{i}\) and \(\hat{S}_{i}(0)\). From the definition of \(\kappa_{i}\), it could be seen that \(\kappa_{i}\) is equal to the eigenvalue of SP operator applied to the given problem:
\[
\begin{aligned}
& \kappa_{1}(\omega):=\frac{\xi_{1 y}(\omega, A)}{\xi_{1}(\omega, A)}=\frac{C_{1}^{n} \xi_{1 y}(\omega, A)}{C_{1}^{n} \xi_{1}(\omega, A)}=\frac{\hat{e}_{1 n}^{n}(\omega, A)}{\hat{e}_{1}^{n}(\omega, A)}=\lambda_{1}(\omega), \\
& \kappa_{2}(\omega):=\frac{\xi_{2 y}(\omega, A)}{\xi_{2}(\omega, A)}=\frac{C_{2}^{n} \xi_{2 y}(\omega, A)}{C_{2}^{n} \xi_{2}(\omega, A)}=\frac{\hat{e}_{2 y}^{n}(\omega, A)}{\hat{e}_{2}^{n}(\omega, A)}=\lambda_{2}(\omega),
\end{aligned}
\]
where \(\lambda_{i}(\omega)\) is the eigenvalue of \(S_{i}\) [84].
Recall the formula to calculate the symbol of pseudo-differential operator \(T\) is as \(\mathrm{Eq}(3.53)\) shown
\[
a(x, \omega):=e^{-2 \pi j x \omega} T\left(e^{2 \pi j x \omega}\right)
\]

Substitute \(T\) with \(S_{i}\) and transform above equation:
\[
\begin{aligned}
& S_{i}\left(e^{2 \pi j x \omega}\right)=\hat{S}_{i}(x, \omega) e^{2 \pi j x \omega}, \\
\rightarrow & S_{i} f(x)=\int_{-\infty}^{\infty} \hat{S}_{i}(x, \omega) e^{2 \pi j x \omega} \hat{f}(\omega) d \omega .
\end{aligned}
\]

Note \(\hat{f}(\omega)\) is the Fourier transform of \(f(x)\). The definition of eigenvalue of \(S_{i}\) applied to \(f(x)\) gives:
\[
\begin{align*}
\lambda_{1}(\omega) & :=\frac{\mathcal{F}\left(S_{1} f(x)\right)}{\mathcal{F} f(x)}, \\
& =\frac{\hat{S}_{1}(x, \omega) \hat{f}(\omega)}{\hat{f}(\omega)},  \tag{3.74}\\
& =\hat{S}_{1}(x, \omega) \\
\lambda_{2}(\omega) & :=-\frac{\mathcal{F}\left(S_{2} f(x)\right)}{\mathcal{F} f(x)}, \\
& =-\frac{\hat{S}_{2}(x, \omega) \hat{f}(\omega)}{\hat{f}(\omega)},  \tag{3.75}\\
& =-\hat{S}_{2}(x, \omega)
\end{align*}
\]

As demonstrated earlier, the symbol of pseudo-differential operator is a function of both wave number \(\omega\) and \(x\) in general, but for BVPs that could be solved with separation of variables, the symbol is not related to \(x\). Therefore, it is proved that the eigenvalue and the symbol of SP operator are equivalent:
\[
\lambda_{1}(\omega)=\hat{S}_{1}(\omega), \quad \lambda_{2}(\omega)=-\hat{S}_{2}(\omega) .
\]

It shows that the convergence rate is purely determined by the symbols of SP operator. The generalised convergence rate Eq.(3.73) could be transformed to Eq.(3.76), see below, although restrictions on \(\omega\) may vary from case to case. Particularly, in the case of Poisson's equation, the eigenvalues of SP operator is \(\kappa_{1}(\omega)=\omega \operatorname{coth}(\omega A)\) and \(\kappa_{2}(\omega)=\omega \operatorname{coth}(\omega(B-A))\). Substituting them into Eq.(3.73) yields to the same result as Eq.(3.19) or (3.50).
\[
\begin{equation*}
\left\|\hat{e}_{1}^{n+1}\right\|=\left|\frac{\hat{S}_{1}(0)-\hat{S}_{1}(\omega)}{\hat{S}_{1}(0)+\hat{S}_{2}(\omega)} \cdot \frac{\hat{S}_{2}(0)-\hat{S}_{2}(\omega)}{\hat{S}_{2}(0)+\hat{S}_{1}(\omega)}\right|\left\|\hat{e}_{1}^{n}\right\| . \tag{3.76}
\end{equation*}
\]

The symbol calculation of SP operator is not expensive for BVPs that has variable-separation form solution because the calculation could be reduced to one-dimensional, as is demonstrated in Subsection 3.1.4. Then the convergence rate could be obtained. In this project, the problem in inner region usually represents boundary layer or laminar sublayer, which means the solution has limited dependence on \(x\), so the symbol calculation could be almost reduced to one-dimensional too. Meanwhile, the solution that is weakly dependent on \(x\) could also be interpreted as having variable-separation form solution: the \(x\)-term solution
is constant. Therefore, the analysis result obtained in this section could be partially applied to the model equations of high-Reynolds-number flow with a boundary layer (as will be shown in Chapter 5), depending on how strong the solution is dependent on \(x\).

\subsection*{3.4 Convergence rate calculation of RR-SP1 and RR-SP2}

This section considers RR-SP1 and RR-SP2 applied to Poisson's equation and performs the calculation of the convergence rate by Fourier transform. Like in RR-SP0, some assumptions are made to help simplify the calculation. The assumptions are made in order: the calculation result of RR-SP0 is used in the calculation of RR-SP1, and the calculation result of RR-SP1 is also used in the calculation of RR-SP2. Each algorithm calculation uses the result obtained from lower-order algorithm and lays a foundation for the calculation of the higher-order algorithm.

In RR-SP0, it has been justified to consider \(S_{i} I\) as a constant. So it will be used in the calculation of RR-SP1 directly. What is more, as introduced in Chapter 2, the implementation of RR-SP1 requires the knowledge of \(S_{i} x\) in advance, so it is necessary to consider the Fourier transform to it: \(\mathcal{F}\left[S_{i} x\right]\). The strict calculation is complex so the same simplification strategy as RR-SP0 is considered: assume function \(x\) is defined in \((-\infty, \infty)\) apart from \(I\). The simplification is intended to remove any boundary effect incurred by boundary conditions in \(x\) direction, and provide analogous result to the real case where the boundary effect really exists. The calculation result shows that in ideal scenario (no boundary effect), RR-SP1 makes no difference to RR-SP0.

In RR-SP1, it is justified to consider \(S_{i} x=S_{i}^{*} I \cdot x\), which will be used by RR-SP2 calculation directly. What is more, \(S_{i} x^{2}\) is needed to implement the algorithm so \(\mathcal{F}\left[S_{i} x^{2}\right]\) is considered with the assumption that \(x^{2}\) is defined in \((-\infty, \infty)\). The simplification is aimed to remove the boundary effect and provide an analogous result too. The calculation result shows that RR-SP2 has similar convergence rate structure to RR-SP0(1) and only differs by an extra term, which makes the convergence different from RR-SP0(1).

Similar to previous analysis, the calculation result of RR-SP1 and RR-SP2 is beyond Poisson's equation and could be applied to the problems that have variable-separation form solution.

\subsection*{3.4.1 Calculation of RR-SP1}

Consider applying RR-SP1 to solving a Poisson's equation. The corresponding error equation with boundary conditions could be formulated:
\[
\begin{align*}
-\nabla^{2} e_{1}^{n+1}=0, & \text { on } \Omega_{1},  \tag{3.77}\\
e_{1}^{n+1}=0, & \text { on } \partial \Omega_{1} / \Gamma, \\
e_{1 y}^{n+1}+S_{2} I \cdot e_{1}^{n+1}+e_{1 x}^{n+1} \cdot T_{1 l}=\gamma_{1}^{n+1}, & \text { on } \Gamma,  \tag{3.78}\\
-\nabla^{2} e_{2}^{n+1}=0, & \text { on } \Omega_{2}, \tag{3.79}
\end{align*}
\]
\[
\begin{align*}
e_{2}^{n+1}=0, & \text { on } \partial \Omega_{2} / \Gamma, \\
-e_{2 y}^{n+1}+S_{1} I \cdot e_{2}^{n+1}+e_{2 x}^{n+1} \cdot T_{2 l}=\gamma_{2}^{n+1}, & \text { on } \Gamma, \tag{3.80}
\end{align*}
\]
where
\[
\begin{align*}
& \gamma_{1}^{n+1}:=e_{2 y}^{n+1}(x, A)+S_{2} I \cdot e_{2}^{n+1}(x, A)+e_{2 x}^{n+1} \cdot T_{1 l}, \\
& \gamma_{2}^{n+1}:=-e_{1 y}^{n}(x, A)+S_{1} I \cdot e_{1}^{n}(x, A)+e_{1 x}^{n} \cdot T_{2 l}, \\
& T_{1 l}:=S_{2} x-S_{2} I \cdot x,  \tag{3.81}\\
& T_{2 l}:=S_{1} x-S_{1} I \cdot x . \tag{3.82}
\end{align*}
\]

Apply Fourier transform with respect to \(x\) on above BVPs, and it yields to the following two one-dimensional BVPs:

\section*{BVP1:}
\[
\begin{align*}
\frac{\partial^{2} \hat{e}_{1}^{n+1}}{\partial y^{2}}-\omega^{2} \hat{e}_{1}^{n+1} & =0, \\
\hat{e}_{1}^{n+1}(0) & =0, \\
\hat{e}_{1 y}^{n+1}(A)+\frac{1}{2 \pi} \mathcal{F}\left[S_{2} I\right] * \hat{e}_{1}^{n+1}(A)+\frac{j \omega}{2 \pi} \hat{e}_{1}^{n+1} * \mathcal{F}\left[T_{1 l}\right] & =\hat{\gamma}_{1}^{n+1}(A) . \tag{3.83}
\end{align*}
\]

BVP2:
\[
\begin{align*}
\frac{\partial^{2} \hat{e}_{2}^{n+1}}{\partial y^{2}}-\omega^{2} \hat{e}_{2}^{n+1} & =0 \\
\hat{e}_{2}^{n+1}(0) & =0 \\
-\hat{e}_{2 y}^{n+1}(A-B)+\frac{1}{2 \pi} \mathcal{F}\left[S_{1} I\right] * \hat{e}_{2}^{n+1}(A-B)+\frac{j \omega}{2 \pi} \hat{e}_{2}^{n+1} * \mathcal{F}\left[T_{2 l}\right] & =\hat{\gamma}_{2}^{n+1}(A) . \tag{3.84}
\end{align*}
\]

Note in the formulation of BVP2, \(y\)-coordinate shifts by \(y^{\prime}=y-B\). The final result would be restored based on \(y\) later on.

The right-hand-side \(\hat{\gamma}_{1}\) and \(\hat{\gamma}_{2}\) are defined as
\[
\begin{aligned}
\hat{\gamma}_{1}^{n+1}(A) & :=\hat{e}_{2 y}^{n+1}(\omega, A)+\mathcal{F}\left[S_{2} I \cdot e_{2}^{n+1}(\omega, A)\right]+\mathcal{F}\left[e_{2 x}^{n+1} \cdot T_{1 l}\right] \\
\hat{\gamma}_{2}^{n+1}(A) & :=-\hat{e}_{1 y}^{n}(\omega, A)+\mathcal{F}\left[S_{1} I \cdot e_{1}^{n}(\omega, A)\right]+\mathcal{F}\left[e_{1 x}^{n} \cdot T_{2 l}\right] .
\end{aligned}
\]

Recall the previous calculation of RR-SP0 by separation of variables assumes \(S_{i} I\) is constant (denoted by \(S_{i}^{*} I\) ), and the calculation result is equal to that by Fourier transform with the simplification that \(I\) is defined in \((-\infty, \infty)\). It shows that the two simplifications are equivalent. Therefore, assume \(S_{i} I\) is constant here and the definition of \(\gamma_{i}\) and \(\gamma_{2}\) could be rearranged as
\[
\begin{aligned}
\hat{\gamma}_{1}^{n+1}(A) & :=\hat{e}_{2 y}^{n+1}(\omega, A)+S_{2}^{*} I \cdot \mathcal{F}\left[e_{2}^{n+1}(\omega, A)\right]+\mathcal{F}\left[e_{2 x}^{n+1} \cdot T_{1 l}\right], \\
\hat{\gamma}_{2}^{n+1}(A) & :=-\hat{e}_{1 y}^{n}(\omega, A)+S_{1}^{*} I \cdot \mathcal{F}\left[e_{1}^{n}(\omega, A)\right]+\mathcal{F}\left[e_{1 x}^{n} \cdot T_{2 l}\right]
\end{aligned}
\]

In addition, it is known that the constant \(S_{2}^{*} I\) is equal to the symbol of \(S_{i}\) of 0 -wave number:
\[
S_{i}^{*} I=\hat{S}_{i}(0)
\]

It could be verified by Poisson's equation, such as \(S_{1}^{*} I=\hat{S}_{1}(0)=1 / A\) and \(S_{2}^{*} I=\hat{S}_{2}(0)=\) \(1 /(B-A)\). Also, it could be proved:
\[
\begin{gathered}
\hat{S}_{i}(\omega):=e^{-2 \pi j x \omega} S_{i}\left(e^{2 \pi j x \omega}\right), \\
\rightarrow \hat{S}_{i}(0)=S_{i}(1)=S_{i}^{*}(1)=S_{i}^{*} I .
\end{gathered}
\]

Now go back to the calculation of BVPs of \(\hat{e}_{i}\), which have the general solution:
\[
\begin{align*}
& \hat{e}_{1}(\omega, y)=C_{1}(\omega) \sinh (\omega y)+D_{1}(\omega) \cosh (\omega y)  \tag{3.85}\\
& \hat{e}_{2}(\omega, y)=C_{2}(\omega) \sinh (\omega y)+D_{2}(\omega) \cosh (\omega y) . \tag{3.86}
\end{align*}
\]

The homogeneous boundary condition at \(y=0\) and \(y=B\) enables the elimination of \(D_{1}\) and \(D_{2}\) respectively. Then, apply the two interface boundary conditions to the general solution:
\[
\begin{align*}
\hat{e}_{1 y}^{n+1}(A)+\frac{1}{2 \pi} \mathcal{F}\left[S_{2} I\right] * \hat{e}_{1}^{n+1}(A)+\frac{j \omega}{2 \pi} \hat{e}_{1}^{n+1} * \mathcal{F}\left[T_{1 l}\right]=\hat{\gamma}_{1}^{n+1}(A) .  \tag{3.87}\\
-\hat{e}_{2 y}^{n+1}\left(A^{\prime}\right)+\frac{1}{2 \pi} \mathcal{F}\left(S_{1} I\right) * \hat{e}_{2}^{n+1}\left(A^{\prime}\right)+\frac{j \omega}{2 \pi} \hat{e}_{2}^{n+1} * \mathcal{F}\left[T_{2 l}\right]=\hat{\gamma}_{2}^{n+1}\left(A^{\prime}\right) . \tag{3.88}
\end{align*}
\]

Since the coordinate shifts by \(y^{\prime}=y-B\) in Eq.(3.88), the 'new' interface is defined as \(A^{\prime}=A-B\).

The left-hand-side of Eq.(3.87) is composed of three terms:
1. \(\hat{e}_{1 y}^{n+1}(A)\),
2. \(\frac{1}{2 \pi} \mathcal{F}\left[S_{2} I\right] * \hat{e}_{1}^{n+1}(A)\),
3. \(\frac{j \omega}{2 \pi} \hat{e}_{1}^{n+1} * \mathcal{F}\left[T_{1 l}\right]\).

The first 2 terms have been known from previous calculation of RR-SP0:
\[
\begin{aligned}
& \hat{e}_{1 y}^{n+1}(A)=C_{1}(\omega) \omega \cosh (\omega A), \\
& \left.\frac{1}{2 \pi} \mathcal{F}\left[S_{2} I\right] * \hat{e}_{1}^{n+1}(A)=\hat{S}_{2}(0) C_{1}(\omega) \sinh (\omega A)\right) .
\end{aligned}
\]

Alternatively, having assumed \(S_{2} I\) is constant \(\left(\hat{S}_{2}^{*} I\right)\), the second term could be calculated directly:
\[
\frac{1}{2 \pi} \mathcal{F}\left[S_{2} I\right] * \hat{e}_{1}^{n+1}(A)=S_{2}^{*} I \cdot \hat{e}_{1}^{n+1}(A)=\hat{S}_{2}(0) C_{1}(\omega) \sinh (\omega A)
\]

Next, consider the third term:
\[
\begin{align*}
& \frac{j \omega}{2 \pi} \hat{e}_{1}^{n+1} * \mathcal{F}\left[T_{1 l}\right] \\
= & \frac{j \omega}{2 \pi} \hat{e}_{1}^{n+1} * \mathcal{F}\left[S_{2} x-S_{2}^{*} I \cdot x\right], \\
= & \frac{j \omega}{2 \pi} \int_{-\infty}^{\infty} C_{1}(\tau) \sinh (\tau A)\left[\hat{S}_{2}(\omega-\tau) 2 \pi j \delta^{\prime}(\omega-\tau)-\hat{S}_{2}(0) 2 \pi j \delta^{\prime}(\omega-\tau)\right] d \tau, \\
= & -\omega \int_{-\infty}^{\infty} C_{1}(\tau) \sinh (\tau A)\left[\hat{S}_{2}(\omega-\tau) \delta^{\prime}(\omega-\tau)-\hat{S}_{2}(0) \delta^{\prime}(\omega-\tau)\right] d \tau,  \tag{3.89}\\
= & -\omega \int_{-\infty}^{\infty} C_{1}(\tau) \sinh (\tau A)\left(\hat{S}_{2}(\omega-\tau)-\hat{S}_{2}(0)\right) \delta^{\prime}(\omega-\tau) d \tau, \\
= & \omega\left[C_{1}(\tau) \sinh (\tau A)\left(\left(\hat{S}_{2}(\omega-\tau)-\hat{S}_{2}(0)\right)\right)\right]_{\tau=\omega}^{\prime}, \\
= & \omega C_{1}(\omega) \sinh (\omega A) \hat{S}_{2 \omega}(0) .
\end{align*}
\]

Note \(\hat{S}_{2 \omega}\) is the derivative of \(\hat{S}_{2}\) with respect to \(\omega\).
The left-hand-side of Eq.(3.88) is composed of three terms:
1. \(-\hat{e}_{2 y}^{n+1}\left(A^{\prime}\right)\),
2. \(\frac{1}{2 \pi} \mathcal{F}\left[S_{1} I\right] * \hat{e}_{2}^{n+1}\left(A^{\prime}\right)\),
3. \(\frac{j \omega}{2 \pi} \hat{e}_{1}^{n+1} * \mathcal{F}\left[T_{1 l}\right]\).

The first 2 terms have been known from previous calculation of RR-SP0:
\[
\begin{aligned}
& -\hat{e}_{2 y}^{n+1}\left(A^{\prime}\right)=-C_{2}(\omega) \omega \cosh (\omega(A-B)) \\
& \frac{1}{2 \pi} \mathcal{F}\left[S_{1} I\right] * \hat{e}_{2}^{n+1}\left(A^{\prime}\right)=\hat{S}_{1}(0) C_{2}(\omega) \sinh (\omega(A-B))
\end{aligned}
\]

Next, consider the third term:
\[
\begin{align*}
& \frac{j \omega}{2 \pi} \hat{e}_{2}^{n+1} * \mathcal{F}\left[T_{2 l}\right] \\
= & \frac{j \omega}{2 \pi} \hat{e}_{2}^{n+1} * \mathcal{F}\left[S_{1} x-S_{1}^{*} I \cdot x\right], \\
= & \frac{j \omega}{2 \pi} \int_{-\infty}^{\infty} C_{2}(\tau) \sinh \left(\tau A^{\prime}\right)\left[\hat{S}_{1}(\omega-\tau) 2 \pi j \delta^{\prime}(\omega-\tau)-\hat{S}_{1}(0) 2 \pi j \delta^{\prime}(\omega-\tau)\right] d \tau, \\
= & -\omega \int_{-\infty}^{\infty} C_{2}(\tau) \sinh \left(\tau A^{\prime}\right)\left[\hat{S}_{1}(\omega-\tau) \delta^{\prime}(\omega-\tau)-\hat{S}_{1}(0) \delta^{\prime}(\omega-\tau)\right] d \tau,  \tag{3.90}\\
= & -\omega \int_{-\infty}^{\infty} C_{2}(\tau) \sinh \left(\tau A^{\prime}\right)\left(\hat{S}_{1}(\omega-\tau)-\hat{S}_{1}(0)\right) \delta^{\prime}(\omega-\tau) d \tau, \\
= & \omega\left[C_{2}(\tau) \sinh \left(\tau A^{\prime}\right)\left(\left(\hat{S}_{1}(\omega-\tau)-\hat{S}_{1}(0)\right)\right)\right]_{\tau=\omega}^{\prime}, \\
= & \omega C_{2}(\omega) \sinh (\omega(A-B)) \hat{S}_{1 \omega}(0) .
\end{align*}
\]

Note \(\hat{S}_{1 \omega}\) is the derivative of \(\hat{S}_{1}\) with respect to \(\omega\).

Therefore, re-arranging Eq.(3.87) and (3.88) yields to:
\[
\begin{aligned}
& C_{1}(\omega)=\frac{\hat{\gamma}_{1}^{n+1}(A)}{\omega \cosh (\omega A)+\hat{S}_{2}(0) \sinh (\omega A)+\sinh (\omega A) \omega \hat{S}_{2 \omega}(0)}, \\
& C_{2}(\omega)=\frac{\hat{\gamma}_{2}^{n+1}\left(A^{\prime}\right)}{-\omega \cosh \left(\omega A^{\prime}\right)+\hat{S}_{1}(0) \sinh \left(\omega A^{\prime}\right)+\sinh \left(\omega A^{\prime}\right) \omega \hat{S}_{1 \omega}(0)} .
\end{aligned}
\]

The solution to the BVPs in both regions could be obtained:
\[
\begin{aligned}
& \hat{e}_{1}^{n+1}(\omega, y)=\frac{\hat{\gamma}_{1}^{n+1}(A) \sinh (\omega y)}{\omega \cosh (\omega A)+\hat{S}_{2}(0) \sinh (\omega A)+\sinh (\omega A) \omega \hat{S}_{2 \omega}(0)}, \\
& \hat{e}_{2}^{n+1}(\omega, y)=\frac{\hat{\gamma}_{2}^{n+1}(A) \sinh (\omega(y-B))}{-\omega \cosh (\omega(A-B))+\hat{S}_{1}(0) \sinh (\omega(A-B))+\sinh (\omega(A-B)) \omega \hat{S}_{1 \omega}(0)} .
\end{aligned}
\]

Particularly, at \(y=A\), the solution is:
\[
\begin{align*}
\hat{e}_{1}^{n+1}(\omega, A) & =\frac{\hat{\gamma}_{1}^{n+1}(A)}{\omega \operatorname{coth}(\omega A)+\hat{S}_{2}(0)+\omega \hat{S}_{2 \omega}(0)},  \tag{3.91}\\
\hat{e}_{2}^{n+1}(\omega, A) & =\frac{\hat{\gamma}_{2}^{n+1}(A)}{-\omega \operatorname{coth}(\omega(A-B))+\hat{S}_{1}(0)+\omega \hat{S}_{1 \omega}(0)} . \tag{3.92}
\end{align*}
\]

Obviously, \(\hat{e}_{i}^{n+1}(\omega, A)\) is the function of \(\hat{\gamma}_{i}^{n+1}(A)\). So the transformation of \(\hat{\gamma}_{i}\) represents the evolution of \(\hat{e}_{i}^{n+1}\). The calculation resembles that of RR-SP0, see Eqs.(3.48) and (3.49), so some intermediate process that has been demonstrated previously is skipped.
\[
\begin{align*}
\hat{\gamma}_{1}^{n+1}(A) & :=\hat{e}_{2 y}^{n+1}(\omega, A)+\mathcal{F}\left(S_{2} I \cdot e_{2}^{n+1}(\omega, A)\right)+\mathcal{F}\left[e_{2 x}^{n+1}(\omega, A) \cdot T_{1 l}\right], \\
& =\omega \operatorname{coth}(\omega(A-B)) \hat{e}_{2}^{n+1}(\omega, A)+\hat{S}_{2}(0) \hat{e}_{2}^{n+1}(\omega, A)+\omega \hat{e}_{2}^{n+1}(\omega, A) \hat{S}_{2 \omega}(0), \\
& =\left[\omega \operatorname{coth}(\omega(A-B))+\hat{S}_{2}(0)+\omega \hat{S}_{2 \omega}(0)\right] \frac{\hat{\gamma}_{2}^{n+1}(A)}{-\omega \operatorname{coth}(\omega(A-B))+\hat{S}_{1}(0)+\omega \hat{S}_{1 \omega}(0)}, \\
& =\frac{\omega \operatorname{coth}(\omega(A-B))+\hat{S}_{2}(0)+\omega \hat{S}_{2 \omega}(0)}{-\omega \operatorname{coth}(\omega(A-B))+\hat{S}_{1}(0)+\omega \hat{S}_{1 \omega}(\omega)} \hat{\gamma}_{2}^{n+1}(A), \\
& :=\Phi_{1 l}(\omega) \hat{\gamma}_{2}^{n+1}(A), \\
& =\Phi_{1 l}(\omega)\left[-\hat{e}_{1 y}^{n}(\omega, A)+S_{1}^{*} I \cdot \mathcal{F}\left[e_{1}^{n}(\omega, A)\right]+\mathcal{F}\left[e_{1 x}^{n} \cdot T_{2 l}\right]\right], \\
& =\Phi_{1 l}(\omega)\left[-\omega \operatorname{coth}(\omega A)(\omega, A)+\hat{S}_{1}(0)+\omega \hat{S}_{1 \omega}(0)\right] \hat{e}_{1}^{n}(\omega, A), \\
& =\Phi_{1 l}(\omega) \frac{-\omega \operatorname{coth}(\omega A)+\hat{S}_{1}(0)+\omega \hat{S}_{1 \omega}(0)}{\omega \operatorname{coth}(\omega A)+\hat{S}_{2}(0)+\omega \hat{S}_{2 \omega}(0)} \hat{\gamma}_{1}^{n}(A) . \tag{3.93}
\end{align*}
\]
\[
\begin{align*}
\hat{\gamma}_{2}^{n+1}(A) & :=-\hat{e}_{1 y}^{n}(\omega, A)+\mathcal{F}\left(S_{1} I \cdot e_{1}^{n}(\omega, A)\right)+\mathcal{F}\left[e_{1 x}^{n}(\omega, A) \cdot T_{2 l}\right], \\
& =-\omega \operatorname{coth}(\omega A) \hat{e}_{1}^{n}(\omega, A)+\hat{S}_{1}(0) \hat{e}_{1}^{n}(\omega, A)+\omega \hat{S}_{1 \omega}(0) \hat{e}_{1}^{n}(\omega, A), \\
& =\left(-\omega \operatorname{coth}(\omega A)+\hat{S}_{1}(0)+\omega \hat{S}_{1 \omega}(0)\right) \frac{\hat{\gamma}_{1}^{n}(A)}{\omega \operatorname{coth}(\omega A)+\hat{S}_{2}(0)+\omega \hat{S}_{2 \omega}(0)}, \\
& =\frac{-\omega \operatorname{coth}(\omega A)+\hat{S}_{1}(0)+\omega \hat{S}_{1 \omega}(0)}{\omega \operatorname{coth}(\omega A)+\hat{S}_{2}(0)+\omega \hat{S}_{2 \omega}(0)} \hat{\gamma}_{1}^{n}(A),  \tag{3.94}\\
& :=\Phi_{2 l}(\omega) \hat{\gamma}_{1}^{n}(A), \\
& =\Phi_{2 l}(\omega)\left[\hat{e}_{2 y}^{n}(\omega, A)+S_{2}^{*} I \cdot \mathcal{F}\left[e_{2}^{n}(\omega, A)\right]+\mathcal{F}\left[e_{2 x}^{n} \cdot T_{1 l}\right]\right], \\
& =\Phi_{2 l}(\omega)\left[\omega \operatorname{coth}(\omega(A-B))+\hat{S}_{2}(0)+\omega \hat{S}_{2 \omega}(0)\right] \hat{e}_{2}^{n}(\omega, A), \\
& =\Phi_{2 l}(\omega) \frac{\omega \operatorname{coth}(\omega(A-B))+\hat{S}_{2}(0)+\omega \hat{S}_{2 \omega}(0)}{-\omega \operatorname{coth}(\omega(A-B))+\hat{S}_{1}(0)+\omega \hat{S}_{1 \omega}(0)} \hat{\gamma}_{2}^{n}(A) .
\end{align*}
\]

It has been known that \(\hat{S}_{1}(\omega)=\omega \operatorname{coth}(\omega A)\) and \(\hat{S}_{2}(\omega)=\omega \operatorname{coth}(\omega(B-A))\), then the convergence rate is
\[
\begin{align*}
\left\|\hat{e}_{i}^{n+1}\right\| & =\left|\Phi_{1 l}(\omega) \Phi_{2 l}(\omega)\right|\left\|\hat{e}_{i}^{n}\right\| \\
& =\left|\frac{-\hat{S}_{2}(\omega)+\hat{S}_{2}(0)+\omega \hat{S}_{2 \omega}(0)}{\hat{S}_{2}(\omega)+\hat{S}_{1}(0)+\omega \hat{S}_{1 \omega}(0)} \cdot \frac{-\hat{S}_{1}(\omega)+\hat{S}_{1}(0)+\omega \hat{S}_{1 \omega}(0)}{\hat{S}_{1}(\omega)+\hat{S}_{2}(0)+\omega \hat{S}_{2 \omega}(0)}\right|\left\|\hat{e}_{i}^{n}\right\|,  \tag{3.95}\\
& =\left|\frac{\hat{S}_{1}(0)-\hat{S}_{1}(\omega)+\omega \hat{S}_{1 \omega}(0)}{\hat{S}_{1}(0)+\hat{S}_{2}(\omega)+\omega \hat{S}_{1 \omega}(0)} \cdot \frac{\hat{S}_{2}(0)-\hat{S}_{2}(\omega)+\omega \hat{S}_{2 \omega}(0)}{\hat{S}_{2}(0)+\hat{S}_{1}(\omega)+\omega \hat{S}_{2 \omega}(0)}\right|\left\|\hat{e}_{i}^{n}\right\|
\end{align*}
\]

Note like in previous case of RR-SP0, there is a restriction on the value of \(\omega:=k \pi,(k=\) 1,2...)

The convergence rate of RR-SP1 differs from that of RR-SP0 only by an extra term at the end of numerator and denominator separately: \(\omega \hat{S}_{i \omega}\). Next Consider the value of \(\hat{S}_{i \omega}(\omega)\) :
\[
\begin{aligned}
& \hat{S}_{1 \omega}=\operatorname{coth}(A \omega)+A \omega\left(1-\operatorname{coth}^{2}(A \omega)\right) \\
& \hat{S}_{2 \omega}=\operatorname{coth}((B-A) \omega)+(B-A) \omega\left(1-\operatorname{coth}^{2}((B-A) \omega)\right) .
\end{aligned}
\]

It could be calculated that \(\hat{S}_{i \omega}(0)=0\). It means the extra term is 0 and the convergence rate of RR-SP1 is identical to that of RR-SP0. Further more, comparing the algorithms of RR-SP0 and RR-SP1, to let them be equal, \(T_{1 l}\) and \(T_{2 l}\) must be equal to 0 :
\[
\begin{align*}
& T_{1 l}:=S_{2} x-x S_{2} I=0,  \tag{3.96}\\
& T_{2 l}:=S_{1} x-x S_{1} I=0 . \tag{3.97}
\end{align*}
\]

Together with the assumption in RR-SP0 that \(S_{i} I\) is constant, the above equation yields to
\[
\begin{align*}
& S_{2} x=S_{2}^{*} I \cdot x,  \tag{3.98}\\
& S_{1} x=S_{1}^{*} I \cdot x . \tag{3.99}
\end{align*}
\]

The above two equations are the result of the assumption that \(I\) and \(x\) are defined in \((-\infty, \infty)\), which will be used in the convergence rate calculation of RR-SP2.

\subsection*{3.4.2 Calculation of RR-SP2}

Consider applying RR-SP2 to solving a Poisson's equation. The corresponding error equation with boundary conditions could be formulated:
\[
\begin{aligned}
-\nabla^{2} e_{1}^{n+1}=0, & \text { on } \Omega_{1}, \\
e_{1}^{n+1}=0, & \text { on } \partial \Omega_{1} / \Gamma, \\
e_{1 y}^{n+1}+S_{2} I \cdot e_{1}^{n+1}+e_{1 x}^{n+1} \cdot T_{1 l}+\frac{1}{2} e_{1 x x}^{n+1} \cdot T_{1 q}=\gamma_{1}^{n+1}, & \text { on } \Gamma, \\
-\nabla^{2} e_{2}^{n+1}=0, & \text { on } \Omega_{2}, \\
e_{2}^{n+1}=0, & \text { on } \partial \Omega_{2} / \Gamma, \\
-e_{2 y}^{n+1}+S_{1} I \cdot e_{2}^{n+1}+e_{2 x}^{n+1} \cdot T_{2 l}+\frac{1}{2} e_{2 x x}^{n+1} \cdot T_{2 q}=\gamma_{2}^{n+1}, & \text { on } \Gamma,
\end{aligned}
\]
where
\[
\begin{aligned}
& \gamma_{1}^{n+1}:=e_{2 y}^{n+1}(x, A)+S_{2} I \cdot e_{2}^{n+1}(x, A)+e_{2 x}^{n+1} \cdot T_{1 l}+\frac{1}{2} e_{2 x x}^{n+1} \cdot T_{1 q}, \\
& \gamma_{2}^{n+1}:=-e_{1 y}^{n}(x, A)+S_{1} I \cdot e_{1}^{n}(x, A)+e_{1 x}^{n} \cdot T_{2 l}+\frac{1}{2} e_{1 x x}^{n} \cdot T_{2 q}, \\
& T_{1 l}:=S_{2} x-S_{2} I \cdot x, \\
& T_{2 l}:=S_{1} x-S_{1} I \cdot x, \\
& T_{1 q}:=S_{2} x^{2}-2 x \cdot S_{2} x+x^{2} \cdot S_{2} I, \\
& T_{2 q}:=S_{1} x^{2}-2 x \cdot S_{1} x+x^{2} \cdot S_{1} I .
\end{aligned}
\]

The above BVP resembles that of RR-SP1 and the calculation would be the same for most part of the problem. To avoid repeated calculation, let us separate the overlapping part of the interface boundary conditions from the unique part and re-write the interface boundary conditions:
\[
\begin{gathered}
A_{1 l}^{n+1}(x, y)+\frac{1}{2} e_{1 x x}^{n+1} \cdot T_{1 q}=\gamma_{1}^{n+1}, \quad \text { on } \Gamma, \\
A_{2 l}^{n+1}(x, y)+\frac{1}{2} e_{2 x x}^{n+1} \cdot T_{2 q}=\gamma_{2}^{n+1}, \quad \text { on } \Gamma, \\
\gamma_{1}^{n+1}:=A_{1 r}^{n+1}(x, y)+\frac{1}{2} e_{2 x x}^{n} \cdot T_{1 q}, \\
\quad \gamma_{2}^{n+1}:=A_{2 r}^{n}(x, y)+\frac{1}{2} e_{1 x x}^{n} \cdot T_{2 q},
\end{gathered}
\]
where
\[
\begin{aligned}
& A_{1 l}^{n+1}:=e_{1 y}^{n+1}+S_{2} I \cdot e_{1}^{n+1}+e_{1 x}^{n+1} \cdot T_{1 l}, \\
& A_{2 l}^{n+1}:=-e_{2 y}^{n+1}+S_{1} I \cdot e_{2}^{n+1}+e_{2 x}^{n+1} \cdot T_{2 l},
\end{aligned}
\]
\[
\begin{aligned}
& A_{1 r}^{n+1}:=e_{2 y}^{n+1}(x, A)+S_{2} I \cdot e_{2}^{n+1}(x, A)+e_{2 x}^{n+1} \cdot T_{1 l}, \\
& A_{2 r}^{n}:=-e_{1 y}^{n}(x, A)+S_{1} I \cdot e_{1}^{n}(x, A)+e_{1 x}^{n} \cdot T_{2 l} .
\end{aligned}
\]

The calculation of \(A_{i l}\) and \(A_{i r}\) has been performed in RR-SP1 thus would be skipped in this subsection.

Apply Fourier transform with respect to \(x\) on above BVPs, it yields to the following two one-dimensional BVPs:

BVP1:
\[
\begin{align*}
\frac{\partial^{2} \hat{e}_{1}^{n+1}}{\partial y^{2}}-\omega^{2} \hat{e}_{1}^{n+1} & =0  \tag{3.100}\\
\hat{e}_{1}^{n+1}(0) & =0  \tag{3.101}\\
\mathcal{F}\left[A_{1 l}^{n+1}\right]-\frac{\omega^{2}}{4 \pi} \hat{e}_{1}^{n+1} * \mathcal{F}\left[T_{1 q}\right] & =\hat{\gamma}_{1}^{n+1}(A) . \tag{3.102}
\end{align*}
\]

BVP2:
\[
\begin{align*}
\frac{\partial^{2} \hat{e}_{2}^{n+1}}{\partial y^{2}}-\omega^{2} \hat{e}_{2}^{n+1} & =0  \tag{3.103}\\
\hat{e}_{2}^{n+1}(0) & =0  \tag{3.104}\\
\mathcal{F}\left[A_{2 l}^{n+1}\right]-\frac{\omega^{2}}{4 \pi} \hat{e}_{2}^{n+1} * \mathcal{F}\left[T_{2 q}\right] & =\hat{\gamma}_{2}^{n+1}(A) . \tag{3.105}
\end{align*}
\]

Note in the formulation of BVP2, \(y\)-coordinate shifts by \(y^{\prime}=y-B\). The final result would be restored based on \(y\) later on.

The right-hand-side \(\hat{\gamma}_{1}\) and \(\hat{\gamma}_{2}\) are defined as
\[
\begin{aligned}
& \hat{\gamma}_{1}^{n+1}(A):=\mathcal{F}\left[A_{1 r}^{n+1}\right]-\frac{\omega^{2}}{4 \pi} \hat{e}_{2}^{n} * \mathcal{F}\left[T_{1 q}\right], \\
& \hat{\gamma}_{2}^{n+1}(A):=\mathcal{F}\left[A_{2 r}^{n}\right]-\frac{\omega^{2}}{4 \pi} \hat{e}_{1}^{n} * \mathcal{F}\left[T_{2 q}\right] .
\end{aligned}
\]

The problem has the general solution shown as Eq.(3.85), and the homogeneous boundary conditions eliminate \(D_{1}\) and \(D_{2}\). Next, apply the general solution to the two interface
boundary conditions. \(\mathcal{F}\left[A_{i l}\right]\) term does not need to calculate.
\[
\begin{align*}
& \quad-\frac{\omega^{2}}{4 \pi} \hat{e}_{1}^{n+1} * \mathcal{F}\left[T_{1 q}\right] \\
& =- \\
& =-\frac{\omega^{2}}{4 \pi} \hat{e}_{1}^{n+1} * \mathcal{F}\left[S_{2} x^{2}-2 x \cdot S_{2} x+x^{2} \cdot S_{2} I\right], \\
& =  \tag{3.106}\\
& =-\frac{\omega^{2}}{4 \pi} \hat{e}_{1}^{n+1} * \mathcal{F}\left[S_{2} x^{2}-x^{2} \cdot S_{2} I\right], \quad\left(S_{2} x=S_{2}^{*+1} F\left[\left(\hat{S}_{2}(\omega)-\hat{S}_{2}(0)\right)\left(-2 \pi \delta^{(2)}(\omega)\right)\right], \quad\left(S_{2}^{*} I=\hat{S}_{2}(0),\right)\right. \\
& =\frac{1}{2} \int_{-\infty}^{\infty} \tau^{2} C_{1}(\tau) \sinh (\tau A)\left(\hat{S}_{2}(\omega-\tau)-\hat{S}_{2}(0)\right) \delta^{(2)}(\omega-\tau) d \tau, \\
& = \\
& \frac{1}{2}\left[\tau^{2} C_{1}(\tau) \sinh (\tau A)\left(\hat{S}_{2}(\omega-\tau)-\hat{S}_{2}(0)\right)\right]_{\tau=\omega}^{\prime \prime}, \\
& = \\
& =\frac{1}{2} \omega^{2} C_{1}(\omega) \sinh (\omega A) \hat{S}_{2 \omega \omega}(0)-\left[\omega^{2} C_{1}(\omega) \sinh (\omega A)\right]^{\prime} \hat{S}_{2 \omega}(0), \\
& \\
& =\frac{1}{2} \omega^{2} C_{1}(\omega) \sinh (\omega A) \hat{S}_{2 \omega \omega}(0) . \quad\left(\hat{S}_{2 \omega}(0)=0 .\right)  \tag{3.107}\\
& =-\frac{\omega^{2}}{4 \pi} \hat{e}_{2}^{n+1} * \mathcal{F}\left[T_{2 q}\right] \\
& =-\frac{\omega^{2}}{4 \pi} \hat{e}_{2}^{n+1} * \mathcal{F}\left[S_{1} x^{2}-2 x \cdot S_{1} x+x^{2} \cdot S_{1} I\right], \\
& =-\frac{\omega^{2}}{4 \pi} \hat{e}_{2}^{n+1} * \mathcal{F}\left[S_{1} x^{2}-x^{2} \cdot S_{1} I\right], \quad\left(S_{1} x=S_{1}^{*} I \cdot x,\right) \\
& =\frac{\omega_{2}^{n+1}}{4 \pi} *\left[\left(\hat{S}_{1}(\omega)-\hat{S}_{1}(0)\right)\left(-2 \pi \delta^{(2)}(\omega)\right)\right], \quad \quad\left(S_{1}^{*} I=\hat{S}_{1}(0),\right) \\
& =\frac{1}{2} \int_{-\infty}^{\infty} \tau^{2} C_{2}(\tau) \sinh \left(\tau A^{\prime}\right)\left(\hat{S}_{1}(\omega-\tau)-\hat{S}_{1}(0)\right) \delta^{(2)}(\omega-\tau) d \tau, \quad\left(A^{\prime}=A-B,\right) \\
& =\frac{1}{2}\left[\tau^{2} C_{2}(\tau) \sinh \left(\tau A^{\prime}\right)\left(\hat{S}_{1}(\omega-\tau)-\hat{S}_{1}(0)\right)\right]_{\tau=\omega}^{\prime \prime}, \\
& =\frac{1}{2} \omega^{2} C_{2}(\omega) \sinh \left(\omega A^{\prime}\right) \hat{S}_{1 \omega \omega}(0)-\left[\omega^{2} C_{2}(\omega) \sinh \left(\omega A^{\prime}\right)\right] \hat{S}_{1 \omega}(0), \\
& =\frac{1}{2} \omega^{2} C_{2}(\omega) \sinh \left(\omega A^{\prime}\right) \hat{S}_{1 \omega \omega}(0) . \quad\left(\hat{S}_{1 \omega}(0)=0 .\right) \\
&
\end{align*}
\]

Note \(\hat{S}_{i \omega \omega}\) is the second-order derivative of \(\hat{S}_{i}\) with respect to \(\omega\).
Therefore, the coefficients \(C_{1}\) and \(C_{2}\) could be obtained:
\[
\begin{aligned}
& C_{1}(\omega)=\frac{\hat{\gamma}_{1}^{n+1}(A)}{\left[\omega \operatorname{coth}(\omega A)+\hat{S}_{2}(0)+\omega \hat{S}_{2 \omega}(0)+\frac{1}{2} \omega^{2} \hat{S}_{2 \omega \omega}(0)\right] \sinh (\omega A)}, \\
& C_{2}(\omega)=\frac{\hat{\gamma}_{2}^{n+1}\left(A^{\prime}\right)}{\left[-\omega \operatorname{coth}\left(\omega A^{\prime}\right)+\hat{S}_{1}(0)+\omega \hat{S}_{1 \omega}(0)+\frac{1}{2} \omega^{2} \hat{S}_{1 \omega \omega}(0)\right] \sinh \left(\omega A^{\prime}\right)} .
\end{aligned}
\]

The solution to the BVPs in both regions could be obtained:
\[
\hat{e}_{1}^{n+1}(\omega, y)=\frac{\hat{\gamma}_{1}^{n+1}(A) \sinh (\omega y)}{\left[\omega \operatorname{coth}(\omega A)+\hat{S}_{2}(0)+\omega \hat{S}_{2 \omega}(0)+\frac{1}{2} \omega^{2} \hat{S}_{2 \omega \omega}(0)\right] \sinh (\omega A)},
\]
\[
\hat{e}_{2}^{n+1}(\omega, y)=\frac{\hat{\gamma}_{2}^{n+1}(A) \sinh (\omega(y-B))}{\left[-\omega \operatorname{coth}(\omega(A-B))+\hat{S}_{1}(0)+\omega \hat{S}_{1 \omega}(0)+\frac{1}{2} \omega^{2} \hat{S}_{1 \omega \omega}(0)\right] \sinh (\omega(A-B))} .
\]

Particularly, at \(y=A\), the solution is
\[
\begin{align*}
& \hat{e}_{1}^{n+1}(\omega, A)=\frac{\hat{\gamma}_{1}^{n+1}(A)}{\omega \operatorname{coth}(\omega A)+\hat{S}_{2}(0)+\omega \hat{S}_{2 \omega}(0)+\frac{1}{2} \omega^{2} \hat{S}_{2 \omega \omega}(0)},  \tag{3.108}\\
& \hat{e}_{2}^{n+1}(\omega, A)=\frac{\hat{\gamma}_{2}^{n+1}(A)}{-\omega \operatorname{coth}(\omega(A-B))+\hat{S}_{1}(0)+\omega \hat{S}_{1 \omega}(0)+\frac{1}{2} \omega^{2} \hat{S}_{1 \omega \omega}(0)} . \tag{3.109}
\end{align*}
\]

Clearly, \(\hat{e}_{i}^{n+1}(\omega, A)\) is a function of \(\hat{\gamma}_{i}^{n+1}(A)\). So the evolution of \(\hat{\gamma}_{i}^{n+1}\) is equal to the evolution of \(\hat{e}_{i}^{n+1}\) :
\[
\begin{align*}
\hat{\gamma}_{1}^{n+1}(A) & :=\mathcal{F}\left[A_{1 r}^{n+1}\right]-\frac{\omega^{2}}{4 \pi} \hat{e}_{2}^{n+1}(A) * \mathcal{F}\left[T_{1 q}\right], \\
& \left.=\mathcal{F}\left[A_{1 r}^{n+1}\right]+\frac{1}{2} \omega^{2} \hat{e}_{2}^{n+1}(A) \hat{S}_{2 \omega \omega}(0), \quad \text { (analogous to Eq. }(3.106),\right) \\
& =\frac{\omega \operatorname{coth}(\omega(A-B))+\hat{S}_{2}(0)+\omega \hat{S}_{2 \omega}(0)+\frac{1}{2} \omega^{2} \hat{S}_{2 \omega \omega}(0)}{-\omega \operatorname{coth}(\omega(A-B))+\hat{S}_{1}(0)+\omega \hat{S}_{1 \omega}(0)+\frac{1}{2} \omega^{2} \hat{S}_{1 \omega \omega}(0)} \hat{\gamma}_{2}^{n+1}(A), \\
& =\Phi_{1 q}(\omega) \hat{\gamma}_{2}^{n+1}(A),  \tag{3.110}\\
& =\Phi_{1 q}(\omega) \cdot\left[\mathcal{F}\left[A_{2 r}^{n}\right]-\frac{\omega^{2}}{4 \pi} \hat{e}_{1}^{n} * \mathcal{F}\left[T_{2 q}\right]\right], \\
& =\Phi_{1 q}(\omega) \cdot\left[\mathcal{F}\left[A_{2 r}^{n}\right]+\frac{1}{2} \hat{e}_{1}^{n} \omega^{2} \hat{S}_{1 \omega \omega}(0)\right], \quad(\text { analogous to Eq. }(3.107),) \\
& =\Phi_{1 q}(\omega) \cdot \frac{-\omega \operatorname{coth}(\omega A)(\omega, A)+\hat{S}_{1}(0)+\omega \hat{S}_{1 \omega}(0)+\frac{1}{2} \omega^{2} \hat{S}_{1 \omega \omega}(0)}{\omega \operatorname{coth}(\omega A)+\hat{S}_{2}(0)+\omega \hat{S}_{2 \omega}(0)+\frac{1}{2} \omega^{2} \hat{S}_{2 \omega \omega}(0)} \hat{\gamma}_{1}^{n} .
\end{align*}
\]
\[
\hat{\gamma}_{2}^{n+1}(A):=\mathcal{F}\left[A_{2 r}^{n}\right]-\frac{\omega^{2}}{4 \pi} \hat{e}_{1}^{n} * \mathcal{F}\left[T_{2 q}\right]
\]
\[
=\mathcal{F}\left[A_{2 r}^{n}\right]+\frac{1}{2} \hat{e}_{1}^{n} \omega^{2} \hat{S}_{1 \omega \omega}(0), \quad \text { (analogous to Eq.(3.107), ) }
\]
\[
=\frac{-\omega \operatorname{coth}(\omega A)(\omega, A)+\hat{S}_{1}(0)+\omega \hat{S}_{1 \omega}(0)+\frac{1}{2} \omega^{2} \hat{S}_{1 \omega \omega}(0)}{\omega \operatorname{coth}(\omega A)+\hat{S}_{2}(0)+\omega \hat{S}_{2 \omega}(0)+\frac{1}{2} \omega^{2} \hat{S}_{2 \omega \omega}(0)} \hat{\gamma}_{1}^{n},
\]
\[
=\Phi_{2 q}(\omega) \hat{\gamma}_{1}^{n}
\]
\[
=\Phi_{2 q}(\omega) \cdot\left[\mathcal{F}\left[A_{1 r}^{n}\right]-\frac{\omega^{2}}{4 \pi} \hat{e}_{2}^{n}(A) * \mathcal{F}\left[T_{1 q}\right]\right]
\]
\[
=\Phi_{2 q}(\omega) \cdot\left[\mathcal{F}\left[A_{1 r}^{n}\right]+\frac{1}{2} \omega^{2} \hat{e}_{2}^{n}(A) \hat{S}_{2 \omega \omega}(0)\right], \quad \text { (analogous to Eq.(3.106), ) }
\]
\[
\begin{equation*}
=\Phi_{2 q}(\omega) \cdot \frac{\omega \operatorname{coth}(\omega(A-B))+\hat{S}_{2}(0)+\omega \hat{S}_{2 \omega}(0)+\frac{1}{2} \omega^{2} \hat{S}_{2 \omega \omega}(0)}{-\omega \operatorname{coth}(\omega(A-B))+\hat{S}_{1}(0)+\omega \hat{S}_{1 \omega}(0)+\frac{1}{2} \omega^{2} \hat{S}_{1 \omega \omega}(0)} \hat{\gamma}_{2}^{n}(A) \tag{3.111}
\end{equation*}
\]

It has been known that \(\hat{S}_{1}(\omega)=\omega \operatorname{coth}(\omega A)\) and \(\hat{S}_{2}(\omega)=\omega \operatorname{coth}(\omega(B-A))\), then the
convergence rate is
\[
\begin{align*}
& \left\|\hat{e}_{i}^{n+1}\right\| \\
= & \left|\Phi_{1 q}(\omega) \Phi_{2 q}(\omega)\right|\left\|\hat{e}_{i}^{n}\right\|, \\
= & \left|\frac{\hat{S}_{2}(0)-\hat{S}_{2}(\omega)+\omega \hat{S}_{2 \omega}(0)+\frac{1}{2} \omega^{2} \hat{S}_{2 \omega \omega}(0)}{\hat{S}_{2}(\omega)+\hat{S}_{1}(0)+\omega \hat{S}_{1 \omega}(0)+\frac{1}{2} \omega^{2} \hat{S}_{1 \omega \omega}(0)} \cdot \frac{\hat{S}_{1}(0)-\hat{S}_{1}(\omega)+\omega \hat{S}_{1 \omega}(0)+\frac{1}{2} \omega^{2} \hat{S}_{1 \omega \omega}(0)}{\hat{S}_{1}(\omega)+\hat{S}_{2}(0)+\omega \hat{S}_{2 \omega}(0)+\frac{1}{2} \omega^{2} \hat{S}_{2 \omega \omega}(0)}\right|\left\|\hat{e}_{i}^{n}\right\| \\
= & \left|\frac{\hat{S}_{1}(0)-\hat{S}_{1}(\omega)+\omega \hat{S}_{1 \omega}(0)+\frac{1}{2} \omega^{2} \hat{S}_{1 \omega \omega}(0)}{\hat{S}_{1}(0)+\hat{S}_{2}(\omega)+\omega \hat{S}_{1 \omega}(0)+\frac{1}{2} \omega^{2} \hat{S}_{1 \omega \omega}(0)} \cdot \frac{\hat{S}_{2}(0)-\hat{S}_{2}(\omega)+\omega \hat{S}_{2 \omega}(0)+\frac{1}{2} \omega^{2} \hat{S}_{2 \omega \omega}(0)}{\hat{S}_{2}(0)+\hat{S}_{1}(\omega)+\omega \hat{S}_{2 \omega}(0)+\frac{1}{2} \omega^{2} \hat{S}_{2 \omega \omega}(0)}\right|\left\|\hat{e}_{i}^{n}\right\| \tag{3.112}
\end{align*}
\]

Note such as in previous case of RR-SP0 and RR-SP1, there is a restriction on the value of \(\omega:=k \pi,(k=1,2 \ldots)\)

Comparing with RR-SP1, the convergence rate differs by an extra term at end of the numerator and denominator respectively: \(\frac{1}{2} \omega^{2} \hat{S}_{i \omega \omega}(0)\) The expression of \(\hat{S}_{i \omega \omega}\) is
\[
\begin{aligned}
\hat{S}_{1 \omega \omega}(\omega)= & 2 A^{2} \omega \operatorname{coth}(\omega A)\left(\operatorname{coth}^{2}(\omega A)-1\right)+2 A\left(1-\operatorname{coth}^{2}(\omega A)\right), \\
\hat{S}_{2 \omega \omega}(\omega)= & 2(B-A)^{2} \omega \operatorname{coth}(\omega(B-A))\left(\operatorname{coth}^{2}(\omega(B-A))-1\right)+ \\
& 2(B-A)\left(1-\operatorname{coth}^{2}(\omega(B-A))\right) .
\end{aligned}
\]

The value of \(\hat{S}_{1 \omega \omega}(0)\) is not 0 so the convergence of the algorithm differs from that of RR-SP0. The influence will be discussed in next Chapter 4.

\subsection*{3.5 Summary}

This chapter performs the convergence rate calculation of RR-SP0, RR-SP1 and RR-SP2 applied to Poisson's equation via the methods of separation of variables and Fourier transform. Since the application of SP operators yields to two-dimensional problems that could be largely influenced by the boundary conditions with respect to \(x\), the calculation result is actually subjected to the boundary conditions and the influence is called boundary effect. To simplify the calculation, the boundary effect is not considered in the chapter and the calculation method is so-called standard approach. The exclusion of the boundary effect enables \(S_{i} I\) to be reduced to one-dimensional (constant) thus the calculation is largely simplified. The convergence rate of RR-SP0 (also apply to RR-SP1 and RR-SP2) between the parallel and the sequential versions is also compared and it shows that the sequential algorithm could converge twice as fast as the parallel version. Next, based on the calculation result of RR-SP0, the case of RR-SP1 is calculated with additional assumption on \(S_{i} x\). The calculation of RR-SP2 (with additional assumption of \(S_{i} x^{2}\) ) is performed on the foundation of RR-SP0 and RR-SP1 calculation results. The calculation result shows that RR-SP0 and RR-SP1 have identical convergence rate and RR-SP2 is lower than the both two. In addition, the calculation result is proved valid for any two-dimensional BVP that has variable-separation form solution.

\section*{Chapter 4}

\section*{Convergence analysis of NDD algorithms}

This chapter analyses the convergence property of RR algorithms in application to solving Poisson's equation with various \(A\). The analysis is based on the convergence rate calculation performed in Chapter 3. Then, the influence of the boundary effect of the algorithms is discussed. The motivation of studying the boundary effect is to understand how different \(A\) affects the strength of the boundary effect and explain the difference between \(S_{i}^{*}\) and \(S_{i}\) cases in numerical test.

In Section 4.1, the convergence analysis about RR-SP0(1) is made. The analysis finds that the convergence rate is associated with the increment of SP operator symbols: \(\Delta s_{i}(\omega):=\hat{S}_{i}(\omega)-\) \(\hat{S}_{i}(0)\), and the multiplication \(\Delta s_{1} \Delta s_{2}\) together determines the convergence of RR-SP0 with given \(A\). In addition, the multiplication is symmetric in terms of \(A\) so the convergence of \(A=1 / 8\) is the same as \(A=7 / 8\). The theory is verified by a numerical test on Poisson's equation. At the end of the section, the parallel and sequential versions of the algorithm are compared.

In Section 4.2, the convergence analysis about RR-SP2 is made. Unlike RR-SP0, the analysis is not fully strict but with limited approximation. Two approximation methods are presented. The first approximation assumes \(\hat{S}_{i \omega}(\omega)\) (that is the derivative of \(\hat{S}_{i}(\omega)\) ) is linear before a turning point and goes flat after the point. As a result of the linearity of \(\hat{S}_{i \omega}(\omega)\), its derivative \(\hat{S}_{i \omega \omega}(\omega)\) is presumed to be constant when it is actually not. The second approximation applies the first presumption only and analyses \(\hat{S}_{i \omega}(\omega)\) based on its real profile. In theory, the second approximation should be slightly more accurate but the two methods actually lead to the same result about the convergence of RR-SP2. According to the two approximations, the convergence of RR-SP2 is determined by: \(\hat{S}_{1 \omega}(0) \hat{S}_{2 \omega}(0)\) and \(\Delta s_{1 \omega \omega}\left(\omega^{* *}\right) \Delta s_{2 \omega \omega}\left(\omega^{* *}\right)\) separately. Note \(\Delta s_{i \omega \omega}(\omega):=\hat{S}_{i \omega \omega}(\omega)-\hat{S}_{i \omega \omega}(0)\). In practice, the first approximation is easier to implement because it requires the knowledge of \(\hat{S}_{i \omega}(0)\) only while the second requires to know \(\hat{S}_{i \omega}(\omega)\) across a range of \(\omega\).

In Section 4.3, a conventional Robin-to-Robin algorithm is introduced and analysed. The algorithm is proposed and developed in [99], [101], [102] and it has similar structure to RR-SP0. The study of [102] shows that the convergence of the algorithm could be improved if a free parameter is optimised. As the representation of the conventional RR algorithm, the optimised algorithm is studied in terms of the theoretical convergence rate, and the same numerical test as done in [102] is conducted as well. Both theoretical and numerical study
prove that RR-SP0 has superior convergence property than the conventional algorithm.
Section 4.4 discusses the so-called boundary effect in RR-SP0 calculation. The boundary effect is the result of the existence of the boundaries on both \(x\) ends, and has been ignored in previous calculation and analysis. However, the numerical result shows that in some cases it could incur non-negligible error if \(S_{i} I\) is considered as \(S_{i}^{*} I\). The aim of the study is to understand by how much the boundary effect could affect the convergence and how it is associated with \(A\). An exponential function model is adopted to represent the boundary effect and the convergence calculation is performed again with the boundary effect held accountable. To simplify the calculation, some estimation is made to maintain the main character of the boundary effect and the result shows that the strength of the boundary effect mainly depends on the profile of the 'pike function', which is the reflection/representation of the boundary effect in \(S_{i} I\) profile. Graphically, if the function is high and wide, the boundary effect imposes strong boost on the convergence and otherwise not. Meanwhile, an empirical law is proposed to estimate the boundary effect strength in a quantitative manner, and a Poisson's equation test is implemented to verify the validity of the law. The test result is positive.

Section 4.5 and 4.6 performs the convergence rate calculation and analysis of RR-SP1 and RR-SP2 with considering the boundary effect in Poisson's equation. The calculation method is the same as in Section 4.4: find a 'pike functions' to represent the boundary effect in \(S_{i}\) profile and analyse how the pike functions affect the standard convergence. In the case of RR-SP0, the pike function is denoted by \(P_{i}(x)\) and it is defined in \(S_{i} I\) profile. In this section, similar pike functions are defined in \(S_{i} x\) and \(S_{i} x^{2}\) respectively. Unlike RR-SP0 case, the pike functions are not studied in fully quantitative manner because the model study as shown in Section 4.4 is not applied in the section. The study of the pike functions shows that the boundary effect helps reduce the standard convergence rate in both RR-SP1 and RR-SP2 algorithms: they both have positive effect on the convergence. In addition, considering the boundary effect, RR-SP1 is supposed to converge faster than RR-SP0, but RR-SP2 could perform very similar convergence to RR-SP1.

\subsection*{4.1 Convergence analysis of RR-SP0 without boundary effect}

This section makes convergence analysis based on the convergence rate of RR-SP0 applied to Poisson's equation, which is obtained from Chapter 3. There are two versions of RR-SP0: sequential and parallel, and only the former is discussed. The parallel algorithm should resemble the sequential algorithm in every respect except taking twice number of iterations to converge. It is found that the convergence rate is determined by the increment of the two symbols of SP operators: \(\Delta s_{i}(\omega):=\hat{S}_{i}(\omega)-\hat{S}_{i}(0)\). The analysis shows that the algorithm has low convergence rate even if in high- \(\omega\) phase. Meanwhile, the interface boundary location has influence on the convergence rate, and \(A=1 / 8\) (or \(7 / 8\) ) is found optimal. To verify the analysis result, a numerical test implemented on Poisson's equation is conducted and the test result is found to coincide well with the analysis. In addition, the convergence analysis of DR could be found in [83] so no elaboration would be provided in the thesis.


Figure 4.1. Profile of \(\hat{S}_{1}\) applied to Poisson's equation. It is known that \(\hat{S}_{1}(\omega)=\omega \operatorname{coth}(\omega A)\), and the profile is plotted against various \(\omega\) and \(A\).

\subsection*{4.1.1 Analysis of RR-SP0}

In Chapter 3, it has been calculated that \(\hat{S}_{1}(\omega)=\omega \operatorname{coth}(\omega A)\) and \(\hat{S}_{2}(\omega)=\omega \operatorname{coth}(\omega(B-A))\). Particularly, \(\hat{S}_{1}(0)=1 / A\) and \(\hat{S}_{2}(0)=1 /(B-A)\). Therefore the convergence rate could also be written as
\[
\begin{array}{r}
\left\|\hat{e}_{1}^{n+1}\right\|=\left|\frac{\hat{S}_{1}(0)-\hat{S}_{1}(\omega)}{\hat{S}_{1}(0)+\hat{S}_{2}(\omega)} \cdot \frac{\hat{S}_{2}(0)-\hat{S}_{2}(\omega)}{\hat{S}_{2}(0)+\hat{S}_{1}(\omega)}\right|\left\|\hat{e}_{1}^{n}\right\|  \tag{4.1}\\
(\omega=k \pi, k=1,2 \ldots) .
\end{array}
\]

The symbol value \(\hat{S}_{i}(\omega):=\omega \operatorname{coth}(\omega x)\) is always positive and increases with rising \(\omega\), see Fig.4.1 and 4.2, so the convergence rate is always less than 1, which means that there would be no divergence happening. Meanwhile, it is important to know which harmonic needs to be considered and which to ignore in terms of energy distribution, because it is not necessary to consider \(\omega\) up to \(\infty\). In this project, the initial guess of the solution is always zero, so the initial error at interface is the solution to the problem itself. Assume the solution is a polynomial function of up to order three (at least the solution could be fitted by polynomial function of such kind) so that the polynomial function is composed of four basic functions: \(1, x, x^{2}\) and \(x^{3}\), all defined in \((0 \leq x \leq 1)\). Next, consider the energy spectrum of each basic function.


Figure 4.2. Profile of \(\hat{S}_{2}\) applied to Poisson's equation. It is known that \(\hat{S}_{2}(\omega)=\omega \operatorname{coth}(\omega(B-A))\), and the profile is plotted against various \(\omega\) and \(A\).

Take Fourier transform on each basic function:
\[
\begin{align*}
\mathcal{F}(1)= & \frac{\sin (\omega)}{\omega}+j \frac{\cos (\omega)-1}{\omega},  \tag{4.2}\\
\mathcal{F}(x)= & \frac{\sin (\omega)}{\omega}+\frac{\cos (\omega)-1}{\omega^{2}}+j\left(\frac{\cos (\omega)}{\omega}-\frac{\sin (\omega)}{\omega^{2}}\right),  \tag{4.3}\\
\mathcal{F}\left(x^{2}\right)= & \frac{\sin (\omega)}{\omega}+\frac{2 \cos (\omega)}{\omega^{2}}-\frac{2 \sin (\omega)}{\omega^{3}}+  \tag{4.4}\\
& j\left(\frac{\cos (\omega)}{\omega}-\frac{2 \sin (\omega)}{\omega^{2}}-\frac{2(\cos (\omega)-1)}{\omega^{3}}\right), \\
\mathcal{F}\left(x^{3}\right)= & \frac{\sin (\omega)}{\omega}+\frac{3 \cos (\omega)}{\omega^{2}}-\frac{6 \sin (\omega)}{\omega^{3}}-\frac{6(\cos (\omega)-1)}{\omega^{4}}+  \tag{4.5}\\
& j\left(\frac{\cos (\omega)}{\omega}-\frac{3 \sin (\omega)}{\omega^{2}}-\frac{6 \cos (\omega)}{\omega^{3}}+\frac{6 \sin (\omega)}{\omega^{4}}\right) .
\end{align*}
\]

Note \(j\) is the imaginary unit. The energy spectrum could be calculated by \(\sqrt{a^{2}+b^{2}}\), given the Fourier coefficient is expressed in the form of \(a+b j\). The energy spectrum of each basic function is illustrated in Fig.4.3. It can be seen that energy is mostly distributed in low- \(\omega\) zone. Therefore, for each basic function, it is sufficient to consider only those low-wave-number harmonics, which roughly dominate the convergence nature of the polynomial functions. The standard of 'low' or 'high' wave number may vary, depending on how much energy is neglected. In this project, wave number larger than \(6 \pi\) is cut off.


Figure 4.3. Energy spectrum of \(1, x, x^{2}\) and \(x^{3}\).

Let us define
\[
\begin{equation*}
\Delta s_{i}(\omega):=\hat{S}_{i}(\omega)-\hat{S}_{i}(0), \tag{4.6}
\end{equation*}
\]
then the convergence rate Eq.(4.1) could be transformed to
\[
\begin{align*}
\left\|\hat{e}_{1}^{n+1}\right\| & =\left|\frac{\Delta s_{1}(\omega)}{\hat{S}(0)+\Delta s_{2}(\omega)} \cdot \frac{\Delta s_{2}(\omega)}{\hat{S}(0)+\Delta s_{1}(\omega)}\right|\left\|\hat{e}_{1}^{n}\right\|, \\
& =\left|1-\frac{\hat{S}^{2}(0)+\hat{S}(0)\left(\Delta s_{1}(\omega) \Delta s_{2}(\omega)\right)}{\hat{S}^{2}(0)+\hat{S}(0)\left(\Delta s_{1}(\omega) \Delta s_{2}(\omega)\right)+\Delta s_{1}(\omega) \Delta s_{2}(\omega)}\right|\left\|\hat{e}_{1}^{n}\right\|, \tag{4.7}
\end{align*}
\]
where \(\hat{S}(0)=\hat{S}_{1}(0)+\hat{S}_{2}(0)\).
It is clear that the convergence rate depends on the multiplication of \(\Delta s_{1}(\omega)\) and \(\Delta s_{2}(\omega)\) : the smaller the multiplication the lower (closer to 0 ) the convergence rate. When \(\omega\) is low , the multiplication is negligible so the convergence rate is almost to 0 . In high- \(\omega\) phase, the multiplication dominates and \(\hat{S}^{2}(0)\) is negligible so the convergence rate is roughly equal to \(\frac{1}{1+\tilde{S}(0)}\). Unlike DR algorithm that converges very slowly for high- \(\omega\) harmonics, RR-SP0 algorithm performs relatively low convergence rate even if \(\omega\) is high.

Meanwhile, with different interface boundary location \(A\) the multiplication differs and the overall convergence rate could also be influenced correspondingly. Fig.4.4 illustrates the value of \(\Delta s_{1}(\omega) \Delta s_{2}(\omega)\) with various \(A\), and it shows that \(A=1 / 8\) case has the smallest multiplication value, while the other three lines \((A=2 / 8,3 / 8,4 / 8)\) are very


Figure 4.4. Profile of \(\Delta s_{1}(\omega) \Delta s_{2}(\omega)\) with various \(A\).
close. Consequently, it could be expected that \(A=1 / 8\) case (optimal case) has the fastest convergence and the other three perform roughly equally.

\subsection*{4.1.2 Poisson's equation test}

To verify the analysis result regarding optimal \(A\), let us consider a Poisson's equation that was solved in earlier work [102] (studied here for comparative purpose as will be seen in Chapter 5) as sample case:
\[
-\nabla^{2} u=f
\]

It is defined in a \([0,1] \times[0,1]\) square domain and the boundary conditions are exact. According to [102], it is given that \(f=20\left(y^{2}(1-y)+(3 y-1) x(1-x)\right)\), and the exact solution is \(u=10 x(1-x)^{2} y^{2}(1-y)\). The mesh is uniform with 65 nodes in each direction. The interface boundary is evenly distributed at \(y=A=1 / 8,2 / 8 \ldots 7 / 8\) respectively. The convergence criterion is
\[
\begin{equation*}
\max \left(\left\|\frac{e_{1}^{n+1}-e_{1}^{n}}{e_{1}^{n+1}}\right\|_{\infty},\left\|\frac{e_{2}^{n+1}-e_{2}^{n}}{e_{2}^{n+1}}\right\|_{\infty}\right)<10^{-3} \quad \text { on } \Gamma . \tag{4.8}
\end{equation*}
\]

The Poisson's equation is solved by RR-SP0 (parallel). The parallel algorithm is applied because it takes twice iterations as sequential algorithm to converge, which makes it more sensitive to capture the iteration difference among cases. In the test, \(S_{i} I\) is considered as
constant \(\left(S_{i}^{*} I\right)\) and function of \(x\) separately. The numerical test result is shown in Table 4.1.
Table 4.1. Convergence iterations of RR-SP0 in application to a Poisson's equation case.
\begin{tabular}{lrrrrrrr}
\hline\(A\) & \(1 / 8\) & \(2 / 8\) & \(3 / 8\) & \(4 / 8\) & \(5 / 8\) & \(6 / 8\) & \(7 / 8\) \\
\hline\(S_{i} I\) & 8 & 9 & 9 & 9 & 8 & 8 & 7 \\
\(S_{i}^{*} I\) & 12 & 16 & 17 & 18 & 17 & 15 & 11 \\
\hline
\end{tabular}

The second row of Table 4.1 shows the convergence iterations of RR-SP0 when \(S_{i} I\) is constant, which follows the simplification in the convergence rate calculation. It shows that \(A=1 / 8\) converges in 12 iterations, while the other three ( \(A=2 / 8,3 / 8,4 / 8\) ) perform very close iterations, around 17. The test result fully agrees with the calculation result as shown in Fig.4.4.

In addition, the convergence iteration number of \(A=7 / 8\) is nearly equal to \(A=1 / 8\), and so are \(A=(2 / 8,6 / 8), A=(3 / 8,5 / 8)\) cases. As a matter of fact, it could be interpreted as a reflection of 'symmetric' property of \(\hat{S}_{1}\) and \(\hat{S}_{2}\) in terms of \(A\). From the definition of \(\hat{S}_{i}\), it could be seen that \(\hat{S}_{1 \mid A=A^{*}}\left(\omega_{0}\right)=\hat{S}_{2 \mid A=1-A^{*}}\left(\omega_{0}\right)\), as a result \(\Delta s_{1 \mid A=A^{*}} \Delta s_{2 \mid A=A^{*}}=\) \(\Delta s_{2 \mid A=1-A^{*}} \Delta s_{1 \mid A=1-A^{*}}\). In other words, the profile of \(\hat{S}_{1}\) (as well as \(\Delta s_{1}\) ) coincides with the mirror profile of \(\hat{S}_{2}\left(\Delta s_{2}\right)\). The axis of the mirror reflection is \(A=4 / 8\).

The cases of \(S_{i} I\) not being a constant show less iterations than its counterpart, which could be roughly explained by non-local effect of \(S_{i} I\) : the two-dimensional operator retains non-local effect but the one-dimensional operator hardly does. From Fig. 4.5 it could be seen that the non-local effect mostly happens at the vicinity of the two walls, so it could be stated that the non-local effect of \(S_{i} I\) is almost equal to the boundary effect. What is more, Table 4.3 shows that the iteration numbers of \(S_{i} I\) cases are nearly equal regardless of \(A\), which means that \(A\) could also affect the strength of the boundary effect. It could be speculated that \(A=4 / 8\) results in the strongest boundary effect while \(A=1 / 8\) (as well as \(7 / 8\) ) is merely mildly influenced by the boundary effect. It will be discussed in Section 4.4 about how \(A\) affecting the boundary effect strength.

To summarise, the convergence of RR-SP0 applied to Poisson's equation depends on the multiplication of SP operator symbols increment: \(\Delta s_{1}(\omega) \Delta s_{2}(\omega)\). Lower multiplication results in smaller convergence rate and faster convergence. In addition, the two symbol increments are symmetric in terms of interface boundary location \(A\), so the convergence rate is always equivalent for a pair of symmetric \(A: A^{*}\) and \(1-A^{*}\).

\subsection*{4.1.3 Comparison between parallel and sequential algorithms}

Comparing with sequential version, the parallel algorithm takes twice number of iterations in achieving the convergence, because the parallel algorithm takes two iterations to reduce the error to a level to which sequential algorithm takes only 1 iteration. The reason could be seen from the algorithms themselves: in the parallel case, \(e_{1}^{n+1}\) uses the result of \(e_{2}^{n}\) from last iteration when more accurate data of \(e_{2}^{n+1}\) has been already updated in current iteration. The


Figure 4.5. Profile of \(S_{1} I, S_{2} I\) applied to Poisson's equation, \(A=\frac{7}{8}\).
newly-generated data is not used until next iteration. On the other hand, the parallel version has the advantage of computing both subdomains at one time (assume two CPUs work at the same time), which means the computing time of the parallel case is roughly \(50 \%\) of sequential case in each iteration. Therefore, the overall computing time of the two versions is roughly equal.

In this project, only two subdomains are generated in domain decomposition method. If there were more than two subdomains, the parallel computing should have taken less time because in each iteration the computing workload is split by \(N\) ( \(N\) is number of subdomains, \(N \gg 2\) ) CPUs working at the same time. This is the typical way of parallel computing working in conventional domain decomposition methods. In the thesis, ENDD algorithms in application to resolving near-wall turbulence do not take much advantage of parallel computing because only two subdomains are generated, and usually the inner subdomain contains finer mesh and undertakes heavier computation. The numerical tests in this project suggest that inner subdomain usually takes as twice computing time as outer subdomain does, which means two CPUs could not synchronise if they were running in parallel. Therefore, sequential algorithm
costs less computing time in this project.
The comparison result between the parallel and the sequential algorithms applies to RR-SP1 and RR-SP2 as well, although the convergence rate calculation between the parallel and the sequential versions of the two algorithms is not performed.

\subsection*{4.2 Convergence analysis of RR-SP2 without boundary effect}

\subsection*{4.2.1 Analysis of RR-SP2: approximation 1}


Figure 4.6. Profile of \(\hat{S}_{1 \omega \omega}(\omega)\) with various \(A\). The profile of \(\hat{S}_{2 \omega \omega}(\omega)\) could also be depicted by this figure: \(\hat{S}_{2 \omega \omega}(\omega)_{\mid A^{*}}=\hat{S}_{1 \omega \omega}(\omega)_{\mid\left(1-A^{*}\right)}\).

The convergence rate of RR-SP2 has similar structure in formulation to RR-SP0, and the only difference is the extra term in numerator and denominator: \(\frac{1}{2} \omega^{2} \hat{S}_{i \omega \omega}(0)\). The middle term \(\omega \hat{S}_{i \omega}(0)\) is 0 thus neglected:
\[
\begin{aligned}
& \left\|\hat{e}_{i}^{n+1}(A)\right\| \\
= & \left|\frac{\hat{S}_{1}(0)-\hat{S}_{1}(\omega)+\frac{1}{2} \omega^{2} \hat{S}_{1 \omega \omega}(0)}{\hat{S}_{1}(0)+\hat{S}_{2}(\omega)+\frac{1}{2} \omega^{2} \hat{S}_{1 \omega \omega}(0)} \cdot \frac{\hat{S}_{2}(0)-\hat{S}_{2}(\omega)+\frac{1}{2} \omega^{2} \hat{S}_{2 \omega \omega}(0)}{\hat{S}_{2}(0)+\hat{S}_{1}(\omega)+\frac{1}{2} \omega^{2} \hat{S}_{2 \omega \omega}(0)}\right|\left\|\hat{e}_{i}^{n}(A)\right\| .
\end{aligned}
\]

Comparing with the convergence rate of RR-SP0, the influence of the extra term depends on the value of \(\hat{S}_{i \omega \omega}(0)\), which is shown in Fig.4.6. The figure shows that the value of \(\hat{S}_{1 \omega \omega}(0)\) increases with rising \(A\). In addition, the profile of \(\hat{S}_{2 \omega \omega}(\omega)\) is symmetric to \(\hat{S}_{1 \omega \omega}(\omega)\) along


Figure 4.7. Profile of \(\hat{S}_{1 \omega}(\omega)\) with various \(A\). The profile of \(\hat{S}_{2 \omega \omega}(\omega)\) could also be depicted by this figure: \(\hat{S}_{2 \omega \omega}(\omega)_{\mid A^{*}}=\hat{S}_{1 \omega \omega}(\omega)_{\mid\left(1-A^{*}\right)}\). Every line has a 'turning point' where the line turns to flat. The point value decreases with increasing \(A\). For \(A=7 / 8\), the point value is about \(2 \pi\); for \(A=1 / 8\), the point value is about \(6 \pi\) or even larger.
the axis \(A=4 / 8\) so the former could also be depicted by the figure.
To analyse the convergence rate, let us consider the numerator first:
\[
\hat{S}_{i}(0)-\hat{S}_{i}(\omega)+\frac{1}{2} \omega^{2} \hat{S}_{i \omega \omega}(0)
\]

Divide above expression by \(\omega\) two times:
\[
\begin{align*}
& \frac{\hat{S}_{i}(0)-\hat{S}_{i}(\omega)}{\omega}+\frac{1}{2} \omega \hat{S}_{i \omega \omega}(0), \\
\rightarrow & -\hat{S}_{i \omega}\left(\omega^{*}\right)+\frac{1}{2} \omega \hat{S}_{i \omega \omega}(0), \quad 0 \leq \omega^{*} \leq \omega, \eta_{i} \omega=\omega^{*}, \\
\rightarrow & \eta_{i} \frac{\hat{S}_{i \omega}(0)-\hat{S}_{i \omega}\left(\omega^{*}\right)}{\eta_{i} \omega}+\frac{1}{2} \hat{S}_{i \omega \omega}(0), \quad\left(\hat{S}_{i \omega}(0)=0,\right)  \tag{4.9}\\
\rightarrow & -\eta_{i} \hat{S}_{i \omega \omega}\left(\omega^{* *}\right)+\frac{1}{2} \hat{S}_{i \omega \omega}(0), \quad 0 \leq \omega^{* *} \leq \omega^{*} .
\end{align*}
\]

Obviously, \(0<\eta_{i}<1\). The magnitude of the numerator depends on the value of \(\hat{S}_{i \omega \omega}(0)\) and \(\hat{S}_{i \omega \omega}\left(\omega^{* *}\right)\). The former has been given in Fig. 4.6 but it is difficult to determine exactly the value of the latter. Here is the estimation:

Fig.4.7 shows the profile of \(\hat{S}_{1 \omega}(\omega)\) with various \(A\). Due to the symmetry, \(\hat{S}_{2 \omega}(\omega)\) could also
be depicted by the figure. Therefore, considering only the case of \(\hat{S}_{1 \omega \omega}(\omega)\) with \(A\) ranging from \(1 / 8\) to \(7 / 8\) is enough. The figure shows every line has a 'turning point' at some \(\omega\), before which the line rises quickly (nearly linearly) and afterwards almost goes flat. The turning point (denote by \(\omega^{t}\) ) increases with smaller \(A\). Meanwhile, \(\omega^{*}<\omega^{t}\). It is obviously true if \(\omega<\omega^{t}\). Here is the explanation for the case when \(\omega>\omega^{t}\) :
\[
\begin{align*}
\hat{S}_{i \omega}\left(\omega^{*}\right) & =\frac{\hat{S}_{i}(\omega)-\hat{S}_{i}(0)}{\omega}, \\
& =\frac{\int_{0}^{\omega} \hat{S}_{i \omega}(\xi) d \xi}{\omega}, \\
& \approx \frac{\int_{0}^{\omega^{t}} l \xi d \xi+\int_{\omega^{t}}^{\omega} l \omega^{t} d \xi}{\omega}, \quad\left(\text { before } \omega^{t}, \text { assume } \hat{S}_{i \omega}(\omega)=l \omega \text { where } l=\text { const. }\right) \\
& =\frac{l \omega^{t}\left(\omega-\frac{\omega^{t}}{2}\right)}{\omega}<l \omega^{t}=\hat{S}_{i \omega}\left(\omega^{t}\right) . \tag{4.10}
\end{align*}
\]

Since \(\hat{S}_{i \omega}(0)<\hat{S}_{i \omega}\left(\omega^{*}\right)<\hat{S}_{i \omega}\left(\omega^{t}\right)\) and \(\hat{S}_{i \omega}\) is continuous, it could be concluded that \(0<\) \(\omega^{*}<\omega^{t}\). In other words, \(\omega^{*}\) always falls on the (almost) straight line of \(\hat{S}_{i \omega}\). When \(\omega \gg \omega^{t}\), \(\omega^{*} \approx \omega^{t}\).

Additionally, \(\omega^{* *} \leq \omega^{*}\) so \(\omega^{* *}\) is on the straight line too. According to Fig.4.7, \(\hat{S}_{1 \omega \omega}\left(\omega^{* *}\right) \approx\) \(\hat{S}_{1 \omega \omega}\left(\omega^{*}\right) \approx \hat{S}_{1 \omega \omega}(0)\). Then Eq.(4.9) becomes
\[
\left(\frac{1}{2}-\eta_{1}\right) \hat{S}_{1 \omega \omega}(0) .
\]

Next, consider the convergence rate as a whole:
\[
\left.\begin{align*}
& \left|\begin{array}{|c}
\frac{\hat{S}_{1}(0)-\hat{S}_{1}(\omega)+\frac{1}{2} \omega^{2} \hat{S}_{1 \omega \omega}(0)}{\hat{S}_{1}(0)+\hat{S}_{2}(\omega)+\frac{1}{2} \omega^{2} \hat{S}_{1 \omega \omega}(0)} \cdot \frac{\hat{S}_{2}(0)-\hat{S}_{2}(\omega)+\frac{1}{2} \omega^{2} \hat{S}_{2 \omega \omega}(0)}{\hat{S}_{2}(0)+\hat{S}_{1}(\omega)+\frac{1}{2} \omega^{2} \hat{S}_{2 \omega \omega}(0)}
\end{array}\right| \\
\approx & \left\lvert\, \begin{array}{c}
\left.\frac{1}{2}-\eta_{1}\right) \omega^{2} \hat{S}_{1 \omega \omega}(0) \\
\hat{S}_{1}(0)+\hat{S}_{2}(\omega)+\frac{1}{2} \omega^{2} \hat{S}_{1 \omega \omega}(0)
\end{array} \frac{\left(\frac{1}{2}-\eta_{2}\right) \omega^{2} \hat{S}_{2 \omega \omega}(0)}{\hat{S}_{2}(0)+\hat{S}_{1}(\omega)+\frac{1}{2} \omega^{2} \hat{S}_{2 \omega \omega}(0)}\right.
\end{align*} \right\rvert\,, ~\left\{\begin{array}{l}
\left.1-\frac{G(\omega)+\left[\frac{1}{2}\left(\eta_{1}+\eta_{2}\right)-\eta_{1} \eta_{2}\right] \omega^{4} S_{1 \omega \omega}(0) \hat{S}_{2 \omega \omega}(0)}{G(\omega)+\frac{1}{4} \omega^{4} \hat{S}_{1 \omega \omega}(0) \hat{S}_{2 \omega \omega}(0)} \right\rvert\,, \tag{4.11}
\end{array}\right.
\]
where
\[
\begin{aligned}
G(\omega):= & \left(\hat{S}_{1}(0)+\hat{S}_{2}(\omega)\right)\left(\hat{S}_{2}(0)+\hat{S}_{1}(\omega)\right)+\frac{1}{2} \omega^{2} \hat{S}_{2 \omega \omega}(0)\left(\hat{S}_{1}(0)+\hat{S}_{2}(\omega)\right)+ \\
& \frac{1}{2} \omega^{2} \hat{S}_{1 \omega \omega}(0)\left(\hat{S}_{2}(0)+\hat{S}_{1}(\omega)\right) .
\end{aligned}
\]

It is clear that the convergence rate depends on the multiplication \(\hat{S}_{1 \omega \omega}(0) \hat{S}_{2 \omega \omega}(0)\) : the smaller the multiplication, the lower the convergence rate, because when the multiplication is small enough to be negligible to \(G(\omega)\), the value tends to zero. Otherwise \(G(\omega)\) could not dominate the value and the entire value could be largely influenced by \(\hat{S}_{1 \omega \omega}(0) \hat{S}_{2 \omega \omega}(0)\).

According to symmetry, the multiplication could be transformed to:
\[
\begin{equation*}
\hat{S}_{1 \omega \omega}(0)_{\mid A} \hat{S}_{2 \omega \omega}(0)_{\mid A}=\hat{S}_{1 \omega \omega}(0)_{\mid A} \hat{S}_{1 \omega \omega}(0)_{\mid(1-A)} . \tag{4.12}
\end{equation*}
\]

Fig. 4.6 shows that a 'well-behaved' \(A\) is always paired with 'poorly-behaved' \(A\). For example, \(A=1 / 8\) and \(7 / 8\). The former has the least \(\hat{S}_{1 \omega \omega}(0)\) value but the latter has the largest. By calculating Eq.(4.12), it enables the comparison of the convergence rate of RR-SP2 among various \(A\). The calculation result is illustrated in Fig.4.8, which shows that \(A=1 / 8\) case has the smallest multiplication value and \(4 / 8\) case has the largest. Therefore, the former could be expected to perform the fastest convergence while the latter performs the lowest. The other 2 cases should be in the middle place and follow the order of magnitude of \(A\) itself. Note \(A=7 / 8\) case is identical to \(A=1 / 8\) and so are \(A=5 / 8,6 / 8\), so the cases of \(A>4 / 8\) are not plotted. For example, according to Eq.(4.12), \(\hat{S}_{1 \omega \omega}(0)_{\left\lvert\, \frac{1}{8}\right.} \hat{S}_{2 \omega \omega}(0)_{\left\lvert\, \frac{1}{8}\right.}=\hat{S}_{2 \omega \omega}(0)_{\left\lvert\, \frac{7}{8}\right.} \hat{S}_{1 \omega \omega}(0)_{\left\lvert\, \frac{7}{8}\right.}\), which is equal to the case of \(A=7 / 8: \hat{S}_{1 \omega \omega}(0)_{\left\lvert\, \frac{7}{8}\right.} \hat{S}_{2 \omega \omega}(0)_{\left\lvert\, \frac{7}{8}\right.}\).


Figure 4.8. Profile of \(\hat{S}_{1 \omega \omega}(0) \hat{S}_{2 \omega \omega}(0)\). Since \(\hat{S}_{1 \omega \omega \mid A}(0)=\hat{S}_{2 \omega \omega \mid 1-A}(0)\), the profile is symmetric along \(A=4 / 8\), so the cases for \(A>4 / 8\) are not plotted.

Fig.4.9 compares the convergence rate between RR-SP0 and RR-SP2 with \(A\) ranging from \(1 / 8\) to \(4 / 8\). The cases of \(A\) larger than \(4 / 8\) could be found in the figure by its 'twin' pair: \(1-A\) thus neglected. The figure shows that \(A=1 / 8\) has the lowest convergence rate and the case of \(A=2 / 8,3 / 8\) and \(4 / 8\) follows in the order of rising A. Meanwhile, the lines of \(A=3 / 8\) and \(4 / 8\) cases are very close and the two cases have close lines in Fig.4.8 as well. It indicates that \(\hat{S}_{1 \omega \omega}(0) \hat{S}_{2 \omega \omega}(0)\) has good approximation of the convergence rate. In addition, it could be
seen that SP2 has clear advantage over SP0 when \(A\) is small. As \(A\) approaches the symmetry line ( \(A=4 / 8\) ), the advantage of SP2 becomes less. Overall, SP2 shows lower convergence rate than SP0 regardless of \(A\).


Figure 4.9. Convergence rate of RR-SP0 and RR-SP2 with various \(A\).

\subsection*{4.2.2 Analysis of RR-SP2: approximation 2}

The approximation in Subsection 4.2.1 assumes that the profile of \(\hat{S}_{i \omega}(\omega)\) is linear before \(\omega^{t}\) and flat afterwards. The presumption leads to \(\hat{S}_{i \omega \omega}\left(\omega^{* *}\right) \approx \hat{S}_{i \omega \omega}(0)\), which could incur non-negligible error especially when \(A\) is large, see Fig.4.6 \(\left(\hat{S}_{i \omega \omega}\left(\omega^{* *}\right) \neq \hat{S}_{i \omega \omega}(0)\right)\). This subsection introduces another approximation of the convergence rate of RR-SP2. The approximation still presumes that \(\hat{S}_{i \omega}(\omega)\) is linear before \(\omega^{t}\) and flat afterwards but will not consider \(\hat{S}_{i \omega \omega}\) as a constant.

According to Eq.(4.9), the convergence rate could be expressed as
\[
\begin{align*}
& \left|\frac{\hat{S}_{1}(0)-\hat{S}_{1}(\omega)+\frac{1}{2} \omega^{2} \hat{S}_{1 \omega \omega}(0)}{\hat{S}_{1}(0)+\hat{S}_{2}(\omega)+\frac{1}{2} \omega^{2} \hat{S}_{1 \omega \omega}(0)} \cdot \frac{\hat{S}_{2}(0)-\hat{S}_{2}(\omega)+\frac{1}{2} \omega^{2} \hat{S}_{2 \omega \omega}(0)}{\hat{S}_{2}(0)+\hat{S}_{1}(\omega)+\frac{1}{2} \omega^{2} \hat{S}_{2 \omega \omega}(0)}\right| \\
& =\left|\frac{\hat{S}_{1}(0)-\hat{S}_{1}(\omega)+\frac{1}{2} \omega^{2} \hat{S}_{1 \omega \omega}(0)}{\hat{S}_{1}(0)-\hat{S}_{1}(\omega)+\frac{1}{2} \omega^{2} \hat{S}_{1 \omega \omega}(0)+\hat{S}(\omega)} \cdot \frac{\hat{S}_{2}(0)-\hat{S}_{2}(\omega)+\frac{1}{2} \omega^{2} \hat{S}_{2 \omega \omega}(0)}{\hat{S}_{2}(0)-\hat{S}_{2}(\omega)+\frac{1}{2} \omega^{2} \hat{S}_{2 \omega \omega}(0)+\hat{S}(\omega)}\right|, \\
& =\left|\frac{-\eta_{1} \omega^{2} \hat{S}_{1 \omega \omega}\left(\omega^{* *}\right)+\frac{1}{2} \omega^{2} \hat{S}_{1 \omega \omega}(0)}{-\eta_{1} \omega^{2} \hat{S}_{1 \omega \omega}\left(\omega^{* *}\right)+\frac{1}{2} \omega^{2} \hat{S}_{1 \omega \omega}(0)+\hat{S}(\omega)} \cdot \frac{-\eta_{2} \omega^{2} \hat{S}_{2 \omega \omega}\left(\omega^{* *}\right)+\frac{1}{2} \omega^{2} \hat{S}_{2 \omega \omega}(0)}{-\eta_{2} \omega^{2} \hat{S}_{1 \omega \omega}\left(\omega^{* *}\right)+\frac{1}{2} \omega^{2} \hat{S}_{1 \omega \omega}(0)+\hat{S}(\omega)}\right| \text {, } \\
& =\left|\frac{-\frac{1}{2} \omega^{2} \Delta s_{1 \omega \omega}\left(\omega^{* *}\right)+\left(\frac{1}{2}-\eta_{1}\right) \omega^{2} \hat{S}_{1 \omega \omega}\left(\omega^{* *}\right)}{-\frac{1}{2} \omega^{2} \Delta s_{1 \omega \omega}\left(\omega^{* *}\right)+\left(\frac{1}{2}-\eta_{1}\right) \omega^{2} \hat{S}_{1 \omega \omega}\left(\omega^{* *}\right)+\hat{S}(\omega)}\right| \text {. } \\
& \left|\frac{-\frac{1}{2} \omega^{2} \Delta s_{2 \omega \omega}\left(\omega^{* *}\right)+\left(\frac{1}{2}-\eta_{2}\right) \omega^{2} \hat{S}_{2 \omega \omega}\left(\omega^{* *}\right)}{-\frac{1}{2} \omega^{2} \Delta s_{2 \omega \omega}\left(\omega^{* *}\right)+\left(\frac{1}{2}-\eta_{2}\right) \omega^{2} \hat{S}_{2 \omega \omega}\left(\omega^{* *}\right)+\hat{S}(\omega)}\right| . \tag{4.13}
\end{align*}
\]

Note \(\hat{S}(\omega)=\hat{S}_{1}(\omega)+\hat{S}_{2}(\omega)\) and \(\Delta s_{i \omega \omega}(\omega):=\hat{S}_{i \omega \omega}(\omega)-\hat{S}_{i \omega \omega}(0)\).
Next consider the value of \(\eta_{i}\). Let us assume \(\omega^{*}:=\eta_{i} \omega\) is either less or greater than \(\frac{1}{2} \omega^{t}\) (certainly less than \(\omega^{t}\), see Eq.(4.10)). The turning point \(\omega^{t}\) could be found from the profile of \(\hat{S}_{1}(\omega)\) as well, see Fig.4.10. The figure is similar to Fig.4.1 in terms of showing \(\hat{S}_{1}(\omega)\) profile but concentrates more on displaying the two-dimensional curvature of the lines. The turning point is roughly where the lines start rising linearly, and before it the rise is acting along changeable tangent.
1. If \(\omega^{*}\) is less than \(\frac{1}{2} \omega^{t}, \omega\) should be smaller than \(\omega^{t}\) because \(\omega \approx 2 \omega^{*}\) and \(\eta_{i} \approx 1 / 2\). Here is the elaboration:
\[
\begin{aligned}
-\hat{S}_{1 \omega}\left(\omega^{*}\right) & =\frac{\hat{S}_{1}(0)-\hat{S}_{1}(\omega)}{\omega} \\
& =-\frac{\int_{0}^{\omega} \hat{S}_{1 \omega}(\xi) d \xi}{\omega}, \\
& \approx-\frac{\hat{S}_{1 \omega}\left(\frac{\omega}{2}\right) \omega}{\omega}, \quad\left(\hat{S}_{1 \omega} \text { is almost linear before } \omega^{t},\right) \\
& =-\hat{S}_{1 \omega}\left(\frac{\omega}{2}\right)
\end{aligned}
\]

Therefore, \(\eta_{i} \approx 1 / 2\) and Eq.(4.13) becomes
\[
\begin{equation*}
\left|\frac{-\frac{1}{2} \omega^{2} \Delta s_{1 \omega \omega}\left(\omega^{* *}\right)}{-\frac{1}{2} \omega^{2} \Delta s_{1 \omega \omega}\left(\omega^{* *}\right)+\hat{S}(\omega)} \cdot \frac{-\frac{1}{2} \omega^{2} \Delta s_{2 \omega \omega}\left(\omega^{* *}\right)}{-\frac{1}{2} \omega^{2} \Delta s_{2 \omega \omega}\left(\omega^{* *}\right)+\hat{S}(\omega)}\right| . \tag{4.14}
\end{equation*}
\]
2. If \(\omega^{*}\) is larger than \(\frac{1}{2} \omega^{t}, \omega\) must be larger than \(\omega^{t}\). Assume \(\omega=k \omega^{t}(k>1)\), it could be
proved that \(\eta_{i}=\frac{1}{k}-\frac{1}{2 k^{2}}\). Here is the elaboration:
\[
\begin{aligned}
& \hat{S}_{i \omega}\left(\omega^{*}\right)=\frac{l \omega^{t}\left(\omega-\frac{\omega^{t}}{2}\right)}{\omega}, \quad \text { from Eq.(4.10), } \\
\rightarrow & \omega^{*}=\frac{\omega^{t}\left(\omega-\frac{\omega^{t}}{2}\right)}{\omega}, \\
\rightarrow & \eta_{i}:=\frac{\omega^{*}}{\omega}=\frac{\omega^{t}\left(\omega-\frac{\omega^{t}}{2}\right)}{\omega^{2}}, \quad\left(\omega=k \omega^{t},\right) \\
\rightarrow & \eta_{i}=\frac{1}{k}-\frac{1}{2 k^{2}} .
\end{aligned}
\]

Both Fig.4.7 and Fig.4.10 show that for those small-valued \(A, \omega^{t}\) is relative large and \(k\) could be quite small (no more than 2), so \(\eta_{i}\) is still close to \(1 / 2\) and \(\left(\frac{1}{2}-\eta_{i}\right)\) is small enough to neglect. For those high-valued \(A, k\) is large thus \(\left(\frac{1}{2}-\eta_{i}\right)\) could not be neglected but on the other hand \(\hat{S}_{i \omega \omega}\left(\omega^{* *}\right)\) could be very small, see Fig.4.6. It could be estimated that \(\omega^{* *}\) is close to (slightly smaller) \(\omega^{*}\) (due to quasi-linearity of \(\hat{S}_{i \omega}\) before \(\omega^{t}\) ) so when \(\omega^{*}\) is larger than \(\frac{1}{2} \omega^{t}\), so is \(\omega^{* *}\). Take \(A=7 / 8\) case for example, \(\omega^{t}\) is about \(2 \pi\). At \(\omega=0\) the peak value is reached but at merely \(\omega=\frac{\omega^{t}}{2}=\pi, \hat{S}_{i \omega \omega}(\pi)\) drops down to nearly 0 . It is common for high-valued \(A\) cases that they all drop sharply down to very small number after \(\frac{1}{2} \omega^{t}\) so in this case \(\hat{S}_{i \omega \omega}\left(\omega^{* *}\right)\) is negligible.

The above estimation shows that in any case, the term \(\left(\frac{1}{2}-\eta_{i}\right) \omega^{2} \hat{S}_{i \omega \omega}\left(\omega^{* *}\right)\) in Eq.(4.13) could be neglected and the equation could be reduced to Eq.(4.14), which is equal to
\[
\left|1-\frac{\hat{S}^{2}(\omega)-\frac{1}{2} \omega^{2} \hat{S}(\omega)\left(\Delta s_{1 \omega \omega}\left(\omega^{* *}\right) \Delta s_{2 \omega \omega}\left(\omega^{* *}\right)\right)}{\hat{S}^{2}(\omega)-\frac{1}{2} \omega^{2} \hat{S}(\omega)\left(\Delta s_{1 \omega \omega}\left(\omega^{* *}\right) \Delta s_{2 \omega \omega}\left(\omega^{* *}\right)\right)+\frac{1}{4} \omega^{4} \Delta s_{1 \omega \omega}\left(\omega^{* *}\right) \Delta s_{2 \omega \omega}\left(\omega^{* *}\right)}\right| .
\]

It is clear that the smaller the multiplication \(\Delta s_{1 \omega \omega}\left(\omega^{* *}\right) \Delta s_{2 \omega \omega}\left(\omega^{* *}\right)\), the smaller the convergence rate. As mentioned earlier, \(0<\omega^{* *}<\omega^{t}\), so by cutting off the extra part ( \(\omega>\omega^{t}\) ) of the profile of \(\Delta s_{1 \omega \omega}(\omega)\), the profile of \(\Delta s_{1 \omega \omega}\left(\omega^{* *}\right)\) could be obtained.

Fig.4.11 illustrates the multiplication of \(\Delta s_{1 \omega \omega}\left(\omega^{* *}\right) \Delta s_{2 \omega \omega}\left(\omega^{* *}\right)\) (extra part is not cut off but the trend remains unchanged), which shows consistent result as Fig.4.8. The case of \(A=1 / 8\) has the smallest multiplication and it is followed by \(A=2 / 8,3 / 8\) and \(4 / 8\) respectively. The \(3 / 8\) and \(4 / 8\) lines are close, as is verified by Fig.4.9. It means that \(\Delta s_{1 \omega \omega}(\omega) \Delta s_{2 \omega \omega}(\omega)\) also offers good approximation of the convergence rate of RR-SP2. Compared with the approximation by \(\hat{S}_{1 \omega \omega}(0) \hat{S}_{2 \omega \omega}(0)\), this approximation should be more accurate because it does not presume \(\hat{S}_{i \omega \omega}\) as constant (and it is really not). The result shows that both methods are effective but the latter might be easier to use because it requires the knowledge of \(\hat{S}_{i \omega \omega}(\omega)\) at \(\omega=0\) only.


Figure 4.10. Profile of \(\hat{S}_{1}(\omega):=\omega \operatorname{coth}(\omega A)\) with various \(A\). If \(\omega^{*}\) is smaller than \(\frac{1}{2} \omega^{t}\), the mean value \(\omega^{*}\) is approximately equal to \(\frac{1}{2} \omega\) because \(\hat{S}_{1 \omega}(\omega)\) rises almost linearly before \(\omega^{t}\). Therefore, \(\eta_{i} \approx 1 / 2\) in this case.

\subsection*{4.3 Convergence analysis of conventional RR algorithm}

Consider a BVP defined in \(\Omega:=\{0 \leq x \leq 1,0 \leq y \leq B\}\) to be solved by a Robin-Robin algorithm:
\[
\begin{align*}
\mathcal{L} u_{1}^{n+1}=f_{1}, & \text { on } \Omega_{1} \\
u_{1 y}^{n+1}+\sigma_{1} u_{1}^{n+1}=u_{2 y}^{n}+\sigma_{1} u_{2}^{n}, & \text { on } \Gamma, \\
u_{1}^{n+1}=0, & \text { on } \partial \Omega_{1} \backslash \Gamma,  \tag{4.15}\\
\mathcal{L} u_{2}^{n+1}=f_{2}, & \text { on } \Omega_{2} \\
u_{2 y}^{n+1}-\sigma_{2} u_{2}^{n+1}=u_{1 y}^{n}-\sigma_{2} u_{1}^{n}, & \text { on } \Gamma, \\
u_{2}^{n+1}=0, & \text { on } \partial \Omega_{2} \backslash \Gamma .
\end{align*}
\]

Note \(\sigma_{1}\) and \(\sigma_{2}\) are constants. Particularly, if let \(\sigma_{1}:=S_{2}^{*} I\) and \(\sigma_{2}:=S_{1}^{*} I\), the algorithm is equal to RR-SP0. According to the convergence rate calculation performed in Chapter 3, the convergence rate of the algorithm in application to solving Poisson's equation could be given directly:
\[
\begin{array}{r}
\left\|\hat{e}_{i}^{n+1}\right\|=\left|\frac{\sigma_{2}-k \pi \operatorname{coth}(k \pi A)}{\sigma_{2}+k \pi \operatorname{coth}(k \pi(B-A))} \frac{\sigma_{1}-k \pi \operatorname{coth}(k \pi(B-A))}{\sigma_{1}+k \pi \operatorname{coth}(k \pi A)}\right|\left\|\hat{e}_{i}^{n}\right\|,  \tag{4.16}\\
(k=1,2 \ldots)
\end{array}
\]


Figure 4.11. Profile of \(\Delta s_{1 \omega \omega}(\omega) \Delta s_{2 \omega \omega}(\omega)\). The definition of \(\Delta s_{i \omega \omega}(\omega)\) is \(\Delta s_{i \omega \omega}(\omega):=\hat{S}_{i \omega \omega}(\omega)-\hat{S}_{i \omega \omega}(0)\). By cutting off the part of \(\omega>\omega^{t}\), the figure could show \(\Delta s_{1 \omega \omega}\left(\omega^{* *}\right) \cdot \Delta s_{2 \omega \omega}\left(\omega^{* *}\right)\)

If let \(\lambda:=\sigma_{1}=\sigma_{2}\), the algorithm becomes what Lui proposed in [102]:
\[
\begin{align*}
\mathcal{L} u_{i}^{n+1}=f_{i}, & \text { on } \Omega_{i}, \\
\frac{\partial u_{i}^{n+1}}{\partial n_{i}}+\lambda u_{i}^{n+1}=g_{i}^{n+1}, & \text { on } \Gamma,  \tag{4.17}\\
u_{i}^{n+1}=0 & \text { on } \partial \Omega_{i} \backslash \Gamma,
\end{align*}
\]
where
\[
\begin{equation*}
g_{1}^{n+1}=2 \lambda u_{2 \mid \Gamma}^{n}-g_{2}^{n}, \quad g_{2}^{n+1}=2 \lambda u_{1 \mid \Gamma}^{n}-g_{1}^{n} . \tag{4.18}
\end{equation*}
\]

Following Eq.(4.16), the convergence rate is as follows:
\[
\begin{array}{r}
\left\|\hat{e}_{i}^{n+1}\right\|=\left|\frac{\lambda-k \pi \operatorname{coth}(k \pi A)}{\lambda+k \pi \operatorname{coth}(k \pi(B-A))} \frac{\lambda-k \pi \operatorname{coth}(k \pi(B-A))}{\lambda+k \pi \operatorname{coth}(k \pi A)}\right|\left\|\hat{e}_{i}^{n}\right\|,  \tag{4.19}\\
(k=1,2 \ldots) .
\end{array}
\]

Lui stated in his paper [102] that the optimal \(\lambda=6.794\) could achieve the fastest convergence regardless of interface boundary position \(A\). However, 6.794 is not always the best choice. Let \(\lambda=S_{1}^{*} I\), the convergence is proved faster than 6.794 by numerical test when \(A=1 / 8\). Recall in Section 4.1, it is found that the convergence rate is determined by \(\Delta s_{1}(\omega) \Delta s_{2}(\omega)\). Similar to the definition of \(\Delta s_{i}\), the convergence rate of the algorithm as shown in Eq.(4.15)
is determined by:
\[
\begin{align*}
\Delta \sigma_{1}(\omega) \Delta \sigma_{2}(\omega) & :=\left(k \pi \operatorname{coth}(k \pi A)-\sigma_{2}\right)\left(k \pi \operatorname{coth}(k \pi(B-A))-\sigma_{1}\right), \\
& =\left(\hat{S}_{1}(\omega)-\sigma_{2}\right)\left(\hat{S}_{2}(\omega)-\sigma_{1}\right), \quad(\omega:=k \pi, k=1,2 \ldots) . \tag{4.20}
\end{align*}
\]

By calculating the value of \(\Delta \sigma_{1}(\omega) \Delta \sigma_{2}(\omega)\) with various \(A\), the convergence rate could be compared. Fig.4.12 shows the comparison between \(\lambda=6.794\) case and \(\lambda=S_{1}^{*} I\) case against several selections of \(A\). The figure shows that when \(A=1 / 8, S_{1}^{*} I\) case line is slightly below 6.794 case line, which means the convergence of the former could be slightly faster than the latter. As for \(A=3 / 8\) and \(A=7 / 8\) cases, the lines of \(S_{1}^{*} I\) case are much above those of 6.794 case, which suggests that the convergence of 6.794 case would be better than its counterpart, especially for \(A=7 / 8\) case.


Figure 4.12. Profile of \(\Delta \sigma_{1} \Delta \sigma_{2}\). In Lui's case, \(\lambda=\sigma_{1}=\sigma_{2}=6.794\). In otherwise case, \(\lambda=\sigma_{1}=\sigma_{2}=S_{1}^{*} I\)

A numerical test is performed on the two algorithms to solve a Poisson's equation with \(A=\) \(1 / 8,3 / 8\) and \(7 / 8\). The test case is the same as Subsection 4.1.2 except for the convergence criterion, which follows what Lui used in his paper:
\[
\begin{equation*}
\max \left(\left\|e_{1}^{n}\right\|_{\infty},\left\|e_{2}^{n}\right\|_{\infty}\right)<10^{-4} \tag{4.21}
\end{equation*}
\]

The numerical test result is summarised in Table 4.2, which shows consistent result with Fig.4.12. Firstly, \(\lambda=S_{1}^{*} I\) is better than 6.794 in \(A=1 / 8\) case and worse in other 2 cases. Secondly, given \(\lambda=S_{1}^{*} I, A=1 / 8\) case has the fastest convergence, and is followed by \(3 / 8\)
and \(7 / 8\) respectively. In addition, the difference between \(\lambda=S_{1}^{*} I\) and \(S_{1} I\) is related to the boundary effect, which will be elaborated in Section 4.4. The convergence history of the test is displayed in Fig.4.13 to 4.15.

Table 4.2. Convergence iterations of Lui's algorithm in application to a Poisson's equation.
\begin{tabular}{lrrr}
\hline\(A\) & \(1 / 8\) & \(3 / 8\) & \(7 / 8\) \\
\hline\(\lambda=6.794\) & 5 & 8 & 6 \\
\(\lambda=S_{i} I\) & 4 & 8 & 15 \\
\(\lambda=S_{i}^{*} I\) & 4 & 10 & 22 \\
\hline
\end{tabular}

If let \(\lambda=S_{2}^{*} I\) or \(S_{2} I\), the algorithm could be expected to perform equally well in \(A=7 / 8\) case (and better than \(\lambda=6.794\) case) as \(\lambda=S_{1}^{*} I\) or \(S_{1} I\) in \(A=1 / 8\) case because the algorithm is symmetric in terms of \(A\). Here is the elaboration: recall Eq.(4.20) determines the convergence rate:
\[
\begin{align*}
\Delta \sigma_{1}(\omega) \Delta \sigma_{2}(\omega) & =\left(\hat{S}_{1}(\omega)-\sigma_{2}\right)\left(\hat{S}_{2}(\omega)-\sigma_{1}\right), \\
& =\left(\hat{S}_{1}(\omega)-S_{1}^{*} I\right)\left(\hat{S}_{2}(\omega)-S_{1}^{*} I\right), \quad\left(\lambda=\sigma_{l}=\sigma_{r}=S_{1}^{*} I,\right) \\
& =\left(\hat{S}_{1}^{\frac{1}{8}}(\omega)-\frac{1}{A}\right)\left(\hat{S}_{2}^{\frac{1}{8}}(\omega)-\frac{1}{A}\right), \quad\left(A=\frac{1}{8},\right)  \tag{4.22}\\
& =\left(\hat{S}_{2}^{\frac{7}{8}}(\omega)-\frac{1}{B-A}\right)\left(\hat{S}_{1}^{\frac{7}{8}}(\omega)-\frac{1}{B-A}\right), \quad\left(A=\frac{7}{8},\right) \\
& =\left(\hat{S}_{2}^{\frac{7}{8}}(\omega)-S_{2}^{*} I\right)\left(\hat{S}_{1}^{\frac{7}{8}}(\omega)-S_{2}^{*} I\right), \quad\left(A=\frac{7}{8}\right) .
\end{align*}
\]

Note the superscript \((n)\) of \(\hat{S}_{i}^{n}(\omega)\) means \(\hat{S}_{i}(\omega)\) at \(A=n\).
It shows that when \(A=1 / 8\), the convergence rate of \(\lambda=S_{1}^{*} I\) is equal to that of \(\lambda=S_{2}^{*} I\) when \(A=7 / 8\). Compared with RR-SP0, letting \(\sigma_{l}=\sigma_{r}=S_{i}^{*} I(i=1,2)\) could be expected to result in slower convergence because single \(\sigma_{l(r)}\) could not be close to both \(S_{1}^{*} I\) and \(S_{2}^{*} I\) at the same time but RR-SP0 could do with 2 different \(\sigma\). This proves the advantage of RR-SP0 over Lui's single-value \(\sigma(\lambda)\) algorithm (conventional RR algorithm).

\subsection*{4.4 Boundary effect analysis of RR-SP0}

This section discusses the influence of the so-called 'boundary effect' on the convergence rate of RR-SP0 algorithm. The boundary effect could boost the convergence compared with the case of \(S_{i} I\) treated as constant, but the boost intensity varies with \(A\). This section quantifies the boundary effect in an estimated way and propose an easy empirical method to evaluate the boundary effect.

\subsection*{4.4.1 Modelling of boundary effect}

The boundary effect arises from the existence of the boundary on \(x\) direction. It makes the unit function \(I\) terminate at boundary and the value of \(S_{i} I\) differ from what it should have been


Figure 4.13. Convergence history of Lui's algorithm in application to solving a Poisson's equation with three different \(\lambda, A=1 / 8\).


Figure 4.14. Convergence history of Lui's algorithm in application to solving a Poisson's equation with three different \(\lambda, A=3 / 8\).


Figure 4.15. Convergence history of Lui's algorithm in application to solving a Poisson's equation with three different \(\lambda, A=7 / 8\).
if \(I\) had no boundary. The difference resulted by the boundary effect is illustrated in Fig.4.5, where two 'pikes' could be found at both ends of the figures. In otherwise case, the profile of \(S_{i} I\) is a constant. In previous convergence rate calculation, \(S_{i} I\) is taken as a constant because the 'pike function' is difficult to quantify. However, the method might be over-simplified in predicting the convergence, as can be seen from Table 4.1 that the result between \(S_{i} I\) and \(S_{i}^{*} I\) could vary much especially for middle-valued \(A\) cases. The idea to fix the simplification is to fit the 'pike function' with a model function and consider \(S_{i} I\) as the sum of the constant function and the 'pike function':
\[
S_{i} I(x)=S_{i}^{*} I+P_{i}(x),
\]
where \(P_{i}(x)\) represents the 'pike function'.
The following exponential function is used to model \(P_{i}(x)\) :
\[
\begin{equation*}
P_{i}(x):=\alpha e^{-\beta\left(x-\sigma_{l}\right)}+\alpha e^{\beta\left(x-\sigma_{r}\right)}, \tag{4.23}
\end{equation*}
\]
where \(x \in\left[\sigma_{l}, \sigma_{r}\right]\) and \(0<\sigma_{l}, \sigma_{r}<1\).
The free parameters ( \(\alpha, \beta, \sigma_{l}, \sigma_{r}\) ) of the model equation could be determined by fitting \(S_{i} I(x)\) profile. The plotting of \(S_{i} I(x)\) requires the calculation of \(S_{i} I\) in advance, which is part of the pre-calculation of implementing RR-SP0 algorithm. Therefore, there is no extra computing
cost incurred.

Take Fourier transform on \(S_{i} I\) : ( \(j\) is imaginary unit)
\[
\mathcal{F}\left[S_{i} I\right]=\hat{S}_{i}(0)+f_{r}(\omega)+f_{i}(\omega) j
\]
where \(f_{r}\) and \(f_{i}\) are the real and imaginary part of Fourier transform of \(P_{i}(x)\) respectively, and they could be obtained analytically:
\[
\begin{align*}
f_{r}(\omega) & :=\frac{\alpha}{\beta^{2}+\omega^{2}}\left[\beta\left(\cos \sigma_{l} \omega+\cos \sigma_{r} \omega\right)+\omega\left(\sin \sigma_{r} \omega-\sin \sigma_{l} \omega\right)\right]  \tag{4.24}\\
f_{i}(\omega) & :=\frac{\alpha}{\beta^{2}+\omega^{2}}\left[-\beta\left(\sin \sigma_{l} \omega+\sin \sigma_{r} \omega\right)+\omega\left(\cos \sigma_{r} \omega-\cos \sigma_{l} \omega\right)\right] \tag{4.25}
\end{align*}
\]

Now consider the (parallel) convergence rate calculation of RR-SP0 again. The standard approach has been performed in Chapter 3 and let us skip to Eqs.(3.42) and (3.43) directly:
\[
\begin{aligned}
& \hat{e}_{1 y}^{n+1}(A)+\mathcal{F}\left[\left(S_{2}^{*} I+P_{2}(x)\right) \cdot e_{1}^{n+1}(A)\right]=\hat{\gamma}_{1}^{n+1}(A) \\
\rightarrow & \hat{e}_{1 y}^{n+1}(A)+\hat{S}_{2}(0) \hat{e}_{1}^{n+1}(A)+\frac{1}{2 \pi} \hat{P}_{2}(\omega) * \hat{e}_{1}^{n+1}(A)=\hat{\gamma}_{1}^{n+1}(A), \\
\rightarrow & C_{1}(\omega)\left(\omega \cosh (\omega A)+\hat{S}_{2}(0) \sinh (\omega A)\right)+\frac{1}{2 \pi} \hat{P}_{2}(\omega) * \hat{e}_{1}^{n+1}(A)=\hat{\gamma}_{1}^{n+1}(A) \\
\rightarrow & C_{1}(\omega)=\frac{\hat{\gamma}_{1}^{n+1}(A)-\frac{1}{2 \pi} \hat{P}_{2}(\omega) * \hat{e}_{1}^{n+1}(A)}{\omega \cosh (\omega A)+\hat{S}_{2}(0) \sinh (\omega A)} \\
& -\hat{e}_{2 y}^{n+1}\left(A^{\prime}\right)+\mathcal{F}\left[\left(S_{1}^{*} I+P_{1}(x)\right) \cdot e_{2}^{n+1}\left(A^{\prime}\right)\right]=\hat{\gamma}_{2}^{n+1}\left(A^{\prime}\right) \\
\rightarrow & -\hat{e}_{2 y}^{n+1}\left(A^{\prime}\right)+\hat{S}_{1}(0) \hat{e}_{2}^{n+1}\left(A^{\prime}\right)+\frac{1}{2 \pi} \hat{P}_{1}(\omega) * \hat{e}_{2}^{n+1}\left(A^{\prime}\right)=\hat{\gamma}_{2}^{n+1}\left(A^{\prime}\right), \\
\rightarrow & C_{2}(\omega)\left(-\omega \cosh \left(\omega A^{\prime}\right)+\hat{S}_{1}(0) \sinh \left(\omega A^{\prime}\right)\right)+\frac{1}{2 \pi} \hat{P}_{1}(\omega) * \hat{e}_{2}^{n+1}\left(A^{\prime}\right)=\hat{\gamma}_{2}^{n+1}\left(A^{\prime}\right), \\
\rightarrow & C_{2}(\omega)=\frac{\hat{\gamma}_{2}^{n+1}\left(A^{\prime}\right)-\frac{1}{2 \pi} \hat{P}_{1}(\omega) * \hat{e}_{2}^{n+1}\left(A^{\prime}\right)}{-\omega \cosh \left(\omega A^{\prime}\right)+\hat{S}_{1}(0) \sinh \left(\omega A^{\prime}\right)}
\end{aligned}
\]

The solutions to the BVPs are
\[
\begin{aligned}
& \hat{e}_{1}^{n+1}(\omega, y)=\frac{\left(\hat{\gamma}_{1}^{n+1}(A)-\frac{1}{2 \pi} \hat{P}_{2}(\omega) * \hat{e}_{1}^{n+1}(A)\right) \sinh (\omega y)}{\omega \cosh (\omega A)+\hat{S}_{2}(0) \sinh (\omega A)} \\
& \hat{e}_{2}^{n+1}(\omega, y)=\frac{\left(\hat{\gamma}_{2}^{n+1}(A)-\frac{1}{2 \pi} \hat{P}_{1}(\omega) * \hat{e}_{2}^{n+1}(A)\right) \sinh (\omega(y-B))}{-\omega \cosh (\omega(A-B))+\hat{S}_{1}(0) \sinh (\omega(A-B))}
\end{aligned}
\]

Particularly, on \(y=A\) the (implicit) solution reads
\[
\begin{align*}
& \hat{e}_{1}^{n+1}(\omega, A)=\frac{\hat{\gamma}_{1}^{n+1}(A)-\frac{1}{2 \pi} \hat{P}_{2}(\omega) * \hat{e}_{1}^{n+1}(A)}{\omega \operatorname{coth}(\omega A)+\hat{S}_{2}(0)}  \tag{4.26}\\
& \hat{e}_{2}^{n+1}(\omega, A)=\frac{\hat{\gamma}_{2}^{n+1}(A)-\frac{1}{2 \pi} \hat{P}_{1}(\omega) * \hat{e}_{2}^{n+1}(A)}{-\omega \operatorname{coth}(\omega(A-B))+\hat{S}_{1}(0)} \tag{4.27}
\end{align*}
\]

Next, expand \(\hat{\gamma}_{i}^{n+1}(A)\) :
\[
\begin{aligned}
\hat{\gamma}_{1}^{n+1}(A) & :=\hat{e}_{2 y}^{n}(A)+\hat{S}_{2}(0) \hat{e}_{2}^{n}(A)+\frac{1}{2 \pi} \hat{P}_{2}(\omega) * \hat{e}_{2}^{n}(A) \\
& =\left(\omega \operatorname{coth}(\omega(A-B))+\hat{S}_{2}(0)\right) \hat{e}_{2}^{n}(A)+\frac{1}{2 \pi} \hat{P}_{2}(\omega) * \hat{e}_{2}^{n}(A) \\
\hat{\gamma}_{2}^{n+1}(A) & :=-\hat{e}_{1 y}^{n}(A)+\hat{S}_{1}(0) \hat{e}_{1}^{n}(A)+\frac{1}{2 \pi} \hat{P}_{1}(\omega) * \hat{e}_{1}^{n}(A) \\
& =\left(-\omega \operatorname{coth}(\omega A)+\hat{S}_{1}(0)\right) \hat{e}_{1}^{n}(A)+\frac{1}{2 \pi} \hat{P}_{1}(\omega) * \hat{e}_{1}^{n}(A)
\end{aligned}
\]

Substitute the expanded \(\hat{\gamma}_{i}^{n+1}(A)\) into the solution at \(y=A\), the solution could be re-arranged as:
\[
\begin{align*}
\hat{e}_{1}^{n+1}(A)+\frac{\frac{1}{2 \pi} \hat{P}_{2}(\omega) * \hat{e}_{1}^{n+1}(A)}{\omega \operatorname{coth}(\omega A)+\hat{S}_{2}(0)}= & \frac{\omega \operatorname{coth}(\omega(A-B))+\hat{S}_{2}(0)}{\omega \operatorname{coth}(\omega A)+\hat{S}_{2}(0)} \hat{e}_{2}^{n}(A)+ \\
& \frac{\frac{1}{2 \pi} \hat{P}_{2}(\omega) * \hat{e}_{2}^{n}(A)}{\omega \operatorname{coth}(\omega A)+\hat{S}_{2}(0)},  \tag{4.28}\\
\hat{e}_{2}^{n+1}(A)+\frac{\frac{1}{2 \pi} \hat{P}_{1}(\omega) * \hat{e}_{2}^{n+1}(A)}{-\omega \operatorname{coth}(\omega(A-B))+\hat{S}_{1}(0)}= & \frac{-\omega \operatorname{coth}(\omega A)+\hat{S}_{1}(0)}{-\omega \operatorname{coth}(\omega(A-B))+\hat{S}_{1}(0)} \hat{e}_{1}^{n}(A)+  \tag{4.29}\\
& \frac{\frac{1}{2 \pi} \hat{P}_{1}(\omega) * \hat{e}_{1}^{n}(A)}{-\omega \operatorname{coth}(\omega(A-B))+\hat{S}_{1}(0)} .
\end{align*}
\]

The above equations are composed of two terms on each side separately, without the second of which the equations are identical to the standard approach performed in Chapter 3:
\[
\begin{align*}
& \hat{e}_{1}^{n+1}(A)=\frac{\omega \operatorname{coth}(\omega(A-B))+\hat{S}_{2}(0)}{\omega \operatorname{coth}(\omega A)+\hat{S}_{2}(0)} \hat{e}_{2}^{n}(A):=C R_{1}(\omega) \cdot \hat{e}_{2}^{n}(A)  \tag{4.30}\\
& \hat{e}_{2}^{n+1}(A)=\frac{-\omega \operatorname{coth}(\omega A)+\hat{S}_{1}(0)}{-\omega \operatorname{coth}(\omega(A-B))+\hat{S}_{1}(0)} \hat{e}_{1}^{n}(A):=C R_{2}(\omega) \cdot \hat{e}_{1}^{n}(A) \tag{4.31}
\end{align*}
\]

It is the second term on both sides of Eqs.(4.28) and (4.29) that changes the convergence rate. It is complicated to calculate the exact convolution, so some approximations need to be made. First consider the convolution in the left extra term:
\[
\begin{aligned}
\hat{P}_{i}(\omega) * \hat{e}_{j}^{n+1}(A) & =\hat{P}_{i}(\omega) *\left(\theta_{j}(\omega) C R_{j}(\omega) \hat{e}_{i}^{n}(A)\right), \quad i \neq j \\
& =X_{j}(\omega) \cdot \hat{P}_{i}(\omega) * \hat{e}_{i}^{n}(A)
\end{aligned}
\]

Note it is assumed that \(\hat{e}_{i}^{n+1}(A)=\theta_{i}(\omega) C R_{1}(\omega) \hat{e}_{j}^{n}(A)\), where the boundary effect is represented by a complex function \(\theta_{i}(\omega)\). If \(\left|\theta_{i}\right|<1\), the boundary effect boosts the convergence (as numerical result shows, see Table 4.1), otherwise the boundary effect makes the convergence slower. In addition, it is assumed that \(\left|X_{i}(\omega)\right|<1\) because certainly \(\left|\hat{e}_{i}^{n+1}(A)\right|<\left|\hat{e}_{j}^{n}(A)\right|\), and as a result the convolution of the former with \(\hat{P}_{i}(\omega)\) is smaller
than the convolution of the latter. \(X_{i}(\omega)\) is the nonlinear reflection of \(\theta_{i}(\omega) C R_{1}(\omega)\) out of the convolution calculation and remains unknown.

Next, move the second term of the left side in Eqs.(4.28) and (4.29) to the right side and re-arrange:
\[
\begin{align*}
& \hat{e}_{1}^{n+1}(A) \tag{4.32}
\end{align*}=\frac{\omega \operatorname{coth}(\omega(A-B))+\hat{S}_{2}(0)}{\omega \operatorname{coth}(\omega A)+\hat{S}_{2}(0)} \hat{e}_{2}^{n}(A)+\frac{\frac{1-X_{1}(\omega)}{2 \pi} \hat{P}_{2}(\omega) * \hat{e}_{2}^{n}(A)}{\omega \operatorname{coth}(\omega A)+\hat{S}_{2}(0)}, ~\left(4 . ~\left[\frac{\hat{e}_{1}^{n+1}(A)}{\hat{e}_{2}^{n}(A)}=\frac{\omega \operatorname{coth}(\omega(A-B))+\hat{S}_{2}(0)}{\omega \operatorname{coth}(\omega A)+\hat{S}_{2}(0)}+\frac{\frac{1-X_{1}(\omega)}{2 \pi} \frac{\hat{P}_{2}(\omega) * e_{2}^{n}(A)}{\hat{e}_{2}^{n}(A)}}{\omega \operatorname{coth}(\omega A)+\hat{S}_{2}(0)} .\right.\right.
\]

The first term on the right side represents the standard convergence rate \(\left(C R_{i}(\omega)\right)\) obtained from simplified calculation in Chapter 3, and the second terms represents the boundary effect. Comparing the two terms, it could be found that the two terms have identical denominators. Meanwhile, the real part of \(X_{i}(\omega)\) should be negative (since \(C R_{i}(\omega)\) is negative, see Fig.4.16) and \(\left|X_{i}\right|<1\), so it could be estimated that \(0<\left|1-X_{i}(\omega)\right|<2\) thus \(\left|\frac{1-X_{i}}{2 \pi}\right|<1\). Therefore, the effect is actually dominated by
\[
\begin{equation*}
\frac{\hat{P}_{i}(\omega) * \hat{e}_{i}^{n}(A)}{\hat{e}_{i}^{n}(A)} . \tag{4.34}
\end{equation*}
\]

\subsection*{4.4.2 Model study of boundary effect}

Recall in the convergence analysis of RR-SP0, it is assumed that the interface value \(e_{i}^{n}(x)\) is made up of polynomials up to order three, and Eqs.(4.2)-(4.5) show the Fourier transform of the polynomials. The profile of the Fourier transform is illustrated in Fig.4.17 and 4.18. Meanwhile, the Fourier transform of \(P_{i}(x)\) is given by Eqs.(4.24) and (4.25), and is illustrated in Figs.4.19 and 4.20.

Figs.4.17 and 4.18 show that the Fourier transform of polynomials of different orders is highly similar, especially when \(\omega\) is high (thus Fourier transform of even higher order polynomials is also similar) and they could be fitted by two models:
\[
\begin{equation*}
g_{r}:=\mathcal{F}\left[e_{i}^{n}(x, A)\right]_{r} \approx \frac{L_{r}}{\omega^{N_{r}}+1} \cos \left(\omega+\omega_{0}^{r}\right) ; \tag{4.35}
\end{equation*}
\]


Figure 4.16. Profile of \(C R_{i}(\omega)\), which is always non-positive and decreasing with rising \(\omega\).
\[
g_{i}(\omega):= \begin{cases}\mathcal{F}\left[e_{i}^{n}(x, A)\right]_{i} & \approx \frac{L_{i}}{\omega^{N_{i}}}\left(\cos \left(\xi \omega+\omega_{0}^{i}\right)-1\right), \quad \text { if order }=0  \tag{4.36}\\ \mathcal{F}\left[e_{i}^{n}(x, A)\right]_{i} & \approx \frac{L_{i}}{\omega^{N_{i}}+1} \cos \left(\xi \omega+\omega_{0}^{i}\right) . \quad \text { if order } \neq 0\end{cases}
\]

The free parameters are \(L_{r}, L_{i}, N_{r}, N_{i}, \xi, \omega_{0}^{r}\) and \(\omega_{0}^{i} .0<L_{r}, L_{i}, 0<N_{r}, N_{i}, 0<\xi\) and \(\pi / 2>\left|\omega_{0}^{r}\right|,\left|\omega_{0}^{i}\right|\). By changing them the model could be adjusted to fit the real lines of different order. Actually, the models are simplified version of Eqs.(4.2)-(4.5). As can be seen, the Fourier transform is either sine or cosine function, and the function magnitude declines by the order of \(\omega^{-N}\) where N depends on the order of polynomials. The combination of sine and cosine means that the model equations should have an initial angle \(\omega_{0}\) when the models are constructed by merely cosine function.

Next consider the modelling of Eqs.(4.24) and (4.25). The original functions are a mixture of sine and cosine functions and the magnitude declines approximately by order of \(\frac{\alpha \beta}{\beta^{2}+\omega^{2}}\) or \(\frac{\alpha \omega}{\beta^{2}+\omega^{2}}\). The figures show that the functions could be fitted by the following models:
\[
\begin{align*}
f_{r}(\omega) & \approx \frac{\alpha \beta}{\beta^{2}+\omega^{2}} \cos \left(\omega+\omega_{0 p}^{r}\right), \\
& \approx \frac{\alpha}{\beta} \frac{l_{r}}{1+\omega^{n_{r}}} \cos \left(\omega+\omega_{0 p}^{r}\right) . \tag{4.37}
\end{align*}
\]


Figure 4.17. Fourier transform of polynomials, real part. One model line is plotted for the case of order 2 according to Eq.(4.35). The parameters are: \(L_{r}=0.8, N_{r}=0.75, \omega_{0}^{r}=-\pi / 3\).


Figure 4.18. Fourier transform of polynomials, imaginary part. One model line is plotted for the case of order 2 according to Eq.(4.36). The parameters are: \(L_{i}=0.85, N_{i}=0.9, \omega_{0}^{i}=5 \pi / 12, \xi=0.9\).


Figure 4.19. Fourier transform of \(P_{i}(x)\), real part. The first three lines are plotted according to Eq.(4.24). In addition, one model function for \(\alpha=1, \beta=1\) case is also plotted according to Eq.(4.37) with the following parameters: \(l_{r}=1.8, n_{r}=1.3, \omega_{0 p}^{r}=-\pi / 5\). It fits the original function well.
\[
\begin{align*}
f_{i}(\omega) & \approx \frac{\alpha \omega}{\beta^{2}+\omega^{2}}\left(\cos \left(\omega+\omega_{0 p}^{i}\right)-1\right), \\
& \approx \frac{\alpha}{\beta} \frac{l_{i}}{1+\omega^{n_{i}}}\left(\cos \left(\omega+\omega_{0 p}^{i}\right)-1\right) . \tag{4.38}
\end{align*}
\]

The free parameters of above models are \(l_{r}, l_{i}, n_{r}, n_{i}, \omega_{0 p}^{r}\) and \(\omega_{0 p}^{i} .0<l_{r}, l_{i}, 0<n_{r}, n_{i}\) and \(\pi / 2>\left|\omega_{0 p}^{r}\right|,\left|\omega_{0 p}^{i}\right|\). The merit of the models is that \(\alpha\) and \(\beta\) are separated from \(\omega\), which would bring some convenience for the following calculation. In addition, one profile of the model is plotted against the original profile in Figs.4.19 and 4.20 for \((\alpha=1, \beta=1)\) case. The figures show that the modelled function fits well the original function.

Having obtained the model functions of \(\hat{P}_{i}(\omega)\) and \(\hat{e}_{i}^{n}(A)\), let us consider the calculation of Eq.(4.34). Denote \(\hat{P}_{i}(\omega)=f_{r}(\omega)+f_{i}(\omega) j\) and \(\hat{e}_{i}^{n}(A)=g_{r}(\omega)+g_{i}(\omega) j\). Note that \(\hat{P}_{i}(\omega)\) (so are \(f_{r}, f_{i}\) ) and \(\hat{e}_{i}^{n}(A)\) (so are \(g_{r}, g_{i}\) ) are both assumed to be defined in \((0, \infty)\).
\[
\begin{align*}
\frac{\hat{P}_{i}(\omega) * \hat{e}_{i}^{n}(A)}{\hat{e}_{i}^{n}(A)}= & \frac{g_{r}\left(f_{r} * g_{r}-f_{i} * g_{i}\right)}{g_{r}^{2}+g_{i}^{2}}+\frac{g_{i}\left(-f_{i} * g_{r}-f_{r} * g_{i}\right)}{g_{r}^{2}+g_{i}^{2}}+  \tag{4.39}\\
& \left(\frac{g_{i}\left(f_{i} * g_{i}-f_{r} * g_{r}\right)}{g_{r}^{2}+g_{i}^{2}}+\frac{g_{r}\left(f_{i} * g_{r}+f_{r} * g_{i}\right)}{g_{r}^{2}+g_{i}^{2}}\right) j .
\end{align*}
\]

The exact calculation is complex but since \(f_{r}, f_{i}, g_{r}\) and \(g_{i}\) are simple and uniform in expression, the calculation is similar in every part and the overall calculation could be largely


Figure 4.20. Fourier transform of \(P_{i}(x)\), imaginary part. The first three lines are plotted according to Eq.(4.25). In addition, one model function for \(\alpha=1, \beta=1\) case is also plotted according to Eq.(4.38) with the following parameters: \(l_{i}=1.3, n_{i}=1.1, \omega_{0 p}^{i}=\pi / 6\). It fits the original function well.
simplified. In addition, because \(\alpha\) and \(\beta\) are separated from \(\omega\), they could be moved out from convolution calculation. A sample is given below.
\[
\begin{aligned}
f_{r}(\omega) * g_{r}(\omega) & =\int_{0}^{\omega} \frac{\alpha}{\beta} \frac{l_{r}}{1+\tau^{n_{r}}} \cos \left(\tau+\omega_{0 p}^{r}\right) \frac{L_{r}}{(\omega-\tau)^{N_{r}}+1} \cos \left(\xi(\omega-\tau)+\omega_{0}^{r}\right) d \tau \\
& =\frac{\alpha \omega}{\beta}[f g]_{r r}\left(\omega^{*}\right), \quad\left(0 \leq \omega^{*} \leq \omega\right),
\end{aligned}
\]
where \([f g]_{r r}(x):=\frac{l_{r}}{1+x^{n_{r}}} \cos \left(x+\omega_{0 p}^{r}\right) \frac{L_{r}}{(\omega-x)^{N_{R}+1}} \cos \left(\xi(\omega-x)+\omega_{0}^{r}\right)\).
Instead of the mean-value estimation, \(f_{r}(\omega) * g_{r}(\omega)\) could be estimated in a more precise way:
\[
\begin{aligned}
f_{r}(\omega) * g_{r}(\omega)= & \frac{\alpha}{\beta} \int_{0}^{\omega} \frac{l_{r}}{1+\tau^{n_{r}}} \cos \left(\tau+\omega_{0 p}^{r}\right) \frac{L_{r}}{(\omega-\tau)^{N_{r}}+1} \cos \left(\omega-\tau+\omega_{0}^{r}\right) d \tau \\
< & \frac{\alpha l_{r}}{\beta} \frac{L_{r}}{1+\tau^{N_{r}}} \int_{0}^{\omega} \cos \left(\tau+\omega_{0 p}^{r}\right) \cos \left(\omega-\tau+\omega_{0}^{r}\right) d \tau \\
= & \frac{\alpha l_{r}}{\beta} \frac{L_{r}}{1+\tau^{N_{r}}}\left(\frac{\sin \left(\omega_{0 p}^{r}-\omega_{0}^{r}+\omega\right)}{4}+\frac{\sin \left(\omega_{0}^{r}-\omega_{0 p}^{r}+\omega\right)}{4}+\right. \\
& \left.\frac{\omega \cos \left(\omega_{0 p}^{r}+\omega_{0}^{r}+\omega\right)}{2}\right), \\
:= & \frac{\alpha}{\beta} \frac{L_{r} l_{r}}{1+\tau^{N_{r}}}[F G]_{r r}(\omega) .
\end{aligned}
\]

Similar estimation could be made about \(f_{i} * g_{i}\) :
\[
\begin{aligned}
f_{i}(\omega) * g_{i}(\omega)= & \frac{\alpha}{\beta} \int_{0}^{\omega} \frac{l_{i}}{1+\tau^{n_{i}}} \cos \left(\tau+\omega_{0 p}^{i}\right) \frac{L_{i}}{(\omega-\tau)^{N_{i}}+1}\left(\cos \left(\xi(\omega-\tau)+\omega_{0}^{i}\right)-1\right) d \tau, \\
< & \frac{\alpha l_{i}}{\beta} \frac{L_{i}}{1+\tau^{N_{i}}} \int_{0}^{\omega} \cos \left(\tau+\omega_{0 p}^{i}\right)\left(\cos \left(\xi(\omega-\tau)+\omega_{0}^{i}\right)-1\right) d \tau \\
= & \frac{\alpha l_{i}}{\beta} \frac{L_{i}}{1+\tau^{N_{i}}}\left(\frac{\sin \left(\omega_{0 p}^{i}-\omega_{0}^{i}+\xi \omega\right)}{2(\xi-1)}+\frac{\sin \left(\omega_{0 p}^{i}-\omega_{0}^{i}+\omega\right)}{2(\xi-1)}-\right. \\
& \left.\sin \left(\omega_{0}^{i}+\xi \omega\right)+\sin \left(\omega_{0}^{i}\right)+\frac{\sin \left(\omega_{0 p}^{i}+\omega_{0}^{i}+\xi \omega\right)}{2(\xi-1)}-\frac{\sin \left(\omega_{0 p}^{i}+\omega_{0}^{i}+\omega\right)}{2(\xi-1)}\right), \\
:= & \frac{\alpha}{\beta} \frac{L_{i} l_{i}}{1+\tau^{N_{i}}}[F G]_{i i}(\omega) .
\end{aligned}
\]

Therefore, the first term on the right-hand-side of Eq.(4.39) could be estimated:
\[
\begin{align*}
& \frac{g_{r}\left(f_{r} * g_{r}-f_{i} * g_{i}\right)}{g_{r}^{2}+g_{i}^{2}} \\
= & \frac{\alpha}{\beta} \frac{g_{r}\left(\frac{L_{r r} l_{r}}{1+\tau^{N}}[F G]_{r r}(\omega)+\frac{L_{i} l_{i}}{1+\tau^{N}}[F G]_{i i}(\omega)\right)}{g_{r}^{2}+g_{i}^{2}}  \tag{4.40}\\
\approx & \frac{\alpha l}{\beta} \frac{\cos \left(\omega+\omega_{0}^{r}\right)\left([F G]_{r r}(\omega)-[F G]_{i i}(\omega)\right)}{\cos \left(\omega+\omega_{0}^{r}\right)^{2}+\cos \left(\xi \omega+\omega_{0}^{i}\right)^{2}} \\
= & \frac{\alpha l}{\beta} \Phi_{1}(\omega), \quad l \approx\left(l_{r}+l_{i}\right) / 2,
\end{align*}
\]
where
\[
\begin{aligned}
\Phi_{1}(\omega)= & {\left[\operatorname { c o s } ( \omega _ { 0 } ^ { r } + \omega ) \left(\frac{\sin \left(\omega_{0 p}^{r}-\omega_{0}^{r}+\omega\right)}{4}+\frac{\sin \left(\omega_{0}^{r}-\omega_{0 p}^{r}+\omega\right)}{4}-\frac{\sin \left(\omega_{0 p}^{i}-\omega_{0}^{i}+\omega\right)}{2(\xi+1)}-\right.\right.} \\
& \frac{\sin \left(\omega_{0}^{i}-\omega_{0 p}^{i}+\xi \omega\right)}{2(\xi+1)}+\frac{\sin \left(\omega_{0}^{i}+\xi \omega\right)-\sin \left(\omega_{0}^{i}\right)}{\xi}+\frac{\omega \cos \left(\omega_{0 p}^{r}+\omega_{0}^{r}+\omega\right)}{2}- \\
& \left.\left.\frac{\sin \left(\omega_{0 p}^{i}+\omega_{0}^{i}+\xi \omega\right)}{2(\xi-1)}+\frac{\sin \left(\omega_{0 p}^{i}+\omega_{0}^{i}+\omega\right)}{2(\xi-1)}\right)\right] /\left(\cos \left(\omega_{0}^{r}+\omega\right)^{2}+\cos \left(\omega_{0}^{i}+\xi \omega\right)^{2}\right) .
\end{aligned}
\]

When \(\omega\) is not too small (for instance, \(\omega>\pi\) ) and \(\xi \approx 1, \Phi_{1}(\omega)\) could be estimated as follows:
\[
\begin{equation*}
\Phi_{1}(\omega) \approx \frac{\cos \left(\omega_{0}^{r}+\omega\right)\left(V_{1}+\frac{\omega \cos \left(\omega_{0 p}^{r}+\omega_{0}^{r}+\omega\right)}{2}\right)}{\cos \left(\omega_{0}^{r}+\omega\right)^{2}+\cos \left(\omega_{0}^{i}+\omega\right)^{2}}, \tag{4.41}
\end{equation*}
\]
where \(V_{1}\) represents a function whose magnitude is no more than three. The magnitude of \(V_{1}\) should be far less than \(\frac{\omega \cos \left(\omega_{0 p}^{r}+\omega_{0}^{r}+\omega\right)}{2}\) when \(\omega\) is not too small. The expression of \(V_{1}\) is:
\[
\begin{aligned}
V_{1}(\omega):= & \frac{\sin \left(\omega_{0 p}^{r}-\omega_{0}^{r}+\omega\right)}{4}+\frac{\sin \left(\omega_{0}^{r}-\omega_{0 p}^{r}+\omega\right)}{4}-\frac{\sin \left(\omega_{0 p}^{i}-\omega_{0}^{i}+\omega\right)}{4}- \\
& \frac{\sin \left(\omega_{0}^{i}-\omega_{0 p}^{i}+\omega\right)}{4}+\sin \left(\omega_{0}^{i}+\omega\right)-\sin \left(\omega_{0}^{i}\right) .
\end{aligned}
\]

The same estimation could be performed on the other three terms of right-hand-side of Eq.(4.39), which should all yield to similar result to above one. The calculation process hereby
is skipped and the results are given directly:
\[
\begin{align*}
& \frac{g_{i}\left(f_{i} * g_{r}+f_{r} * g_{i}\right)}{g_{r}^{2}-g_{i}^{2}}  \tag{4.42}\\
\approx & \frac{\alpha l}{\beta} \Phi_{2}(\omega), \quad l \approx\left(l_{r}+l_{i}\right) / 2, \\
& \frac{g_{i}\left(f_{i} * g_{i}-f_{r} * g_{r}\right)}{g_{r}^{2}+g_{i}^{2}}  \tag{4.43}\\
\approx & \frac{\alpha l}{\beta} \Phi_{3}(\omega), \quad l \approx\left(l_{r}+l_{i}\right) / 2, \\
& \frac{g_{r}\left(f_{i} * g_{r}+f_{r} * g_{i}\right)}{g_{r}^{2}+g_{i}^{2}}  \tag{4.44}\\
\approx & \frac{\alpha l}{\beta} \Phi_{4}(\omega), \quad l \approx\left(l_{r}+l_{i}\right) / 2,
\end{align*}
\]
where \(\Phi_{i}(\omega)\) could be approximated as follows if \(\omega\) is not too small and \(\xi \approx 1\) :
\[
\begin{align*}
& \Phi_{2}(\omega) \approx \frac{-\cos \left(\omega_{0}^{i}+\omega\right)\left(V_{2}+\frac{\omega \cos \left(\omega_{0 p}^{i}+\omega_{0}^{r}+\omega\right)}{2}\right)}{\cos \left(\omega_{0}^{r}+\omega\right)^{2}+\cos \left(\omega_{0}^{i}+\omega\right)^{2}},  \tag{4.45}\\
& \Phi_{3}(\omega) \approx \frac{-\cos \left(\omega_{0}^{i}+\omega\right)\left(V_{3}+\frac{\omega \cos \left(\omega_{0 p}^{r}+\omega_{0}^{r}+\omega\right)}{2}\right)}{\cos \left(\omega_{0}^{r}+\omega\right)^{2}+\cos \left(\omega_{0}^{i}+\omega\right)^{2}},  \tag{4.46}\\
& \Phi_{4}(\omega) \approx \frac{\cos \left(\omega_{0}^{r}+\omega\right)\left(V_{4}+\frac{\omega \cos \left(\omega_{0 p}^{i}+\omega_{0}^{r}+\omega\right)}{2}\right)}{\cos \left(\omega_{0}^{r}+\omega\right)^{2}+\cos \left(\omega_{0}^{i}+\omega\right)^{2}} \tag{4.47}
\end{align*}
\]

Note \(V_{i}(\omega),(i=2,3,4)\) are functions whose magnitude is no more than three. The expression of \(V_{i}(i=2,3,4)\) is similar to \(V_{1}\) and trivial thus would not be displayed.

Therefore,
\[
\begin{equation*}
\frac{\hat{P}_{i}(\omega) * \hat{e}_{i}^{n}(A)}{\hat{e}_{i}^{n}(A)}=\frac{\alpha l}{\beta}\left(\left(\Phi_{1}+\Phi_{2}\right)+\left(\Phi_{3}+\Phi_{4}\right) j\right) \tag{4.48}
\end{equation*}
\]

In Figs.4.17-4.20, two model lines for order-two polynomial and a pike function ( \(\alpha=1, \beta=\) 1) are given respectively. The parameters used are summarised in the figure captions. Using the model lines parameters, \(1.5\left(\Phi_{1}+\Phi_{2}\right)\) and \(1.5\left(\Phi_{3}+\Phi_{4}\right)\) could be computed and the result is illustrated in Figure 4.21. The function of \(V_{i}(\omega)\) is assumed to be \(3 \sin (\omega)\) in the plotting. The figure shows that both \(1.5\left|\Phi_{1}+\Phi_{2}\right|\) and \(1.5\left|\Phi_{3}+\Phi_{4}\right|\) are mostly no greater than \(y=|\omega|\) if \(\omega>\pi\).

The parameters of \(\omega_{0}^{r}, \omega_{0}^{i}, \omega_{0 p}^{r}\) and \(\omega_{0 p}^{i}\) only shift the plot by some angle but could not change the magnitude. In addition, the profile of \(\Phi_{i}(\omega)\) is actually largely influenced by \(V_{i}(\omega)\). In Fig.4.21, \(V_{i}=3 \sin (\omega)\). If \(V_{i}=3 \cos (\omega)\), the profile is as shown in Fig.4.22. The profile
of \(\left(\Phi_{3}+\Phi_{4}\right)\) especially change much. It is hard to know the exact expression of \(V_{i}(\omega)\), but whatever its real expression, it is important to know that the 1.5 times of the \(\left(\Phi_{1(3)}+\Phi_{2(4)}\right)\) remains less than \(y=|\omega|\).

Recall in Eqs.(4.32) and (4.33), the boundary effect term \(\frac{1-X_{i}(\omega)}{2 \pi} \frac{\hat{P}_{j}(\omega) \hat{e}_{j}^{n}(A)}{\hat{e}_{j}^{n}(A)}\) is supposed to reduce the standard convergence rate \(C R_{i}\) (defined in Eq.(4.30)). As mentioned before, \(0<\) \(\left|1-X_{i}\right|<2\), the boundary effect term is roughly equal to (but less than) \(\frac{\alpha l}{\beta \pi}\left(\left(\Phi_{1}+\Phi_{2}\right)+\left(\Phi_{3}+\right.\right.\) \(\left.\left.\Phi_{4}\right) j\right)\). Meanwhile, the numerator of \(C R_{i}: \hat{S}_{1}(0)-\omega \operatorname{coth}(\omega A)\) or \(\hat{S}_{2}(0)-\omega \operatorname{coth}(\omega(B-A))\) is nearly equal to \(-\omega\) because \(\operatorname{coth}(\omega A)(\) or \(\operatorname{coth}(\omega(B-A))\) ) is approximately equal to 1 if \(\omega\) is not too small. Therefore, the boundary effect intensity depends on the value of \(\left|\frac{\alpha l}{\beta \pi}\right|\). To have appropriate convergence improvement, at least the value should be close to 1.5 or even higher (because it was assumed \(\frac{\left|1-X_{i}\right|}{2}=1\) but it is actually less than 1 ). By contrast, If \(\left|\frac{\alpha l}{\beta \pi}\right|\) is far less than 1.5 or even close to 0 , the boundary effect could hardly implement any impact on the convergence.

Although \(X_{i}\) is not known more than its magnitude approximation, it could be deduced that \(\left(\Phi_{3}+\Phi_{4}\right)\) is the real part of the boundary effect that offsets the numerator (roughly equal to \(-\omega\) ) of \(C R_{i}\), and \(\left(\Phi_{1}+\Phi_{2}\right)\) is the imaginary part of the boundary effect. The assumption could be validated by both Figs.4.21 and 4.22: at \(\omega=\pi, 2 \pi, \ldots,\left(\Phi_{3}+\Phi_{4}\right)\) is roughly equal to \(\omega\) and \(\left(\Phi_{1}+\Phi_{2}\right)\) is roughly equal to zero in magnitude. Therefore, the former mostly offsets the numerator of \(C R_{i}\) in real part and the latter adds very minor value in imaginary part. Overall, the convergence rate is reduced by the boundary effect and it complies with \(\left|X_{i}\right|<1\). In otherwise case \(\left(\left(\Phi_{1}+\Phi_{2}\right)\right.\) is the real part and \(\left(\Phi_{3}+\Phi_{4}\right)\) is the imaginary part), the overall convergence rate would be increased that leads to the wrong conclusion that \(\left|X_{i}\right|>1\).

To summarise, the procedures of evaluating the boundary effect are the following:
1. First, a pike function \(P_{i}(x)\) needs to be fitted by an exponential-function model, see Eq.(4.23). There are four parameters to determine: \(\alpha, \beta, \sigma_{l}\) and \(\sigma_{r}\).
2. Once the four parameters are determined, the Fourier transform of \(P_{i}(x)\) could be obtained, see Eqs.(4.24) and (4.25).
3. Then plot the figures of \(\mathcal{F} P_{i}\) according to Eqs.(4.24) and (4.25) to estimate \(l_{r}\) and \(l_{i} . l_{r}\) is approximately equal to the largest wave magnitude (occurs at around \(\omega=0\) ) divided by \((\alpha / \beta) . l_{i}\) is approximately equal to the largest wave magnitude (occurs at around \(\omega=\pi / 2)\) divided by \((\alpha / \beta)\) and multiplied by \(\left(1+\frac{\pi}{2}{ }^{N}\right) \approx 2.5\) where \(N\) is not known and taken as 1 . The wave profile should enable an estimation on whether \(N\) is larger or less than 1 so \(\left(1+\frac{\pi}{2}{ }^{N}\right)\) could be estimated more precisely. Note the exact model formula (see Eqs.(4.37) and (4.38)) for \(\mathcal{F} P_{i}\) needs not be known because only \(l_{r}\) and \(l_{i}\) are concerned. The two parameter could be estimated from figures directly.
4. Lastly, take \(l=\left(l_{r}+l_{i}\right) / 2\) and calculate \((\alpha l) /(\beta \pi)\).

If \((\alpha l) /(\beta \pi)\) is close to 1.5 or slightly larger, the boundary effect could boost the convergence well; if the value is small (close to 0 ), the boundary effect has limited effect on the


Figure 4.21. Profile of \(y_{1}=1.5\left(\Phi_{1}+\Phi_{2}\right)\) and \(y_{2}=1.5\left(\Phi_{3}+\Phi_{4}\right)\) as a function of \(\omega\). The magnitude of both functions are mainly less than \(y= \pm \omega\) when \(\omega>\pi\). \(V_{i}(\omega)\) is assumed to be \(3 \sin (\omega)\).


Figure 4.22. Profile of \(y_{1}=1.5\left(\Phi_{1}+\Phi_{2}\right)\) and \(y_{2}=1.5\left(\Phi_{3}+\Phi_{4}\right)\) as a function of \(\omega\). The magnitude of both functions are mainly less than \(y= \pm \omega\) when \(\omega>\pi\). \(V_{i}(\omega)\) is assumed to be \(3 \cos (\omega)\).
convergence. In one word, given \((\alpha l) /(\beta \pi)\) is not too large (for instance, \(>2\) ), the bigger the value the better the convergence could be improved.

\subsection*{4.4.3 Test case to evaluate boundary effect}

In Section 4.1, a Poisson's equation is solved by RR-SP0 with \(S_{i} I\) taken as constant and real value respectively. The result is shown in Table 4.1. The difference between \(S_{i} I\) and \(S_{i}^{*} I\) varies with \(A\) : the middle-valued \(A\) (such as \(4 / 8\) ) has greater difference than those large/small-valued \(A\), which is certainly due to the boundary effect. To see the difference, the profile of \(S_{i} I\) applied to the Poisson's equation with \(A=1 / 8,3 / 8\) and \(7 / 8\) is given in Figs.4.23 and 4.24. Note the two profiles are symmetric in terms of \(A\) so that \(S_{1} I_{\mid A=1 / 8}\) is nearly equal to \(S_{2} I_{A=7 / 8}\). Therefore, only \(A=1 / 8\) case will be studied next.

According to Eq.(4.23), the modelled pike functions for \(A=1 / 8\) and \(3 / 8\) cases are summarised in Table 4.3. It shows that for \(A=1 / 8\) case, one model is enough to fit the pike function of \(S_{1} I\), while 2 models are needed to fit the pike function of \(S_{2} I\). It means the pike function \(P_{2}(x)\) is represented by:
\[
P_{2}(x)=\left[40 e^{-36\left(x-\frac{1}{64}\right)}+40 e^{-36\left(x-\frac{63}{64}\right)}\right]+\left[23 e^{-8\left(x-\frac{5}{64}\right)}+23 e^{-8\left(x-\frac{59}{64}\right)}\right] .
\]

For \(A=3 / 8\) case, two-modelled fitting is always needed for both \(S_{1} I\) and \(S_{2} I\) pike functions. Next, having known \(\alpha, \beta, \sigma_{l}\) and \(\sigma_{r}\), the Fourier transform of \(P_{i}(x)\) could be obtained and their profile is given in Figs.4.25 and 4.26. Note that the case for \(\alpha=40, \beta=36\) is not plotted because it highly resembles the case of \(\alpha=34, \beta=49\). The two cases could be considered almost equal. It could be estimated that \(l \approx 1,2\) respectively for \((\alpha, \beta)=(34,49),(23,8)\) cases. The final step is to calculate \(\frac{\alpha l}{\beta \pi}\), which yields to the result that the value for \((34,49)\) case is far less than 1.5 (about 0.2 ) while the value for \((23,8)\) case is about 1.8 . Clearly \((23,8)\) case is much more effective in improving the convergence. Since \(A=3 / 8\) has (23,8)-type pike function in both \(S_{1} I\) and \(S_{2} I\), its convergence is better improved than \(A=1 / 8\) case that only has (23,8)-type pike function in \(S_{2} I\). This is consistent with the numerical test result.

The case of \((23,8)\) represents the pike functions that are high in ratio of \(\alpha / \beta\). According to Eq.(4.23), \(\alpha\) determines the peak height of the function and \(\beta\) determines the rise/fall speed of the function. Graphically, high ratio means the 'pike' is high and wide, while low ratio means the 'pike' is low and thin. It could be observed from Fig.4.5 as well: \(P_{1}(x)\) is approximately 40 in height and 0.25 in width; \(P_{2}(x)\) is approximately 30 in height and 0.125 in width. Correspondingly, the former is fitted by a high-ratio model and a low-ratio model, and the latter is fitted by a low-ratio model only. Therefore, the most direct way to evaluate the boundary effect is to plot \(S_{i} I\) profile and observe the shape of the pike function. 'High and wide' means the boundary effect is strong while 'low and thin' means the opposite. The criterion of 'high' or 'low', 'wide' or 'thin' is relative. Plotting all profiles of various \(A\) in one figure creates the criterion automatically.


Figure 4.23. Profile of \(S_{1} I\) applied to a Poisson's equation, \(A=\frac{1}{8}, \frac{3}{8}\) and \(\frac{7}{8}\).


Figure 4.24. Profile of \(S_{2} I\) applied to a Poisson's equation, \(A=\frac{1}{8}, \frac{3}{8}\) and \(\frac{7}{8}\).


Figure 4.25. Profile of \(\hat{P}_{i}(\omega)\), real part.


Figure 4.26. Profile of \(\hat{P}_{i}(\omega)\), imaginary part.

Table 4.3. Parameters of the modelled pike functions.
\begin{tabular}{crrrrrrrr}
\hline & \multicolumn{9}{c}{\(S_{1} I\)} & \multicolumn{4}{c}{\(S_{2} I\)} \\
\cline { 2 - 9 } & \(\alpha\) & \(\beta\) & \(\sigma_{l}\) & \(\sigma_{r}\) & \(\alpha\) & \(\beta\) & \(\sigma_{l}\) & \(\sigma_{r}\) \\
\hline\(A=1 / 8\) & 34 & 49 & \(\frac{1}{64}\) & \(\frac{63}{64}\) & 40 & 36 & \(\frac{1}{64}\) & \(\frac{63}{64}\) \\
& & & & & 23 & 8 & \(\frac{5}{64}\) & \(\frac{59}{64}\) \\
\(A=3 / 8\) & 40 & 36 & \(\frac{1}{64}\) & \(\frac{63}{64}\) & 40 & 36 & \(\frac{1}{64}\) & \(\frac{63}{64}\) \\
& 23 & 8 & \(\frac{5}{64}\) & \(\frac{59}{64}\) & 23 & 8 & \(\frac{5}{64}\) & \(\frac{59}{64}\) \\
\hline
\end{tabular}

\subsection*{4.5 Convergence rate calculation of RR-SP1 and RR-SP2 with boundary effect}

This section performs the convergence rate calculation of RR-SP1 and RR-SP2 algorithms with considering boundary effect. The so-called boundary effect is defined in the profile of \(S_{i} x\) and \(S_{i} x^{2}\) apart from that in \(S_{i} I\), and is represented by (two other) pike functions similar to the pike function in \(S_{i} I\). In one word, the calculation method and procedures totally follow those of RR-SP0, and the calculation result is in similar form to that of RR-SP0 as well.

\subsection*{4.5.1 Calculation of RR-SP1 with boundary effect}


Figure 4.27. Profile of \(P_{1}^{l}\) and \(P_{1}^{q}\) in a Poisson test, \(A=1 / 8 . P_{1}^{l}:=S_{2} x-S_{2} I \cdot x-0\), \(P_{1}^{q}=\left(S_{2} x^{2}-2 x S_{2} x+x^{2} S_{2} I\right)-\left(S_{2}^{*} x^{2}-x^{2} S_{2}^{*} I\right) . S_{2}^{*} x^{2}\) is obtained numerically with boundaries in \(x\) direction set at far place \((x= \pm 5)\).


Figure 4.28. Profile of \(P_{2}^{l}\) and \(P_{2}^{q}\) in a Poisson test, \(A=1 / 8 . P_{2}^{l}:=S_{1} x-S_{1} I \cdot x-0\),
\(P_{2}^{q}=\left(S_{1} x^{2}-2 x S_{1} x+x^{2} S_{1} I\right)-\left(S_{1}^{*} x^{2}-x^{2} S_{1}^{*} I\right) . S_{1}^{*} x^{2}\) is obtained numerically with boundaries in \(x\) direction set at far place \((x= \pm 5)\).

Recall the error BVPs of (parallel) RR-SP1 reads
\[
\begin{aligned}
e_{1 y}^{n+1}+S_{2} I \cdot e_{1}^{n+1}+e_{1 x}^{n+1} \cdot T_{1 l}=\gamma_{1}^{n+1} & \text { on } \Gamma, \\
-e_{2 y}^{n+1}+S_{1} I \cdot e_{2}^{n+1}+e_{2 x}^{n+1} \cdot T_{2 l}=\gamma_{2}^{n+1} & \text { on } \Gamma,
\end{aligned}
\]
where
\[
\begin{aligned}
& \gamma_{1}^{n+1}:=e_{2 y}^{n}(x, A)+S_{2} I \cdot e_{2}^{n}(x, A)+e_{2 x}^{n} \cdot T_{1 l}, \\
& \gamma_{2}^{n+1}:=-e_{1 y}^{n}(x, A)+S_{1} I \cdot e_{1}^{n}(x, A)+e_{1 x}^{n} \cdot T_{2 l}, \\
& T_{1 l}:=S_{2} x-S_{2} I \cdot x, \\
& T_{2 l}:=S_{1} x-S_{1} I \cdot x .
\end{aligned}
\]

In the standard approach, \(T_{i l}\) is taken as 0 but it is actually not. Therefore, \(T_{i l}\) could be considered as the sum of 0 and a pike function:
\[
\begin{equation*}
T_{i l}=0+P_{j}^{l}(x) \rightarrow P_{j}^{l}(x):=T_{i l}-0, \tag{4.49}
\end{equation*}
\]
where \(P_{j}^{l}(x)\) represents the pike function in \(T_{i l}\) profile, as shown in Figs.4.27 and 4.28.
Next, consider the convergence rate calculation with \(P_{i}^{l}(x)\). It is actually the term that contains
\(T_{i l}\) differs from the standard approach, so the calculation hereby focus on the difference and starts from some intermediate stage:
\[
\begin{aligned}
& \hat{e}_{1 y}^{n+1}(A)+\mathcal{F}\left[\left(S_{2}^{*} I+P_{2}(x)\right) e_{1}^{n+1}(A)\right]+\frac{j}{2 \pi} \mathcal{F}\left[P_{2}^{l}(x)\right] *\left(\omega \hat{e}_{1}^{n+1}(A)\right)=\hat{\gamma}_{1}^{n+1}(A), \\
\rightarrow & \hat{e}_{1 y}^{n+1}(A)+\hat{S}_{2}(0) \hat{e}_{1}^{n+1}(A)+\frac{1}{2 \pi} \hat{P}_{2}(\omega) * \hat{e}_{1}^{n+1}(A)+\frac{j}{2 \pi} \hat{P}_{2}^{l}(\omega) *\left(\omega \hat{e}_{1}^{n+1}(A)\right)=\hat{\gamma}_{1}^{n+1}(A), \\
\rightarrow & C_{1}(\omega)\left(\omega \cosh (\omega A)+\hat{S}_{2}(0) \sinh (\omega A)\right)+\frac{1}{2 \pi}\left(\hat{P}_{2}(\omega) * \hat{e}_{1}^{n+1}(A)+j \hat{P}_{2}^{l}(\omega) *\left(\omega \hat{e}_{1}^{n+1}(A)\right)\right) \\
& =\hat{\gamma}_{1}^{n+1}(A), \\
\rightarrow & C_{1}(\omega)=\frac{\left.\hat{\gamma}_{1}^{n+1}(A)-\frac{1}{2 \pi}\left(\hat{P}_{2}(\omega) * \hat{e}_{1}^{n+1}(A)\right)+j \hat{P}_{2}^{l}(\omega) *\left(\omega \hat{e}_{1}^{n+1}(A)\right)\right)}{\omega \cosh (\omega A)+\hat{S}_{2}(0) \sinh (\omega A)} . \\
& -\hat{e}_{2 y}^{n+1}\left(A^{\prime}\right)+\mathcal{F}\left[\left(S_{1}^{*} I+P_{1}(x)\right) \cdot e_{2}^{n+1}\left(A^{\prime}\right)\right]+\frac{j}{2 \pi} \mathcal{F}\left[P_{1}^{l}(x)\right] *\left(\omega \hat{e}_{2}^{n+1}\left(A^{\prime}\right)\right)=\hat{\gamma}_{2}^{n+1}\left(A^{\prime}\right), \\
\rightarrow & -\hat{e}_{2 y}^{n+1}\left(A^{\prime}\right)+\hat{S}_{1}(0) \hat{e}_{2}^{n+1}\left(A^{\prime}\right)+\frac{1}{2 \pi} \hat{P}_{1}(\omega) * \hat{e}_{2}^{n+1}\left(A^{\prime}\right)+\frac{j}{2 \pi} \hat{P}_{1}^{l}(\omega) *\left(\omega \hat{e}_{2}^{n+1}\left(A^{\prime}\right)\right)=\hat{\gamma}_{2}^{n+1}\left(A^{\prime}\right), \\
\rightarrow & C_{2}(\omega)\left(-\omega \cosh \left(\omega A^{\prime}\right)+\hat{S}_{1}(0) \sinh \left(\omega A^{\prime}\right)\right)+\frac{1}{2 \pi}\left(\hat{P}_{1}(\omega) * \hat{e}_{2}^{n+1}\left(A^{\prime}\right)+j \hat{P}_{1}^{l}(\omega) *\left(\omega \hat{e}_{2}^{n+1}\left(A^{\prime}\right)\right)\right) \\
& =\hat{\gamma}_{2}^{n+1}\left(A^{\prime}\right), \\
\rightarrow & C_{2}(\omega)=\frac{\hat{\gamma}_{2}^{n+1}\left(A^{\prime}\right)-\frac{1}{2 \pi}\left(\hat{P}_{1}(\omega) * \hat{e}_{2}^{n+1}\left(A^{\prime}\right)+j \hat{P}_{1}^{l}(\omega) *\left(\omega \hat{e}_{2}^{n+1}\left(A^{\prime}\right)\right)\right)}{-\omega \cosh \left(\omega A^{\prime}\right)+\hat{S}_{1}(0) \sinh \left(\omega A^{\prime}\right)} .
\end{aligned}
\]

Note \(P_{i}(x)\) still represents the pike function in \(S_{i} I\) profile, as is denoted in Section 4.4, Eq.(4.23).

The solutions to the BVPs are:
\[
\begin{aligned}
& \hat{e}_{1}^{n+1}(\omega, y)=\frac{\left[\hat{\gamma}_{1}^{n+1}(A)-\frac{1}{2 \pi}\left(\hat{P}_{2}(\omega) * \hat{e}_{1}^{n+1}(A)+j \hat{P}_{2}^{l}(\omega) *\left(\omega \hat{e}_{1}^{n+1}(A)\right)\right)\right] \sinh (\omega A)}{\omega \cosh (\omega A)+\hat{S}_{2}(0) \sinh (\omega y)}, \\
& \hat{e}_{2}^{n+1}(\omega, y)=\frac{\left[\hat{\gamma}_{2}^{n+1}(A)-\frac{1}{2 \pi}\left(\hat{P}_{1}(\omega) * \hat{e}_{2}^{n+1}(A)+j \hat{P}_{1}^{l}(\omega) *\left(\omega \hat{e}_{2}^{n+1}(A)\right)\right)\right] \sinh (\omega(y-B))}{-\omega \cosh (\omega(A-B))+\hat{S}_{1}(0) \sinh (\omega(A-B))} .
\end{aligned}
\]

Particularly, on \(y=A\) the (implicit) solution reads:
\[
\begin{align*}
& \hat{e}_{1}^{n+1}(\omega, A)=\frac{\hat{\gamma}_{1}^{n+1}(A)-\frac{1}{2 \pi}\left(\hat{P}_{2}(\omega) * \hat{e}_{1}^{n+1}(A)+j \hat{P}_{2}^{l}(\omega) *\left(\omega \hat{e}_{1}^{n+1}(A)\right)\right)}{\omega \operatorname{coth}(\omega A)+\hat{S}_{2}(0)},  \tag{4.50}\\
& \hat{e}_{2}^{n+1}(\omega, A)=\frac{\hat{\gamma}_{2}^{n+1}(A)-\frac{1}{2 \pi}\left(\hat{P}_{1}(\omega) * \hat{e}_{2}^{n+1}(A)+j \hat{P}_{1}^{l}(\omega) *\left(\omega \hat{e}_{2}^{n+1}(A)\right)\right)}{-\omega \operatorname{coth}(\omega(A-B))+\hat{S}_{1}(0)} . \tag{4.51}
\end{align*}
\]

Next, expand \(\hat{\gamma}_{i}^{n+1}(A)\) :
\[
\begin{aligned}
\hat{\gamma}_{1}^{n+1}(A) & :=\hat{e}_{2 y}^{n}(A)+\hat{S}_{2}(0) \hat{e}_{2}^{n}(A)+\frac{1}{2 \pi} \hat{P}_{2}(\omega) * \hat{e}_{2}^{n}(A)+\frac{j}{2 \pi} \hat{P}_{2}^{l}(\omega) *\left(\omega \hat{e}_{2}^{n}(A)\right), \\
& =\left(\omega \operatorname{coth}(\omega(A-B))+\hat{S}_{2}(0)\right) \hat{e}_{2}^{n}(A)+\frac{1}{2 \pi}\left(\hat{P}_{2}(\omega) * \hat{e}_{2}^{n}(A)+j \hat{P}_{2}^{l}(\omega) *\left(\omega \hat{e}_{2}^{n}(A)\right)\right),
\end{aligned}
\]
\[
\begin{aligned}
\hat{\gamma}_{2}^{n+1}(A) & :=-\hat{e}_{1 y}^{n}(A)+\hat{S}_{1}(0) \hat{e}_{1}^{n}(A)+\frac{1}{2 \pi} \hat{P}_{1}(\omega) * \hat{e}_{1}^{n}(A)+\frac{j}{2 \pi} \hat{P}_{1}^{l}(\omega) *\left(\omega \hat{e}_{1}^{n}(A)\right), \\
& =\left(-\omega \operatorname{coth}(\omega A)+\hat{S}_{1}(0)\right) \hat{e}_{1}^{n}(A)+\frac{1}{2 \pi}\left(\hat{P}_{1}(\omega) * \hat{e}_{1}^{n}(A)+j \hat{P}_{1}^{l}(\omega) *\left(\omega \hat{e}_{1}^{n}(A)\right)\right) .
\end{aligned}
\]

Substitute the expanded \(\hat{\gamma}_{i}^{n+1}(A)\) into the solution at \(y=A\), the solution could be re-arranged as:
\[
\begin{aligned}
& \hat{e}_{1}^{n+1}(A)+ \frac{\frac{1}{2 \pi}\left(\hat{P}_{2}(\omega) * \hat{e}_{1}^{n+1}(A)+j \hat{P}_{2}^{l}(\omega) *\left(\omega \hat{e}_{1}^{n+1}(A)\right)\right)}{\omega \operatorname{coth}(\omega A)+\hat{S}_{2}(0)}= \\
& \frac{\omega \operatorname{coth}(\omega(A-B))+\hat{S}_{2}(0)}{\omega \operatorname{coth}(\omega A)+\hat{S}_{2}(0)} \hat{e}_{2}^{n}(A)+\frac{\frac{1}{2 \pi}\left(\hat{P}_{2}(\omega) * \hat{e}_{2}^{n}(A)+j \hat{P}_{2}^{l}(\omega) *\left(\omega \hat{e}_{2}^{n}(A)\right)\right)}{\omega \operatorname{coth}(\omega A)+\hat{S}_{2}(0)} \\
& \hat{e}_{2}^{n+1}(A)+\frac{\frac{1}{2 \pi}\left(\hat{P}_{1}(\omega) * \hat{e}_{2}^{n+1}(A)+j \hat{P}_{1}^{l}(\omega) *\left(\omega \hat{e}_{2}^{n+1}(A)\right)\right)}{-\omega \operatorname{coth}(\omega(A-B))+\hat{S}_{1}(0)}= \\
& \frac{-\omega \operatorname{coth}(\omega A)+\hat{S}_{1}(0)}{-\omega \operatorname{coth}(\omega(A-B))+\hat{S}_{1}(0)} \hat{e}_{1}^{n}(A)+\frac{\frac{1}{2 \pi}\left(\hat{P}_{1}(\omega) * \hat{e}_{1}^{n}(A)+j \hat{P}_{1}^{l}(\omega) *\left(\omega \hat{e}_{1}^{n}(A)\right)\right)}{-\omega \operatorname{coth}(\omega(A-B))+\hat{S}_{1}(0)} .
\end{aligned}
\]

Next, move the 2nd term of the left side to the right side and re-arrange:
\[
\begin{align*}
\hat{e}_{1}^{n+1}(A)= & \frac{\omega \operatorname{coth}(\omega(A-B))+\hat{S}_{2}(0)}{\omega \operatorname{coth}(\omega A)+\hat{S}_{2}(0)} \hat{e}_{2}^{n}(A)+ \\
& \frac{\frac{1-X_{1}(\omega)}{2 \pi}\left(\hat{P}_{2}(\omega) * \hat{e}_{2}^{n}(A)\right)+\frac{1-X_{1}^{l}(\omega)}{2 \pi}\left(j \hat{P}_{2}^{l}(\omega) *\left(\omega \hat{e}_{2}^{n}(A)\right)\right)}{\omega \operatorname{coth}(\omega A)+\hat{S}_{2}(0)},  \tag{4.52}\\
\hat{e}_{2}^{n+1}(A)= & \frac{-\omega \operatorname{coth}(\omega A)+\hat{S}_{1}(0)}{-\omega \operatorname{coth}(\omega(A-B))+\hat{S}_{1}(0)} \hat{e}_{1}^{n}(A)+ \\
& \frac{\frac{1-X_{2}(\omega)}{2 \pi}\left(\hat{P}_{1}(\omega) * \hat{e}_{1}^{n}(A)\right)+\frac{1-X_{2}^{l}(\omega)}{2 \pi}\left(j \hat{P}_{1}^{l}(\omega) *\left(\omega \hat{e}_{1}^{n}(A)\right)\right)}{-\omega \operatorname{coth}(\omega(A-B))+\hat{S}_{1}(0)} .
\end{align*}
\]

Similarly, \(X_{i}^{l}(\omega)\) is defined as \(X_{i}^{l}:=\left(\hat{P}_{j}^{l} * \hat{e}_{i}^{n+1}(A)\right) /\left(\hat{P}_{j}^{l} * \hat{e}_{j}^{n}(A)\right)\), and it could be estimated that \(\left|X_{i}^{l}(\omega)\right|<1\) although it remains unknown. The reason is similar to \(X_{i}(\omega)\) in RR-SP0, see the explanation at end of Subsection 4.4.1.

It is the second term on the right-hand-side of above equations that determines the boundary effect in RR-SP1. More precisely, divide both side of above equations by \(\hat{e}_{j}^{n}(A)\), and it could be seen that the term below actually represents the boundary effect:
\[
\frac{\hat{P}_{i}(\omega) * \hat{e}_{i}^{n}(A)+j \hat{P}_{i}^{l}(\omega) *\left(\omega \hat{e}_{i}^{n}(A)\right)}{\hat{e}_{i}^{n}(A)}
\]

\subsection*{4.5.2 Calculation of RR-SP2 with boundary effect}

Recall the error BVPs of (parallel) RR-SP2 reads
\[
\begin{aligned}
e_{1 y}^{n+1}+S_{2} I \cdot e_{1}^{n+1}+e_{1 x}^{n+1} \cdot T_{1 l}+\frac{1}{2} e_{1 x x}^{n+1} \cdot T_{1 q}=\gamma_{1}^{n+1} & \text { on } \Gamma, \\
-e_{2 y}^{n+1}+S_{1} I \cdot e_{2}^{n+1}+e_{2 x}^{n+1} \cdot T_{2 l}+\frac{1}{2} e_{2 x x}^{n+1} \cdot T_{2 q}=\gamma_{2}^{n+1} & \text { on } \Gamma,
\end{aligned}
\]
where
\[
\begin{aligned}
& \gamma_{1}^{n+1}:=e_{2 y}^{n}(x, A)+S_{2} I \cdot e_{2}^{n}(x, A)+e_{2 x}^{n} \cdot T_{1 l}+\frac{1}{2} e_{2 x x}^{n} \cdot T_{1 q}, \\
& \gamma_{2}^{n+1}:=-e_{1 y}^{n}(x, A)+S_{1} I \cdot e_{1}^{n}(x, A)+e_{1 x}^{n} \cdot T_{2 l}+\frac{1}{2} e_{1 x x}^{n} \cdot T_{2 q}, \\
& T_{1 l}:=S_{2} x-S_{2} I \cdot x, \\
& T_{2 l}:=S_{1} x-S_{1} I \cdot x, \\
& T_{1 q}:=S_{2} x^{2}-2 x S_{2} x+x^{2} S_{2} I, \\
& T_{2 q}:=S_{1} x^{2}-2 x S_{1} x+x^{2} S_{1} I .
\end{aligned}
\]

Compared with RR-SP1, The additional term \(\left(\frac{1}{2} e_{i x x}^{n} \cdot T_{i q}\right)\) is unique in RR-SP2, so this term will be paid special attention in this subsection. Recall in the standard approach, \(T_{i q}\) is simplified as (the superscript ' \(*\) ' means simplified version):
\[
T_{i q}^{*}:=S_{j}^{*} x^{2}-x^{2} S_{j}^{*} I,
\]
where \(S_{j}^{*} x^{2}\) represents \(S_{j}\) applied to \(x^{2}\) that is defined in \((-\infty, \infty)\).
Define a pike function \(P_{i}^{q}(x)\) in \(T_{i q}\) profile, so that:
\[
\begin{equation*}
T_{i q}(x)=T_{i q}^{*}(x)+P_{j}^{q}(x) \rightarrow P_{j}^{q}(x):=T_{i q}(x)-T_{i q}^{*}(x) . \tag{4.53}
\end{equation*}
\]

The profile of \(P_{i}^{q}(x)\) is illustrated in Figs.4.27 and 4.28. Note \(S_{i}^{*} x^{2}\) could be obtained numerically: set boundaries in \(x\) direction at far place so that the boundary effect is negligible. In this case, the boundaries are set at \(x= \pm 5\), while the real boundaries are at \(x=0,1\).

Next, consider the convergence rate calculation of RR-SP2 with \(P_{i}^{q}(x)\). Much of the calculation resembles that in RR-SP1 as performed in last subsection (4.5.1). Therefore, without presenting middle calculation, the following is given directly:
\[
\begin{aligned}
\hat{e}_{1}^{n+1}(A)+ & \frac{\frac{1}{2 \pi}\left(\hat{P}_{2}(\omega) * \hat{e}_{1}^{n+1}(A)+j \hat{P}_{2}^{l}(\omega) *\left(\omega \hat{e}_{1}^{n+1}(A)\right)-\frac{1}{2} \hat{P}_{2}^{q}(\omega) *\left(\omega^{2} \hat{e}_{1}^{n+1}(A)\right)\right)}{\omega \operatorname{coth}(\omega A)+\hat{S}_{2}(0)+\omega \hat{S}_{2 \omega}(0)+\frac{1}{2} \omega^{2} \hat{S}_{2 \omega \omega}(0)}= \\
& \frac{\omega \operatorname{coth}(\omega(A-B))+\hat{S}_{2}(0)+\omega \hat{S}_{2 \omega}(0)+\frac{1}{2} \omega^{2} \hat{S}_{2 \omega \omega}(0)}{\omega \operatorname{coth}(\omega A)+\hat{S}_{2}(0)+\omega \hat{S}_{2 \omega}(0)+\frac{1}{2} \omega^{2} \hat{S}_{2 \omega \omega}(0)} \hat{e}_{2}^{n}(A)+ \\
& \frac{\frac{1}{2 \pi}\left(\hat{P}_{2}(\omega) * \hat{e}_{2}^{n}(A)+j \hat{P}_{2}^{l}(\omega) *\left(\omega \hat{e}_{2}^{n}(A)\right)-\frac{1}{2} \hat{P}_{2}^{q}(\omega) *\left(\omega^{2} \hat{e}_{2}^{n}(A)\right)\right)}{\omega \operatorname{coth}(\omega A)+\hat{S}_{2}(0)+\omega \hat{S}_{2 \omega}(0)+\frac{1}{2} \omega^{2} \hat{S}_{2 \omega \omega}(0)},
\end{aligned}
\]
\[
\begin{aligned}
\hat{e}_{2}^{n+1}(A)+ & \frac{\frac{1}{2 \pi}\left(\hat{P}_{1}(\omega) * \hat{e}_{2}^{n+1}(A)+j \hat{P}_{1}^{l}(\omega) *\left(\omega \hat{e}_{2}^{n+1}(A)\right)-\frac{1}{2} \hat{P}_{1}^{q}(\omega) *\left(\omega^{2} \hat{e}_{2}^{n+1}(A)\right)\right)}{-\omega \operatorname{coth}(\omega(A-B))+\hat{S}_{1}(0)+\omega \hat{S}_{1 \omega}(0)+\frac{1}{2} \omega^{2} \hat{S}_{1 \omega \omega}(0)}= \\
& \frac{-\omega \operatorname{coth}(\omega A)+\hat{S}_{1}(0)+\omega \hat{S}_{1 \omega}(0)+\frac{1}{2} \omega^{2} \hat{S}_{1 \omega \omega}(0)}{-\omega \operatorname{coth}(\omega(A-B))+\hat{S}_{1}(0)+\omega \hat{S}_{1 \omega}(0)+\frac{1}{2} \omega^{2} \hat{S}_{1 \omega \omega}(0)} \hat{e}_{1}^{n}(A)+ \\
& \frac{\frac{1}{2 \pi}\left(\hat{P}_{1}(\omega) * \hat{e}_{1}^{n}(A)+j \hat{P}_{1}^{l}(\omega) *\left(\omega \hat{e}_{1}^{n}(A)\right)-\frac{1}{2} \hat{P}_{1}^{q}(\omega) *\left(\omega^{2} \hat{e}_{1}^{n}(A)\right)\right)}{-\omega \operatorname{coth}(\omega(A-B))+\hat{S}_{1}(0)+\omega \hat{S}_{1 \omega}(0)+\frac{1}{2} \omega^{2} \hat{S}_{1 \omega \omega}(0)} .
\end{aligned}
\]

Next, move the 2nd term of the left side to the right side and re-arrange:
\[
\begin{align*}
\hat{e}_{1}^{n+1}(A)= & \frac{-\omega \operatorname{coth}(\omega(A-B))+\hat{S}_{2}(0)+\omega \hat{S}_{2 \omega}(0)+\frac{1}{2} \omega^{2} \hat{S}_{2 \omega \omega}(0)}{\omega \operatorname{coth}(\omega A)+\hat{S}_{2}(0)+\omega \hat{S}_{2 \omega}(0)+\frac{1}{2} \omega^{2} \hat{S}_{2 \omega \omega}(0)} \hat{e}_{1}^{n}(A)+ \\
& \frac{\frac{1-X_{1}}{2 \pi}\left(\hat{P}_{2}(\omega) * \hat{e}_{2}^{n}(A)\right)+\frac{1-X_{1}^{l}}{2 \pi}\left(j \hat{P}_{2}^{l}(\omega) *\left(\omega \hat{e}_{2}^{n}(A)\right)-\frac{1-X_{1}^{q}}{4 \pi}\left(\hat{P}_{2}^{q}(\omega) *\left(\omega^{2} \hat{e}_{2}^{n}(A)\right)\right)\right.}{\omega \operatorname{coth}(\omega A)+\hat{S}_{2}(0)+\omega \hat{S}_{2 \omega}(0)+\frac{1}{2} \omega^{2} \hat{S}_{2 \omega \omega}(0)},  \tag{4.54}\\
\hat{e}_{2}^{n+1}(A)= & \frac{-\omega \operatorname{coth}(\omega A)+\hat{S}_{1}(0)+\omega \hat{S}_{1 \omega}(0)+\frac{1}{2} \omega^{2} \hat{S}_{1 \omega \omega}(0)}{-\omega \operatorname{coth}(\omega(A-B))+\hat{S}_{1}(0)+\omega \hat{S}_{1 \omega}(0)+\frac{1}{2} \omega^{2} \hat{S}_{1 \omega \omega}(0)} \hat{e}_{1}^{n}(A)+ \\
& \frac{\frac{1-X_{2}}{2 \pi}\left(\hat{P}_{1}(\omega) * \hat{e}_{1}^{n}(A)\right)+\frac{1-X_{2}^{l}}{2 \pi}\left(j \hat{P}_{1}^{l}(\omega) *\left(\omega \hat{e}_{1}^{n}(A)\right)\right)-\frac{1-X_{2}^{q}}{4 \pi}\left(\hat{P}_{1}^{q}(\omega) *\left(\omega^{2} \hat{e}_{1}^{n}(A)\right)\right)}{-\omega \operatorname{coth}(\omega(A-B))+\hat{S}_{1}(0)+\omega \hat{S}_{1 \omega}(0)+\frac{1}{2} \omega^{2} \hat{S}_{1 \omega \omega}(0)} .
\end{align*}
\]

Note \(X_{i}^{q}(\omega):=\left(\hat{P}_{j}^{q} *\left(\omega^{2} \hat{e}_{i}^{n+1}(A)\right)\right) /\left(\hat{P}_{j}^{q} *\left(\omega^{2} \hat{e}_{j}^{n}(A)\right)\right)\), and it could be estimated that \(\left|X_{i}^{q}(\omega)\right|<1\). The reason is similar to \(X_{i}(\omega)\) in RR-SP0, see Eqs.(4.32),(4.33).

Divide above equations by \(\hat{e}_{j}^{n}(A)\) on both sides, it could be seen that the following term plays the key role in determining the boundary effect:
\[
\frac{\hat{P}_{i}(\omega) * \hat{e}_{i}^{n}(A)+j \hat{P}_{i}^{l}(\omega) *\left(\omega \hat{e}_{i}^{n}(A)\right)-\frac{1}{2} \hat{P}_{i}^{q}(\omega) *\left(\omega^{2} \hat{e}_{i}^{n}(A)\right)}{\hat{e}_{i}^{n}(A)} .
\]

\subsection*{4.6 Estimated analysis of boundary effect in RR-SP1 and RR-SP2}

This section makes analysis on the convergence of RR-SP1 and RR-SP2 based on the convergence rate calculation result in Section 4.5. Since the boundary effect is represented by an individual term that could be separated from the standard convergence rate term, the section starts with listing the key terms in each algorithm. Next, similar analysis to RR-SP0 in Section 4.4 is made upon RR-SP1 and RR-SP2 respectively but the model study as shown in RR-SP0 is not conducted on RR-SP1 and RR-SP2. However, the model study result of RR-SP0 is used for understanding the boundary effect in RR-SP1 and RR-SP2, and helps evaluate the boundary effect in the two algorithms in qualitative manner. Analysis result suggests that the boundary effect in both RR-SP1 and RR-SP2 algorithms has positive influence on boosting the convergence, and RR-SP1 is supposed to converge faster than RR-SP0 and roughly at equal rate to RR-SP2.

\subsection*{4.6.1 Key terms of boundary effect}

Recall in RR-SP0, the key term to represent the the boundary effect is \(\frac{\hat{P}_{i}(\omega) * \hat{e}_{i}^{n}(A)}{\hat{e}_{i}^{n}(A)}\), see Eq(4.34) and below, and it is supposed to reduce the numerator of the standard convergence rate:
\[
\hat{S}_{1}(0)-\omega \operatorname{coth}(\omega A) \text { or } \hat{S}_{2}(0)-\omega \operatorname{coth}(\omega(B-A)) .
\]

Similar result could be obtained for RR-SP1 and RR-SP2:
Boundary effect of RR-SP0:
\[
\frac{\hat{P}_{i}(\omega) * \hat{e}_{i}^{n}(A)}{\hat{e}_{i}^{n}(A)} .
\]

Numerator of the standard convergence rate of RR-SP0:
\[
\begin{array}{r}
\hat{S}_{1}(0)-\omega \operatorname{coth}(\omega A), \\
\hat{S}_{2}(0)-\omega \operatorname{coth}(\omega(B-A)) .
\end{array}
\]

Boundary effect of RR-SP1:
\[
\begin{equation*}
\frac{\hat{P}_{i}(\omega) * \hat{e}_{i}^{n}(A)+j \hat{P}_{i}^{l}(\omega) *\left(\omega \hat{e}_{i}^{n}(A)\right)}{\hat{e}_{i}^{n}(A)} . \tag{4.56}
\end{equation*}
\]

Numerator of the standard convergence rate of RR-SP1:
\[
\begin{array}{r}
\hat{S}_{1}(0)-\omega \operatorname{coth}(\omega A)+\omega \hat{S}_{1 \omega}(0), \\
\hat{S}_{2}(0)-\omega \operatorname{coth}(\omega(B-A))+\omega \hat{S}_{2 \omega}(0) . \tag{4.58}
\end{array}
\]

Boundary effect of RR-SP2:
\[
\begin{equation*}
\frac{\hat{P}_{i}(\omega) * \hat{e}_{i}^{n}(A)+j \hat{P}_{i}^{l}(\omega) *\left(\omega \hat{e}_{i}^{n}(A)\right)-\frac{1}{2} \hat{P}_{i}^{q}(\omega) *\left(\omega^{2} \hat{e}_{i}^{n}(A)\right)}{\hat{e}_{i}^{n}(A)} . \tag{4.59}
\end{equation*}
\]

Numerator of the standard convergence rate of RR-SP2:
\[
\begin{array}{r}
\hat{S}_{1}(0)-\omega \operatorname{coth}(\omega A)+\omega \hat{S}_{1 \omega}(0)+\frac{1}{2} \omega^{2} \hat{S}_{1 \omega \omega}(0), \\
\hat{S}_{2}(0)-\omega \operatorname{coth}(\omega(B-A))+\omega \hat{S}_{2 \omega}(0)+\frac{1}{2} \omega^{2} \hat{S}_{2 \omega \omega}(0) . \tag{4.61}
\end{array}
\]

\subsection*{4.6.2 Boundary effect evaluation of RR-SP1}

This subsection considers the boundary effect in RR-SP1. From Eq.(4.56), it shows that one additional term distinguishes the boundary effect of RR-SP1 from RR-SP0: \(j \frac{\hat{P}_{i}^{L}(\omega) *\left(\omega \hat{e}_{i}^{n}(A)\right)}{\hat{e}_{i}^{n}(A)}\). To analyse the term, similar model study to RR-SP0 is referred to. Recall in Section 4.4, interface boundary value is assumed to be polynomials and the Fourier transform is given in

Eqs.(4.35) and (4.36). Assume \(N_{r}\) and \(N_{i}\) is close to one, the model to fit \(\omega \hat{e}_{i}^{n}(A)\) could be roughly formulated as:
\[
\begin{gathered}
\mathcal{F}\left[\omega e_{i}^{n}(x, A)\right]_{r} \approx L_{r} \cos \left(\omega+\omega_{0}^{r}\right) ; \\
\left\{\begin{array}{ll}
\mathcal{F}\left[\omega e_{i}^{n}(x, A)\right]_{i} & \approx L_{i}\left(\cos \left(\xi \omega+\omega_{0}^{i}\right)-1\right), \quad \text { if order }=0 \\
\mathcal{F}\left[\omega e_{i}^{n}(x, A)\right]_{i} & \approx L_{i} \cos \left(\xi \omega+\omega_{0}^{i}\right) .
\end{array} \text { if order } \neq 0\right.
\end{gathered}
\]

Next, assume \(P_{i}^{l}(x)\) could be fitted by the same models as \(P_{i}(x)\), see Eqs.(4.37) and (4.38), thus the term in Eq.(4.56): \(\frac{\hat{P}_{i}^{l}(\omega) *\left(\omega \hat{e}_{i}^{n}(A)\right)}{\hat{e}_{i}^{n}(A)}\) could be estimated the same way as \(\mathrm{Eq}(4.34)\). The estimation process is mostly the same as that in Section 4.4, which leads to the estimation result as shown in Eq.(4.48). The only difference is that the result is perpendicular to \(\frac{\left.\hat{P}_{i}(\omega) * \hat{e}_{i}^{n}(A)\right)}{\hat{e}_{i}^{n}(A)}\) because of the imaginary unit \(j\). Technically, the real and imaginary part of the result should be swapped. Roughly speaking, the term \(j \frac{\hat{P}_{i}^{l}(\omega) *\left(\omega \hat{e}_{i}^{n}(A)\right)}{\hat{e}_{i}^{n}(A)}\) should augment \(\frac{\hat{P}_{i}(\omega) *\left(\hat{e}_{i}^{n}(A)\right)}{\hat{e}_{i}^{n}(A)}\) in magnitude and it could be estimated that
\[
\left|\frac{\hat{P}_{i}(\omega) * \hat{e}_{i}^{n}(A)+j \hat{P}_{i}^{l}(\omega) *\left(\omega \hat{e}_{i}^{n}(A)\right)}{\hat{e}_{i}^{n}(A)}\right|>\left|\frac{\hat{P}_{i}(\omega) * \hat{e}_{i}^{n}(A)}{\hat{e}_{i}^{n}(A)}\right| .
\]

On the other hand, the standard convergence rate of RR-SP0 and RR-SP1 is equivalent (and so are the numerators), so the real convergence of RR-SP1 should outperform (be faster) RR-SP0. The effect of the additional term \(\frac{j \hat{P}_{i}^{l}(\omega) *\left(\omega \hat{e}_{i}^{n}(A)\right)}{\hat{e}_{i}^{n}(A)}\) is equal to increasing the magnitude of \(\left(\Phi_{1}+\Phi_{2}\right)\) and \(\left(\Phi_{3}+\Phi_{4}\right)\) in RR-SP0, see Eq.(4.48). The standard convergence rate remaining unchanged means the base line in Figs.4.21 and \(4.22(y= \pm \omega)\) remains unchanged. Meanwhile, since both the interface boundary value and the pike functions of RR-SP1 are modelled the same way as RR-SP0, the analysis result for the latter applies to the former as well: the strength of the boundary effect depends on \(\alpha / \beta\) or the shape of the pike function, which is elaborated in Subsection 4.4.3.

Lastly, as analysed before, both \(P_{i}\) and \(P_{i}^{l}\) play positive role in accelerating the convergence in RR-SP1, the boundary effect of RR-SP1 must make the algorithm converge faster than the standard version.

\subsection*{4.6.3 Boundary effect evaluation of RR-SP2}

This subsection considers the boundary effect in RR-SP2. Similar to the analysis in last subsection (4.6.2), the boundary effect term of RR-SP2 is compared with RR-SP1 and the additional term is paid special attention. Eq.(4.59) shows that the additional term of RR-SP2 is \(\frac{-\frac{1}{2} \hat{P}_{i}^{q}(\omega) *\left(\omega^{2} \hat{e}_{i}^{n}(A)\right)}{\hat{e}_{i}^{n}(A)}\). Since the profile of \(P_{1}^{q}\) does not resemble \(P_{2}^{q}\) (see Figs.4.27, 4.28) and they have different effect on the convergence, \(P_{1}^{q}\) and \(P_{2}^{q}\) need to be considered separately.

Fig.4.27 shows that \(P_{1}^{q}\) is small in value and could be nearly considered as constant throughout
the entire domain: \(P_{1}^{q} \approx P^{*},\left(P^{*}<0\right)\). It could be estimated that \(\frac{-\frac{1}{2} \hat{P}_{1}^{q}(\omega) *\left(\omega^{2} \hat{e}_{1}^{n}(A)\right)}{\hat{e}_{1}^{n}(A)} \approx\) \(-\frac{1}{2} P^{*} \omega^{2}>0\). The effect of \(-\frac{1}{2} P^{*} \omega^{2}\) is equal to shifting \(\left(\Phi_{3}+\Phi_{4}\right)\) upwards (in \(y\) direction) by \(P^{*}\), see Figs.4.21 and 4.22.

Fig.4.28 shows that \(P_{2}^{q}\) is a positive function and it could be fitted by \(P_{2}^{q}=C+w_{2}^{q}\), where \(C\) is a positive constant and \(w_{2}^{q}\) represents a function that could be modelled the same way as \(P_{i}(x)\) by exponential functions such as Eqs.(4.37) and (4.38). Since \(C\) is a positive constant, it must impose inverse effect on the convergence compared to \(P^{*}\), which means \(C\) shifts \(\left(\Phi_{3}+\Phi_{4}\right)\) downwards. Therefore, \(P^{*}\) and \(C\) are counterproductive in terms of influencing the convergence rate.

In addition, the term \(\frac{w_{2}^{q} *\left(\omega^{2} \hat{e}_{2}^{n}(A)\right)}{\hat{e}_{2}^{n}(A)}\) remains unknown on how to change the standard convergence rate. Assume the approximation of the term is similar to \(\frac{\hat{P}_{i}(\omega) * \hat{e}_{i}^{n}(A)}{\hat{e}_{i}^{n}(A)}\) in RR-SP0, consequently the left and right parts of \(P_{2}^{q}\) are counterproductive in influencing the convergence because they have different signs. The analysis of \(P_{2}\) in Section 4.4 has shown that the positive pikes boost the convergence, and the right pike of \(P_{2}^{q}\) (which is negative, considering the coefficient of the term: \(-\frac{1}{2}\) ) actually impairs the right pike of \(P_{2}\) thus weakens the boost effect on the convergence. By contrast, the left pike of \(P_{2}^{q}\) (which is positive) consolidates the left pike of \(P_{2}\) and strengthens the boost effect.

The numerator of the standard convergence rate of RR-SP2 differs itself from that of RR-SP1(0) by an additional term: \(\frac{1}{2} \omega^{2} \hat{S}_{i \omega \omega}(0)\), which makes the magnitude of the numerator smaller or unchanged, see Fig.4.29. Now assume Eq.(4.62) holds true, as a result, the real convergence rate of RR-SP2 is smaller than that of RR-SP0 and RR-SP1.
\[
\begin{align*}
& \left|\frac{\hat{P}_{i}(\omega) * \hat{e}_{i}^{n}(A)+j \hat{P}_{i}^{l}(\omega) *\left(\omega \hat{e}_{i}^{n}(A)\right)-\frac{1}{2} \hat{P}_{i}^{q}(\omega) *\left(\omega^{2} \hat{e}_{i}^{n}(A)\right)}{\hat{e}_{i}^{n}(A)}\right| \geq  \tag{4.62}\\
& \left|\frac{\hat{P}_{i}(\omega) * \hat{e}_{i}^{n}(A)+j \hat{P}_{i}^{l}(\omega) *\left(\omega \hat{e}_{i}^{n}(A)\right)}{\hat{e}_{i}^{n}(A)}\right|>\left|\frac{\hat{P}_{i}(\omega) * \hat{e}_{i}^{n}(A)}{\hat{e}_{i}^{n}(A)}\right| .
\end{align*}
\]

Considering the overall effect of \(P^{*}, C\) and \(w_{2}^{q}\), it is not straightforward to evaluate the effect of \(P_{i}^{q}\) because it largely depends on how counterproductive \(P^{*}, C\) and \(\frac{w_{2}^{q} *\left(\omega_{2}^{2} e_{2}^{n}(A)\right)}{\hat{e}_{2}^{n}(A)}\) are working against each other. Despite much uncertainty, what could be assured is that due to the counterproductive effect, the overall effect of \(P_{i}^{q}\) should not be very strong (either positive or negative), although the real effect needs to be determined by more quantitative study on \(P^{*}, C\) and \(w_{2}^{q}\).

Lastly, since \(P_{i}\) and \(P_{i}^{l}\) are both positive in boosting the convergence and \(P_{i}^{q}\) does not impose strong influence, the overall boundary effect of RR-SP2 should make the algorithm converge faster than the standard version.

To summarise, the standard convergence rate of RR-SP0 is equivalent to that of RR-SP1, and higher than that of RR-SP2. Taking the boundary effect into consideration, the real convergence rate is lower than the standard one for each single case. Meanwhile, the boundary effect strength is supposed to become increasingly stronger as \(N\) (RR-SPN) grows from 0 to

1, so the real convergence rate of RR-SP0 should also be higher than that of RR-SP1. RR-SP2 remains unknown about whether having faster or slower convergence than RR-SP1 but the difference should be minor. Therefore, it could be roughly considered as equal to RR-SP1.


Figure 4.29. Numerator of the standard convergence rate \(C R_{2}\) of RR-SP0(1) and RR-SP2. The magnitude of the former is always no less than the latter. The numerator of \(C R_{2}(S P 0):=\frac{1}{A}-\hat{S}_{1}(\omega)\), and the numerator of \(C R_{2}(S P 2):=\frac{1}{A}-\hat{S}_{1}(\omega)+\frac{1}{2} \omega^{2} \hat{S}_{1 \omega \omega}(0)\).

\subsection*{4.7 Summary}

This chapter analyses the convergence rate result of the three RR algorithms obtained in Chapter 3, and considers the influence of the boundary effect.

The standard convergence rate of RR-SP0 is determined by the increment of SP operator symbol: \(\Delta s_{i}(\omega):=\hat{S}_{i}(\omega)-\hat{S}_{i}(0)\). Smaller value of \(\Delta s_{1} \Delta s_{2}\) results in lower convergence rate. Similar result is obtained for RR-SP2 that the convergence rate is determined by \(\Delta s_{1 \omega \omega} \Delta s_{2 \omega \omega}\) where \(\Delta s_{i \omega \omega}(\omega):=\hat{S}_{i \omega \omega}(\omega)-\hat{S}_{i \omega \omega}(0)\). Clearly the nature of SP operator symbols is directly associated with the convergence of the algorithms. In practice, the analysis result is useful for evaluating the convergence of the algorithms with different interface boundary location \(y^{*}\). A numerical test on Poisson's equation verifies the analysis result.

The boundary effect of RR-SP0 is estimated through a model study and it is supposed to help understand how the real convergence differs from the standard convergence and by how much. Through the study, one empirical law is summarised to estimate the strength of the boundary
effect, which varies from case to case in practice. The law provides a simple and quick way to evaluate the real convergence based on the standard convergence result. The evaluation of the boundary effect of RR-SP1 and RR-SP2 is performed the same way as RR-SP0 but in a qualitative manner. The result shows that the boundary effect could improve the standard convergence. Considering both the standard convergence nature and the boundary effect, the real convergence rate in reducing order reads: RR-SP0 \(>\) RR-SP1 \(\approx\) RR-SP2. A numerical test on Poisson's equation verifies the prediction.

Additionally, the convergence of DR algorithm is proved slower than any of the Robin-Robin type algorithms, which marks the significance of the project to study the latter.

\section*{Chapter 5}

\section*{Numerical tests}

This chapter conducts numerical tests on a Poisson's equation and two model equations of high-Reynolds-number flow with a boundary layer. The aim is to verify the convergence analysis result as shown in Chapters 3 and 4, and to test the feasibility of applying RR algorithms to near-wall turbulence modelling respectively.

In Section 5.1, the discrete scheme adopted in the thesis to implement the numerical tests is introduced. In particular, the discrete form of the SP operator approximations that make up the key components of the IBC formulations in the three domain decomposition algorithms is elaborated. The coding language is clarified.

In Section 5.2, a numerical test is conducted on Poisson's equation with various \(A\). The test result fully supports the analysis result. Meanwhile, RR-SPN algorithms demonstrate their advantage over DR and the conventional RR algorithm [102] in the test.

In Section 5.3, a series of numerical tests are implemented on RR and DR algorithms to solve a RANS model equation with small parameter on second order derivative. The solution has different solution dependence on \(x\). A free parameter \(\alpha\) is used to manipulate the dependence: larger \(\alpha\) accounts for greater dependence. The model equation represents the general equation form in RANS model. In low- \(\alpha\) cases, the boundary effect is not powerful enough to influence the standard convergence so the real convergence is actually dominated by the standard convergence. In the test, RR-SP2 shows clear advantage over others as a result of lower standard convergence. When \(\alpha\) grows larger, the boundary effect becomes more powerful so the real convergence differs more remarkably by the standard one. However, the boundary effect is not always positive. The numerical tests shows that RR-SP1 performs very slow convergence in high- \(\alpha\) case. The speculation is that the solution \(u\) is composed of 2 parts: \(V\) and \(W\), the former of which has variable-separation form and the latter does not. The slow convergence of RR-SP1 should be resulted by \(W\). On the other hand, RR-SP2 demonstrates the ability of avoiding being negatively influenced by \(W\) and maintaining promising convergence in high- \(\alpha\) case. The whole series of the tests show that RR-SP2 has better ability to perform faster convergence and maintain better stability in dealing with complex problem. In other words, the algorithm is better at reserving the non-local nature of SP operators applied to the given two-dimensional problem.

In the second part of Section 5.3, additional numerical tests are implemented to check the result as drawn previously. Firstly, interface boundary is set closer to the wall \((y=0)\) so that
the non-local effect of the inner region problem is weaker. Since RR-SP0, RR-SP1 and DR are less capable of retaining the non-local effect, the three algorithms especially benefit from the change and perform clearer improvement in the convergence. Next, Reynolds number of the model equations is set higher and the tests are repeated. Higher Reynolds number means the solution becomes relatively less dependent on \(x\) and the problem is easier to solve thus less iterations could be expected. The test result is comparatively studied with that from previous test and it confirms again that RR-SP2 shows better performance in terms of efficiency and stability.

In Section 5.4, a new method of floating interface boundary is proposed to achieve 'two-iteration' convergence. The idea is to run any convergent ENDD algorithm in outer region with an imaginary interface that is several nodes below the real interface. Then resume the interface to where it really is and resolve inner region. After the first iteration, the convergence is expected to be achieved and the second iteration is used to check the convergence. The method is proved efficient in solving the model equations regardless of \(\alpha\), and the two-iteration convergence is realised in all tested cases.

\subsection*{5.1 Discrete scheme and coding language}

This section introduces how the numerical tests as presented in the thesis are implemented in terms of discrete scheme. The discrete form of SP operator approximations is particularly elaborated. The coding language is clarified.

The method of central finite difference is used as the discrete scheme. In particular on the interface, if the mesh are uniform, the first derivative (for instance, at node ( \(i_{0}, j_{0}\) )) is obtained by
\[
u_{y}\left(i_{0}, j_{0}\right)=\frac{1}{2 h}\left(3 u\left(i_{0}, j_{0}\right)-4 u\left(i_{0}, j_{0}-1\right)+u\left(i_{0}, j_{0}-2\right)\right),
\]
where \(h\) is the meshing space between two adjacent nodes. If the mesh is not uniform, the derivative on interface is simply obtained by forward/backward differentiation.

Recall that the constant approximation of SP operators reads:
\[
S_{i} u(x) \approx S_{i} I \cdot u\left(x_{0}\right)
\]

Regarding the discretisation of \(S_{i} u(x)\), there are potentially two schemes to consider:
\[
\begin{align*}
& \text { scheme 1: } S_{i} u\left(i_{0}\right) \approx S_{i} I\left(i_{0}\right) \cdot u\left(i_{0}\right)  \tag{5.1}\\
& \text { scheme 2: } S_{i} u\left(i_{0}\right) \approx S_{i} I\left(i_{0}\right) \cdot u\left(i_{0}+1\right) . \tag{5.2}
\end{align*}
\]

In scheme one, \(x\) and \(x_{0}\) are overlapping. In scheme two, \(x_{0}\) is always one node ahead of the concerned node \(x\). The value of \(x\) corresponds to the node index \(i_{0}\) and \(x_{0}\) has the index \(\left(i_{0}+1\right)\). Although \(x\) and \(x_{0}\) are intrinsically two distinctive nodes, numerical test on Poisson's equation (as will be elaborated in Section 5.2) shows that scheme one leads to convergence of
the test but scheme two causes divergence. The reason could be that the local error incurred by constant approximation is massively accumulated as the 'global' approximation is made. Note that \(x\) depends on its neighbour node \(x_{0}\), and the local approximation error is proportional to the space ( \(h\) ) between them. Then the error is transferred to the next node as the value of \(x_{0}\) is locally approximated depending on the nodes ahead of it. The procedure repeats and the error accumulates. If there are \(N+1\) nodes, the local approximation repeats \(N\) times and the local error for the last node could be \(N\) times larger than the local error that is proportional to the meshing space \(h\). In other words, the maximum error is about the size of the domain size (denote by \(L, L=N h\) ) and it could not be reduced by increasing the nodes number. By contrast, if \(x\) and \(x_{0}\) are overlapping, the local error is always zero. However, it does not mean that the approximation is exact because \(x\) and \(x_{0}\) are two distinctive nodes, and \(u\left(x_{0}\right)\) is considered as constant while \(u(x)\) as variable in the approximation. There is inevitable error incurred by neglecting the difference between the constant and the variable, for example \(S_{i} u(x) \neq S_{i} I \cdot u(x)\). The error is related to the non-local nature of the function as analysed in Subsection 2.4.1. Only in special case (for instance, \(u(x) \equiv\) const.), the error could be eliminated.

Based on the result of constant approximation, the discrete form of linear and quadratic approximation of SP operators could be obtained:
\[
\begin{aligned}
\text { linear approximation: } S_{i} u(x) \approx & \left(u\left(x_{0}\right)-x_{0} u_{x}\left(x_{0}\right)\right) S_{i} I+u_{x}\left(x_{0}\right) S_{i} x(x) ; \\
\text { discrete form: } S_{i} u\left(i_{0}\right) \approx & \left(u\left(i_{0}\right)-x\left(i_{0}\right) \frac{u\left(i_{0}+1\right)-u\left(i_{0}-1\right)}{2 h}\right) S_{i} I\left(i_{0}\right)+ \\
& \frac{u\left(i_{0}+1\right)-u\left(i_{0}-1\right)}{2 h} S_{i} x\left(i_{0}\right),
\end{aligned}
\]
quadratic approximation: \(S_{i} u(x) \approx\left(u\left(x_{0}\right)-x_{0} u_{x}\left(x_{0}\right)+\frac{x_{0}^{2} u_{x x}\left(x_{0}\right)}{2}\right) S_{i} I+\)
\[
\begin{aligned}
& \left(u_{x}\left(x_{0}\right)-x_{0} u_{x x}\left(x_{0}\right)\right) S_{i} x(x)+\frac{u_{x x}\left(x_{0}\right)}{2} S_{i} x^{2} ; \\
\text { discrete form: } S_{i} u\left(i_{0}\right) \approx & \left(u\left(i_{0}\right)-x\left(i_{0}\right) \frac{u\left(i_{0}+1\right)-u\left(i_{0}-1\right)}{2 h}+\right. \\
& \left.x^{2}\left(i_{0}\right) \frac{u\left(i_{0}+1\right)+u\left(i_{0}-1\right)-2 u\left(i_{0}\right)}{2 h^{2}}\right) S_{i} I\left(i_{0}\right)+ \\
& \left(\frac{u\left(i_{0}+1\right)-u\left(i_{0}-1\right)}{2 h}-\right. \\
& \left.x\left(i_{0}\right) \frac{u\left(i_{0}+1\right)+u\left(i_{0}-1\right)-2 u\left(i_{0}\right)}{h^{2}}\right) S_{i} x\left(i_{0}\right)+ \\
& \frac{u\left(i_{0}+1\right)+u\left(i_{0}-1\right)-2 u\left(i_{0}\right)}{2 h^{2}} S_{i} x^{2}\left(i_{0}\right) .
\end{aligned}
\]

If the mesh is not uniform, the discrete form of derivative is slightly different:
\[
\begin{aligned}
u_{x}\left(i_{0}\right) & =\frac{u\left(i_{0}+1\right)-u\left(i_{0}-1\right)}{h_{1}+h_{2}} \\
u_{x x}\left(i_{0}\right) & =\left(\frac{u\left(i_{0}+1\right)-u\left(i_{0}\right)}{h_{2}}+\frac{u\left(i_{0}\right)-u\left(i_{0}-1\right)}{h_{1}}\right) /\left(h_{1}+h_{2}\right),
\end{aligned}
\]
where \(h_{1}\) is the meshing space between \(x\left(i_{0}\right)\) and \(x\left(i_{0}-1\right)\), and \(h_{2}\) is the meshing space between \(x\left(i_{0}\right)\) and \(x\left(i_{0}+1\right)\).

In this thesis, all the numerical computation is implemented by Fortran 90 with GNU Fortran compiler.

\subsection*{5.2 Poisson's equation}

In Subsection 4.1.2 of Chapter 4, a Poisson's equation test is performed to verify the theoretical analysis about RR-SP0 (both standard and real). In this subsection, the test is extended to RR-SP1 (real) and RR-SP2 (real). The test parameters and conditions are the same as Subsection 4.1.2 thus will not be introduced again. The test result is displayed in Table.5.1, which shows that RR-SP2, RR-SP1 and RR-SP0 perform the convergence in fast-to-slow order. Note RR-SP1 converges clearly faster than RR-SP0 but RR-SP2 shows no remarkable advantage over RR-SP1, which is possibly associated with the counterproductive effect of elements in \(\hat{P}_{i}^{q}\), as discussed in Chapter 4, Section 4.6. The numerical result in the table is consistent with the theoretical analysis.

Table 5.1. Convergence iterations of (parallel) RR-SP0, RR-SP1 and RR-SP2 in application to a Poisson's equation.
\begin{tabular}{lrrrrrrr}
\hline\(A\) & \(1 / 8\) & \(2 / 8\) & \(3 / 8\) & \(4 / 8\) & \(5 / 8\) & \(6 / 8\) & \(7 / 8\) \\
\hline RR-SP0 & 8 & 9 & 9 & 9 & 8 & 8 & 7 \\
RR-SP1 & 6 & 7 & 7 & 7 & 7 & 7 & 6 \\
RR-SP2 & 6 & 7 & 7 & 7 & 6 & 6 & 6 \\
\hline
\end{tabular}

The Poisson's equation as shown above follows Lui's (conventional) case in [102] but the convergence criterion is different. Instead, Lui used the convergence criterion as displayed in Eq.(4.21), which monitors the convergence by checking absolute error on the interface. However, the exact interface solution varies with \(A\) and it makes the absolute error check unevenly strict for all cases: more strict for those \(A\) that have larger interface exact solution and less strict for those \(A\) that have smaller interface exact solution. To avoid it, the convergence criterion is replaced by Eq.(4.8) (relative criterion) in above test.

Next, consider repeating Lui's case first and compare Lui's algorithm with RR-SPN and DR afterwards. In the test, Eq.(4.21) is used as the convergence criterion. Recall in Subsection 4.3 of Chapter 4, it is proved that Lui's algorithm is essentially equivalent to RR-SP0 because the two algorithms only differ in parameters selection: Lui makes \(\sigma_{1}=\sigma_{2}=\lambda=6.794\), RR-SP0 makes \(\sigma_{1}=S_{2} I\) and \(\sigma_{2}=S_{1} I\). Meanwhile, at the end of Subsection 4.3, it is stated that RR-SP0 could prove its advantage over Lui's algorithm. To verify it, a numerical test is implemented and the result is shown in Table 5.2. The table also summarises the test result of RR-SP1, RR-SP2 and DR.

The test result shows that Lui's algorithm converges in the same iterations as RR-SP0 (parallel). However, RR-SP0 could prove its slight advantage from the convergence history

Table 5.2. Convergence iterations of RR-SPN,DR and Lui's algorithm in application to solving a Poisson's equation.
\begin{tabular}{llrrr}
\hline Algorithm & Parameter & \(a=\frac{1}{8}\) & \(a=\frac{3}{8}\) & \(a=\frac{7}{8}\) \\
\hline Lui's & \(\lambda=6.794\) & 5 & 8 & 6 \\
\cline { 2 - 5 } & RR-SP0 & 5 & 8 & 6 \\
RR(parallel) & RR-SP1 & 4 & 5 & 4 \\
& RR-SP2 & 4 & 5 & 4 \\
\cline { 2 - 5 } & RR-SP0 & 3 & 5 & 3 \\
\multirow{4}{*}{ RR(sequential) } & RR-SP1 & 2 & 3 & 3 \\
& RR-SP2 & 2 & 3 & 3 \\
\cline { 2 - 5 } DR & & 4 & 7 & 7 \\
\hline
\end{tabular}
plot, see Fig.5.1. Next, it is not surprising to see RR-SP1 and RR-SP2 show faster convergence than RR-SP0, which is also displayed in Table 5.1. The convergence history of (sequential) RR-SPN and DR algorithms is plotted in Figs.5.2 to 5.4. In addition, Table 5.2 compares the convergence iterations between the parallel and the sequential algorithms and it shows that the sequential algorithms take around half of iterations of the parallel algorithms to converge, which is consistent with the theoretical analysis. Lastly, DR algorithm shows clearly slower convergence than any RR-SPN algorithm. Note DR algorithm is supposed to compare with sequential algorithms of RR-SPN because DR algorithm itself is constructed as sequential algorithm: DR algorithm starts from solving \(u_{2}\), and \(u_{1}\) uses the information of \(u_{2}\) from the same iteration. This is the typical iterative procedures of sequential computing.

Comparing the numerical result of RR-SP0 shown in Tables 5.1 and 5.2, it could be found that \(A=3 / 8\) case converges three iterations slower (around \(40 \%\) slower) than \(A=1 / 8\) case in Table 5.2 while only 1 iteration slower (around \(10 \%\) slower) in Table 5.1. This is possibly because \(A=3 / 8\) case has larger exact value on interface and the absolute error check is more strict for it, which makes it take additionally more iterations to meet the convergence requirement.

\subsection*{5.3 Model equations}

\subsection*{5.3.1 Model equation 1}

This subsection applies the RR algorithms to solving two model equations that do not have analytical solution. The model equations are two-dimensional and have small parameter in second derivative term. The test result is supposed to be compared with that of Poisson's equation because the theoretical convergence analysis is made upon the latter.

Consider a model equation defined in a \([0,1] \times[0,1]\) square. The equation was solved earlier [81] by the so-called non-local wall function, which gives approximated solution to


Figure 5.1. Convergence history of Lui's algorithm ( \(\lambda=6.794\) ) and (parallel) RR-SP0 in comparison to solve a Poisson's equation. \(A=\frac{1}{8}, \frac{7}{8}\)


Figure 5.2. Convergence history of (sequential) RR-SPN ( \(\mathrm{N}=0,1,2\) ) and DR algorithms in application to solving a Poisson's equation. \(A=\frac{1}{8}\).


Figure 5.3. Convergence history of (sequential) RR-SPN ( \(N=0,1,2\) ) and \(\operatorname{DR}\) algorithms in application to solving a Poisson's equation. \(A=\frac{3}{8}\).


Figure 5.4. Convergence history of (sequential) RR-SPN ( \(\mathrm{N}=0,1,2\) ) and DR algorithms in application to solving a Poisson's equation. \(A=\frac{7}{8}\).
the equation. In this thesis, the equation is supposed to be solved exactly.
\[
\begin{align*}
\left(\mu U_{y}\right)_{y}+\sigma U_{x x}+\beta U_{y}+\gamma U & =f(x, y), \\
U(x, 0) & =0, \\
U(x, 1) & =U_{s}(x),  \tag{5.3}\\
U(0, y) & =U_{0}(y), \\
U(1, y) & =U_{1}(y) .
\end{align*}
\]

Note \(\sigma=\alpha \mu, \mu=\frac{1-e^{y / \epsilon}+\delta}{R e}, \epsilon=3 \times 10^{-2}, \delta=10^{-2}, \beta=y, \gamma=-y^{2}, R e=10^{4}\), \(f=-100 x^{2}, U_{s}=1+100 x^{2}\).

The governing equation represents the general form of equations in RANS model. Apparently, the bigger \(\sigma\), the stronger non-local effect the function has. In the vicinity of the wall, the function has boundary-layer profile and the mean flow feature prevails in off-wall region. The first two terms on the left hand side represent dissipative terms in RANS equations and the other terms are the representation of convective terms. The right hand side models source terms such as pressure gradient in momentum equation. The coefficient \(\mu\) represents effective viscosity coefficient.

Note \(U_{0}\) and \(U_{1}\) are two one-dimensional functions that satisfy the following conditions:
\[
\begin{align*}
\left(\mu U_{y}\right)_{y}+\beta U_{y}+\gamma U & =0,  \tag{5.4}\\
U(0) & =0  \tag{5.5}\\
U(1) & =U_{s} . \tag{5.6}
\end{align*}
\]

Such boundary conditions means flow becomes locally one-dimensional in the vicinity of the boundaries at \(x=0\) and \(x=1\).

In this test, \(\alpha=1,10^{2}\) and \(10^{4}\) respectively. Here \(\alpha\) is used to control the solution variation with \(x\). If \(\alpha=0\), the problem becomes one-dimensional. The larger \(\alpha\), the stronger the solution is influenced by the term \(\sigma U_{x x}\) and has greater dependence on \(x\).

The mesh in \(x\) direction are uniformly generated with 101 nodes so \(\Delta h_{x}=0.01\). In \(y\) direction, adaptive mesh are generated separately in inner and outer region [104]:
\[
\begin{align*}
& y=-\frac{e^{k}}{b} \ln (1-c \eta) \quad \text { if } 0 \leq \eta \leq \eta_{1}  \tag{5.7}\\
& y=y\left(\eta_{1}\right)+\frac{c\left(\eta-\eta_{1}\right)}{b} \quad \text { if } \eta_{1} \leq \eta \leq 1 \tag{5.8}
\end{align*}
\]

The parameters are set as follows: \(k=-8.12, c=1.67, b=0.67, \eta_{1}=0.6\). The inner region mesh are generated as \(\eta \leq \eta_{1}\) and those in outer region are generate as \(\eta_{1} \leq \eta \leq 1\). There are about 270 nodes in inner region with \(y^{*} \approx 10^{-3}\) and about 230 nodes in outer region. The total node number is about 500 .

The convergence criterion is:
\[
\begin{equation*}
\max \left(\frac{\left\|u_{1}^{n+1}-u_{1}^{n}\right\|_{\infty}}{\left\|u_{1}^{n+1}\right\|_{\infty}}, \frac{\left\|u_{2}^{n+1}-u_{2}^{n}\right\|_{\infty}}{\left\|u_{2}^{n+1}\right\|_{\infty}}\right)<10^{-6} . \tag{5.9}
\end{equation*}
\]

Table 5.3 shows that when the solution has weak dependence on \(x\) ( \(\alpha=1\) case), the three algorithms converge at equal rate. This case matches the Poisson's equation best because they both have solutions that could be separated in terms of variables. In other words, the problem is basically one-dimensional for \(\alpha=1\) case. When the solution dependence on \(x\) becomes stronger \(\left(\alpha=100,10^{4}\right)\), RR-SP2 outperform the other 2 algorithms and RR-SP1 no longer shows any advantage over RR-SP0. Particularly at \(\alpha=10^{4}\) case, it converges especially slowly. This is different from the result in Poisson's equation test. The convergence history of the four algorithms is displayed in Figs.5.5 to 5.7.

Table 5.3. Convergence iteration of (sequential) RR-SP0, RR-SP1, RR-SP2 and DR in application to a model equation, \(A=10^{-3}\).
\begin{tabular}{lrrr}
\hline\(\alpha\) & 1 & \(10^{2}\) & \(10^{4}\) \\
\hline RR-SP0 & 3 & 7 & 10 \\
RR-SP1 & 3 & 8 & 44 \\
RR-SP2 & 3 & 4 & 10 \\
DR & 4 & 10 & 21 \\
\hline
\end{tabular}

Table 5.4. Convergence iteration of (sequential) RR-SPN ( \(\mathrm{N}=0,1,2\) ) and RR-SPN* in comparison to solve a model equation, \(A=10^{-3}\).
\begin{tabular}{lrrr}
\hline\(\alpha\) & 1 & \(10^{2}\) & \(10^{4}\) \\
\hline RR-SP0 & 3 & 7 & 10 \\
RR-SP0* & 4 & 8 & 16 \\
RR-SP1 & 3 & 8 & 44 \\
RR-SP1* & 4 & 8 & 16 \\
RR-SP2 & 3 & 4 & 10 \\
RR-SP2* & 4 & 5 & 15 \\
\hline
\end{tabular}

To examine the boundary effect in the three cases, it is necessary to illustrate the profile of \(S_{i} I\) of all \(\alpha\)-cases, which is displayed in Figs.5.8 to 5.10.

Fig. 5.8 shows that in \(\alpha=1\) case, there hardly exists any boundary effect so the convergence rate of the three algorithms is subjected to the standard convergence rate calculation. If \(\hat{S}_{i \omega}(0)=0\) still holds true for the model equation, RR-SP1 should have equal convergence rate as RR-SP0. Fig. 5.5 confirms this: it shows that the error line of RR-SP1 almost coincides with RR-SP0. Meanwhile, RR-SP2 is shown to converge faster than the other two algorithms, which means the standard convergence rate of RR-SP2 is lower than that of RR-SP0(1).

Regarding the case of \(\alpha=100\), RR-SP2 shows clear superiority over the other 2 algorithms and RR-SP1 is still equal (actually slightly worse than) to RR-SP0. The reason of RR-SP2 performing better could be either it has lower standard convergence rate or stronger positive boundary effect. To study it, RR-SP2* is implemented to solving the problem and the convergence iteration is five, which is only one iteration slower than RR-SP2. Meanwhile,


Figure 5.5. Convergence history of (sequential) RR-SPN ( \(\mathrm{N}=0,1,2\) ) and DR algorithms in application to solving a model equation. \(\alpha=1\).


Figure 5.6. Convergence history of (sequential) RR-SPN ( \(\mathrm{N}=0,1,2\) ) and DR algorithms in application to solving a model equation. \(\alpha=10^{2}\).


Figure 5.7. Convergence history of (sequential) RR-SPN ( \(\mathrm{N}=0,1,2\) ) and \(\operatorname{DR}\) algorithms in application to solving a model equation. \(\alpha=10^{4}\).

RR-SP0* is implemented to the same problem and it converges in eight iterations (three iterations slower than RR-SP2*), see Table 5.4. It means that the advantage of RR-SP2 over RR-SP0(1) is mainly due to RR-SP2* having faster (standard) convergence than its counterparts rather than the boundary effect. In addition, RR-SP1 shows no advantage (slight disadvantage instead) over RR-SP0 and it suggests that the boundary effect of RR-SP1 is not strong enough to make remarkable difference, either positive or negative. In other words, the only difference between RR-SP1 and RR-SP0 is \(P_{i}^{l}\), which should be responsible for any performance difference between the two algorithms.

Figs.5.11 and 5.12 illustrate the profile of \(P_{i}^{l}\) and \(P_{i}^{q}\) in \(\alpha=10^{2}\) case. As can be seen, the size of \(P_{i}^{q}\) is nearly equal to 0 thus the boundary effect of RR-SP2 could hardly help the algorithm gain much advantage over the standard version (RR-SP2*), which has been verified by the numerical result as shown above. In addition, the shape of \(P_{i}^{l}\) is 'low and thin', suggesting a low \(\frac{\alpha}{\beta}\) ratio and weak boundary effect. Note the height of \(P_{i}^{l}\) is about 0.01 times of that of \(P_{i}\). Recall in Poisson's equation, \(A=\frac{1}{8}\) case, the height of \(P_{i}^{l}\) (about 0.5, see Figs.4.27, 4.28 ) is also around 0.01 times of that of \(P_{i}\) (about 40, see Fig.4.5 in Chapter 4). The ratio is approximately equal but the width of \(P_{2}^{l}\) in Poisson's equation case is far larger.

Note RR-SP0* algorithm amounts to modifying RR-SP0 by replacing \(S_{i} I\) with \(S_{i}^{*} I\) so that \(S_{i} I\) is a constant. RR-SP1* algorithm amount to letting \(T_{i l}=0\) in RR-SP1 apart from the simplification about \(S_{i} I\), which makes it identical to RR-SP0* thus the algorithm is
not specifically studied. The algorithm of RR-SP2* replaces \(T_{i q}\) in RR-SP2 with \(T_{i q}^{*}:=\) \(S_{j} x^{2}-x^{2} \cdot S_{j} I,(i \neq j)\), apart from retaining the simplification about \(S_{i} I\) and \(T_{i l}\). The above three algorithms correspond to the standard approach in Chapter 3.

The case of \(\alpha=10^{4}\) shows much different result from the above two. Firstly, RR-SP2 is no more faster (but equal to) than RR-SP0. Secondly, RR-SP1 shows far slower convergence than the other two algorithms. Thirdly, the standard version of RR algorithms makes remarkable difference from the real algorithms, see Table 5.4, which suggests that the standard approach plays secondary role in this case and the boundary effect is the main factor to influence the numerical result.

As mentioned earlier, RR-SP1 differs from RR-SP0 only by \(P_{i}^{l}\), and RR-SP1 in \(\alpha=10^{4}\) case converges much slower than RR-SP0, so it could be deduced that \(P_{i}^{l}\) results in the slow convergence of RR-SP1. The profile of \(P_{i}^{l}\) is displayed in Figs.5.13 and 5.14 together with the profile of \(P_{i}^{q}\). It could be seen that the two figures highly resemble Figs.4.27 and 4.28 in terms of shape, and the size of \(P_{i}^{1}\) and \(P_{i}^{q}\) in the former two figures is also comparable to that of the latter figures. It means that the model equation and the Poisson's equation should have been equally influenced by \(P_{i}^{l}\) and \(P_{i}^{q}\) and performed similar convergence iterations, but the numerical result fails to support it. The most likely reason might be that the solution to the model equation with large \(\alpha\) has strong dependence on \(x\) hence no more has variable-separation form, so the analysis result drawn from Poisson's equation could not be fully applied to the model equation. Considering RR-SP1 performs poorly (as mentioned earlier, because of \(P_{i}^{l}\) ) and RR-SP2 overcomes it with \(P_{i}^{q}\), It could be deduced that \(P_{i}^{q}\) offsets the negative effect that \(P_{i}^{l}\) imposes on the convergence and the overall effect of \(P_{i}^{l}\) plus \(P_{i}^{q}\) is 0 . That explains why RR-SP0 and RR-SP2 achieve the convergence within equal iterations.

Strictly speaking, the analysis result drawn from Poisson's equation could be partially applied to large- \(\alpha\) model equation. Assume the solution \(u:=V+W\) where \(V\) has variable-separation form and \(W\) does not. Clearly the convergence of \(V\) is predictable via the convergence rate calculation so the slow convergence has nothing to do with it. Instead, the unusual convergence in \(\alpha=10^{4}\) case should be resulted by \(W\). In addition, Fig.5.15 shows that the solution to \(\alpha=10^{4}\) case mainly changes with \(x\), which means \(V\) is much larger than \(W\) so the former dominates the entire solution. Note in this case \(V\) is a one-dimensional function of \(x\) and it could be considered to have variable-separation form. If \(V\) does not prevail, the influence of \(W\) could be expected to be larger than this case, and the convergence in RR-SP1 might be even slower, as will be shown in next subsection (5.2.2).

To conclude, the real convergence is influenced by both the standard convergence and the boundary effect of the algorithms. The standard convergence nature plays the key role when \(\alpha\) is small. As \(\alpha\) grows, the strength of the boundary effect keeps increasing. In addition, comparing the three algorithms, RR-SP2 algorithm performs the most stable and fastest convergence among all cases regardless of \(\alpha\). When \(\alpha\) is low and the boundary effect is not strong, the standard convergence rate mainly determines the real convergence, and RR-SP2 is proved (both theoretically and numerically) to have lower standard convergence rate than


Figure 5.8. The profile of \(S_{i} I\) in application to a model equation, \(\alpha=1\).


Figure 5.9. The profile of \(S_{i} I\) in application to a model equation, \(\alpha=10^{2}\).


Figure 5.10. The profile of \(S_{i} I\) in application to a model equation, \(\alpha=10^{4}\).


Figure 5.11. The profile of \(P_{1}^{l}\) and \(P_{1}^{q}\) in application to the model equation, \(\alpha=10^{2}\). \(P_{1}^{l}:=S_{2} x-S_{2} I \cdot x-0, P_{1}^{q}:=\left(S_{2} x^{2}-2 x S_{2} x+x^{2} S_{2} I\right)-\left(S_{2}^{*} x^{2}-x^{2} S_{2}^{*} I\right) . S_{2}^{*} x^{2}\) is obtained numerically with boundaries in \(x\) direction set at far place ( \(x= \pm 2\) ).


Figure 5.12. The profile of \(P_{2}^{l}\) and \(P_{2}^{q}\) in application to the model equation, \(\alpha=10^{2}\).
\(P_{2}^{l}:=S_{1} x-S_{1} I \cdot x-0, P_{2}^{q}:=\left(S_{1} x^{2}-2 x S_{1} x+x^{2} S_{1} I\right)-\left(S_{1}^{*} x^{2}-x^{2} S_{1}^{*} I\right) . S_{1}^{*} x^{2}\) is obtained numerically with boundaries in \(x\) direction set at far place \((x= \pm 2)\).

RR-SP0(1) thus it shows faster convergence. When \(\alpha\) is high and the boundary effect is strong enough to largely influence the real convergence, the convergence of RR-SP1 may be 'backfired' by the boundary effect of itself but RR-SP2 could offset the negative effect and maintains stable performance.

Both the standard convergence nature and the boundary effect could be considered as reflections of the non-local effect reservation of SP operators in application to given problems. Obviously, in the standard convergence rate calculation, \(S_{i} I, S_{i} x\) and \(S_{i} x^{2}\) are considered as two-dimensional functions thus the calculation reserves part of the non-local effect of the problem. Additionally, the rest part of the non-local effect is represented by the boundary effect (pike functions). The standard convergence calculation shows that RR-SP2 has lower (standard) convergence rate and the numerical test shows that RR-SP2 has stronger ability to avoid itself being negatively influenced by the boundary effect. The former makes RR-SP2 faster in achieving the convergence and the latter makes it more stable in dealing with complex problem.

\subsection*{5.3.2 Model equation 2}

This subsection considers applying the algorithms to the same model equation as Subsection 5.2.1 but with two parameters adjusted: \(y^{*}\) and \(R e\). Both adjustments change the non-local


Figure 5.13. The profile of \(P_{1}^{l}\) and \(P_{1}^{q}\) in application to the model equation, \(\alpha=10^{4}\).
\(P_{1}^{l}:=S_{2} x-S_{2} I \cdot x-0, P_{1}^{q}:=\left(S_{2} x^{2}-2 x S_{2} x+x^{2} S_{2} I\right)-\left(S_{2}^{*} x^{2}-x^{2} S_{2}^{*} I\right) . S_{2}^{*} x^{2}\) is obtained numerically with boundaries in \(x\) direction set at far place \((x= \pm 2)\).

Table 5.5. Convergence iteration of RR-SP0, RR-SP1, RR-SP2 and DR algorithms in application to a model equation, \(A=5 \times 10^{-4}\).
\begin{tabular}{lrrr}
\hline\(\alpha\) & 1 & \(10^{2}\) & \(10^{4}\) \\
\hline RR-SP0 & 3 & 5 & 10 \\
RR-SP1 & 3 & 5 & 29 \\
RR-SP2 & 3 & 4 & 8 \\
DR & 4 & 7 & 19 \\
\hline
\end{tabular}
effect strength of the problem on the interface. The additional test aims to check the analysis result drawn from Subsection 5.2 .1 so the numerical result is comparatively studied with that from the subsection too.

Consider the case of implementing RR-SPN ( \(\mathrm{N}=0,1,2\) ) and DR to the same model equations (parameters and mesh scheme all remain) but with interface boundary at lower position: \(y^{*}=5 \times 10^{-4}\). Moving \(y^{*}\) to nearer-wall position means the non-local effect of the near-wall problem becomes weaker so that the reservation of the non-local effect of \(S_{1}\) becomes less important. In other words, the problem is closer to one-dimensional to some extent and the difficulty to solve it becomes lower. Table 5.5 confirms it that all algorithms take less iterations to converge, especially DR, RR-SP0 and RR-SP1. This is because the three algorithms are less capable of retaining the non-local nature of the problem hence are more sensitive to the reduction of it.


Figure 5.14. The profile of \(P_{2}^{l}\) and \(P_{2}^{q}\) in application to the model equation, \(\alpha=10^{4}\). \(P_{2}^{l}:=S_{1} x-S_{1} I \cdot x-0, P_{2}^{q}:=\left(S_{1} x^{2}-2 x S_{1} x+x^{2} S_{1} I\right)-\left(S_{1}^{*} x^{2}-x^{2} S_{1}^{*} I\right) . S_{1}^{*} x^{2}\) is obtained numerically with boundaries in \(x\) direction set at far place ( \(x= \pm 2\) ).


Figure 5.15. The contour plot of the solution to \(\alpha=10^{4}\) model equation. The solution mainly changes with \(x\).


Figure 5.16. The divergence history of RR-SP0(1)* in application to the model equation, \(\alpha=10^{6}\). The convergence of \(V\) is speculated to be achieved within the first 5 iterations.

Next, consider the model equation with \(R e=10^{6}\) (all other parameters remain). The adjustment mainly affects \(\sigma\) that controls the solution variation in \(x\) direction. If Re becomes larger, \(\sigma\) relatively gets smaller and the solution less depends on \(x\) with the same \(\alpha\). Therefore, it could be expected that the problem is easier to solve.

Note different mesh scheme in \(y\) direction is adopted in the case:
\[
\begin{equation*}
y(i)=\delta\left(\frac{\tanh \left(\frac{R}{2}\left(i-\frac{n}{2}\right)\right)}{\tanh \left(\frac{R}{2}\right)}+1\right), \quad i=0,1,2, \ldots n . \tag{5.10}
\end{equation*}
\]

The space step \(\Delta h_{y}(i):=y(i)-y(i-1)\). The following parameters are given in the test: \(n=401, \delta=1, R=20\). The scheme is originally used for generating mesh in cylindrical pipe simulation so the mesh are symmetric along \(i=n / 2\). In this case, only half generated mesh are used so the final mesh have 202 nodes in total and 125 of them are located in inner region \(\left(y \leq 10^{-3}\right)\) and 78 are in the outer region \(\left(10^{-3}<y \leq 1\right)\). Compared with the mesh scheme (Eqs.(5.7), (5.8)) in Subsection 5.2.1, both have well-refined mesh in the inner region (accommodating over half number of nodes) with appropriate growing ratio, so they should both be able to capture the rapid velocity change in the boundary layer simulation. The numerical result based on the two schemes should be comparable.

The numerical test result is displayed in Table 5.6. Firstly, all cases converge in a few iterations including RR-SP1 that had slow convergence in high- \(\alpha\) case of \(R e=10^{4}\). It proves the

Table 5.6. Convergence iteration of a model equation case. Note 'NA' denotes not applicable.
\begin{tabular}{lrrrrrrrr}
\hline Parameter & \multicolumn{3}{c}{ parallel } & & \multicolumn{3}{c}{ sequential } \\
\cline { 2 - 4 } \cline { 6 - 9 } & \(\alpha=1\) & \(\alpha=100\) & \(\alpha=10^{4}\) & & \(\alpha=1\) & \(\alpha=100\) & \(\alpha=10^{4}\) \\
\hline RR-SP0 & 3 & 4 & 9 & & 3 & 3 & 5 \\
RR-SP1 & 4 & 4 & 9 & & 3 & 3 & 5 \\
RR-SP2 & 3 & 3 & 5 & & 3 & 3 & 3 \\
DR & NA & NA & NA & & 3 & 3 & 5 \\
\hline
\end{tabular}
problem indeed easier to converge. Next, consider each \(\alpha\) respectively. In low- \(\alpha\) cases ( \(\alpha=\) 1,100 ), (parallel) RR-SP2 shows slight advantage in the convergence rate than the other two, which should be resulted in by the standard convergence nature difference. The \(\alpha=100\) case matches the case of \(\alpha=1\) in Subsection 5.2.1 because they both have \(\sigma \sim 10^{-4}\). When \(\alpha\) is high \(\left(10^{4}\right)\), (both parallel and sequential) RR-SP2 shows remarkable advantage over the other two. The case matches the case of \(\alpha=100\) in Table 5.3 (because they both have \(\sigma \sim 10^{-2}\) ), so the explanation should be the same as well: the advantage is mainly due to the standard convergence rate and is also influenced by the boundary effect. To verify it, (parallel) RR-SP2* and RR-SP0(1)* is implemented to the case of \(\alpha=10^{4}\), and the convergence iterations are 5 and 9 respectively, which is exactly the same as the result with the boundary effect. It shows that the boundary effect of the algorithms almost has no impact on the convergence. The same test is implemented to sequential RR-SP2* and RR-SP0(1)* as well, and the result is three, four respectively, which shows the boundary effect of RR-SP0(1)* imposes slight impact on the convergence but the standard convergence still plays the leading role. To sum up, the test result with \(R e=10^{6}\) case is consistent with the previous analysis.

Table 5.6 also compares the iteration numbers between the parallel and the sequential algorithms. It shows that in whichever case, the former takes about twice number of iterations as the latter, as is in Poisson's equation test, see Table 5.2. Therefore, the solution to the model equation must also have (or dominated by) variable-separation form regardless of \(\alpha\). As will be seen in Section 5.3, the solution is speculated to be quasi-one-dimensional with respect to \(y\) and \(x\) in inner and outer region respectively.

Recall in last model equation test, \(\alpha=10^{4}\) case, RR-SP1 shows very slow convergence and RR-SP2 overcomes the negative trend and shows satisfactory stability in maintaining the outstanding convergence performance. The poor performance of RR-SP1 is deduced to be associated with part of the solution \(W\) that has no variable-separation form, and RR-SP2 proves itself capable of securing the convergence of \(W\) within small number of iterations. To test RR-SP2 again, the model equation studied in this subsection is particularly applied to (sequential) RR-SPN and RR-SPN* with \(\alpha=10^{6}\) so that \(\sigma \sim 1\). The test result is shown in Table 5.7. In this test, RR-SP2* proves its superior standard convergence rate and RR-SP2 proves its stability that the convergence is not impeded by the boundary effect. Actually the error of RR-SP2 is slightly less than RR-SP2* although not resulting in iteration number deduction, and it shows that the boundary effect not only does not impede but also boosts the convergence. Therefore, RR-SP2 proves its advantage in having lower convergence rate and better stability again in dealing with complex problem.

In the \(R e=10^{6}\) case, although RR-SP0(1)* fails to converge, the divergence history of RR-SP0(1)* shows temporary decrease of the error \(\left(e_{2}^{n}\right)\) in the first two iterations. The error history is displayed in Fig.5.16. It suggests that error elimination takes place at the beginning as if the convergence could have been achieved, but shortly afterwards the error line goes up and keeps fluctuating at around 1 , which is the symbol of 'mild divergence' (means error could neither be eliminated nor be enlarged). Clearly the algorithm managed to work at the beginning but crashed soon. The reason could be that the algorithm works well with \(V\) but does not with \(W\). The early error elimination happens on \(V\) and it has actually reached the convergence at around iteration 5. By contrast, the error of \(W\) could not be eliminated all the time and the divergence is not visible during the first few iterations. Iteration 2-5 is the transient zone where \(V\) is converging but \(W\) remains in divergence.

Table 5.7. Convergence iteration of RR-SPN and RR-SPN* in application to a model equation, \(\alpha=10^{6}\). Note 'DIV' denotes divergence.
\begin{tabular}{lrrrrrr}
\hline & SP0* & SP1* & SP2* & SP0 & SP1 & SP2 \\
\hline Iterations & DIV & DIV & 4 & DIV & DIV & 4 \\
\hline
\end{tabular}

\subsection*{5.4 Floating interface boundary method}

This section introduces a new domain decomposition method to solve the model equations.
Figs.5.17 to 5.19 illustrate the solution profile of the model equations \(\left(R e=10^{6}\right)\) with three different \(\alpha: 10^{2}, 10^{4}\) and \(10^{6}\). The increasing \(\alpha\) represents stronger non-local effect of the solution in \(x\) direction. It could be seen that Fig.5.17 resembles Fig. 5.18 where both profiles are mainly in blue (low function value) and only the right bottom corner reserves small area of yellow colour (high function value). The small yellow strip represents extremely high gradient zone in \(y\) direction (from top to bottom) in inner region, and it is supposed to simulate the boundary layer in turbulence flow. The outer region witnesses much milder transition in colour and the transition mainly happens in \(x\) direction. This region is supposed to simulate turbulence main flow. Roughly speaking, inner region could be approximated as a one-dimensional problem in \(y\) direction with super-high velocity gradient and outer region could be approximated as a one-dimensional problem in \(x\) direction with very low gradient. Reducing the inner problem to one-dimensional with respect to \(y\) fits the solution nature of the near-wall flow (exactly what ANDD algorithms do), but the outer region could suffer more from accuracy loss because it is basically a problem of \(x\). In other words, outer region has stronger non-local effect than inner region. Recall it is previously stated that the boundary effect of \(S_{i} I\) mostly represents the non-local effect of the operator (see end of Subsection 4.1.2 in Chapter 4). In the model equation tests, Fig.5.9 shows that \(S_{2} I\) has higher pike (boundary effect) than \(S_{1} I\), so the outer region should have stronger non-local effect. Figs.4.23 and 4.24 also confirm this: \(A=1 / 8\) has larger pike in \(S_{2} I\) than in \(S_{1} I\) and \(A=7 / 8\) has larger pike in \(S_{1} I\) than in \(S_{2} I\).

Fig.5.19 is remarkably different from the above two figures because it has the yellow zone
much bigger in size and located at top right of the domain (out of inner region). It means that the solution in inner region might still be largely influenced by the gradient in \(y\) direction but the gradient is much lower (might not dominate) thus not capable of representing boundary layer. By contrast, the outer region shows higher gradient in \(x\) direction: from right to left, so it becomes closer to a one-dimensional problem with respect to \(x\). To summarise, inner region could not be simplified as one-dimensional problem of \(y\) in the case and outer region becomes closer to a one-dimensional problem with respect to \(x\). The equation no longer simulates turbulence flow.

It is not surprising to see Fig. 5.19 highly resembles Fig. 5.15 because they both have \(\alpha \sim 1\). The difference between the two figures is that the latter has bigger bright colour zone (or simply yellow zone) at the right top corner, which means the velocity gradient in \(x\) direction of the case is higher and the solution is closer to one-dimensional. Recall previous study assumes the solution to the case is made of two parts: \(u=V+W\) where \(V\) could be solved with separation of variables and \(W\) could not. It could be speculated that \(V\) makes up higher portion of the solution as shown in Fig.5.15 so the negative effect of \(W\) on the convergence is weaker. In that case, RR-SP1 could still converge and RR-SP0 shows even better convergence, see Table 5.3. When \(W\) composes larger portion in the solution, as is the case as shown in Fig.5.19, the convergence condition could be worse or even divergence, see Table 5.7.

As has been analysed, in whichever case, the solution in outer region mainly varies with \(x\) as a result of strong non-local nature. Consequently, the solution gradient is low in \(y\) direction and the solution changes very slowly in this direction. Now considering outer region \(\Omega_{2}\) alone, throughout the iterative computing it has three exact boundary conditions (at \(x=0,1, y=\) 1) and one boundary condition not exact (at \(y=A\) ). Presume the error on the interface is \(e_{2}^{0}(x)\) before the iteration launches, and after the first iteration, \(e_{2}^{0}(x)\) must propagate to other nodes in \(\Omega_{2}\). Since the BVP is a quasi-one-dimensional problem with respect to \(x\), the error mainly spreads along \(x\) direction and hardly travels along \(y\) direction, which means the solution \(u_{2}^{1}(x, A+\delta y)\) should not be largely influenced by \(e_{2}^{0}(x)\). The larger \(\delta y\), the smaller the influence should be. If the propagation of \(e_{0}^{2}\) could fade away within certain scope of \(\delta y\), the solution beyond \(\delta y\) should be exact.

The method of floating interface boundary is proposed. The idea is that in the first iteration, define an imaginary interface several nodes below the real interface, denoted by \(y_{i}^{*}:=y^{*}-\delta y\). At the moment the outer region is slightly larger than it should haven been, and the real interface \(y^{*}\) is in outer region. Let the algorithm (whatever as long as it is convergent) run one iteration in outer region, and the value on \(y=y^{*}\) in outer region should be very close to exact value. Then resume the real interface and let the algorithm run in inner region. So far the 1 st iteration is completed. If the interface value at \(y=y^{*}\) is close enough to exact value, the whole solution should already be exact. Afterwards let the algorithm run 1 more iteration to check error. It is expected that the algorithm will converge after the completion of iteration 2. As the interface boundary slightly moves around during the iterations, it is called 'floating interface boundary method'. It could be combined with any convergent ENDD algorithm, such as simply RR-SP0.

To approximately elaborate the error propagation in \(\Omega_{2}\), consider the following one-dimensional BVP:
\[
\begin{align*}
\mathcal{L}_{y} e_{2} & =0 \\
e_{2}(A)=e_{2}^{0}, & e_{2}(1) \tag{5.11}
\end{align*}=0 .
\]

The above BVP represents the error problem in \(\Omega_{2}\) and it is simplified to one-dimensional. To compare, similar error BVP could be defined in \(\Omega_{1}\) :
\[
\begin{align*}
\mathcal{L}_{y} e_{1} & =0 \\
e_{1}(A)=e_{2}^{0}, & e_{1}(0)=0 \tag{5.12}
\end{align*}
\]

If let \(e_{2}^{0}=1\), the above BVPs could be used to obtain \(S_{1}^{*} I\) and \(S_{2}^{*} I\) by computing \(e_{1 y}(A)\) and \(-e_{2 y}(A)\). Instead of computing them, what is concerned here is the solution to \(e_{1}\) and \(e_{2}\). Now consider computing the above BVPs with \(R e=10^{6}\). Let \(L_{y}:=\frac{\mu \frac{d}{d y}}{d y}+\beta \frac{d}{d y}+\gamma\), where \(\mu, \beta, \gamma\) are all defined the same as previous model equations. \(\delta y\) is 10 nodes so that the imaginary \(y_{i}^{*}\) is at 115 th node. The solution to \(e_{1}\) and \(e_{2}\) is displayed in Fig.5.20.

The figure shows that the error is at maximum at \(y=y_{i}^{*}\) and propagates to both sides of the domain. In \(\Omega_{2}\), the error drops so quickly that after 10 nodes it reduces to almost 0 . In \(\Omega_{1}\), the error falls too but at much slower rate. It takes about half of the nodes in the region to let the interface error reduce to almost 0 . This is consistent with the previous analysis: in inner region error mainly spreads along \(y\) so \(e_{2}^{0}\) travels deep into the centre part of \(\Omega_{1}\); in outer region error mainly spreads along \(x\) and hardly transports along \(y\) direction, so the error is almost 'isolated' in the narrow strip along \(y=y_{i}^{*}\).

To verify the method, the model equation \(\left(R e=10^{6}\right)\) with \(\alpha=1,10^{2}\) and \(10^{4}\) is solved by RR-SP0 with floating interface boundary. The test conditions remain all the same as above test. The result is that all three cases converge in two iterations, while RR-SP0 converges in three, three, five iterations respectively, see Table 5.6. Even RR-SP2 converges in three iterations, which is one iteration slower. What is more, the computing cost of 'floating RR-SP0' is the same as RR-SP0, which requires only the pre-computation of \(S_{i} I\). By contrast, the implementation of RR-SP2 requires additionally the computation of \(S_{i} x\) and \(S_{i} x^{2}\) apart from \(S_{i} I\).

The high efficiency of the method is closely associated with the nature of near-wall turbulent flow: boundary layer has high gradient in \(y\) direction and main flow is mainly a function of \(x\). Therefore, the method is specifically aimed to solve near-wall turbulent flow but should not be expected to work effectively with other problems such as Poisson's equation.

\subsection*{5.5 Summary}

This chapter conducts numerical tests to verify the convergence analysis result of RR algorithms, and to test the feasibility of applying the RR algorithms to resolving near-wall


Figure 5.17. Solution profile of the model equation \(\left(R e=10^{6}\right) . \alpha=10^{2}\).


Figure 5.18. Solution profile of the model equation \(\left(R e=10^{6}\right) . \alpha=10^{4}\).


Figure 5.19. Solution profile of the model equation \(\left(R e=10^{6}\right) . \alpha=10^{6}\).


Figure 5.20. Profile of \(e_{1}\) and \(e_{2}\), which are defined in Eqs.(5.11) and (5.12).
turbulence problem.
Numerical test result on Poisson's equation fully coincides with theoretical result. Next, numerical tests are extensively conducted to two model equations with different solution variation on \(x\) direction. Greater variation accounts for stronger non-local nature of the problem. Since the algorithms are designed to deal with non-local problems, they should not perform much differently when the non-local effect is weak. The numerical test confirms the analysis: all the three algorithms converge in a few iterations and RR-SP2 shows slight advantage, which is due to lower standard convergence rate. As the non-local effect gets stronger, the advantage of RR-SP2 becomes greater and this is because the boundary effect improves the convergence. Overall, RR-SP2 shows both superior stability and efficiency in solving the model equations.

Section 5.4 proposes a new algorithm based on movable interface boundary, which is proven to be as efficient as to achieve the convergence in two iterations. The high efficiency of the algorithm is found to be directly associated with the physical nature of near-wall turbulent flow: normal derivative of function dominates in near-wall region and tangential derivative dominates in off-wall region.

\section*{Chapter 6}

\section*{Analysis and implementation of GMRES}

This chapter discusses one of the most effective iterative algorithms to solve large sparse linear systems: the generalized minimum residual method [105], which is used in the project to solve the discrete BVPs as introduced in previous chapters. The method of GMRES usually goes with preconditioning procedures to achieve faster convergence. There are various preconditioning techniques applicable to GMRES and the so-called ILU(0) is elaborated in the chapter as it is implemented in the project.

The computing cost of solving a linear system is directly associated with the working mechanism of the solver that is used. For example, the size of the linear system could play an important role in determining the computing cost of applying direct solving method such as LU factorization, but it is usually not true for more complicated iterative solving method including GMRES. Therefore, the object of studying GMRES is to understand how it works to solve large sparse systems and find approach to evaluate the computing cost of applying GMRES to NDD method as opposed to one-block method.

\subsection*{6.1 Introduction of GMRES as a projection method}

Consider a large sparse linear problem where \(\boldsymbol{A} \in \mathbb{R}^{n \times n}\) and \(\boldsymbol{x}, \boldsymbol{b} \in \mathbb{R}^{n}\) :
\[
\begin{equation*}
\boldsymbol{A x}=\boldsymbol{b} . \tag{6.1}
\end{equation*}
\]

This section introduces so-called projection method to solve the problem. The basic idea of projection method is to find an approximation of \(\boldsymbol{x}\) (denoted by \(\boldsymbol{x}_{\boldsymbol{m}}\) ) in the search subspace \(\mathcal{K}_{m}\) so that \(\boldsymbol{b}-\boldsymbol{A} \boldsymbol{x}_{m} \perp \mathcal{L}_{m}\), in which both \(\mathcal{K}_{m}\) and \(\mathcal{L}_{m}\) are two \(m\)-dimensional subspace in \(\mathbb{R}^{n}\). The approximated solution has the structure: \(\boldsymbol{x}_{\boldsymbol{m}}=\boldsymbol{x}_{\mathbf{0}}+\boldsymbol{\delta}\), in which \(\boldsymbol{x}_{0}\) is an arbitrary initial guess and \(\boldsymbol{\delta} \in \mathcal{K}_{m}\). To extract such a \(\boldsymbol{x}_{\boldsymbol{m}}\) from \(\mathcal{K}_{m}\), a typical technique is to impose \(m\) orthogonality conditions on the subspace \(\mathcal{K}_{m}\) so that for example, the residual vector \(\boldsymbol{b}-\boldsymbol{A} \boldsymbol{x}_{\boldsymbol{m}}\) is orthogonal to \(m\) linearly independent vectors, which form the so-called constraint subspace \(\mathcal{L}_{m}\) [106]. As stated above, this is the basic framework of so-called Petrov-Galerkin conditions. Particularly, when \(\mathcal{L}_{m}=\mathcal{K}_{m}\), the Petrov-Galerkin conditions
are called Galerkin conditions [106].
\[
\begin{array}{r}
\boldsymbol{x}_{\boldsymbol{m}}=\boldsymbol{x}_{\mathbf{0}}+\boldsymbol{\delta}, \quad \boldsymbol{\delta} \in \mathcal{K}_{m}, \\
\left(\boldsymbol{b}-\boldsymbol{A} \boldsymbol{x}_{m}, \boldsymbol{\omega}\right)=\mathbf{0}, \quad \forall \boldsymbol{\omega} \in \mathcal{L}_{m} . \tag{6.3}
\end{array}
\]

There are as many projection-method-based algorithms as the selections of \(\mathcal{K}_{m}\). Particularly, Krylov subspace method is a method for which the search subspace \(\mathcal{K}_{m}\) is defined as Krylov subspace [107]:
\[
\begin{equation*}
\mathcal{K}_{m}\left(A, r_{0}\right)=\operatorname{span}\left\{\boldsymbol{r}_{0}, \boldsymbol{A} \boldsymbol{r}_{0}, \boldsymbol{A}^{2} \boldsymbol{r}_{0}, \ldots, \boldsymbol{A}^{m-1} \boldsymbol{r}_{0}\right\} . \tag{6.4}
\end{equation*}
\]
where \(\boldsymbol{r}_{\mathbf{0}}=\boldsymbol{b}-\boldsymbol{A} \boldsymbol{x}_{\mathbf{0}}\). From now on, \(\mathcal{K}_{m} \equiv \mathcal{K}_{m}\left(A, r_{0}\right)\) would represent Krylov subspace of dimension \(m\) only unless otherwise indicated.

The implementation of GMRES usually starts from running Arnoldi algorithm [108]. The importance of Arnoldi algorithm largely lies in its property that it produces an orthogonal basis (denoted by \(\boldsymbol{V}_{\boldsymbol{m}}\) ) of \(\mathcal{K}_{m}\), so that \(\boldsymbol{\delta}\) could be expressed as \(\boldsymbol{\delta}=\boldsymbol{V}_{\boldsymbol{m}} \boldsymbol{y}_{\boldsymbol{m}}\), where \(\boldsymbol{y}_{\boldsymbol{m}} \in \mathbb{R}^{m}\). Essentially, the algorithm uses (modified) Gram-Schmidt method to orthogonalize the non-orthonormal basis of \(\mathcal{K}_{m}\) and the relationship between \(\boldsymbol{A}\) and \(\boldsymbol{V}_{\boldsymbol{m}}\) holds: \(\boldsymbol{H}_{\boldsymbol{m}} \equiv \boldsymbol{V}_{\boldsymbol{m}}^{\boldsymbol{T}} \boldsymbol{A} \boldsymbol{V}_{\boldsymbol{m}}\), where \(\boldsymbol{H}_{\boldsymbol{m}}\) is an \(m \times m\) upper Hessenberg matrix. The Hessenberg matrix is not only a by-product of the orthogonalization operation on \(\mathcal{K}_{m}\), as will be seen, it is also the matrix representation of \(\boldsymbol{A}\) projected in Krylov subspace \(\mathcal{K}_{m}\) with \(\boldsymbol{V}_{\boldsymbol{m}}\) as basis and it contains important information of eigenvalues of matrix \(\boldsymbol{A}\). In addition, there could be other ways to obtain the orthogonal basis of \(\mathcal{K}_{m}\) : Householder method and Givens rotation for example. The following discussion would demonstrate that modified Gram-Schmidt(MGS) has its unique advantage over all others in application to GMRES method.

There are two classes of projection methods in term of \(\mathcal{L}_{m}: \mathcal{L}_{m}:=\mathcal{K}_{m}\) and \(\mathcal{L}_{m}:=A \mathcal{K}_{m}\), namely orthogonal and oblique projection respectively [106]. In the first case, Galerkin conditions becomes \(\left(\boldsymbol{b}-\boldsymbol{A} \boldsymbol{x}_{\boldsymbol{m}}, \boldsymbol{\omega}\right)=\mathbf{0}, \forall \boldsymbol{\omega} \in \mathcal{K}_{m}\) and it yields to the estimation of \(\boldsymbol{x}_{\boldsymbol{m}}=\boldsymbol{x}_{0}+\boldsymbol{V}_{m} \boldsymbol{y}\), where \(\boldsymbol{y}=\boldsymbol{H}_{m}^{-1}\left\|r_{0}\right\| e_{1}\) and \(\boldsymbol{e}_{\boldsymbol{1}}\) is the first column of \(m \times m\) identical matrix [109]. This directly leads to the full orthogonalization method (FOM), an algorithm highly similar (but less efficient than) to GMRES. In the second case when \(\mathcal{L}_{m}=\boldsymbol{A} \mathcal{K}_{m}\), the estimation \(\boldsymbol{x}_{\boldsymbol{m}}\) could be found in such a way that the residual norm \(\left\|\boldsymbol{b}-\boldsymbol{A} \boldsymbol{x}_{\boldsymbol{m}}\right\|_{2}\) is minimized over \(\boldsymbol{x}_{0}+\mathcal{K}_{m}\). Actually this is the optimal process of a least square problem because \(\boldsymbol{x}_{\boldsymbol{m}} \in \mathcal{K}_{m}\) and \(m<n\). Together with Arnoldi algorithm, the process of solving the least square problem directly forms the standard GMRES.

The convergence of GMRES is guaranteed that it must converge in at most \(n\) iterations when \(\boldsymbol{A}\) is a \(n \times n\) matrix. In this case, the solution is exact. However, it is rarely practical because \(n\) is usually very large and GMRES is expected to converge with acceptable error in \(m\) iterations (sometimes re-start after \(m\) iterations) where \(m\) is a pre-determined parameter and \(m \ll n\). It could be proven that the rate of convergence is highly related to the eigenvalue distribution of \(\boldsymbol{A}\) : higher clustered distribution of eigenvalues makes GMRES converge faster, which means
the convergence could be achieved within less iterations.

\subsection*{6.2 Derivation of GMRES}

\subsection*{6.2.1 Arnoldi algorithm}

In both Petrov-Galerkin and Galerkin conditions, the estimated solution \(x_{m}\) is a member of \(\mathcal{K}_{m}\), therefore an orthogonal basis of the subspace \(\mathcal{K}_{m}\) is always useful in revealing the structure of the subspace and simplifying the analysis due to the orthogonality of the basis. With Galerkin condition, \(\mathcal{L}_{m}=\mathcal{K}_{m}\), intuitively this is simpler because the search subspace and constrain subspace share the common orthogonal basis that could be obtained by Arnoldi algorithm.

Arnoldi algorithm was firstly proposed in 1951 to decompose a dense matrix into Hessenberg matrix with unitary transformation. Then it was discovered that the Hessenberg matrix also offers good approximation of the eigenvalues of the decomposed matrix even if it is large and sparse. What is more, the unitary matrix \(V\) actually builds up the orthogonal basis of Krylov susbspace \(\mathcal{K}_{m}(A, v) \equiv\left\{\boldsymbol{v}, \boldsymbol{A} \boldsymbol{v}, \boldsymbol{A}^{2} \boldsymbol{v}, \ldots, \boldsymbol{A}^{m-1} \boldsymbol{v}\right\}\), which is exactly the search (also constraint) subspace in GMRES (FOM). Finally, from technical viewpoint, Arnoldi algorithms using Gram-Schimidt method produces the Hessenberg matrix and unitary matrix in an 'one-column-by-another' manner, which means it could stop at any iteration with an incomplete decomposition product. It makes it convenient for the implementation of re-started GMRES.

With classic Gram-Schmidt (CGS) method, Arnoldi algorithm reads as follows:

\section*{ALGORITHM: Arnoldi algorithm (CGS)}
1. Choose a vector \(r_{1}\), let \(v_{1}=r_{1} /\left\|r_{1}\right\|_{2}\)
2. For \(j=1,2, \ldots, m\), Do
\[
\begin{aligned}
& h_{i, j}=\left(A v_{j}, v_{i}\right), i=1,2, \ldots, j \\
& w_{j}=A v_{j}-\sum_{i=1}^{j} h_{i, j} v_{i} \\
& h_{j+1, j}=\left\|w_{j}\right\|_{2} \\
& \text { if } h_{j+1, j}=0, \text { then stop } \\
& \text { else } v_{j+1}=w_{j} / h_{j+1, j}
\end{aligned}
\]

\section*{End Do}

The matrix representation of the above orthogonalizaiton process is as follows:
\[
\begin{equation*}
A V_{m}=V_{m+1} \bar{H}_{m} \tag{6.5}
\end{equation*}
\]

The unitary matrix composed of \(v_{1}, v_{2}, \ldots, v_{m}\) defined by Arnoldi algorithm is denoted by \(\boldsymbol{V}_{\boldsymbol{m}}\). The upper Hessenberg matrix whose non-zero elements are determined by Arnoldi algorithm is denoted by \(\overline{\boldsymbol{H}}_{\boldsymbol{m}}\). The dimension of the upper Henssenberg matrix is \((m+1) \times m\).

Expand the matrix formation:
\[
\begin{gather*}
\boldsymbol{V}_{\boldsymbol{m}}=\left[\begin{array}{llll}
\boldsymbol{q}_{\mathbf{1}}, & \boldsymbol{q}_{\mathbf{2}}, & \boldsymbol{q}_{\mathbf{3}}, & \ldots \boldsymbol{q}_{\boldsymbol{m}}
\end{array}\right]  \tag{6.6}\\
\boldsymbol{V}_{\boldsymbol{m + 1}}=\left[\begin{array}{lllll}
\boldsymbol{q}_{\mathbf{1}}, & \boldsymbol{q}_{\mathbf{2}}, & \boldsymbol{q}_{\mathbf{3}}, & \ldots \boldsymbol{q}_{\boldsymbol{m}}, & \boldsymbol{q}_{\boldsymbol{m + 1}}
\end{array}\right]  \tag{6.7}\\
\overline{\boldsymbol{H}}_{\boldsymbol{m}}=\left[\begin{array}{cccccc}
h_{11} & h_{12} & & \ldots & & h_{1 m} \\
h_{21} & h_{22} & & \ldots & & h_{2 m} \\
0 & h_{32} & h_{33} & & \ldots & h_{3 m} \\
& 0 & h_{43} & h_{44} & \ldots & h_{4 m} \\
\ldots & \ldots & 0 & & \ldots & \\
0 & & \ldots & & h_{m, m-1} & h_{m, m} \\
0 & \ldots & 0 & \ldots & 0 & h_{m+1, m}
\end{array}\right] . \tag{6.8}
\end{gather*}
\]

When \(h_{j+1, j}=0\), it marks the breakdown of the orthogonalization process or when \(m=n\), it marks the full orthogonalization of \(n\)-order Krylov subspace. The latter happens when \(h_{j+1, j}=0\) at the last iteration of Arnoldi algorithm, and there would be no new column generated to complement \(\boldsymbol{V}_{\boldsymbol{m}}\) because \(\boldsymbol{w}_{\boldsymbol{j}}=\mathbf{0}\). The matrix representation is
\[
\begin{equation*}
A V_{n}=V_{n} H_{n} \tag{6.9}
\end{equation*}
\]
where \(\boldsymbol{H}_{n}\) is a \(n \times n\) matrix whose non-zero element \(h_{i j}\) has indices \((i-1) \geq j\).
What is more concerned is in general case, where there is no breakdown, no \(m=n\), the relationship between \(\boldsymbol{A} \boldsymbol{V}_{\boldsymbol{m}}\) and \(\boldsymbol{V}_{\boldsymbol{m}} \boldsymbol{H}_{\boldsymbol{m}}\). To see this, transform Eq.(6.5) into
\[
\begin{equation*}
\boldsymbol{A} \boldsymbol{V}_{\boldsymbol{m}}=\boldsymbol{V}_{\boldsymbol{m}+1} \overline{\boldsymbol{H}}_{\boldsymbol{m}}=\boldsymbol{V}_{\boldsymbol{m}} \boldsymbol{H}_{\boldsymbol{m}}+h_{m+1, m} \boldsymbol{q}_{\boldsymbol{m + 1}} \boldsymbol{e}_{\boldsymbol{m}}^{\boldsymbol{T}} \tag{6.10}
\end{equation*}
\]
where \(\boldsymbol{e}_{m}^{\boldsymbol{T}}\) is the \(m\)-th column of \(m \times m\) identical matrix. In other words, the last column of \(\boldsymbol{V}_{\boldsymbol{m}} \boldsymbol{H}_{\boldsymbol{m}}\) plus vector \(h_{m+1, m} \boldsymbol{q}_{\boldsymbol{m + 1}}\) is equal to the last column of \(\boldsymbol{V}_{\boldsymbol{m + 1}} \overline{\boldsymbol{H}}_{\boldsymbol{m}}\). Note the added vector \(h_{m+1, m} \boldsymbol{q}_{m+1}\) is equal to \(\boldsymbol{w}_{\boldsymbol{m}}\) in Arnoldi iteration. Meanwhile, the latest-generated orthogonal vector \(\boldsymbol{q}_{\boldsymbol{m}+1}\) is actually normalized \(\boldsymbol{w}_{\boldsymbol{m}}\) as shown in Arnoldi process, so when Arnoldi algorithm breaks down or \(n\)-order Krylov subspace has been fully orthogonalized, no new orthogonal basis is produced and the term \(h_{m+1, m} \boldsymbol{q}_{\boldsymbol{m + 1}} \boldsymbol{e}_{\boldsymbol{m}}^{\boldsymbol{T}}\) vanishes, and Eq.(6.9) naturally holds true.

Next consider left-multiplying \(\boldsymbol{V}_{\boldsymbol{m}}{ }^{T}\) on both sides of Eq.(6.10) and due to orthogonality of \(V_{k}\), it yields to
\[
\begin{equation*}
V_{m}^{T} A V_{m}=H_{m} \tag{6.11}
\end{equation*}
\]
where \(\boldsymbol{H}_{\boldsymbol{m}}\) is equal to \(\overline{\boldsymbol{H}}_{\boldsymbol{m}}\) excluding the last row whose only non-zero element is \(h_{m+1, m}\),
see below:
\[
\boldsymbol{H}_{\boldsymbol{m}}=\left[\begin{array}{cccccc}
h_{11} & h_{12} & & \ldots & & h_{1 m}  \tag{6.12}\\
h_{21} & h_{22} & & \ldots & & h_{2 m} \\
0 & h_{32} & h_{33} & & \ldots & h_{3 m} \\
& 0 & h_{43} & h_{44} & \ldots & h_{4 m} \\
\ldots & & \ldots & & \ldots & \\
0 & \ldots & 0 & \ldots & h_{m, m-1} & h_{m, m}
\end{array}\right] .
\]

Rearranging Eq.(6.11) yields to the similarity transformation \(\boldsymbol{V}_{m}^{\boldsymbol{T}} \boldsymbol{A} \boldsymbol{V}_{\boldsymbol{m}}=\boldsymbol{H}_{\boldsymbol{m}}\), which indicates that \(\boldsymbol{H}_{\boldsymbol{m}}\) has the same eigenvalues as \(\boldsymbol{A}\). Due to the simpler structure of \(\boldsymbol{H}_{\boldsymbol{m}}\), it is easier to obtain the eigenvalues of \(\boldsymbol{A}\left(\right.\) also \(\left.\boldsymbol{H}_{m}\right)\) by numerical method like QR algorithm. As will be seen in Section 6.4, the distribution of eigenvalues of \(\boldsymbol{A}\) plays a crucial role in estimating the convergence rate of GMRES.

Arnoldi algorithm could also be achieved via modified Gram-Schmidt method, which is mathematically equivalent to the one by CGS method. The former is more reliable due to better elimination of round-off error in computing process. It takes the form as follows:

ALGORITHM: Arnoldi algorithm (MGS)
1. Choose a vector \(r_{1}\), let \(v_{1}=r_{1} /\left\|r_{1}\right\|_{2}\)
2. For \(j=1,2, \ldots, m\), Do
\[
\begin{aligned}
& \text { Compute } w_{j}:=A v_{j} \\
& \text { For } i=1, \ldots, j \text {, Do } \\
& \qquad \begin{aligned}
h_{i j} & =\left(w_{j}, v_{i}\right) \\
w_{j} & :=w_{j}-h_{i j} v_{i}
\end{aligned}
\end{aligned}
\]

\section*{End Do}
\[
\begin{aligned}
& h_{j+1, j}=\left\|w_{j}\right\|_{2} \\
& \text { if } h_{j+1, j}=0 \text {, then stop } \\
& \text { else } v_{j+1}=w_{j} / h_{j+1, j}
\end{aligned}
\]

End Do

\subsection*{6.2.2 Full orthogonalization method}

Consider the simpler case first where \(\mathcal{K}_{m}=\mathcal{L}_{m}=\operatorname{span}\left\{r_{0}, A r_{0}, \ldots, A^{m-1} r_{0}\right\}\). With the orthogonal basis \(\boldsymbol{v}_{\boldsymbol{i}}(i=1,2, \ldots, m)\) of Krylov subspace produced by Arnoldi method, the

Galerkin condition requires that \(\boldsymbol{b}-\boldsymbol{A} \boldsymbol{x}_{\boldsymbol{m}} \perp \mathcal{K}_{m}\) :
\[
\begin{align*}
& b-\boldsymbol{A} \boldsymbol{x}_{m} \perp \mathcal{K}_{m} \\
\rightarrow & \boldsymbol{b}-\boldsymbol{A}\left(\boldsymbol{x}_{\mathbf{0}}+\boldsymbol{V}_{m} \boldsymbol{y}_{m}\right) \perp \mathcal{K}_{m} \\
\rightarrow & \boldsymbol{r}_{0}-\boldsymbol{A} \boldsymbol{V}_{m} \boldsymbol{y}_{m} \perp \mathcal{K}_{m} \\
\rightarrow & \boldsymbol{V}_{m}^{T}\left(\boldsymbol{r}_{0}-\boldsymbol{A} \boldsymbol{V}_{m} \boldsymbol{y}_{m}\right)=0  \tag{6.13}\\
\rightarrow & \boldsymbol{V}_{m}^{T} \boldsymbol{r}_{0}-\boldsymbol{H}_{m} \boldsymbol{y}_{m}=0, \quad(\text { by Eq.(6.11), }) \\
\rightarrow & \beta \boldsymbol{e}_{1}-\boldsymbol{H}_{m} \boldsymbol{y}_{m}=0, \quad\left(\text { by orthogonality of } \boldsymbol{V}_{m},\right)
\end{align*}
\]
where \(\beta:=\left\|\boldsymbol{r}_{\mathbf{0}}\right\|_{2}\). Then, the estimated solution \(\boldsymbol{y}_{m}=\beta \boldsymbol{H}_{m}^{-1} \boldsymbol{e}_{\boldsymbol{1}}\).
ALGORITHM: Full Orthogonalization Method
1. Compute \(r_{0}=b-A x_{0}\), let \(v_{1}=r_{0} / \beta\), where \(\beta:=\left\|r_{0}\right\|_{2}\)
2. Arnoldi process: For \(j=1,2, \ldots, m\), Do
\[
\begin{aligned}
& h_{i, j}=\left(A v_{j}, v_{i}\right), i=1,2, \ldots, j \\
& w_{j}=A v_{j}-\sum_{i=1}^{j} h_{i, j} v_{i} \\
& h_{j+1, j}=\left\|w_{j}\right\|_{2} \\
& \text { if } h_{j+1, j}=0, \text { then stop, let } m:=j \\
& \text { else } v_{j+1}=w_{j} / h_{j+1, j}
\end{aligned}
\]

\section*{End Do}
3. Find the solution: \(x_{m}=x_{0}+V_{m} y_{m}\), where \(y_{m}=\beta H_{m}^{-1} e_{1}\).

Here is the error estimation: the residual generated by the approximated solution \(x_{m}\) is
\[
\begin{align*}
\boldsymbol{b}-\boldsymbol{A} \boldsymbol{x}_{\boldsymbol{m}} & =\boldsymbol{b}-\boldsymbol{A}\left(\boldsymbol{x}_{\mathbf{0}}+\boldsymbol{V}_{\boldsymbol{m}} \boldsymbol{y}_{\boldsymbol{m}}\right) \\
& =\boldsymbol{r}_{\mathbf{0}}-\boldsymbol{A} \boldsymbol{V}_{\boldsymbol{m}} \boldsymbol{y}_{\boldsymbol{m}}, \\
& =\beta \boldsymbol{v}_{\boldsymbol{1}}-\boldsymbol{V}_{\boldsymbol{m}} \boldsymbol{H}_{\boldsymbol{m}} \boldsymbol{y}_{\boldsymbol{m}}-h_{m+1, m} \boldsymbol{q}_{\boldsymbol{m}+\boldsymbol{1}} \boldsymbol{e}_{\boldsymbol{m}}^{\boldsymbol{T}} \boldsymbol{y}_{\boldsymbol{m}}, \quad(\text { by Eq.(6.10), ) }  \tag{6.14}\\
& =-h_{m+1, m} \boldsymbol{q}_{\boldsymbol{m}+\boldsymbol{1}} \boldsymbol{e}_{\boldsymbol{m}}^{\boldsymbol{T}} \boldsymbol{y}_{\boldsymbol{m}}, \quad\left(\text { by } \boldsymbol{H}_{\boldsymbol{m}} \boldsymbol{y}_{\boldsymbol{m}}=\beta \boldsymbol{e}_{\mathbf{1}} .\right)
\end{align*}
\]

\subsection*{6.2.3 Standard GMRES and restarted GMRES}

Consider Petrov-Galerkin condition applied to the case when \(\mathcal{K}_{m}\) is the \(m\)-dimensional Krylov subspace with \(\boldsymbol{v}_{0}:=r_{0}\). It could be proved that the estimated solution \(\boldsymbol{x}_{\boldsymbol{m}}\) satisfying the condition minimizes the 2 -norm of the residual vector \(\boldsymbol{b}-\boldsymbol{A x}\) over \(\boldsymbol{x}_{0}+\mathcal{K}_{m}\). Therefore, the key problem turns into finding the optimal solution to a least square problem:
\[
\begin{equation*}
\min _{\delta \in \mathcal{K}_{m}}\left\|\boldsymbol{b}-\boldsymbol{A}\left(\boldsymbol{x}_{0}+\boldsymbol{\delta}\right)\right\|_{2} \tag{6.15}
\end{equation*}
\]

Obviously \(\boldsymbol{\delta}\) could be expressed as \(\boldsymbol{\delta}=\boldsymbol{V}_{\boldsymbol{m}} \boldsymbol{y}_{\boldsymbol{m}}\), as is performed previously.

Recalling the equality relationship Eq.(6.5), the least square problem could be simplified as follows:
\[
\begin{align*}
& \min _{\delta \in \mathcal{K}_{m}}\left\|\boldsymbol{b}-\boldsymbol{A}\left(\boldsymbol{x}_{\mathbf{0}}+\boldsymbol{\delta}\right)\right\|_{2}  \tag{6.16}\\
= & \min _{y_{m} \in \mathbb{R}^{m}}\left\|\boldsymbol{r}_{\mathbf{0}}-\boldsymbol{A} \boldsymbol{V}_{\boldsymbol{m}} \boldsymbol{y}_{\boldsymbol{m}}\right\|_{2},  \tag{6.17}\\
= & \min _{y_{m} \in \mathbb{R}^{m}}\left\|\boldsymbol{r}_{\mathbf{0}}-\boldsymbol{V}_{\boldsymbol{m + 1}} \overline{\boldsymbol{H}}_{\boldsymbol{m}} \boldsymbol{y}_{\boldsymbol{m}}\right\|_{2},  \tag{6.18}\\
= & \min _{y_{m} \in \mathbb{R}^{m}}\left\|\beta \boldsymbol{v}_{\boldsymbol{1}}-\boldsymbol{V}_{\boldsymbol{m + 1}} \overline{\boldsymbol{H}}_{\boldsymbol{m}} \boldsymbol{y}_{\boldsymbol{m}}\right\|_{2},  \tag{6.19}\\
= & \min _{y_{m} \in \mathbb{R}^{m}}\left\|\boldsymbol{V}_{\boldsymbol{m + 1}}\left(\beta \boldsymbol{e}_{\mathbf{1}}-\overline{\boldsymbol{H}}_{\boldsymbol{m}} \boldsymbol{y}_{\boldsymbol{m}}\right)\right\|_{2},  \tag{6.20}\\
= & \min _{y_{m} \in \mathbb{R}^{m}}\left\|\beta \boldsymbol{e}_{\mathbf{1}}-\overline{\boldsymbol{H}}_{\boldsymbol{m}} \boldsymbol{y}_{\boldsymbol{m}}\right\|_{2} . \tag{6.21}
\end{align*}
\]

The \(m \times(m+1)\) least square problem could be addressed by QR factorization and the method especially becomes easier due to the simple structure of \(\overline{\boldsymbol{H}}_{m}\).

ALGORITHM: GMRES (standard)
1. Compute \(r_{0}=b-A x_{0}\), let \(v_{1}=r_{0} / \beta\), where \(\beta:=\left\|r_{0}\right\|_{2}\)
2. Arnoldi process: For \(j=1,2, \ldots, m\), Do
\[
\begin{align*}
& h_{i, j}=\left(A v_{j}, v_{i}\right), i=1,2, \ldots, j  \tag{6.22}\\
& w_{j}=A v_{j}-\sum_{i=1}^{j} h_{i, j} v_{i}  \tag{6.23}\\
& h_{j+1, j}=\left\|w_{j}\right\|_{2}  \tag{6.24}\\
& \text { if } h_{j+1, j}=0, \text { then stop, let } m:=j  \tag{6.25}\\
& \text { else } v_{j+1}=w_{j} / h_{j+1, j} \tag{6.26}
\end{align*}
\]

End Do
3. Form the solution by solving the least square problem: \(x_{m}=x_{0}+V_{m} y_{m}\), where \(y_{m}\) minimizes \(\left\|\beta e_{1}-\bar{H}_{m} y_{m}\right\|_{2}\).

The only difference between GMRES and FOM lies in the last step: the former finds an optimal solution to a least square problem while the latter computing \(\boldsymbol{y}_{\boldsymbol{m}}\) directly. Although the difference seems trivial, the two algorithms fall into two distinct categories of projection method: GMRES is a projection method based on taking \(\mathcal{K}_{m}\) as search subspace and \(\mathcal{L}_{m}=\) \(\boldsymbol{A} \mathcal{K}_{m}\) as constraint subspace, while FOM has the same search/constraint subspace \(\mathcal{K}_{m}\). The derivation of the algorithms also varies correspondingly as has been demonstrated.

The breakdown of GMRES could only possibly occur at Arnoldi iteration when \(h_{j+1, j}=0\). As analyzed before, it means that the Krylov subspace basis has been fully orthogonalized if \(\boldsymbol{A}\) is non-singular. In this situation, \(m\) must be equal to \(n\) and the solution must be exact because the degree of freedom matches the degree of restraint.

In cases when \(m\) is very large, the standard GMRES becomes increasingly expensive as \(m\)
keeps growing. One remedy is to re-start the algorithm after every \(m\) iterations and \(m\) is a pre-set integer and could even be dynamic. The algorithm is as follows:

ALGORITHM: GMRES(re-started)
1. Compute \(r_{0}=b-A x_{0}\), let \(v_{1}=r_{0} / \beta\), where \(\beta:=\left\|r_{0}\right\|_{2}\)
2. Arnoldi process: Produce \(V_{m}\) and \(\bar{H}_{m}\) using Arnoldi algorithm
3. Compute \(y_{m}\) which minimizes \(\left\|\beta e_{1}-\bar{H}_{m} y_{m}\right\|_{2}\) and \(x_{m}=x_{0}+V_{m} y_{m}\)
4. Examine \(r_{m}=b-A x_{m}\). If satisfied, then stop. Else let \(x_{0}:=x_{m}\) and go to step 1 .

\subsection*{6.3 Solution to the least square problem and practical discussion}

\subsection*{6.3.1 Solving the least square problem}

This section discusses how to solve the least square problem:
\[
\begin{equation*}
\min _{y_{m} \in \mathbb{R}^{m}}\left\|\beta \boldsymbol{e}_{\mathbf{1}}-\overline{\boldsymbol{H}}_{\boldsymbol{m}} \boldsymbol{y}_{\boldsymbol{m}}\right\|_{2} . \tag{6.27}
\end{equation*}
\]

The normal way to solve the problem is by QR factorization that transforms \(\overline{\boldsymbol{H}}_{\boldsymbol{m}}\) into an upper triangular matrix \(\boldsymbol{R}_{\boldsymbol{m}}\), and \(\boldsymbol{y}_{m}\) could be directly obtained by backward substitution. Particularly, the special structure of \(\overline{\boldsymbol{H}}_{m}\) simplifies the transformation process. Givens rotation is a widely-used method to implement the transformation. Consider a transformation matrix \(\boldsymbol{F}\) applied to \(\overline{\boldsymbol{H}}_{m}\) and transform it into an upper triangular matrix \(\boldsymbol{R}\) :
\[
\begin{equation*}
\boldsymbol{F} \overline{\boldsymbol{H}}_{m}=\boldsymbol{R} \tag{6.28}
\end{equation*}
\]

The transformation matrix \(\boldsymbol{F}=\prod_{j} \boldsymbol{F}_{\boldsymbol{j}}\) is composed of a series of 'rotation' matrix \(\boldsymbol{F}_{\boldsymbol{j}}\) which has the form:
\[
F_{j}=\left[\begin{array}{ccccccc}
1 & \ldots & & & & &  \tag{6.29}\\
& \ldots & & & & & \\
& \ldots & c & \ldots & s & \ldots & \\
& \ldots & & 1 & & \ldots & \\
& \ldots & -s & \ldots & c & \ldots & \\
& \ldots & & & & & \\
& \ldots & & & & & 1
\end{array}\right]
\]

Note the '...c...s...' row is the \(i\) th row of the rotation matrix and '... \(-s \ldots c . .\). ' is the \(j\) th row \((j>i)\). Meanwhile, it is easy to see that \(\boldsymbol{F}_{j}\) is unitary. The matrix is able to turn the \(j\) th entry of a vector \(\boldsymbol{\alpha}=\left(\alpha_{1}, \alpha_{2}, \ldots \alpha_{i}, \ldots \alpha_{j}, \ldots \alpha_{m}\right)\) into 0 and update the \(i\) th entry accordingly while remaining all other entries unchanged:
\[
\begin{equation*}
\boldsymbol{F}_{\boldsymbol{j}} \boldsymbol{\alpha}=\left(\alpha_{1}, \alpha_{2}, \ldots \alpha_{i}^{(1)}, \ldots \alpha_{j}^{(1)}, \ldots \alpha_{m}\right), \tag{6.30}
\end{equation*}
\]
where \(\alpha_{i}^{(1)}=\sqrt{\alpha_{i}^{2}+\alpha_{j}^{2}}\) and \(\alpha_{j}^{(1)}=0\). Actually the formation of \(\boldsymbol{F}_{\boldsymbol{j}}\) is related to the vector that is being changed:
\[
\begin{align*}
& c=\frac{\alpha_{i}}{\sqrt{\alpha_{i}^{2}+\alpha_{j}^{2}}}  \tag{6.31}\\
& s=\frac{\alpha_{j}}{\sqrt{\alpha_{i}^{2}+\alpha_{j}^{2}}} \tag{6.32}
\end{align*}
\]

In one word, \(\boldsymbol{F}_{\boldsymbol{j}}\) 'rotates'(swaps position) the \(i\) th and \(j\) th entries of a vector \(\boldsymbol{\alpha}\) and updates their values in such a way that the newly updated \(j\) th entry is 0 . All other entries except those two entries are not affected by the rotation. Therefore, applying multiple \(\boldsymbol{F}_{\boldsymbol{j}}\) ( \(j\) must decrease in order) on a vector is able to turn multiple entries into 0 , and applying the same rotation operations to multiple column vectors (matrix) is able to eliminate particular non-zero entries as demanded.

Consider applying the following rotation matrices on the Hessenberg matrix \(\overline{\boldsymbol{H}}_{m}\) and transforming it into an upper triangular matrix \(\overline{\boldsymbol{R}}_{m}\) :
\[
\begin{equation*}
\boldsymbol{F}_{m} \boldsymbol{F}_{m-1} \ldots \boldsymbol{F}_{1} \overline{\boldsymbol{H}}_{m}=\boldsymbol{F} \overline{\boldsymbol{H}}_{m}=\overline{\boldsymbol{R}}_{m} \tag{6.33}
\end{equation*}
\]

Obviously, since \(\boldsymbol{F}_{j}\) is unitary, so is \(\boldsymbol{F}\). Each rotation matrix operates on two particular entries in a vector: \(\boldsymbol{F}_{k},(k=1,2, \ldots m)\) rotates the \((k+1)\) th and \(k\) th entries of the \(k\) th column of \(\overline{\boldsymbol{H}}_{\boldsymbol{m}}\) and turns the new \((k+1)\) th entry into 0 . For example, \(\boldsymbol{F}_{1}\) shifts \(h_{21}\) to 0 , and \(\boldsymbol{F}_{2}\) shifts \(h_{32}\) to \(0 \ldots\), until \(h_{m+1, m}\) becomes 0 by \(\boldsymbol{F}_{m}\). Note that \(\boldsymbol{F}_{k}\) is applied to not only the \(k\) th column of \(\overline{\boldsymbol{H}}_{\boldsymbol{m}}\) although it is only this column turning a non-zero entry into zero, all other columns are affected by the rotation matrix imposed. Denoting \(\overline{\boldsymbol{H}}_{m}\) composed by multiple column vectors \(\boldsymbol{h}_{\boldsymbol{i}},(i=1,2, \ldots, m)\), for those column vectors that \(i<k\), they remain unchanged because their \(k\) th and \((k+1)\) th entries are already 0 ; for those vectors that \(i>k\), their entries in position \(k\) and \(k+1\) would be updated by \(\boldsymbol{F}_{k}\). Therefore, the rotation matrix \(\boldsymbol{F}_{k}\) is actually determined by the two entries at position \(k\) and \((k+1)\) of vector column \(\boldsymbol{h}_{k}^{(k-1)}:=\boldsymbol{F}_{\boldsymbol{k}-\mathbf{1}} \ldots \boldsymbol{F}_{\mathbf{1}} \boldsymbol{h}_{\boldsymbol{k}}\) rather than original \(\boldsymbol{h}_{k}\).

Technically, \(\boldsymbol{F}_{k}\) is built by modifying the \(k\)-th and \((k+1)\)-th rows of \((m+1) \times(m+1)\) identity matrix as follows:
\[
F_{k}=\left[\begin{array}{cccccc}
1 & \ldots & & & &  \tag{6.34}\\
& \ldots & & & & \\
& \ldots & c_{k} & s_{k} & \ldots & \\
& \ldots & -s_{k} & c_{k} & \ldots & \\
& \ldots & & & & \\
& \ldots & & & & 1
\end{array}\right]
\]
where
\[
\begin{align*}
& c_{k}=\frac{h_{k, k}^{(k-1)}}{\sqrt{\left(h_{k, k}^{(k-1)}\right)^{2}+\left(h_{k+1, k}\right)^{2}}},  \tag{6.35}\\
& s_{k}=\frac{h_{k+1, k}}{\sqrt{\left(h_{k, k}^{(k-1)}\right)^{2}+\left(h_{k+1, k}\right)^{2}}} . \tag{6.36}
\end{align*}
\]

The outcome upper triangular matrix \(\overline{\boldsymbol{R}}_{m}\) has the form:
\[
\bar{R}_{m}=\left[\begin{array}{cccccc}
r_{11} & r_{12} & & \ldots & & r_{1 m}  \tag{6.37}\\
0 & r_{22} & & \ldots & & r_{2 m} \\
& 0 & r_{33} & & \ldots & r_{3 m} \\
& & 0 & r_{44} & \ldots & r_{4 m} \\
\ldots & & \ldots & & \ldots & \\
\ldots & & \ldots & & 0 & r_{m, m} \\
\ldots & & \ldots & & & 0
\end{array}\right] .
\]

While transforming \(\overline{\boldsymbol{H}}_{m} \boldsymbol{y}_{m}\) into a simpler form, the other side of the problem \(\beta \boldsymbol{e}_{\boldsymbol{1}}\) is also imposed by the same operation at the same time. Instead of eliminating any non-zero entry, the operation turns all 0 entries into non-zero:
\[
\begin{equation*}
\boldsymbol{F} \beta \boldsymbol{e}_{\mathbf{1}}:=\overline{\boldsymbol{g}}=\left[\gamma_{1}, \gamma_{2}, \ldots, \gamma_{m+1}\right]^{T} . \tag{6.38}
\end{equation*}
\]

The original least square problem becomes
\[
\begin{align*}
& \min _{y_{m} \in \mathbb{R}^{m}}\left\|\beta \boldsymbol{e}_{\mathbf{1}}-\overline{\boldsymbol{H}}_{\boldsymbol{m}} \boldsymbol{y}_{\boldsymbol{m}}\right\|_{2},  \tag{6.39}\\
& \min _{y_{m} \in \mathbb{R}^{m}}\left\|\boldsymbol{F} \beta \boldsymbol{e}_{\mathbf{1}}-\boldsymbol{F} \overline{\boldsymbol{H}}_{\boldsymbol{m}} \boldsymbol{y}_{\boldsymbol{m}}\right\|_{2}, \quad(\boldsymbol{F} \text { is unitary, })  \tag{6.40}\\
& \min _{y_{m} \in \mathbb{R}^{m}}\left\|\overline{\boldsymbol{g}}-\overline{\boldsymbol{R}}_{m} \boldsymbol{y}_{\boldsymbol{m}}\right\|_{2} . \tag{6.41}
\end{align*}
\]

The last row of \(\overline{\boldsymbol{R}}_{\boldsymbol{m}}\) is a null-vector and deleting it from \(\overline{\boldsymbol{R}}_{\boldsymbol{m}}\) gives a \(m \times m\) upper triangular matrix \(\boldsymbol{R}_{m}\). The size of \(\boldsymbol{y}_{m}\) is \(m\), and together with \(\boldsymbol{g}\) that is the \(m\)-vector deleting \(\gamma_{m+1}\) from \(\overline{\boldsymbol{g}}\), the least square problem could be transformed to
\[
\begin{equation*}
\min _{y_{m} \in \mathbb{R}^{m}}\left\|\overline{\boldsymbol{g}}-\overline{\boldsymbol{R}}_{\boldsymbol{m}} \boldsymbol{y}_{\boldsymbol{m}}\right\|_{2}^{2}=\min _{y_{m} \in \mathbb{R}^{m}}\left\|\boldsymbol{g}-\boldsymbol{R}_{\boldsymbol{m}} \boldsymbol{y}_{\boldsymbol{m}}\right\|_{2}^{2}+\left|\gamma_{m+1}\right|^{2} \tag{6.42}
\end{equation*}
\]

Now it is time to compute \(\boldsymbol{y}_{m}\) because the first term in the right hand side of Eq.(6.42) is a simple triangular system, which gives the solution
\[
\begin{equation*}
\boldsymbol{y}_{m}=\boldsymbol{R}_{m}^{-1} \boldsymbol{g} . \tag{6.43}
\end{equation*}
\]

Note it is not necessary to calculate the inverse of \(\boldsymbol{R}\) in real calculation because Gauss elimination is good enough to solve \(y_{m}\).

In GMRES, the convergence criteria is formulated via \(\boldsymbol{r}_{\boldsymbol{m}}\) rather than \(\boldsymbol{y}_{\boldsymbol{m}}\) (or even \(\boldsymbol{x}_{\boldsymbol{m}}\) ) because there is an immediate way to obtain \(\boldsymbol{r}_{\boldsymbol{m}}\). Recall Eq.(6.42), the term \(\left\|\boldsymbol{g}-\boldsymbol{R}_{\boldsymbol{m}} \boldsymbol{y}_{\boldsymbol{m}}\right\|_{2}^{2}\) is equal to 0 with optimal \(y_{m}\) and consequently,
\[
\begin{equation*}
\min _{y_{m} \in \mathbb{R}^{m}}\left\|\overline{\boldsymbol{g}}-\overline{\boldsymbol{R}}_{\boldsymbol{m}} \boldsymbol{y}_{\boldsymbol{m}}\right\|_{2}=\left|\gamma_{m+1}\right| . \tag{6.44}
\end{equation*}
\]

That means that after \(m\)-step of Arnoldi iteration and Givens rotation, the 2 -norm of the minimum residual \(r_{m}\) is given directly by the last entry of \(\overline{\boldsymbol{g}}_{m}\). With no more extra computation cost, the convergence condition could be examined.

\subsection*{6.3.2 Compressed row storage}

In the project, the matrices to deal with are usually large and sparse, which means they have large number of entries ( \(\sim 10^{8}\) at least) but most of them (over \(99 \%\) ) are 0 , which would not play any essential role in matrix calculation. It would be a huge waste if so many entries are stored but not using. Therefore, an effective storage strategy called compressed row storage method (CRS) is implemented to address the problem.

The idea of CRS is to create a system of much smaller size to store all the non-zero entries of the matrix and identify them with pre-designed order. This way the zero-entries are excluded from the computer memory unit occupation without any influence on the computing. Here demonstrates the way CRS works via an example:

Consider a \(m \times(m+2)\) matrix \(\boldsymbol{A}\) that has three non-zero entries at each row in diagonal and beside positions: \(a_{i, i}, a_{i, i+1}, a_{i, i+2}\) at row \(i\), as shown in Eq.(6.45). It has \(3 m\) non-zero entries, so a vector \(\boldsymbol{n} \boldsymbol{z}(3 m)\) is defined to store the entries in so-called row-wise fashion that fills the entries into \(\boldsymbol{n z}\) by up-to-bottom and left-to-right order. In this case, for example, \(\boldsymbol{n} \boldsymbol{z}(1)=a_{11}, \boldsymbol{n z}(2)=a_{12}, \boldsymbol{n z}(5)=a_{23}\). Next, two vectors \(\boldsymbol{j} \boldsymbol{a}\) and \(\boldsymbol{i} \boldsymbol{a}\) are defined to help identify their positions in the matrix. Firstly, vector \(\boldsymbol{j} \boldsymbol{a}\) is of size \(3 m\) and is used to store the column indices of the non-zero entries in row-wise fashion as well. The column index represents the position of the referred entry in its row. For example, \(a_{11}\) is the 1 st entry in row 1 , so its column index is 1 , and similarly, \(a_{13}\) has column index ' 3 ', \(a_{24}\) has ' 4 ', \(a_{m, m, m+1}\) has \(m+1\). Secondly, vector \(\boldsymbol{i a}\) that is of size \((m+1)\) is used to store the row indices of the non-zero entries still in row-wise fashion. The row index represents the number of non-zero entries of each row in \(\boldsymbol{A}\). In this case, each row of the matrix has three non-zero entries so that all entries of \(\boldsymbol{i a}\) are three except \(\boldsymbol{i a}(1)=1\) by default.

CRS uses three vectors whose size is merely of order \(m\) to store and identify all the entries needed for the matrix computation. If all the matrix \(\boldsymbol{A}\) is saved as conventional way, the memory cost would be of order \(m^{2}\), which means approximately \(m\) times less efficient in
storing and addressing the data. In the project, \(m\) is usually of order \(10^{4}\).
\[
A=\left[\begin{array}{ccccccc}
a_{11} & a_{12} & a_{13} & & & &  \tag{6.45}\\
& a_{22} & a_{23} & a_{24} & & & \\
& & & a_{33} & a_{34} & a_{35} & \\
& & & \ldots & & & \\
& & & & \ldots & & \\
& & & & & \ldots & \\
& & & & a_{m, m} & a_{m, m+1} & a_{m, m+2}
\end{array}\right]
\]

\subsection*{6.4 Convergence analysis}

This section discusses the convergence rate of GMRES. It is known that GMRES must converge in up to \(n\) iterations if the linear system to solve has dimension of \(n \times n\). However, it is often too expensive to let GMRES run to full scale in real problem. Instead, GMRES is usually allowed to run \(m\) iterations ( \(m \ll n\) ) and the residual \(r_{m}\) norm is then examined for the convergence check. Sometimes \(m\) iterations are not enough and another \(m\)-iteration-cycle is needed. Therefore, the key problem is by how many iteration could GMRES converge to required convergence criteria. In other words, the problem is how precise an approximation could be made from \(m\)-dimensional Krylov subspace to construct a \(n\)-dimensional solution. The intuition is that it depends on some property of matrix \(\boldsymbol{A}\) since Krylov subspace is made of it apart from \(\boldsymbol{r}_{0}\). As will be shown next, it is actually the eigenvalue distribution of \(\boldsymbol{A}\) that determines the convergence rate of GMRES.

To demonstrate this, first a brief overview of the convergence study of GMRES by Saad is provided in Subsection 6.4.1, which is made in quite general basis using Chebyshev polynomials. Then in Subsection 6.4.2, a more detailed eigenvalue analysis is made without the assistance of Chebyshev polynomials. The conclusions in the above 2 subsections are consistent.

\subsection*{6.4.1 General analysis using Chebyshev Polynomial}

This subsection briefly introduces the main conclusion of the GMRES convergence analysis made by Saad [106]. The provided conclusion is supposed to be compared with the analysis as will be shown in Subsection 6.4.2 as benchmark.

Assume that all the eigenvalues of \(\boldsymbol{A}\) are contained within the ellipse \(E(c, d, a)\), which represents an ellipse with center \(c\), focal distance \(d\) and major semi axis \(a\). The ellipse does not encircle origin in it. Meanwhile, suppose \(\boldsymbol{A}\) could be diagonalizable that \(\boldsymbol{A}=\boldsymbol{X} \boldsymbol{\Lambda} \boldsymbol{X}^{-1}\) where \(\boldsymbol{\Lambda}=\operatorname{diag}\left\{\lambda_{1}, \lambda_{2}, \ldots \lambda_{n}\right\}\), composed of eigenvalues of \(\boldsymbol{A}\). Then, the residual norm \(\boldsymbol{r}_{m}\)
after \(m\) steps of GMRES has the norm
\[
\begin{equation*}
\left\|\boldsymbol{r}_{m}\right\|_{2} \leq \kappa(X) \frac{C_{m}\left(\frac{a}{d}\right)}{\left|C_{m}\left(\frac{c}{d}\right)\right|}\left\|\boldsymbol{r}_{0}\right\|_{2}, \tag{6.46}
\end{equation*}
\]
where
\[
\begin{align*}
& \kappa(\boldsymbol{X})=\|\boldsymbol{X}\|\left\|\boldsymbol{X}^{-1}\right\|,  \tag{6.47}\\
& \frac{C_{m}\left(\frac{a}{d}\right)}{C_{m}\left(\frac{c}{d}\right)} \approx\left(\frac{a+\sqrt{a^{2}-d^{2}}}{c+\sqrt{c^{2}-d^{2}}}\right)^{m} . \tag{6.48}
\end{align*}
\]

Note \(C_{m}\) is the \(m\)-order complex Chebyshev polynomials. Let alone \(\kappa(\boldsymbol{X})\), Eq.(6.48) shows the residual \(\boldsymbol{r}_{m}\) is affected by the geometry of the ellipse defined by eigenvalues of \(\boldsymbol{A}\). It could be seen that \(a\) and \(d\) determines the distribution characteristic (loose or compressed) of eigenvalues of \(\boldsymbol{A}\) and \(c\) roughly determines the average eigenvalue. To make Eq.(6.48) small \((\approx 0), a\) and \(d\) are supposed to be small and \(c\) is supposed to be large, which means the ellipse is small in size and located far from origin. That means eigenvalues of \(\boldsymbol{A}\) should be distributed around the average eigenvalue that is supposed to be large. Alternatively, very roughly speaking, \(\frac{C_{m}\left(\frac{a}{d}\right)}{C_{m}\left(\frac{c}{d}\right)} \approx\left(\frac{a}{c}\right)^{m}\) and that indicates the eigenvalues should be distributed in such a concentrated way that the difference among them is minor compared to the average value of them.

\subsection*{6.4.2 Eigenvalue analysis of GMRES convergence}

Assume \(\boldsymbol{A} \in \mathbb{R}^{n \times n}\) is non-singular with \(n\) eigenvalues: \(\lambda_{1}, \lambda_{2}, \ldots, \lambda_{n}\) and \(\left|\lambda_{1}\right| \geq\left|\lambda_{2}\right| \geq \ldots \geq\) \(\left|\lambda_{n}\right|\). Meanwhile \(\boldsymbol{\alpha}_{1}, \boldsymbol{\alpha}_{2}, \ldots, \boldsymbol{\alpha}_{\boldsymbol{n}}\) are the corresponding eigenvectors. Apparently \(\boldsymbol{r}_{0}\) could be written as:
\[
\begin{equation*}
\boldsymbol{r}_{\mathbf{0}}=b_{1} \boldsymbol{\alpha}_{1}+b_{2} \boldsymbol{\alpha}_{\mathbf{2}}+\ldots+b_{n} \boldsymbol{\alpha}_{\boldsymbol{n}} \tag{6.49}
\end{equation*}
\]
where \(b_{i}(i=1,2, \ldots n)\) are coefficients.
The second column vector of Krylov subspace \(\boldsymbol{A r} \boldsymbol{r}_{0}\) is:
\[
\begin{equation*}
\boldsymbol{A} \boldsymbol{r}_{\mathbf{0}}=b_{1} \lambda_{1} \boldsymbol{\alpha}_{\mathbf{1}}+b_{2} \lambda_{2} \boldsymbol{\alpha}_{\mathbf{2}}+\ldots+b_{n} \lambda_{n} \boldsymbol{\alpha}_{\boldsymbol{n}} \tag{6.50}
\end{equation*}
\]

Similarly, expand Krylov subspace up to column \(n\) :
\[
\begin{equation*}
\boldsymbol{A}^{\boldsymbol{n}-\mathbf{1}} \boldsymbol{r}_{\mathbf{0}}=b_{1} \lambda_{1}^{n-1} \boldsymbol{\alpha}_{\mathbf{1}}+b_{2} \lambda_{2}^{n-1} \boldsymbol{\alpha}_{\mathbf{2}}+\ldots+b_{n} \lambda_{n}^{n-1} \boldsymbol{\alpha}_{\boldsymbol{n}} \tag{6.51}
\end{equation*}
\]

Recall that \(\boldsymbol{A}\left(\boldsymbol{x}-x_{0}\right)=r_{0}\), and \(\boldsymbol{x}-x_{0}\) could be expressed as members of Krylov subspace:
\[
\begin{equation*}
\left(\boldsymbol{x}-\boldsymbol{x}_{\mathbf{0}}\right)=z_{1} \boldsymbol{r}_{\mathbf{0}}+z_{2} \boldsymbol{A} \boldsymbol{r}_{\mathbf{0}}+\ldots z_{n} \boldsymbol{A}^{n-\mathbf{1}} \boldsymbol{r}_{\mathbf{0}} \tag{6.52}
\end{equation*}
\]
where \(z_{i}(i=1,2, \ldots n)\) are coefficients.

Clearly,
\[
\begin{equation*}
\boldsymbol{A}\left(\boldsymbol{x}-\boldsymbol{x}_{\mathbf{0}}\right)=z_{1} \boldsymbol{A} \boldsymbol{r}_{\mathbf{0}}+z_{2} \boldsymbol{A}^{2} \boldsymbol{r}_{\mathbf{0}}+\ldots z_{n} \boldsymbol{A}^{n} \boldsymbol{r}_{\mathbf{0}} \tag{6.53}
\end{equation*}
\]

Substitute Eqs.(6.50) and (6.51) into Eq.(6.53) and transform:
\[
\begin{align*}
& \boldsymbol{A}\left(\boldsymbol{x}-\boldsymbol{x}_{\mathbf{0}}\right) \\
= & z_{1} \boldsymbol{A} \boldsymbol{r}_{\mathbf{0}}+z_{2} \boldsymbol{A}^{2} \boldsymbol{R}_{\mathbf{0}}+\ldots+z_{n} \boldsymbol{A}^{n} \boldsymbol{r}_{\mathbf{0}},  \tag{6.54}\\
= & z_{1}\left(b_{1} \lambda_{1} \boldsymbol{\alpha}_{\mathbf{1}}+b_{2} \lambda_{2} \boldsymbol{\alpha}_{\mathbf{2}}+\ldots+b_{n} \lambda_{n} \boldsymbol{\alpha}_{\boldsymbol{n}}\right)+  \tag{6.55}\\
& z_{2}\left(b_{1} \lambda_{1}^{2} \boldsymbol{\alpha}_{\mathbf{1}}+b_{2} \lambda_{2}^{2} \boldsymbol{\alpha}_{\mathbf{2}}+\ldots+b_{n} \lambda_{n}^{2} \boldsymbol{\alpha}_{\boldsymbol{n}}\right)+ \\
& \ldots \\
& z_{n}\left(b_{1} \lambda_{1}^{n} \boldsymbol{\alpha}_{\mathbf{1}}+b_{2} \lambda_{2}^{n} \boldsymbol{\alpha}_{\mathbf{2}}+\ldots+b_{n} \lambda_{n}^{n} \boldsymbol{\alpha}_{\boldsymbol{n}}\right),  \tag{6.56}\\
= & \boldsymbol{\alpha}_{\mathbf{1}} b_{1}\left(z_{1} \lambda_{1}+z_{2} \lambda_{1}^{2}+\ldots+z_{n} \lambda_{1}^{n}\right)+ \\
& \boldsymbol{\alpha}_{\mathbf{2}} b_{2}\left(z_{1} \lambda_{2}+z_{2} \lambda_{2}^{2}+\ldots+z_{n} \lambda_{2}^{n}\right)+ \\
& \ldots \\
& \boldsymbol{\alpha}_{\boldsymbol{n}} b_{n}\left(z_{1} \lambda_{n}+z_{2} \lambda_{n}^{2}+\ldots+z_{n} \lambda_{n}^{n}\right) .
\end{align*}
\]

Clearly, \(\boldsymbol{A}\left(\boldsymbol{x}-\boldsymbol{x}_{\mathbf{0}}\right)\) must be equal to \(\boldsymbol{r}_{0}\) as expanded in Eq.(6.49). In matrix formation the equality could be expressed as follows:
\[
\left[\begin{array}{cccc}
b_{1} \lambda_{1} & b_{1} \lambda_{1}^{2} & \ldots & b_{1} \lambda_{1}^{n}  \tag{6.57}\\
b_{2} \lambda_{2} & b_{2} \lambda_{2}^{2} & \ldots & b_{2} \lambda_{2}^{n} \\
\ldots & & & \ldots \\
b_{n} \lambda_{n} & b_{n} \lambda_{n}^{2} & \ldots & b_{n} \lambda_{n}^{n}
\end{array}\right] \cdot\left[\begin{array}{c}
z_{1} \\
z_{2} \\
\ldots \\
z_{n}
\end{array}\right]=\left[\begin{array}{c}
b_{1} \\
b_{2} \\
\ldots \\
b_{n}
\end{array}\right],
\]
which is equal to
\[
\left[\begin{array}{cccc}
\lambda_{1} & \lambda_{1}^{2} & \ldots & \lambda_{1}^{n}  \tag{6.58}\\
\lambda_{2} & \lambda_{2}^{2} & \ldots & \lambda_{2}^{n} \\
\ldots & & & \ldots \\
\lambda_{n} & \lambda_{n}^{2} & \ldots & \lambda_{n}^{n}
\end{array}\right] \cdot\left[\begin{array}{c}
z_{1} \\
z_{2} \\
\ldots \\
z_{n}
\end{array}\right]=\left[\begin{array}{c}
1 \\
1 \\
\ldots \\
1
\end{array}\right] .
\]

This is the full-scale problem formulation. Apparently the solution would be exact and completely depend on the eigenvalue matrix. Next, consider the case when Krylov subspace is not expanded to \(n-\) th column and the solution is hence approximated (denoted by \(\boldsymbol{x}_{\boldsymbol{m}}\) ).

Assume \(m\) iterations has been run and \(\boldsymbol{x}_{\boldsymbol{m}}-\boldsymbol{x}_{0}\) are members of \(m\)-dimensional Krylov subspace \(x_{m}-x_{0}=\operatorname{span}\left\{b, A b, A^{2} b, \ldots, A^{m-1} b\right\}\). Therefore, \(A\left(x_{m}-x_{0}\right)\) could be
written as
\[
\begin{align*}
& \boldsymbol{A}\left(\boldsymbol{x}_{\boldsymbol{m}}-\boldsymbol{x}_{\mathbf{0}}\right) \\
= & \bar{z}_{1} \boldsymbol{A} \boldsymbol{r}_{\mathbf{0}}+\bar{z}_{2} \boldsymbol{A}^{\mathbf{2}} \boldsymbol{r}_{\mathbf{0}}+\ldots+\bar{z}_{m} \boldsymbol{A}^{\boldsymbol{m}} \boldsymbol{r}_{\mathbf{0}}, \\
= & \bar{z}_{1}\left(b_{1} \lambda_{1} \boldsymbol{\alpha}_{\mathbf{1}}+b_{2} \lambda_{2} \boldsymbol{\alpha}_{\mathbf{2}}+\ldots+b_{n} \lambda_{n} \boldsymbol{\alpha}_{\boldsymbol{n}}\right)+ \\
& \bar{z}_{2}\left(b_{1} \lambda_{1}^{2} \boldsymbol{\alpha}_{\mathbf{1}}+b_{2} \lambda_{2}^{2} \boldsymbol{\alpha}_{\mathbf{2}}+\ldots+b_{n} \lambda_{n}^{2} \boldsymbol{\alpha}_{\boldsymbol{n}}\right)+ \\
& \ldots  \tag{6.59}\\
& \bar{z}_{m}\left(b_{1} \lambda_{1}^{m} \boldsymbol{\alpha}_{\mathbf{1}}+b_{2} \lambda_{2}^{m} \boldsymbol{\alpha}_{\mathbf{2}}+\ldots+b_{n} \lambda_{n}^{m} \boldsymbol{\alpha}_{\boldsymbol{n}}\right), \\
= & \boldsymbol{\alpha}_{\mathbf{1}} b_{1}\left(\bar{z}_{1} \lambda_{1}+\bar{z}_{2} \lambda_{1}^{2}+\ldots+\bar{z}_{m} \lambda_{1}^{m}\right)+ \\
& \boldsymbol{\alpha}_{\mathbf{2}} b_{2}\left(\bar{z}_{1} \lambda_{2}+\bar{z}_{2} \lambda_{2}^{2}+\ldots+\bar{z}_{m} \lambda_{2}^{m}\right)+ \\
& \ldots \\
& \boldsymbol{\alpha}_{\boldsymbol{n}} b_{n}\left(\bar{z}_{1} \lambda_{n}+\bar{z}_{2} \lambda_{n}^{2}+\ldots+\bar{z}_{m} \lambda_{n}^{m}\right) .
\end{align*}
\]

Then, the equation \(\boldsymbol{A}\left(x_{m}-x_{0}\right)=r_{0}\) has the matrix form as follows
\[
\left[\begin{array}{cccc}
\lambda_{1} & \lambda_{1}^{2} & \ldots & \lambda_{1}^{m}  \tag{6.60}\\
\ldots & & & \ldots \\
\lambda_{m} & \lambda_{m}^{2} & \ldots & \lambda_{m}^{m} \\
\ldots & & & \ldots \\
\ldots & & & \ldots \\
\ldots & & & \ldots \\
\lambda_{n} & \lambda_{n}^{2} & \ldots & \lambda_{n}^{m}
\end{array}\right] \cdot\left[\begin{array}{c}
\bar{z}_{1} \\
\bar{z}_{2} \\
\ldots \\
\ldots \\
\bar{z}_{m}
\end{array}\right]=\left[\begin{array}{c}
1 \\
\ldots \\
\ldots \\
1 \\
\ldots \\
\ldots \\
1
\end{array}\right] .
\]

Note that the equality relationship \(\boldsymbol{A}\left(\boldsymbol{x}_{m}-x_{0}\right)=r_{0}\) is not strictly true because \(\boldsymbol{x}_{\boldsymbol{m}}\) is approximated solution to a least square problem. It is preferable to write \(\boldsymbol{A}\left(\boldsymbol{x}_{m}-x_{0}\right) \approx \boldsymbol{r}_{0}\). Denote the matrix equation as shown in Eq.(6.58) by \(\boldsymbol{G z}=\boldsymbol{f}\). In order to match the dimension of matrix equation as shown in Eq.(6.60) with \(\boldsymbol{G} \boldsymbol{z}=\boldsymbol{f}\), expand Eq.(6.60) to the same dimension as \(\boldsymbol{G} \boldsymbol{z}=f\) and denote the expanded matrix equation as \(\overline{\boldsymbol{G}} \overline{\boldsymbol{z}} \approx f\) :
\[
\left[\begin{array}{ccccccc}
\lambda_{1} & \lambda_{1}^{2} & \ldots & \lambda_{1}^{m} & 0 & \ldots & 0  \tag{6.61}\\
\lambda_{2} & \lambda_{2}^{2} & \ldots & \lambda_{2}^{m} & 0 & \ldots & 0 \\
\ldots & & \ldots & \ldots & 0 & \ldots & 0 \\
\lambda_{m} & \lambda_{m}^{2} & \ldots & \lambda_{m}^{m} & 0 & \ldots & 0 \\
\ldots & & \ldots & & 0 & \ldots & 0 \\
\ldots & & \ldots & & 0 & \ldots & 0 \\
\lambda_{n} & \lambda_{n}^{2} & \ldots & \lambda_{n}^{m} & 0 & \ldots & 0
\end{array}\right] \cdot\left[\begin{array}{c}
\bar{z}_{1} \\
\bar{z}_{2} \\
\ldots \\
\bar{z}_{m} \\
0 \\
\ldots \\
0
\end{array}\right] \approx\left[\begin{array}{c}
1 \\
\ldots \\
\ldots \\
1 \\
\ldots \\
\ldots \\
1
\end{array}\right] .
\]

Comparing \(\boldsymbol{G} \boldsymbol{z}=f\) and \(\bar{G} \overline{\boldsymbol{z}} \approx f\), it could be seen that:
\[
\begin{equation*}
G z=(\bar{G}+\Delta G)(\bar{z}+\Delta z)=f \tag{6.62}
\end{equation*}
\]
where it is defined that \(G=\bar{G}+\Delta G\) and \(z=\bar{z}+\Delta z\).

Formulate Eq.(6.62) in matrix equation as follows:
\[
\left[\begin{array}{ccccccc}
\lambda_{1} & \lambda_{1}^{2} & \ldots & \lambda_{1}^{m} & \delta_{1, m+1} & \ldots & \delta_{1, n}  \tag{6.63}\\
\lambda_{2} & \lambda_{2}^{2} & \ldots & \lambda_{2}^{m} & \delta_{2, m+1} & \ldots & \delta_{2, n} \\
\ldots & & \ldots & \ldots & \ldots & \ldots & \ldots \\
\lambda_{m} & \lambda_{m}^{2} & \ldots & \lambda_{m}^{m} & \delta_{m, m+1} & \ldots & \delta_{m, n} \\
\ldots & & \ldots & & \delta_{m+1, m+1} & \ldots & \delta_{m+1, n} \\
\ldots & & \ldots & \ldots & \ldots & \ldots & \ldots \\
\lambda_{n} & \lambda_{n}^{2} & \ldots & \lambda_{n}^{m} & \delta_{n, m+1} & \ldots & \delta_{n, n}
\end{array}\right] \cdot\left[\begin{array}{c}
\bar{z}_{1}+\delta_{z 1} \\
\bar{z}_{2}+\delta_{z 2} \\
\ldots \\
\bar{z}_{m}+\delta_{z m} \\
\delta_{z(m+1)} \\
\ldots \\
\delta_{z n}
\end{array}\right]=\left[\begin{array}{c}
1 \\
\ldots \\
\ldots \\
1 \\
\ldots \\
\ldots \\
1
\end{array}\right] .
\]

This system is equal to Eq.(6.58) and displays \(\boldsymbol{\Delta} \boldsymbol{G}\) and \(\boldsymbol{\Delta} \boldsymbol{z}\) in every entry separately. It is clear that \(\delta_{i, j}=\lambda_{i}^{j}(j \geq(m+1))\) in the eigenvalue matrix. The concerned problem now is how large \(\Delta G\) could be as a result of \(\Delta z\) in the eigenvalue matrix. Note \(\Delta z\) represents the difference between the exact solution to the original problem and the approximated solution to the least square problem. In GMRES programming, applying certain convergence criterion on residual \(\boldsymbol{r}\) means the error \(\boldsymbol{\Delta} \boldsymbol{z}\) in solution is also restraint to a certain level. In other words, suppose that GMRES has found \(\boldsymbol{x}_{\boldsymbol{m}}\) close enough to \(x\) after \(m\) iterations (hence \(\|\boldsymbol{\Delta} \boldsymbol{z}\|\) is given and small), how much close is the approximated eigenvalue matrix \(\overline{\boldsymbol{G}}\) to the full eigenvalue matrix \(\boldsymbol{G}\) ? If \(\Delta \boldsymbol{G}\) is small, it means the Krylov subspace must be expanded to relative high order so that \(\overline{\boldsymbol{G}}\) has more columns equivalent to \(\boldsymbol{G}\). This would cost more GMRES steps and thus causes slower convergence. By contrast, if \(\Delta \boldsymbol{G}\) is large, it means \(\overline{\boldsymbol{G}}\) is less resembling \(\boldsymbol{G}\), hence less GMRES steps to run and faster convergence. Therefore, it is expected that \(\Delta \boldsymbol{G}\) is as large as possible if certain \(\Delta \boldsymbol{z}\) is given.

To address this problem, transform Eq.(6.62):
\[
\begin{align*}
\Delta z & =-(\overline{\boldsymbol{G}}+\Delta \boldsymbol{G})^{-1} \Delta \boldsymbol{G} \overline{\boldsymbol{z}}  \tag{6.64}\\
& =-(\boldsymbol{M}+(1-\theta) \Delta \boldsymbol{G})^{-1} \Delta \boldsymbol{G} \overline{\boldsymbol{z}} \tag{6.65}
\end{align*}
\]
where \(\boldsymbol{M}=\overline{\boldsymbol{G}}+\theta \boldsymbol{\Delta} \boldsymbol{G}\) and \(\theta \in[0,1]\). Note there is a simplification \(\boldsymbol{f}=\overline{\boldsymbol{G}} \overline{\boldsymbol{z}}\) when performing the transformation. The simplification could be justified because \(f-\bar{G} \bar{z}\) is the monitored residual to check the convergence in GMRES programming and it is usually set very small (usually about \(10^{-8}\) ).

Next, take the norm on both sides:
\[
\begin{equation*}
\|\boldsymbol{\Delta} \boldsymbol{z}\| \leq\left\|(\boldsymbol{M}+(1-\theta) \boldsymbol{\Delta} \boldsymbol{G})^{-1}\right\|\|\boldsymbol{\Delta} \boldsymbol{G}\|\|\overline{\boldsymbol{z}}\| . \tag{6.66}
\end{equation*}
\]

Now consider \((\boldsymbol{M}+(1-\theta) \boldsymbol{\Delta} \boldsymbol{G})^{-1}\) for a while. Assume \(\boldsymbol{M}+(1-\theta) \boldsymbol{\Delta} \boldsymbol{G}\) is non-regular ( \(\boldsymbol{A}\) has \(n\) distinct eigenvalues), and its inverse could be written as
\[
\begin{equation*}
(\boldsymbol{M}+(1-\theta) \boldsymbol{\Delta} \boldsymbol{G})^{-1}=\boldsymbol{M}^{-\boldsymbol{1}}-(1-\theta) \boldsymbol{M}^{-\boldsymbol{1}} \boldsymbol{\Delta} \boldsymbol{G}(\overline{\boldsymbol{G}}+\boldsymbol{\Delta} \boldsymbol{G})^{-\mathbf{1}}, \tag{6.67}
\end{equation*}
\]
and the norm follows
\[
\begin{align*}
& \left\|(\boldsymbol{M}+(1-\theta) \boldsymbol{\Delta} \boldsymbol{G})^{-1}\right\| \leq\left\|\boldsymbol{M}^{-1}\right\|+(\theta-1)\left\|\boldsymbol{M}^{-1}\right\|\|\boldsymbol{\Delta} \boldsymbol{G}\|\left\|(\boldsymbol{G}+\boldsymbol{\Delta} \boldsymbol{G})^{-\mathbf{1}}\right\| \\
\rightarrow & 1 \leq \frac{\left\|\boldsymbol{M}^{-1}\right\|}{\left\|(\boldsymbol{M}+(1-\theta) \boldsymbol{\Delta} \boldsymbol{G})^{-1}\right\|}+(\theta-1)\left\|\boldsymbol{M}^{-1}\right\|\|\boldsymbol{\Delta} \boldsymbol{G}\|  \tag{6.68}\\
\rightarrow & \left\|(\boldsymbol{M}+(1-\theta) \boldsymbol{\Delta} \boldsymbol{G})^{-1}\right\| \leq \frac{\left\|\boldsymbol{M}^{-1}\right\|}{1-(\theta-1)\left\|\boldsymbol{M}^{-1}\right\|\|\boldsymbol{\Delta} \boldsymbol{G}\|} \tag{6.69}
\end{align*}
\]

Substitute Eq.(6.69) into Eq.(6.66):
\[
\begin{align*}
& \|\Delta \boldsymbol{z}\| \leq \frac{\left\|\boldsymbol{M}^{-1}\right\|\|\Delta \boldsymbol{G}\|\|\overline{\boldsymbol{z}}\|}{1-(\theta-1)\left\|\boldsymbol{M}^{-1}\right\|\|\Delta \boldsymbol{G}\|}, \\
& \rightarrow \frac{\|\Delta \boldsymbol{z}\|}{\|\overline{\boldsymbol{z}}\|} \leq \frac{\left\|\boldsymbol{M}^{-1}\right\|\|\boldsymbol{M}\| \frac{\|\Delta \boldsymbol{G}\|}{\|\boldsymbol{M}\|}}{1-(\theta-1)\left\|\boldsymbol{M}^{-1}\right\|\|\Delta \boldsymbol{G}\|},  \tag{6.70}\\
& \rightarrow \frac{\|\Delta \boldsymbol{z}\|}{\|\overline{\boldsymbol{z}}\|} \leq\left\|\boldsymbol{M}^{-1}\right\|\|\boldsymbol{M}\| \frac{\|\Delta \boldsymbol{G}\|}{\|\boldsymbol{M}\|}, \quad(\operatorname{let} \theta \approx 1) . \tag{6.71}
\end{align*}
\]

In the case when \(\theta \approx 1\), the denominator of right hand side of Eq.(6.70) ' \(1-(\theta-\) 1) \(\left\|\boldsymbol{M}^{-1}\right\|\|\Delta \boldsymbol{G}\|\) ' is approximately equal to 1 and \(\boldsymbol{M}\) is roughly equal to \(\boldsymbol{G}\). Therefore, the above inequality could also be written as
\[
\begin{equation*}
\frac{\|\Delta \boldsymbol{G}\|}{\|\boldsymbol{G}\|} \geq \frac{1}{\left\|\boldsymbol{G}^{-1}\right\|\|\boldsymbol{G}\|} \frac{\|\Delta \boldsymbol{z}\|}{\|\overline{\boldsymbol{z}}\|} . \tag{6.72}
\end{equation*}
\]

As can be seen, the relative 'error' of eigenvalue matrix \(\frac{\|\Delta \boldsymbol{G}\|}{\|\boldsymbol{G}\|}\) is no less than \(\frac{1}{\left\|\boldsymbol{G}^{-1}\right\|\|\boldsymbol{G}\|}\) times of the relative 'error' in the solution vector \(\frac{\|\Delta z\|}{\|\bar{z}\|}\). Considering \(\frac{1}{\left\|G^{-1}\right\|\|\boldsymbol{G}\|}\) is the inverse of condition number of matrix \(\boldsymbol{G}: \frac{1}{\kappa(G)}\), it means higher \(\kappa(G)\) leads to lower projection of \(\frac{\|\Delta z\|}{\|z\|}\) onto error band of \(\boldsymbol{G}\), which means \(\Delta \boldsymbol{G}\) is restricted to be smaller. By contrast, lower \(\kappa(G)\) leads to higher projection of \(\frac{\|\Delta z\|}{\|\boldsymbol{z}\|}\) onto error band of \(\boldsymbol{G}\), which allows higher 'error' \((\Delta \boldsymbol{G})\) in formulating \(\boldsymbol{G}\) by \(m\)-dimensional Krylov subspace. Therefore, the condition number of \(\boldsymbol{G}\) affects the convergence rate of GMRES and it is preferably supposed to be small.

The condition number \(\kappa(G)\) depends on the eigenvalues of matrix \(\boldsymbol{A}\) as could be seen from its composition. Therefore, studying \(\kappa(G)\) is equal to studying the eigenvalue nature of \(\boldsymbol{A}\). Denote \(\boldsymbol{v}_{\mathbf{0}}:=\left[\lambda_{1}, \lambda_{2}, \ldots \lambda_{n}\right]^{T}\) where \(\lambda_{i}\) is the eigenvalue of \(\boldsymbol{A}\) (as defined previously). The eigenvalue matrix \(\boldsymbol{G}\) could be written as
\[
G=\left[\begin{array}{lllll}
v_{0} & \Lambda v_{0} & \Lambda^{2} v_{0} & \ldots & \Lambda^{n-1} v_{0} \tag{6.73}
\end{array}\right]
\]
where
\[
\boldsymbol{\Lambda}=\left[\begin{array}{llll}
\lambda_{1} & & &  \tag{6.74}\\
& \lambda_{2} & & \\
& & \ldots & \\
& & & \lambda_{n}
\end{array}\right]
\]

Vector \(\boldsymbol{v}_{0}\) is specially composed of eigenvalues of \(\boldsymbol{A}\), and on the other hand, like any arbitrary vector, could be rewritten as \(\boldsymbol{v}_{\mathbf{0}}=\left(a_{1} \boldsymbol{x}_{1}+a_{2} \boldsymbol{x}_{2}+\ldots a_{n} \boldsymbol{x}_{n}\right)^{T}\) where \(a_{i}(i=1,2, \ldots n)\) are
coefficients and \(\boldsymbol{x}_{i}(i=1,2, \ldots n)\) are eigenvectors of \(\boldsymbol{\Lambda}(\) also \(\boldsymbol{A})\) corresponding to eigenvalues \(\lambda_{i}(i=1,2, \ldots n)\) respectively. Then, the second column of \(\boldsymbol{G}\) could be written as
\[
\begin{equation*}
\boldsymbol{\Lambda} \boldsymbol{v}_{\mathbf{0}}=a_{1} \lambda_{1} \boldsymbol{x}_{\mathbf{1}}+a_{2} \lambda_{2} \boldsymbol{x}_{\mathbf{2}}+\ldots a_{n} \lambda_{n} \boldsymbol{x}_{\boldsymbol{n}} \tag{6.75}
\end{equation*}
\]

Repeat the multiplication \(k\) times:
\[
\begin{align*}
\boldsymbol{\Lambda}^{k} \boldsymbol{v}_{\mathbf{0}} & =a_{1} \lambda_{1}^{k} \boldsymbol{x}_{1}+a_{2} \lambda_{2}^{k} \boldsymbol{x}_{2}+\ldots a_{n} \lambda_{n}^{k} \boldsymbol{x}_{n},  \tag{6.76}\\
& =\lambda_{1}^{k}\left[a_{1} \boldsymbol{x}_{1}+a_{2}\left(\frac{\lambda_{2}}{\lambda_{1}}\right)^{k} \boldsymbol{x}_{2}+\ldots a_{n}\left(\frac{\lambda_{n}}{\lambda_{1}}\right)^{k} \boldsymbol{x}_{n}\right], \tag{6.77}
\end{align*}
\]
the above vector represents the \(k\)-th column of matrix \(\boldsymbol{G}\).
Since \(\lambda_{1}\) is the dominant eigenvalue, other coefficients \(\left\|\left(\frac{\lambda_{i}}{\lambda_{1}}\right)^{k}\right\|(i \neq 1)\) could be no greater than 1 and tend to be 0 if \(k\) is large or \(\left\|\frac{\lambda_{i}}{\lambda_{1}}\right\| \ll 1(i \neq 1)\). In such case, \(\Lambda^{k} \boldsymbol{u} \approx \lambda_{1} \Lambda^{k-1} \boldsymbol{u}\), which means the two neighbor columns of \(\boldsymbol{G}\) are roughly linearly dependent and \(\boldsymbol{G}\) tends to be regular and very ill-conditioned. Therefore, the condition number \(\kappa(G)\) actually depends on the ratio between the dominant eigenvalue of \(\boldsymbol{A}\) and its any other eigenvalue, especially the second largest. The ideal scenario to let \(\kappa(G)\) keep low is that \(\boldsymbol{A}\) has all eigenvalues almost equal to each other (not exactly equal because the above analysis presumes \(\boldsymbol{G}\) is not singular). At least the dominant eigenvalue should not be too larger than the second largest eigenvalue. In eigenvalue distribution, it is preferably supposed to have the first few largest eigenvalues clustered together.

Next consider the case when \(\boldsymbol{A}\) has multiple identical eigenvalues: \(\boldsymbol{G}\) is singular and the system \(\boldsymbol{G} \boldsymbol{z}=\boldsymbol{f}\) does not have unique solution \((\boldsymbol{A x}=\boldsymbol{b}\) still does). Recall the system as shown in Eq.(6.58), and assume any two eigenvalues identical, \(\lambda_{k-1}=\lambda_{k}\), and the system becomes
\[
\left[\begin{array}{cccc}
\lambda_{1} & \lambda_{1}^{2} & \ldots & \lambda_{1}^{n}  \tag{6.78}\\
\lambda_{2} & \lambda_{2}^{2} & \ldots & \lambda_{2}^{n} \\
\ldots & & & \ldots \\
\lambda_{n-1} & \lambda_{n-1}^{2} & \ldots & \lambda_{n-1}^{n}
\end{array}\right] \cdot\left[\begin{array}{c}
z_{1} \\
z_{2} \\
\ldots \\
z_{n-1} \\
z_{n}
\end{array}\right]=\left[\begin{array}{c}
1 \\
1 \\
\ldots \\
1
\end{array}\right] .
\]

The solution is not unique. There are as many solutions as the selection of 'free' entry \(z_{n}\). The solution vector \(\left[z_{1}, z_{2}, \ldots z_{n-1}\right]^{T}\) depends on \(z_{n}\). Assume \(z_{n}\) is given, and the solution vector \(\left[z_{1}, z_{2}, \ldots z_{n-1}\right]^{T}\) could be uniquely obtained by solving the following \((n-1) \times(n-1)\) system: \(\left(G^{\prime} z^{\prime}=f^{\prime}\right)\)
\[
\left[\begin{array}{cccc}
\lambda_{1} & \lambda_{1}^{2} & \ldots & \lambda_{1}^{n-1}  \tag{6.79}\\
\lambda_{2} & \lambda_{2}^{2} & \ldots & \lambda_{2}^{n-1} \\
\ldots & & & \ldots \\
\lambda_{n-1} & \lambda_{n-1}^{2} & \ldots & \lambda_{n-1}^{n-1}
\end{array}\right] \cdot\left[\begin{array}{c}
z_{1} \\
z_{2} \\
\ldots \\
z_{n-1}
\end{array}\right]=\left[\begin{array}{c}
1-\lambda_{1}^{n} z_{n} \\
1-\lambda_{2}^{n} z_{n} \\
\ldots \\
1-\lambda_{n-1}^{n} z_{n}
\end{array}\right] .
\]

There might be infinite selections of the free entry \(z_{n}\) but the selection of \(z_{n}\) only affects \(\boldsymbol{f}^{\prime}\) but does not change the structure of \(G^{\prime}\) and \(z^{\prime}\). The matrix \(G^{\prime}\) is non-singular and the norm
analysis performed with \(\boldsymbol{G} \boldsymbol{z}=\boldsymbol{f}\) could be applied to this system. After \(m\) steps, GMRES finds an approximated solution \(\overline{\boldsymbol{z}}^{\prime}\) from the \(m\)-dimensional Krylov subspace whose size is ( \(n-1\) ). The conclusion regarding the convergence remains: closer distribution of eigenvalue \(\lambda_{i}\) makes less columns of \(G^{\prime}\) generated hence enables faster GMRES convergence.

Therefore, the convergence rate of GMRES is directly affected by \(\kappa(G)\) and essentially the eigenvalue distribution of \(\boldsymbol{A}\). Sometimes it is also possible to examine \(\kappa(G)\) by checking \(\kappa(A)\) (condition number of \(\boldsymbol{A}\) ) if it could be estimated cheaply. Here is the explanation:
\[
\begin{align*}
&\left|\lambda_{1}\right| \leq\|\boldsymbol{A}\|,  \tag{6.80}\\
& \frac{1}{\left|\lambda_{n}\right|} \leq\left\|\boldsymbol{A}^{-1}\right\| . \tag{6.81}
\end{align*}
\]
clearly, \(\kappa(A)=\|\boldsymbol{A}\|\left\|\boldsymbol{A}^{-1}\right\| \geq \frac{\left|\lambda_{1}\right|}{\left|\lambda_{n}\right|} \geq 1\). If \(\kappa(A)\) is small, the ratio between \(\left|\lambda_{1}\right|\) and \(\left|\lambda_{n}\right|\) could be even less and tends to 1 ideally. That also means the eigenvalue distribution of \(\boldsymbol{A}\) is highly clustered.

\subsection*{6.5 ILU(0) preconditioning of GMRES}

Preconditioning plays a significant role in GMRES. Usually the implementation of GMRES comes with some kind of preconditioner to improve its convergence. There are a number of techniques to design preconditioner and this project only uses the so-called zero fill-in incomplete LU (ILU(0)) factorization. This section is going to briefly introduce the way preconditioner works in GMRES followed by the implementation of ILU(0).

Recall that the linear system to solve is as Eq.(6.1) shows. Preconditioning is to transform the system into another system that is computationally cheaper to solve while maintaining the same solution by constructing a preconditioning matrix \(M\) (left preconditioning):
\[
\begin{equation*}
M^{-1} \boldsymbol{A} \boldsymbol{x}=\boldsymbol{M}^{-1} \boldsymbol{b} \tag{6.82}
\end{equation*}
\]
or applying \(M\) on the right(right preconditioning):
\[
\begin{equation*}
\boldsymbol{A} \boldsymbol{M}^{-1} \boldsymbol{y}=\boldsymbol{b} \tag{6.83}
\end{equation*}
\]
where \(\boldsymbol{x}:=\boldsymbol{M}^{-1} \boldsymbol{y}\).
The preconditioning matrix \(\boldsymbol{M}\) is usually constructed to be close to \(\boldsymbol{A}\) and \(\boldsymbol{M}^{-1}\) must not be singular. The two techniques mainly differ on program-implementation level as will be seen next.

ALGORITHM: Left preconditioned GMRES
1. Compute \(\boldsymbol{r}_{\mathbf{0}}=\boldsymbol{M}^{-\mathbf{1}}\left(\boldsymbol{b}-\boldsymbol{A} \boldsymbol{x}_{\mathbf{0}}\right)\), let \(\boldsymbol{v}_{\mathbf{1}}=\boldsymbol{r}_{\mathbf{0}} / \beta\), where \(\beta:=\left\|\boldsymbol{r}_{\mathbf{0}}\right\|_{2}\)
2. Arnoldi process: For \(j=1,2, \ldots, m\), Do
\[
\begin{aligned}
& h_{i, j}=\left(\boldsymbol{M}^{-\mathbf{1}} \boldsymbol{A} \boldsymbol{v}_{\boldsymbol{j}}, \boldsymbol{v}_{\boldsymbol{i}}\right), i=1,2, \ldots, j \\
& \boldsymbol{w}_{\boldsymbol{j}}=\boldsymbol{M}^{-\mathbf{1}} \boldsymbol{A} \boldsymbol{v}_{\boldsymbol{j}}-\sum_{i=1}^{j} h_{i, j} \boldsymbol{v}_{\boldsymbol{i}} \\
& h_{j+1, j}=\left\|\boldsymbol{w}_{\boldsymbol{j}}\right\|_{2} \\
& \text { if } h_{j+1, j}=0, \text { then stop, let } m:=j \\
& \text { else } \boldsymbol{v}_{\boldsymbol{j}+\boldsymbol{1}}=\boldsymbol{w}_{\boldsymbol{j}} / h_{j+1, j}
\end{aligned}
\]

End Do
3. Define \(\boldsymbol{V}_{m}=\left\{v_{1}, v_{2}, \ldots v_{m}\right\}\) and \(\overline{\boldsymbol{H}}_{\boldsymbol{m}}=\left\{h_{i j}\right\}, 1 \leq i \leq(j+1), 1 \leq j \leq m\).
4. Form the solution: \(\boldsymbol{x}_{\boldsymbol{m}}=\boldsymbol{x}_{\mathbf{0}}+\boldsymbol{V}_{\boldsymbol{m}} \boldsymbol{y}_{\boldsymbol{m}}\), where \(\boldsymbol{y}_{\boldsymbol{m}}\) minimizes \(\left\|\beta \boldsymbol{e}_{\boldsymbol{1}}-\overline{\boldsymbol{H}}_{\boldsymbol{m}} \boldsymbol{y}_{\boldsymbol{m}}\right\|_{2}\).

ALGORITHM: Right preconditioned GMRES
1. Compute \(\boldsymbol{r}_{\mathbf{0}}=\boldsymbol{b}-\boldsymbol{A} \boldsymbol{x}_{\mathbf{0}}\), let \(\boldsymbol{v}_{\mathbf{1}}=\boldsymbol{r}_{\mathbf{0}} / \beta\), where \(\beta:=\left\|\boldsymbol{r}_{\mathbf{0}}\right\|_{2}\)
2. Arnoldi process: For \(j=1,2, \ldots, m\), Do
\[
\begin{aligned}
& h_{i, j}=\left(\boldsymbol{A} \boldsymbol{M}^{-\mathbf{1}} \boldsymbol{v}_{\boldsymbol{j}}, \boldsymbol{v}_{\boldsymbol{i}}\right), i=1,2, \ldots, j \\
& \boldsymbol{w}_{\boldsymbol{j}}=\boldsymbol{A} \boldsymbol{M}^{-\mathbf{1}} \boldsymbol{v}_{\boldsymbol{j}}-\sum_{i=1}^{j} h_{i, j} \boldsymbol{v}_{\boldsymbol{i}} \\
& h_{j+1, j}=\left\|\boldsymbol{w}_{\boldsymbol{j}}\right\|_{2} \\
& \text { if } h_{j+1, j}=0 \text {, then stop, let } m:=j \\
& \text { else } \boldsymbol{v}_{\boldsymbol{j}+\boldsymbol{1}}=\boldsymbol{w}_{\boldsymbol{j}} / h_{j+1, j}
\end{aligned}
\]

End Do
3. Define \(\boldsymbol{V}_{m}=\left\{v_{1}, v_{2}, \ldots v_{m}\right\}\) and \(\overline{\boldsymbol{H}}_{m}=\left\{h_{i j}\right\}, 1 \leq i \leq(j+1), 1 \leq j \leq m\).
4. Form the solution: \(\boldsymbol{x}_{\boldsymbol{m}}=\boldsymbol{x}_{\mathbf{0}}+\boldsymbol{M}^{\boldsymbol{1}} \boldsymbol{V}_{\boldsymbol{m}} \boldsymbol{y}_{\boldsymbol{m}}\), where \(\boldsymbol{y}_{\boldsymbol{m}}\) minimizes \(\left\|\beta \boldsymbol{e}_{\boldsymbol{1}}-\overline{\boldsymbol{H}}_{\boldsymbol{m}} \boldsymbol{y}_{\boldsymbol{m}}\right\|_{2}\).

The two preconditioning techniques are similar and require almost equal amount of computation. In left preconditioning algorithm, the system aims to solve a transformed system \(\left(\boldsymbol{M}^{-1} \boldsymbol{A}\right) \boldsymbol{x}=\boldsymbol{M}^{-1} \boldsymbol{b}\) and the original residual is substituted by preconditioned residual \(\boldsymbol{M}^{-1} \boldsymbol{b}\). As a result, the convergence check is imposed on the preconditioned residual too. In right preconditioning algorithm, the solution vector does not participate the computation explicitly but in the form of \(\boldsymbol{M}^{-1} \boldsymbol{y}\). That is why the original solution \(\boldsymbol{x}_{\boldsymbol{m}}\) needs to be retrieved in step 4. However, the residual remains throughout the iterative process, where it differs from left preconditioning algorithm.

One commonly used technique to build preconditioner \(\boldsymbol{M}\) is so-called incomplete LU (ILU) factorization. The idea is inspired by Gauss elimination that is widely applied to decompose a matrix into two matrices \(\boldsymbol{A}=\boldsymbol{L} \boldsymbol{U}\), where \(\boldsymbol{L}\) is an unit lower triangular matrix and \(\boldsymbol{U}\) is an upper triangular matrix. LU factorization is usually effective in solving small dense linear system but the idea is adopted here to precondition large sparse linear systems. Due to the
large size of the system to solve, the factorization result is usually not fully accurate in return for low computing cost.

The standard LU factorization goes through the entire matrix \(\boldsymbol{A}\) in one-by-one fashion then generates and stores the result in the corresponding position of \(\boldsymbol{A}\) to save computer memory. Therefore, the resultant matrices \(\boldsymbol{L}\) and \(\boldsymbol{U}\) are supposed to be stored in \(\boldsymbol{A}\) as well, and the zero-entries of \(\boldsymbol{A}\) are expected to still remain zero after being updated. Now consider \(\boldsymbol{L}\) and \(\boldsymbol{U}\) have the same non-zero pattern as \(\boldsymbol{A}\),
\[
\begin{equation*}
\boldsymbol{R}=\boldsymbol{L} \boldsymbol{U}-\boldsymbol{A} \tag{6.84}
\end{equation*}
\]
the problem is that the product matrix \(\boldsymbol{L} \boldsymbol{U}\) could not be precisely equal to \(\boldsymbol{A}\). There are always some extra near-diagonal entries that fails to match the zero entries in \(\boldsymbol{A}\). Those entries are called fill-in elements. In order to minimize \(\boldsymbol{R}\) in a simple way, the idea is to ignore those fill-in elements and make \(\boldsymbol{L} \boldsymbol{U}\) merely equal to \(\boldsymbol{A}\) in those non-zero locations of \(\boldsymbol{A}\). This is so-called ILU(0).

Due to the fact that the Gauss elimination is only imposed on the entries that belong to the sparsity pattern of \(\boldsymbol{A}\), the computing cost is very low with the expense of accuracy lost. There should have been much more entries filled in with non-zero entries by Gauss elimination in \(\boldsymbol{L}\) and \(\boldsymbol{U}\). To get more accurate factors \(\boldsymbol{L}\) and \(\boldsymbol{U}\), the sparsity pattern should be augmented obviously, but that rises computing cost. The trade-off is that the sparsity pattern is slightly augmented and drop those fill-in elements that are 'too small' during iterative process. There is a model to measure the value of fill-in elements with an index \(k \in[0, \infty)\). The higher \(k\), the smaller elements and vice versa. Zero entries have \(k=\infty\). All elements with \(k\) greater-equal than a certain value would be round off to 0 (dropped) during the computing. The ILU(0) preconditioning method drops all entries out of the sparsity pattern because all filled-in elements have \(k \geq 0\). Therefore, \(\operatorname{ILU}(0)\) is the cheapest but also the most inaccurate factorization among its family.

Algorithm: ILU(0)
1. For \(i=2, \ldots n\) Do
2. For \(k=1, \ldots i-1\) and \((i, k) \in N Z(A)\) Do
3. \(a_{i k}=a_{i k} / a_{k k}\)
4. For \(j=k+1, \ldots n\) and \((i, j) \in N Z(A)\) Do
5. \(a_{i j}=a_{i j}-a_{i k} a_{k j}\)
6. End Do
7. End Do
8. End Do

Lastly, consider a practical issue: how to calculate \(\boldsymbol{M}^{-1}\) effectively. Clearly \(\boldsymbol{M}^{-1}=\boldsymbol{U}^{-1} \boldsymbol{L}^{-1}\) and the problem turns to calculating the inverse of \(\boldsymbol{L}\) and \(\boldsymbol{U}\). Assume \(\boldsymbol{L} \boldsymbol{X}=\boldsymbol{I}\) where \(\boldsymbol{X}:=\) \(\boldsymbol{L}^{-1}=\left[x_{1}, x_{2}, \ldots x_{n}\right]\) and \(\boldsymbol{I}\) is the identity matrix. Addressing the problem is equal to solving
the following linear system \(n\) times:
\[
\begin{equation*}
\boldsymbol{L} \boldsymbol{x}_{i}=\boldsymbol{e}_{i} \quad(i=1, \ldots n) \tag{6.85}
\end{equation*}
\]

It is efficient to solve it by Gauss elimination and due to the high sparsity of \(\boldsymbol{L}\), the computing cost would not be much more than pure backward substitution. In each column there are only a few non-zero entries, therefore in line three of Gauss elimination algorithm, only a few \(a_{i k}\) whose \(k \lesssim i\) needs to be computed rather than all \((i-1) a_{i k}\). Then, in line 5 , only those \(a_{i j}\) where \(j \lesssim i\). In one word, the computation only takes place around the left-sided diagonal of the matrix instead of everywhere in the lower triangular domain.

Similarly, the inverse of \(\boldsymbol{U}\) could be obtained efficiently by solving the linear systems \(n\) times:
\[
\begin{equation*}
\boldsymbol{U} \boldsymbol{y}_{i}=\boldsymbol{e}_{i} \quad(i=1, \ldots n) \tag{6.86}
\end{equation*}
\]

The elimination process merely takes place around the right-sided diagonal of the upper triangular matrix, and \(\boldsymbol{U}^{-1}=\left[\boldsymbol{y}_{1}, \boldsymbol{y}_{2}, \ldots \boldsymbol{y}_{n}\right]\).

Algorithm: Gauss elimination
1. For \(i=2, \ldots n\) Do
2. For \(k=1, \ldots i-1\) Do
3. \(a_{i k}=a_{i k} / a_{k k}\)
4. For \(j=k+1, \ldots n\) Do
5. \(\quad a_{i j}=a_{i j}-a_{i k} a_{k j}\)
6. End Do
7. End Do
8. End Do

In either left or right preconditioned GMRES, it is always required to compute \(\boldsymbol{M}^{-1} \boldsymbol{A} \boldsymbol{v}_{j}\) in each Arnoldi step (take left-preconditioned GMRES as example). Recall Eq.(6.84), then
\[
\begin{equation*}
\boldsymbol{M}^{-1} \boldsymbol{A} \boldsymbol{v}_{j}=\boldsymbol{M}^{-1}(\boldsymbol{M}-\boldsymbol{R}) \boldsymbol{v}_{j}=\boldsymbol{v}_{j}-\boldsymbol{M}^{-1} \boldsymbol{R} \boldsymbol{v}_{j} \tag{6.87}
\end{equation*}
\]

The matrix \(\boldsymbol{R}\) is more sparse than \(\boldsymbol{A}\) hence more efficient in computing implement. Notice that \(\boldsymbol{R}\) is just a matrix made up of the dropped fill-in elements in ILU(0). It is not difficult to compute and store those elements when running ILU(0) algorithm.

\subsection*{6.6 Summary}

This chapter introduces an effective algorithm to solve large linear equation system: GMRES, which is widely used in the project to solve every given linear system. It is highly important to understand how the given linear system is solved by the computer because it lays the foundation to evaluate the computing time and enables the comparison of the computing
time between NDD method and normal method. The key finding is that the convergence of GMRES is directly associated with the eigenvalue distribution of the coefficient matrix \(\boldsymbol{A}\) where a linear system \(\boldsymbol{A} \boldsymbol{x}=\boldsymbol{b}\) is solved. The ideal scenario is to let \(\boldsymbol{A}\) have almost equal eigenvalues to achieve the fastest convergence of GMRES. One practical way to evaluate eigenvalue distribution of \(A\) is to estimate the condition number of the matrix: small condition number accounts for desired eigenvalue distribution. The derivation, implementation and preconditioning technique are also elaborated in the chapter.

\section*{Chapter 7}

\section*{Conclusions and recommendations}

This chapter summarises the main work of the thesis. More detailed conclusions can be found at the end of each chapter. Recommendations for future work that could follow this thesis are also given.

\subsection*{7.1 Summary of the work}

The thesis has developed a novel non-overlapping domain decomposition approach with non-local interface boundary conditions that is applied to second order differential equations with small parameters at second derivative. The method is aimed at solving two-dimensional boundary value problems where the non-local effect is essential. The approach transfers the boundary condition from the wall to an intermediate interface in such a way that the non-local effect of the given problem is fully retained. Therefore, the approach provides a completely exact solution to the problem.

The derivation of the non-local interface boundary conditions is implemented based on the approximation of Steklov-Poincaré operators by local Taylor series expansions. Steklov-Poincaré operators contain the non-local nature of the given problem, so the accuracy of the operator approximations determine the convergence of the NDD approach. The approximations are realised by local Taylor expansions. Although the expansion itself is local, an almost non-local expansion could be obtained by considering the expansion everywhere at a global scale, formulating all function values in implicit equations, and solving all the equations in an entire system. The resulting interface boundary condition is of Robin-to-Robin type. Three variants (algorithms) of the NDD approach are proposed depending on how the Taylor series are locally expanded: the constantly-approximated algorithm, the linearly-approximated algorithm and the quadratically-approximated algorithm.

The convergence of the three algorithms is studied analytically in application to Poisson's equation. The product of Steklov-Poincaré operators applied to a given problem is not only affected by the governing equation but also the boundary position with respect to \(x\) (so-called 'boundary effect' in the thesis) which could vary from case to case. To simplify the analysis, the analysis does not consider the boundary effect at first and the way the analysis is performed is denoted by the standard approach. Technically, excluding the boundary effect means that certain functions ( \(I, x\) and \(x^{2}\) in the thesis), to which Steklov-Poincaré
operators are applied, are defined in \((-\infty, \infty)\), so that the boundary effect is too far to impose any influence. The standard analysis shows that the algorithm with constant approximation of Steklov-Poincaré operators has an equivalent convergence rate to that with linear approximation but a higher convergence rate than that with quadratic approximation. In addition, the factors that determine the convergence are also studied: the convergence rate of the constantly (linearly)-approximate algorithm is determined by the multiplication of Steklov-Poincaré operator symbol increment: \(\Delta s_{1} \Delta s_{2}\) where \(\Delta s_{i}:=\hat{S}_{i}(\omega)-\hat{S}_{i}(0), i=1,2\), and the convergence rate of the quadratically-approximated algorithm is determined by the multiplication of the increment of the second-order derivative of Steklov-Poincaré operator symbol: \(\Delta s_{1 \omega \omega} \Delta s_{2 \omega \omega}\) where \(\Delta s_{i \omega \omega}:=\hat{S}_{i \omega \omega}(\omega)-\hat{S}_{i \omega \omega}(0), i=1,2\). Note the symbol of operator \(S_{i}\) is denoted by \(\hat{S}_{i}\). In other words, the convergence rate of the algorithms are determined by the symbols (or the derivative of the symbols) of Steklov-Poincaré operators. What is more, it is proved that the result applies to all equations that have variable-separation form rather than only Poisson's equation. Besides, every algorithm has two versions: parallel and sequential, and the latter achieves convergence twice as fast as the former.

The study of the boundary effect shows that it has positive effect on boosting the convergence for all the three algorithms, which means that the real convergence rate of the algorithms is lower than that obtained from the standard approach. Considering the convergence result from both the standard approach and the boundary effect enables the complete (real) convergence evaluation. Comparatively speaking, quadratically-approximated algorithm has the lowest (real) convergence rate, followed by linearly-approximated and constantly-approximated algorithms respectively. The difference between quadratically-approximated and linearly-approximated algorithms is not remarkable. For practical use, an empirical law is proposed to evaluate the strength of the boundary effect: the boundary effect could be depicted/represented as a function (called 'pike function') in the profile of Steklov-Poincaré operators applied to \(I, x\) or \(x^{2}\), and the taller and wider pike function accounts for stronger boundary effect.

The NDD algorithms are also compared with a conventional Robin-to-Robin algorithm and a Dirichlet-to-Robin algorithm to solve the same Poisson's equation. It is both analytically and numerically proven that the NDD algorithms have faster convergence than both the conventional Robin-to-Robin algorithm and the Dirichlet-to-Robin algorithm, especially quadratically-approximated algorithm. The comparative study demonstrates the superiority of the NDD method over other similar methods.

Beyond Poisson's equation, the three algorithms are further applied to solving model equations with changeable parameters \((\alpha)\) at second derivative. The equations are supposed to imitate the main mathematical features of high-Reynolds-number flow with a boundary layer. The changeable parameter \(\alpha\) manipulates the solution dependence on \(x\). Three values of \(\alpha\) are tested, which represent low, medium and high non-local effect. Numerical result shows that when the non-local effect is low, the problem could be considered as semi-one-dimensional and all the three algorithms converge equally fast. When the non-local effect strength is medium, quadratically-approximated algorithm shows remarkably faster
convergence than the other two due to faster standard convergence rate. When the non-local effect strength becomes strong, quadratically-approximated algorithm maintains promising convergence because the boundary effect does not undermine the standard convergence, which is not the case in linearly-approximated algorithm. Therefore, it could be stated that quadratically-approximated algorithm demonstrates both high efficiency and outstanding robustness in all conditions. The high efficiency is associated with the low standard convergence rate, and the great robustness is resulted by the positive boundary effect. The combination of high efficiency and good robustness amounts to the promising ability of quadratically-approximated algorithm in reserving the non-local effect of Steklov-Poincaré operators. The numerical test result on model equations suggests that the proposed NDD approach has great potential to be applied to modelling near-wall turbulent flow.

GMRES is an advanced method to solve large sparse linear systems and is widely used in the project. The convergence analysis of GMRES elaborates how by splitting a big matrix into two smaller ones and solving them separately could it save computing time. The convergence of GMRES is found associated with the eigenvalue distribution of the coefficient matrix \(\boldsymbol{A}\) when the linear system \(\boldsymbol{A x}=\boldsymbol{b}\) is supposed to be solved. When the eigenvalues of a matrix is higher clustered, GMRES takes less iterations to converge and computing cost becomes lower too. The analysis lays a theoretical foundation for evaluating the computing time of the NDD approach and comparing efficiency with the standard (one-block) method.

\subsection*{7.2 Future work}

In the project, an efficient non-overlapping domain decomposition method is studied both theoretically and numerically. Therefore, the possible future work is also recommended from the two aspects.

\subsection*{7.2.1 Theoretical future work}
1. The theoretical convergence analysis is composed of two parts: the standard approach and the boundary effect analysis. The latter is only quantitatively studied for constantly-approximated algorithm but the rest two algorithms. Especially considering the boundary effect is not always positive (for example, in linearly-approximated algorithm case) in boosting convergence, more accurate model might be needed to elaborate the effect (especially the negative effect) that has been observed in the numerical test.
2. It is demonstrated that the symbol (as well as the derivative) of Steklov-Poincaré operators determines the convergence of the NDD algorithms. Therefore, it is important to gain the knowledge of the symbol when the operators are applied to random two-dimensional problem. In the project, the knowledge is obtained from analytical calculation of the symbol because Poisson's equation enables the calculation. However, in real turbulent flow problems it is no more practical to rely on analytical tools and there should be an easy and effective way to
estimate/compute the symbol in application to given problems.
3. Regarding GMRES, the eigenvalue characteristics of the coefficient matrix \(\boldsymbol{A}\) is not easy to know without substantial amount of computational costs. As a matter of fact, Arnoldi algorithm, as part of GMRES, already offers good approximation of the eigenvalues of the decomposed matrix but the eigenvalue information is no more used in the later process. Therefore, it is possible to estimate the computational costs of implementing the NDD method via Arnoldi algorithm and even derive an empirical law to link the computational costs directly with linear system properties (such as mesh density in the two regions, interface boundary location, etc.).

\subsection*{7.2.2 Numerical future work}
1. The numerical test is implemented on a Poisson's equation and two model equations. The former is to verify the theoretical result and the latter is to test the feasibility of extensively applying the method to turbulence modelling. Both goals have been achieved with the conclusion that quadratically-approximated algorithm is especially effective and robust to resolve near-wall turbulent flows. Next, the algorithm could be applied to RANS models and consider computational times as an important criterion to evaluate the efficiency.
2. A NDD algorithm with movable interface boundary is proposed at the end of Chapter 5 and is proven to be efficient in the numerical test of a model equation. The efficiency of the method is associated with the nature of the problems it solves: solution to the problems has high gradient in \(y\) direction in near-wall region, and off-wall region solution is dominated by \(x\)-variation. The nature is widely shared by near-wall turbulent flow quantities thus the algorithm has large potential to be further explored. Any other quantity characterised by such distinct patterns in two regions (not necessarily the same two regions as velocity) could be possibly resolved by the method.
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\section*{Appendices}

\section*{Appendix A}

\section*{Convergence rate calculation of DN and}

\section*{NN algorithms}

\section*{A. 1 Convergence rate calculation of Neumann-to-Neumann algorithm}

Consider a Neumann-to-Neumann algorithm in application to Poisson's equation. The algorithm starts from \(u_{2}\) :
\[
\begin{aligned}
u_{2 y}^{n+1}=u_{1 y}^{n} & \text { on } \Gamma, \\
u_{1 y}^{n+1}=u_{2 y}^{n+1} & \text { on } \Gamma .
\end{aligned}
\]

The corresponding IBCs for the error problem are:
\[
\begin{aligned}
e_{2 y}^{n+1}=e_{1 y}^{n} & \text { on } \Gamma, \\
e_{1 y}^{n+1}=e_{2 y}^{n+1} & \text { on } \Gamma .
\end{aligned}
\]

Since the error BVPs have homogeneous boundary conditions except on interface, the IBCs in error problem can be also formulated as:
\[
\begin{array}{cl}
-S_{2} e_{2}^{n+1}=S_{1} e_{1}^{n} & \text { on } \Gamma \\
S_{1} e_{1}^{n+1}=-S_{2} e_{2}^{n+1} & \text { on } \Gamma \tag{A.2}
\end{array}
\]

The eigenfunctions of SP operators (N2D map) in application to Poisson's equation (0<x< \(1,0<y<B)\) follows that in [84][97]:
\[
\begin{equation*}
\phi_{k}(x)=\sin (k \pi x), k=1,2, \ldots \tag{A.3}
\end{equation*}
\]

The corresponding eigenvalues \(\left(\lambda_{1}, \lambda_{2}\right)\) could be obtained by solving the following BVPs in the two sub-domains ( \(\Omega_{1}\) and \(\Omega_{2}\) ) respectively:
\[
\begin{align*}
-\nabla^{2} e_{1}=0, & \text { on } \Omega_{1}, & -\nabla^{2} e_{2}=0, & \text { on } \Omega_{2} \\
e_{1}=0, & \text { on } \partial \Omega_{1} / \Gamma, & e_{2}=0, & \text { on } \partial \Omega_{2} / \Gamma  \tag{A.4}\\
e_{1 y}=\lambda_{1} e_{1}, & \text { on } \Gamma, & e_{2 y}=\lambda_{2} e_{2}, & \text { on } \Gamma .
\end{align*}
\]

The eigenvalues are:
\[
\begin{equation*}
\lambda_{1 k}=k \pi \operatorname{coth}(k \pi A), \lambda_{2 k}=k \pi \operatorname{coth}(k \pi(B-A)) . \tag{A.5}
\end{equation*}
\]

Next, expand \(e_{i}\) into the eigenfunctions \(\phi_{k}(x)\) and consider the coefficient \(\left(\hat{e}_{i}\right)\) equations:
\[
\begin{align*}
-\lambda_{2 k} \hat{e}_{2}^{n+1} & =\lambda_{1 k} \hat{e}_{1}^{n}  \tag{A.6}\\
\lambda_{1 k} \hat{e}_{1}^{n+1} & =-\lambda_{2 k} \hat{e}_{2}^{n+1} \tag{A.7}
\end{align*}
\]

By transforming above equations, the convergence rate could be obtained:
\[
\left\|\hat{e}_{i}^{n+1}\right\|=\left|\frac{\lambda_{1 k} \lambda_{2 k}}{\lambda_{1 k} \lambda_{2 k}}\right|\left\|\hat{e}_{j}^{n}\right\|=\left\|\hat{e}_{j}^{n}\right\| . \quad(i \neq j .)
\]

\section*{A. 2 Convergence rate calculation of Dirichlet-to-Neumann algorithm}

Consider a (relaxed) Dirichlet-to-Neumann algorithm in application to Poisson's equation. The algorithm starts from \(u_{2}\) :
\[
\begin{aligned}
u_{2 y}^{n+1}=u_{1 y}^{n} & \text { on } \Gamma, \\
u_{1}^{n+1}=\theta u_{2}^{n+1}+(1-\theta) u_{1}^{n} & \text { on } \Gamma .
\end{aligned}
\]

Note \(0 \leq \theta \leq 1\). The corresponding IBCs for the error problem are:
\[
\begin{aligned}
e_{2 y}^{n+1}=e_{1 y}^{n} & \text { on } \Gamma, \\
e_{1}^{n+1}=\theta e_{2}^{n+1}+(1-\theta) e_{1}^{n} & \text { on } \Gamma .
\end{aligned}
\]

Since the error BVPs have homogeneous boundary conditions except on interface, the IBCs in error problem can be also formulated as:
\[
\begin{align*}
-S_{2} e_{2}^{n+1}=S_{1} e_{1}^{n} & \text { on } \Gamma,  \tag{A.8}\\
e_{1}^{n+1}=\theta e_{2}^{n+1}+(1-\theta) e_{1}^{n} & \text { on } \Gamma . \tag{A.9}
\end{align*}
\]

Expand \(e_{i}\) into the eigenfunctions as shown in Eq.(A.3) and consider the coefficient ( \(\hat{e}_{i}\) ) equations:
\[
\begin{align*}
-\lambda_{2 k} \hat{e}_{2}^{n+1} & =\lambda_{1 k} \hat{e}_{1}^{n}  \tag{A.10}\\
\hat{e}_{1}^{n+1} & =\theta \hat{e}_{2}^{n+1}+(1-\theta) \hat{e}_{1}^{n} . \tag{A.11}
\end{align*}
\]

The eigenvalues \(\lambda_{1 k}, \lambda_{2 k}\) are given in Eq.(A.5). By transforming the above two equations, the
convergence rate of the algorithm could be obtained:
\[
\begin{aligned}
\left\|\hat{e}_{i}^{n+1}\right\| & =\left|1-\theta\left(1+\frac{\lambda_{1 k}}{\lambda_{2 k}}\right)\right|\left\|\hat{e}_{j}^{n}\right\| \\
& =\left|1-\theta \frac{k \pi \operatorname{coth}(k \pi(B-A))+k \pi \operatorname{coth}(k \pi A)}{k \pi \operatorname{coth}(k \pi(B-A))}\right|\left\|\hat{e}_{j}^{n}\right\| . \quad(i \neq j, k=1,2, \ldots)
\end{aligned}
\]```

