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a b s t r a c t   

Considerable effort is currently being put towards process intensification to design more 

sustainable and energy-efficient processes. Hybrid distillation-membrane processes are 

prime examples of such intensified processes. In this work, different strategies are pre

sented for how to handle the complexity of the membrane network of the hybrid process 

in terms of initialisation and convergence for simulation and optimisation. A super

structure approach for optimisation of membrane networks within hybrid processes is 

presented and verified. The energy consumption and economic performance of a hybrid 

distillation-pervaporation process, as well as that of the corresponding extractive dis

tillation process, to separate a minimum-boiling azeotropic mixture are compared for 

different feed compositions. The impact of membrane properties and cost is also briefly 

considered. The results show that the total heat duty for the hybrid process is always 

lower than that of the extractive process for the system considered, confirming that the 

hybrid process is more energy efficient. In terms of total annualised cost, however, the 

hybrid process is found to be more economically attractive at lower feed compositions, 

while the extractive process is preferred for higher compositions. 

© 2023 The Author(s). Published by Elsevier Ltd on behalf of Institution of Chemical 

Engineers. This is an open access article under the CC BY license (http://creative

commons.org/licenses/by/4.0/).    

1. Introduction 

As part of the quest over the past few decades towards a 
more sustainable and energy efficient process industry, tre
mendous effort has been put towards process intensification 
(PI). A prime example of intensification is hybrid separation, 
often between a distillation column and a membrane pro
cess, where the advantages of one process is exploited to 
counteract the disadvantages of the other. A hybrid distilla
tion/membrane process is for instance capable of separating 
azeotropic mixtures which cannot be separated by using only 
conventional distillation columns. Although membrane se
parations are capable of overcoming the thermodynamic 
restrictions imposed by azeotropes, when a high throughput 
and a high purity is required, which is typical in the chemical 

industry, a stand alone membrane separation will not be 
economically viable as it will require a large membrane area 
which is expensive (Skiborowski et al., 2013). An azeotropic 
mixture is typically separated by the use of an entrainer in an 
extractive distillation column, but the extractive process is 
both energy intensive and expensive due to the need for an 
additional column for entrainer recovery. Hybrid distillation/ 
membrane processes have been found to save energy 
(Lipnizki et al., 1999), but may be limited by low capacity and 
high capital cost of the membrane unit, hence may not al
ways be the best approach. 

Due to the highly integrated and complex design of a 
hybrid distillation-membrane process (denoted just as a hy
brid process in this work unless otherwise stated), the opti
misation of the process is very challenging. Tula et al. (2020) 
discussed extensively the approaches that can be taken to 
solving model-based PI problems, such as the rule-based 
approach, direct solution approach (also known as super
structure optimisation), and hybrid solution approach. 

https://doi.org/10.1016/j.cherd.2023.04.014 
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However, this work will focus only on the superstructure 
optimisation approach. Previous work mostly simplifies the 
membrane network by considering only the membrane area, 
and/or a very limited number (typically up to three) of 
membrane stages in series. There has been little focus on the 
mathematical or numerical difficulties imposed by the 
membrane network in optimisation of hybrid processes, 
caused by the discrete, or integer, variables involved. Also, 
most studies considering the economic feasibility of hybrid 
processes have focused on only a specific feed composition, 
thus there is a lack of understanding of the effect of the feed 
composition on the performance of hybrid processes. Thus, 
in this work, a hybrid distillation-pervaporation process for 
ethanol/water separation is compared with a conventional 
extractive distillation process for the same separation for a 
range of feed compositions, with the objective of minimising 
the total annualised cost (TAC). Issues related to the opti
misation of hybrid separation processes will also be dis
cussed. 

1.1. Investigations of membrane networks 

Previous authors have found that the inclusion of a mem
brane unit with a distillation unit can improve the energy 
efficiency of the overall separation process (Lipnizki et al., 
1999; Holtbrugge, 2016). The most commonly considered 
membrane processes for this are pervaporation (PV) and 
vapour permeation (VP). The key difference between these is 
the phase of their feed, where the feed in pervaporation is in 
the liquid phase while the feed in vapour permeation is in 
the gaseous phase (Vane, 2013). A membrane can also be 
categorised by module configuration, e.g., plate-and-frame, 
spiral wound, or hollow fibre module (Purkait and Singh, 
2018). Although different membrane processes and module 
configurations may require different units and materials, 
their key working principles are similar, and a general 
membrane network model may therefore be applicable to 
most, if not all, cases for initial design studies. 

Optimisation of membrane networks has been considered 
for several decades. In earlier days, the membrane networks 
considered were rather simple. Fan et al. (1968) considered a 
simple reverse osmosis network (RON) where the retentate of 
each membrane stage acted as the feed to the next mem
brane stage and the permeate was collected at each mem
brane stage. In their work, a portion of the retentate stream 
of a membrane stage could be recycled back to the feed of 
that membrane stage, and the split fraction (i.e., portion) of 
the retentate stream was therefore an optimisation variable.  
Evangelista (1989) proposed a variation of the structure pro
posed by Fan et al. (1968), and Kimura et al. (1969) proposed a 
structure which was adapted from the concept of a distilla
tion column. El-Halwagi (1992) represented these structures 
using a state-space approach so that the different config
urations of the RON could be considered in a superstructure. A 
superstructure of a chemical process is a representation that 
encompasses all process alternatives within a single math
ematical model such that, when optimised, the optimal 
process design is determined alongside all the corresponding 
design and operating variables. 

Up until then, the “smallest” building block for the 
membrane network was a complete unit (e.g., a membrane, a 
pump). Uppaluri et al. (2004) focused on the membrane unit 
(in particular a vapour permeation membrane) and split the 

membrane unit into two sections, one for high pressure (i.e., 
retentate side) and another for low pressure (i.e., permeate 
side). In each section, there were nc number of compart
ments, and in each compartment there were nsc number of 
sub-compartments. A complete membrane was thereby 
made up of a pair of compartments (one in each section) that 
was again made up of nsc number of sub-compartments. A 
mass-transfer relationship was considered between each 
pair of sub-compartments to simulate the membrane flux. 
The authors claimed that their superstructure could handle 
not only all possible configurations (including the number of 
membrane stages connected in series and the number of 
membrane modules connected in parallel) for the membrane 
units, as well as the membrane flow patterns (i.e., co-current, 
counter-current, and cross-flow patterns). However, their 
membrane network superstructure required many optimi
sation variables, which limited the upper bound of the 
membrane stages in the design that could be considered. 
Although the number of optimisation variables was not in
dicated in the paper, all case studies in their work consider 
only three membrane stages as the upper bound. Demirel 
et al. (2021) modified the superstructure of Uppaluri et al. 
(2004) by representing the membranes as generic building 
blocks (Demirel et al., 2017), which allowed the super
structure to capture the different membrane processes fur
ther (e.g., reverse osmosis, pervaporation, membrane 
absorption/stripping, and membrane with concentric layers). 
In the work by Demirel et al. (2021), for a membrane with 
three membrane stages and 10 sub-compartments in each 
membrane stage, there were 2683 variables, 4443 constraints, 
and 14864 non-zero elements. The size of the optimisation 
problem will increase significantly with the increasing 
number of membrane stages. 

Instead of using a single unit as a building block, Kookos 
(2002) proposed a superstructure where the building block 
was made up of another, inner, superstructure module. The 
basic building block of the inner superstructure module was 
a single-stage membrane permeator consisting of a mem
brane with a feed, a permeate, and a retentate. Two or more 
single-stage permeators could be connected to form a con
tinuous membrane column, and the inner superstructure 
module could then be formed by considering all the inter
connecting streams between individual single-stage per
meators and continuous membrane columns. The final, 
outer, superstructure was then formed by connecting several 
of these blocks together. Although the author claimed that all 
possible configurations could be modelled by this approach, 
a detailed mathematical description was not provided. Fur
thermore, the connections between non-adjacent single- 
stage permeators was also not considered. From their case 
studies, the number of single-stage permeators in the outer 
superstructure was not optimised, thus the difficulties and 
challenges of implementing the proposed superstructure 
with a large number of permeators remains unclear. 

All the work mentioned so far considered some, if not all, 
of the inter-connecting streams within a membrane net
work, which requires significant computational effort to 
solve, and limits the number of membrane stages that can 
practically be considered. For instance, considering optimi
sation of a 10 × 10 membrane structure (i.e., the maximum 
number of membrane stages connected in series is 10, and 
within each membrane stage, the maximum number of 
membrane modules connected in parallel is 10), then the 
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membrane network superstructure become either inefficient 
or impossible due to the very large number of optimisation/ 
decision variables. Instead of using the full membrane su
perstructure, Marriott and Sorensen (2003b) proposed a 
simplified superstructure for the optimisation of larger 
membrane networks. Defining first a membrane module as an 
individual membrane unit, and a membrane stage as a col
lection of membrane modules that are connected in parallel, 
then the authors assumed that all the membrane modules 
within a membrane stage were identical, i.e., the feed into a 
membrane stage is equally distributed between all of the 
membrane modules, which from a practical point of view is 
entirely sensible. For a membrane stage with k number of 
membrane modules, this approach avoids the optimisation 
of k − 1 variables for the feed distribution, and only the value 
of k needs to be optimised, thus greatly decreasing the 
computational burden, especially when a large number of 
membrane stages is involved (i.e., n × (k − 1) fewer variables 
for a n × k membrane structure). Marriott and Sorensen 
(2003b) also neglected the recycling of retentate and 
permeate streams back to previous modules to simplify the 
superstructure further, although recycle streams back to 
previous membrane stages can easily be added if required. 

Although the membrane superstructure proposed by  
Marriott and Sorensen (2003b) is simple compared with the 
other membrane superstructures that considered all of the 
inter-connecting streams, their superstructure is more suited 
for complex and highly interconnected processes such as 
hybrid distillation-membrane processes that usually require 
many membrane stages and membrane modules (Lelkes 
et al., 2000; González and Ortiz, 2002; Luyben, 2009; Santoso 
et al., 2012; Roth et al., 2013; Valentínyi and Mizsey, 2014; 
Micovic et al., 2014; Skiborowski et al., 2014; Andre et al., 
2018; Chia and Sorensen, 2022). Whilst being an efficient 
membrane network superstructure, Marriott and Sorensen 
(2003b) still performed their optimisations by repeated opti
misation for fixed membrane stages, i.e., the number of 
membrane stages was not optimised simultaneously to
gether with the other variables. This work will therefore use 
the superstructure proposed by Marriott and Sorensen 
(2003b), but will also allow for simultaneous optimisation of 
the number of membrane stages within the superstructure. 

The superstructure optimisation problem of a distillation 
column is already complex due to the large number of dis
crete variables involved (e.g., the total number of stages, feed 
location, side draw location), and the complexity increased 
even more for a hybrid distillation-membrane process which 
involves a membrane network (e.g., number of membranes 
in series and parallel), thus a simplified membrane network 
such as the one proposed by Marriott and Sorensen (2003b) is 
typically used (Szitkai et al., 2002; Naidu and Malik, 2011; 
Koch et al., 2013; Skiborowski et al., 2014). One of the main 
challenges for the optimisation of this hybrid process is to 
optimise the membrane structure (i.e., simultaneously opti
mise the number of membranes in series and parallel). 
Binary variables are commonly used to determine the ex
istence of a membrane in the membrane network, but it will 
lead to structural multiplicity (e.g., the pairs (0,1) and (1,0) for 
two membranes in a membrane network are actually the 
same structure, where only one membrane is actually pre
sent). Szitkai et al. (2002) proposed the “successive refine
ment” method to decrease the number of binary variables 
needed while optimising a membrane network. In the  

method, the number of membrane modules, m, is re
presented as binary digits (e.g., (1,0) represents 2 and (1,1,1) 
represents 7), so now the cases (0,1) and (1,0) represent m = 1 
and m = 2, respectively, thus eliminating structural multi
plicity. The first step of the successive refinement approach 
is to consider the membrane modules with a coarser (i.e., 
larger) area so that a sub-optimal number of membrane 
modules can be approximated. Then, in the second refine
ment step, the membrane module areas for the membrane 
modules in question (e.g., if the sub-optimal number of 
membrane modules is four then membrane modules four 
and five are in question) will be refined to a smaller mem
brane area so that the optimal membrane area can finally be 
identified. The refinement step is repeated by refining the 
membrane module area until the smallest possible mem
brane module area is achieved. The successive refinement 
approach using binary digits may require extra constraints if 
the required lower or upper bounds of the number of mem
branes modules or stages are not 2n − 1 where n is the 
number of binary digits the user chooses (e.g., the maximum 
number of membrane modules that can be considered for 
three binary digits is 23 − 1 = 7 = 20 + 21 + 22). The successive 
refinement method requires at least two optimisations (the 
first trial and the second refinement steps) and the actual 
number of steps (i.e., the number of optimisation required) 
should be determined by the user according to the com
plexity of the problem. Other than that, the final design of 
the membrane network is limited to a specific pattern where 
all membrane stages have the same number of membrane 
modules except for the last membrane stage. This may lead 
to sub-optimal designs as highlighted by (González and Ortiz, 
2002; Skiborowski et al., 2014) and by this work which in
dicate that the optimal designs may have different mem
brane modules in different membrane stages. Naidu and 
Malik (2011) used a binary variable to indicate the existence 
of a membrane unit (e.g., 1 if it exists), which causes struc
tural multiplicity. Skiborowski et al. (2014) introduced a by
pass stream for each membrane stage and associated a 
binary variable to the bypass stream instead of to the 
membrane stage. When the bypass stream for membrane 
stage n is activated (i.e., the binary variable is 1 for bypass 
stream n), the feed of the membrane n will be directly sent to 
the retentate of membrane module n (i.e., the feed of mem
brane module n + 1), thus voiding the existence of membrane 
module n. The structural multiplicity is limited by introdu
cing an extra constraint to the optimisation problem. 

Although a number of authors have considered the defi
nition of a membrane network superstructure, and have to 
some extent considered its optimisation, there is still a lack 
of consideration of the difficulties faced when optimising 
such superstructures. Thus, one of the aims of this work is to 
discuss different strategies that can be applied to overcome 
the inevitable mathematical/numerical issues faced during 
the initialisation and/or convergence of the optimisation. In 
the following, we will propose and discuss different strate
gies that can be applied during the modelling and optimi
sation of the membrane network superstructure to overcome 
many of these issues (see Section 2). We will then compare 
and validate the performance of membrane network super
structure optimisation using the proposed strategy com
pared to the conventionally used repeated optimisation 
procedure with fixed number of membrane stages (see dis
cussion in Section 3). 

258 Chemical Engineering Research and Design 194 (2023) 256–279   



1.2. Investigations of hybrid distillation-pervaporation 
processes 

The first mention of a hybrid distillation-pervaporation (D- 
PV) process was in a patent by Binning and James in 1958 for 
the dehydration of an isopropanol-ethanol mixture (Lipnizki 
et al., 1999). It was not until nearly 20 years later, however, 
that the process received attention in industry and began to 
be applied for the separation of various mixtures due to its 
capability to separate almost all kinds of liquid mixtures of 
various concentrations (Lipnizki et al., 1999), although are 
now more commonly used to separate azeotropic or close- 
boiling mixtures. 

Van Hoof et al. (2004) presented a comparison between 
azeotropic distillation, the D-PV process, and a D-PV-D process 
(distillation followed by pervaporation and then followed by 
distillation again) for the dehydration of isopropanol. The si
mulation was carried out in Aspen Plus V11.1, and the design 
specification function in Aspen Plus was used to obtain the 
optimal distillation column design for each process. It is unclear, 
however, if the designs of the membrane unit(s) were decided a 
priori or if they were optimised. Moreover, from the final de
signs, it seemed that the authors did not perform a complete 
optimisation on the entire process as the column design (total 
number of stages, feed location, and reflux ratio) for the first 
column in all the processes are the same. Nevertheless, it was 
concluded that the D-PV process was the best process as it had 
significant energy cost savings (up to 48%) and it could save 
about 49% of the total cost (sum of the operating, capital, and 
maintenance costs). 

Tula et al. (2017) compared the D-PV process with con
ventional distillation for separating alkanes and producing 
tert-amyl methyl ether using a shortcut method based on a 
driving force diagram. It should be noted that the authors 
considered only the energy savings of the distillation col
umns and not the overall costs. In each of the D-PV processes 
considered, there was only one membrane unit, although the 
membrane area was calculated based on the separation re
quired. The results showed that the D-PV process could save 
energy for all the cases studied. Tgarguifa et al. (2018) also 
found that a 64% reduction in the operating cost and energy 
could be achieved by replacing the rectifying column of an 
industrial bioethanol purification process with a series of 
pervaporation membrane units. However, it is unclear how 
the operating and design parameters (including the number 
of membrane stages) were obtained, thus decreasing the 
reliability of the conclusions made. Furthermore, Lee et al. 
(2016) and Zarca et al. (2018) also studied the economic fea
sibility of a hybrid process under different membrane costs 
compared with the corresponding conventional distillation. 
Both studies showed that the hybrid process would become 
unfavourable with an increase in the membrane cost. Other 
than the standard D-PV processes, some researchers have 
also conducted investigations of other advanced hybrid 
processes such as coupling pervaporation with reactive dis
tillation (Wang et al., 2019; Li et al., 2020) or with extractive 
distillation (Wu et al., 2020), which also showed great eco
nomic benefits by applying pervaporation within a hybrid 
process as compared to conventional separation. 

Many studies of hybrid D-PV processes have shown that a 
pervaporation membrane unit can be coupled with different 
distillation configurations to improve the overall economic per
formance. However, the hybrid process may not always be su
perior to conventional distillation under different conditions, 

e.g., different membrane costs. In addition to the impact of 
membrane cost, there is also a lack of investigations comparing 
the hybrid process with conventional distillation for different 
feed compositions. Another aim of this work is therefore to 
show the overall performance of a hybrid process compared to 
conventional distillation based on extractive distillation for a 
range of feed compositions, as well as to consider the effects of 
membrane cost and the maximum allowable temperature of the 
membrane unit. These comparisons (detailed discussion in  
Section 3) can provide a more holistic view of the relative per
formance of the hybrid process vs conventional extractive dis
tillation, and can identify when a hybrid process may be 
favourable, and when not. 

2. Methodology 

In this section, the proposed membrane network; the opti
misation strategies for the membrane network; and the si
mulation and optimisation strategies of the hybrid process 
are described in detail. At the end of Section 2.2, the com
parison between the three optimisation strategies explained 
in this work and between the methods available in the lit
erature for simultaneous membrane superstructure optimi
sation (Szitkai et al., 2002; Naidu and Malik, 2011; 
Skiborowski et al., 2014) will be discussed. 

2.1. Simulation and optimisation of membrane networks 

This section describes the structure of the membrane net
work that has been adopted in this work. There are two 
important concepts involved (see Fig. 1): .  

1. Membrane module: A membrane module is a standard 
membrane unit. This is illustrated in Fig. 1 as the smaller 
box with a diagonal line.  

2. Membrane stage: A membrane stage consists of a set of 
membrane modules connected in parallel. This is illu
strated in Fig. 1 as the larger box enclosing several mem
brane modules. 

The simplified membrane network in Fig. 1 was first in
troduced by Marriott and Sorensen (2003b). The network in
cludes Nms membrane stages connected in series, and within 
each membrane stage there are Nmm,n membrane modules 
connected in parallel, where the subscript n denotes the nth 

membrane stage. The membrane network ignores recycling 
between membrane stages (e.g., retentate from membrane 
stage 2 cannot be recycled back to membrane stage 1) as the 
recycling between two membranes stages significantly in
creases the mathematical complexity, especially for the op
timisation task, but with minor or even no improvements for 
the membrane system studied by Marriott and Sorensen 
(2003b). Another assumption is that the feed to the mem
brane modules connected in parallel within a membrane 
stage is distributed equally. Marriott and Sorensen (2003b) 
claimed that for the membrane system they investigated, not 
only are there no clear benefits from controlling the dis
tribution fraction, but it will also significantly increase the 
computational burden and optimisation complexity as there 
will then be Nmm − 1 distribution fractions that need to be 
optimised for each stage. A heater is present prior to each 
membrane stage to perform any required (re)heating of the 
feed into that membrane stage. With this membrane 
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network, the total number of decision variables for a system 
with Nms stages are: 

= + ×N N1 3mv
tot

ms (1) 

where the first term represents the decision of the number of 
membrane stages within the network and the second term 
represents the decisions of the number of membrane mod
ules within each membrane stage (integer), as well as the 
existence (binary) and temperature (continuous) of each 
membrane stage feed heater. 

2.2. Membrane system superstructure for simultaneous 
optimisation 

While there has been a number of studies over the years 
considering some form of optimisation of membrane net
works, the literature rarely discusses the strategies adopted 
to overcome the initialisation and convergence difficulties 
faced during optimisation. Generally, the membrane super
structure is modelled as a composite model made up of Nms 

membrane stages. Depending on the numerical solver used, 
the model will generally require Nms to be a parameter, i.e., a 
constant value that cannot be varied during simulation or 
optimisation, and this may cause convergence difficulties 
when trying to find the optimal number of membrane stages, 
Nms

opt. In this work, three strategies to overcome these nu
merical difficulties are introduced and discussed. In the fol
lowing, the term “non-existing membrane” is defined as the 
membrane stages that are located after the Nms

opt membrane 
stage. The strategies considered are illustrated in Fig. 2 
(where only the stages and not the modules per stage are 
shown). The figure assumes that there are initially four 
membrane stages in the network, Nms = 4, and that the op
timal number of membrane stages is 2, =N 2ms

opt . With the 
definition above, this means that MS(3) and MS(4) are re
dundant, or non-existing, membrane stages. 

2.2.1. Strategy 1 – Zero flux 
The first strategy is the most straightforward option, where the 
non-existing membranes are eliminated either by directly set
ting the associated variables to zero or by using a binary variable 

as a multiplication factor to the associated variables to indicate 
the non-existence. For example, as shown in Fig. 2a, the mem
brane permeate flux of the membrane modules in the non-ex
isting membrane stages (MS(3) and MS(4)) can be set as zero 
(shown as the grey flux arrows), thus making these membrane 
stages redundant. Although the non-existing membrane stages 
are now redundant, the simulation results can still be obtained 
(although the flux etc. will be zero). 

Despite being straightforward conceptually, this strategy 
is challenging to initialise and converge. A membrane model 
consists of differential equations, and the chances of suc
cessful initialisation and convergence are significantly in
creased with a good set of initial values. For a superstructure 
membrane network, there are many combinations (e.g., dif
ferent combinations of numbers of membrane stages and 
modules), and it is impossible to provide a set of different 
initial values for each combination. Also, with this strategy, 
every single membrane module has the potential to have 
zero permeate flux, and will have this value for redundant 
membranes. However, this is difficult to implement during 
optimisation as additional “if-else” statements are required 
to model this, which further increases the complexity of the 
model as more discontinuities must be determined during 
simulation and/or optimisation. A strategy with zero flux 
may also cause problems as the existence of zeroes for these 
modules may cause not only numerical problems such as 
division by zero, but also causes a significant difference be
tween the initial and final values which may be challenging 
numerically (i.e., many iterations may be required to con
verge the simulation successfully or the simulation may fail 
to converge). 

2.2.2. Strategy 2 – Pseudo-feed 
To avoid the “zero” problems of Strategy 1, in this second 
option, the non-existing membrane stages are given feasible 
non-zero pseudo-feeds instead. Fig. 2b shows an example of 
feasible non-zero pseudo-feeds obtained by duplicating the 
feed into =MS N( 2)ms

opt (including all the stream information 
such as flow rate, composition, temperature, and pressure) 
and then using that feed information as the pseudo-feed into 
each of the non-existing membranes (shown in the figure as 

Fig. 1 – Schematic of the membrane network. The membrane stages (MS) are depicted with the larger boxes, while the 
membrane modules (MM) are the smaller boxes with a diagonal line enclosed within a membrane stage, and HEX(n) is the 
feed heater for membrane stage n. There are Nms membrane stages in a membrane network, and there are Nmm,n membrane 
modules in the nth membrane stage. 
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the dotted lines on MS(3) and MS(4)). The pseudo-feed for MS 
(2) is greyed because it does not actually exist but is taken to 
be the retentate from the first membrane stage. All mem
brane stages except the first one will have a pseudo-feed into 
them. The first membrane stage does not require a pseudo- 
feed because it will always have an actual feed. In addition, 
the permeate streams from the non-existing membranes 
should not be added to the final permeate stream (shown as 
the grey permeate streams on MS(3) and MS(4)). This can be 
done either by setting the permeate streams to zero or by 
removing the permeate streams as redundant streams. In 
this way, the membrane stages after Nms

opt will become copies 
of the membrane at Nms

opt (i.e., MS(4) = MS(3) = MS(2)), so the 
simulation results can still be obtained without difficulty. 
However, in order to utilise this strategy, a few additional “if- 
else” statements are still needed, which will cause dis
continuities in the model and will increase the computa
tional costs and difficulties similar to those discussed for 
Strategy 1. 

2.2.3. Strategy 3 – Collect results at optimal membrane 
stage, MS N( )ms

opt

This final strategy is different from the other two strategies. It 
is assumed that separation takes place in all membrane stages 
regardless of the value of Nms

opt (i.e., simulation continues in all 
membrane stages), but the results are collected at the optimal 
membrane stage, MS N( )ms

opt . The illustration of this strategy can 
be seen in Fig. 2c, where the results (permeate and retentate) 
are obtained at the optimal stage MS(2) and the results for MS(3) 

and MS(4) are ignored. This strategy can effectively avoid the 
“zero” problems encountered in Strategy 1, and has fewer “if- 
else” statements compared to Strategy 2. Although not en
countered in this work, theoretically, if the required product 
specification is high, the feed to the non-existing membrane 
stages may become “overly pure” and cause mass balance is
sues while solving the model. To minimise the chance of this 
issue, the number of membrane modules in the non-existing 
membrane stage can be set as one (i.e., Nmm,n = 1 
where =n N N[ , ]ms

opt
ms ). 

It should be noted that to reduce the number of optimisa
tion variables (i.e., the number of binary optimisation variables) 
and also reduce the structural multiplicity, an integer is used to 
represent the actual (optimal) number of membrane stages 
(Nms

opt) in the membrane structure. Two dummy arrays with the 
size of Nms are created to hold the information about the ele
ments of the actual permeate stream (perm) and the elements 
of the actual retentate stream (ret) as shown in Algorithm 1.  
Fig. 2c shows that the actual permeate stream is a collection of 
permeate streams obtained from the existing membrane 
stages (i.e., membrane stages up to Nms

opt) and the retentate 
stream is collected from the retentate stream of only the op
timal membrane stage (i.e., at membrane stage Nms

opt), which is 
also reflected in Algorithm 1. 
Algorithm 1. Collection of the elements needed for the actual 
permeate and retentate stream calculation using dummy 
arrays in Strategy 3 (the maximum number of membrane 
stages considered is Nms and the optimal number of 
membrane stages is Nms

opt). 

Fig. 2 – Schematics of the strategies proposed for the optimisation of the membrane system superstructure, illustrated for 
four membrane stages, Nms = 4, and assuming that the optimal number of membrane stages is two, =N 2ms

opt . (Only the 
membrane stages are shown in the figure). 
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The actual permeate stream (permact) and retentate 
stream (retact) can be calculated using the corresponding ar
rays obtained in Algorithm 1: 

= =perm perm i( )act i
N

1
ms

(2)    

= ==ret ret i ret( ) max( )act i
N

1
ms

(3) 

The other required information (e.g., the cost of the mem
brane stage feed heaters) could be obtained or calculated in a 
similar way. 

2.2.4. Summary 
In general, Strategy 1 is straightforward to implement as it 
only requires the flux of the non-existing membranes to be 
set to zero. However, the existence of zeroes may give rise to 
numerical issues, and the convergence may also be difficult 
due to the very different initial and final designs. Strategy 2, 
which uses non-zero pseudo feeds for the non-existing 
membrane stages, can avoid using zeroes, but this strategy 
requires the use of “if-else” statements that will increase the 
numerical difficulties. The final strategy, Strategy 3, proposes 
to allow the calculation to continue in all the membrane 
stages but to identify and collect only the results at the op
timal membrane stage as the optimal solution. This strategy 
can avoid using zeroes, and it has fewer “if-else” statements 
compared to Strategy 2. As different systems may have dif
ferent initialisation and convergence problems, there is no 
single criterion to quantify the performance of the strategies 
to allow a comparison. In our experience, however, the least 
initialisation and convergence difficulties are encountered 
when using Strategy 3 and this strategy is therefore re
commended and used in this work. However, it should be 
noted that the “if-else” statements (see Algorithm 1) may 
limit the use of gradient-based optimisation, so a stochastic 
optimiser which does not rely on gradient information may 
be preferred when Strategy 3 is adopted. Only qualitative 
comparison can be provided because Strategies 1 and 2 often 
fail due to numerical problems. Similar observations are also 
reported by Szitkai et al. (2002) and Skiborowski et al. (2014) 
when binary variables are present. 

Compared to the successive refinement method proposed 
by Szitkai et al. (2002), Strategy 3 requires only a single op
timisation and allows a different number of membrane 
modules in each membrane stage. Compared to Naidu and 
Malik (2011), the avoidance of zeros (e.g., zero fluxes or feed 
in a non-existing membrane stage) increases the robustness 
of the model and optimisation, and a similar strategy is also 
applied by Skiborowski et al. (2014) through the introduction 

of bypass streams. However, the strategy by Skiborowski 
et al. (2014) requires the equation of the outlet stream of 
membrane stage n that is fed into membrane stage n + 1 (the 
retentate stream in this case) to be modified to include the 
influence of bypass stream (e.g., the retentate stream of stage 
n will not take the values of the retentate stream leaving 
membrane stage n but rather the values of the bypass which 
is the feed into membrane stage n). Strategy 3 proposed in 
this work does not require the membrane model equations to 
be modified, as only dummy arrays (see Algorithm 1) are 
introduced to collect and transform the stream information 
into the desired results. Moreover, unlike Naidu and Malik 
(2011) and Skiborowski et al. (2014), Strategy 3 does not in
volve binary variables to determine the existence of a 
membrane stage, instead, “if-else” statements are required 
to collect the final results. Since Strategy 3 only needs the 
information from each membrane stage without modifica
tion of any connecting equations, and the performance of all 
membrane stages was calculated, it can easily be applied to a 
membrane network acting as a black-box superstructure 
method. 

2.3. Simulation and optimisation of hybrid processes 

Fig. 3 shows the flowsheet of the hybrid distillation-perva
poration (D-PV) process studied in this work, where it has 
been assumed that the azeotrope in the feed is a minimum 
boiling azeotrope. The fresh feed is first fed into the dis
tillation column, and a stream close to the azeotropic com
position leaves the column in the distillate. If the distillate 
temperature is higher than the maximum allowable tem
perature of the membrane, then a distillate cooler is needed 
to cool the distillate down to the maximum temperature of 
the membrane. In this case, the existence of the membrane 
feed heater into the first membrane stage, HEX(1), should be 
removed (i.e., the binary variable, bHEX,1 = 0). The distillate 
cooler can be removed if the distillate temperature is lower 
than the maximum allowable temperature, and the heater is 
then needed to increase the temperature up to the maximum 
temperature (the separation performance is best at high 
temperature). Since the membrane considered in this work is 
a pervaporation membrane, the distillate may need to be 
pressurised to ensure that the distillate remains in the liquid 
phase also after the first membrane stage feed heater. Then, 
the pressurised and heated (if required) distillate enters the 
membrane network. As the separation principle of the 
membrane does not depend on thermodynamic equilibrium, 
the azeotropic stream can be separated into its pure 
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components assuming a suitable membrane has been iden
tified. (Membrane selection can of course also be included as 
part of the superstructure but has not been considered in this 
work.) The desired product is in this work assumed to be 
collected in the retentate, while the remaining component(s) 
leave the membrane network in the permeate and are either 
collected as product or more likely recycled back to the 
column for further processing. As the permeate is a low- 
pressure vapour, a permeate cooler is first used to cool the 
vapour to its saturated liquid phase at the permeate pressure 
(typically close to vacuum) before passing the low-pressure 
saturated liquid into a pump to increase the pressure up to 
the operating pressure of the distillation column. Since there 
is an increase in pressure, the liquid is now sub-cooled, 
hence a permeate heater is required to raise the temperature 
to its saturated liquid temperature before entering the dis
tillation column. Depending on the mixture and the mem
brane used, the permeate may be pure enough to be directly 
collected as a product, i.e., the permeate does not need to be 
recycled back into the distillation column. In this case, the 
heater is not required as it is assumed that the product will 
then be directed to a product tank. 

The D-PV process is initialised, simulated, and optimised 
using the procedure proposed in Fig. 4. First, a rough mass 
balance calculation around each unit (without considering 
the recycling stream) is carried out to initialise the model by 
assuming that the distillate is at the azeotropic point and all 
the product streams are at their required purities. Then, a 
suitable shortcut method (e.g., McCabe-Thiele method or 
driving force diagram method (Gani and Bek-Pedersen, 2000) 
can be used to obtain the initial design of the distillation 
column, again without considering the recycling stream. 
With this initial design, the column and the membrane 
network are then first simulated separately. The simulation 
results for the individual units are saved and then used as 
preset, or initial, values for the actual D-PV process, i.e., the 
distillation column and membrane unit together, coupled 
with the recycling stream. If the initial simulation of the D-PV 
process fails, then one or more of the key variables (e.g., 
number of distillation column stages, number of membrane 
stages/modules) in the individual units should be changed 

and the process re-simulated. A good rule-of-thumb is that 
the initial designs of the individual units should give results 
that are relatively close to the product specification (e.g., 
0.90 mol mol−1 if the product specification is 0.99 mol mol−1). 
Once the simulation of the D-PV process succeeds, the model 
can then be optimised with a suitable MINLP optimiser. 

Regarding the MINLP optimiser, either deterministic op
timisation (e.g., Outer Approximation/Equality Relaxation/ 
Augmented Penalty), stochastic optimisation (e.g., Genetic 
Algorithm, Particle Swarm Optimisation, or Simulated 
Annealing), or combined stochastic-deterministic optimisa
tion (e.g., Chia et al. (2021); Duanmu et al. (2022a)) can be 
applied. In our experience, stochastic optimisation or com
bined stochastic-deterministic optimisation is preferred due 
to their high robustness. Deterministic optimisation is very 
sensitive to the initial values of each optimisation variable, 
especially with the large number of integer optimisation 
variables in the hybrid process (e.g., the total number of 
stages and feed locations of a distillation column, and the 
number of membrane stages and of modules, as well as ex
istence of membrane feed heaters). It should be noted that in 
this work the existence of membrane stage feed heaters is 
determined by the optimisation simultaneously with the rest 
of the design. Strictly speaking, the temperature of the 
membrane feed stage heaters should also be optimised, 
however, this will further increase the complexity of the 
optimisation problem due to the addition of n more variables.  
Bausa and Marquardt (2000) stated that the permeate flux 
through the membrane is higher at a higher temperature, i.e. 
the performance of the membrane is better for higher tem
peratures. Based on this statement, the membrane network 
can be further simplified by assuming that the output tem
perature of the membrane stage feed heaters can be fixed at 
the maximum allowable temperature of the membrane. 

3. Optimal results 

There are two main aims of this work: (1) to validate the 
membrane network superstructure, and (2) to compare the 
performance of the hybrid process relative to a conventional 
extractive distillation process. To illustrate the proposed 

Fig. 3 – Flowsheet of the hybrid distillation-pervaporation process. The detailed membrane network is shown in Fig. 1.  
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procedure, we will consider the separation of an azeotropic 
ethanol/water mixture. All the simulations and optimisa
tions are performed with gPROMS Process (Process Systems 
Enterprise, 2021). The physical properties of the liquid phase 
are described by the UNIQUAC model, while the physical 
properties of the vapour phase are described by the ideal gas 
model. The feed is considered to be 500 kmol h−1 at 1 bar, and 
the feed composition varies according to the objective of the 
investigation, which will be detailed in the following sub
sections. The distillation columns, pumps, and heaters are  

modelled with the built-in library models. The columns are 
assumed to be operating at 1 bar, i.e., without any pressure 
drop. Once the near azeotropic distillate leaves the distilla
tion column, it is pressurised to 5 bar so that the distillate will 
not vaporise after being heated by the membrane feed heater 
(Luyben, 2009), while the permeate pressure is maintained at 
a very low pressure of 400 Pa (taken from the experimental 
setup by Tsuyumoto et al. (1997). The user-defined mem
brane model can be found in Appendix A, and the flux 
equations are taken from Tsuyumoto et al. (1997). The 

Fig. 4 – The initialisation, simulation, and optimisation procedure for the hybrid process.  
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maximum allowable temperature of the membrane is as
sumed to be the highest temperature investigated in  
Tsuyumoto et al. (1997), which is 70∘C. Therefore, unless 
stated otherwise, the membrane feed heater (if it exists) will 
heat the membrane feed to 70∘C. The selection of the heating 
and cooling source for different units is automated during 
simulation using “if-else” statements. The details of the 
available utility sources can be found in Table B1. 

The optimisation task is to minimise the total annualised 
cost (TAC), where the sizing and costing equations for the dis
tillation column can be found in Duanmu et al. (2022b), and the 
costing equations for the other units (membrane, pump, heater/ 
cooler) can be found in Appendix B. At least 99 mol% ethanol and 
water product purities are required in the ethanol and water 
product streams, respectively. The optimisation variables in
clude both discrete (total number of stages, feed location, recycle 
location, number of membrane stages connected in series, 
number of membrane modules connected in parallel, and the 
existence of heat exchangers) and continuous variables (reflux 
ratio, distillate/bottom flow rate, and makeup flow rate). It 
should be noted that the total number of stages and feed/recycle 
locations are each represented by a single integer value during 
optimisation. The number of optimisation variables associated 
with the membrane network is reported in Equation (1), but the 
number of optimisation variables is reduced to 1 + 2 × Nms be
cause the membrane feed temperature is fixed. Therefore, in the 
case studies, the hybrid processes have a total of 26 optimisation 
variables, 21 optimisation variables associated with the mem
brane system for Nms = 10 and 5 optimisation variables asso
ciated with the distillation column (total number of stages, feed 
location, recycle location, reflux ratio, and distillate flow rate). 
The extractive processes have a total of 10 optimisation vari
ables, 6 optimisation variables in column C1 (total number of 
stages, feed location, recycle location, reflux ratio, distillate flow 
rate, and makeup flow rate) and 4 optimisation variables in 
column C2 (total number of stages, feed location, reflux ratio, 
and bottom/recovery flow rate). The key parameters for the 
membranes for each of the cases considered can be found in  
Table 1. The plant is assumed to be operating 8400 h year−1, and 
the payback period is assumed to be 8 years (Duanmu et al., 
2022b). 

The optimiser used in this work is a Genetic Algorithm 
(GA) coded externally to gPROMS in C#, where gO:RUN 
(Process Systems Enterprise, 2022) is used for the commu
nication between the external optimiser and the gPROMS 
simulations. A dual Intel Xeon Gold 6226R CPU (32 cores and 
64 processors in total) with a clock speed of 2.90 GHz and the 
RAM with a total memory capacity of 192 GB (3200 MHz) are 
used for optimisation. The main settings for the GA are a 
population size of five times the number of decision variables 
(130 populations for hybrid processes and 50 populations for 
extractive processes), an elite percentage of 10% (i.e., the top 
10% of the population in the current generation will directly 
become the children of the next generation), tournament 
selection with four players to select the parents for the next 
generation, flat crossover method, and uniform mutation. 
There are two stopping criteria active for GA, which are (1) a 
maximum of 200 generations reached and (2) the best value 
of the objective function stays within a tolerance of 10−4 for 
20 consecutive generations. GA will stop depending on which 
of the two stopping criteria is achieved first. 40 workers/ 
processors are used in a master-slave parallel computing 
structure to speed up the optimisation process. The optimi
sation variables are considered as real and integer values in 

their original form without transformation into binary digits, 
i.e., the number of genes equal to the number of optimisation 
variables. The inequality constraints are handled using the 
penalty function proposed by Deb (2000), and GA treats all 
the variables equally (e.g., all variables have the same mu
tation probability in a generation). Due to the randomness 
associated with the stochastic optimiser, there is no guar
antee for the global optimum and the results may also be a 
poor local optimum. Therefore, for each optimisation task, 
the optimisation is repeated multiple times (here at least five 
times) to ensure a good optimal solution has been found. 

3.1. Validating the membrane network superstructure 
approach 

To verify that this superstructure approach is indeed suc
cessful, we will compare our approach to the old approach of 
repeating the optimisation for each number of membrane 
stages. In the following, the feed composition will be fixed at 
0.10 mol mol−1 ethanol. The number of membrane stages is 
then fixed at 4–9 stages and optimisations are carried out for 
each fixed stage number (denoted “Repeated Optimisation” 
in Table 2). Then, the main optimisation is carried out using 
the superstructure proposed in this work (denoted “SS” in  
Table 2), where Nms

opt is now an optimisation variable with a 
range of [4,9], i.e. the stage number is decided by the opti
miser. 

The main optimisation results are shown in Table 2. Due 
to space limitations, the existence of the heater before each 
membrane stage (optimised as a binary variable) is not 
shown. However, the optimisation results show that for each 
design, the first heater is not required but a cooler is required 
before the membrane system to cool down the distillate (the 
boiling point of the azeotropic mixture is 78∘C) to the max
imum allowable membrane temperature (70∘C). Moreover, 
except for the design with nine membrane stages, where 
heaters on stages six and nine are absent, all other designs, 
including for the superstructure optimisation, require hea
ters before each of the membrane stages. 

The best design found from the repeated optimisation is 
for seven stages, i.e. when Nms = 7, with a TAC of $ 1.73 M y−1. 
The superstructure optimisation also found that the hybrid 
process with seven membrane stages is the best design, with 
the same TAC. Considering the individual design variables 
(e.g., the total number of stages of the distillation column, 
distillate flow rate, reflux ratio, and membrane network 
modules per stage) for both designs, it is clear that the op
timal designs are very similar. In terms of computational 
effort, the superstructure optimisation requires a single 

Table 1 – Key membrane parameters, where the values 
in the base case taken from González and Ortiz (2002), for 
the hybrid distillation-pervaporation processes used in 
each case study.        

Case Study  

Parameter Base Half Cost 90∘C Unit  

Membrane Price * 1063 531 1063 $ m−2 

Membrane Replacement * 200 100 200 $ m−2 y−1 

Membrane/Heater Temp. 70 70 90 ∘C 
Membrane Lifetime 2 y 

* Price in 2002, CEPCI2002 = 396  
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optimisation (CPU of 690 s for the complete optimisation), 
while with repeated optimisations, a total of 3978 s is re
quired, which is about five times longer. Therefore, the pro
posed superstructure optimisation procedure can be seen to 
be both reliable and highly efficient. 

A few additional observations can be made. Table 2 shows 
that a larger membrane system may benefit the design, for 
example, the TAC drops from $ 1.82 M y−1 to $ 1.73 M y−1 as 
the number of membrane stages increases from four stages 
to seven stages. It can also be seen that from six membrane  

stages and above, the TACs varies between $ 1.73 M y−1 and $ 
1.75 M y−1, i.e. the optimum is almost flat in terms of the 
stage number. This finding is also reported by Marriott and 
Sorensen (2003b). For these designs (from six to nine stages), 
the total number of membrane modules needed are also very 
similar (between 137 and 143 modules). It seems reasonable, 
however, that as shown here there will be a turning point (at 
seven membrane stages in this case) where the TAC will 
continue to increase after that point. Therefore, reliable op
timisation is necessary to find the optimal design. 

Table 2 – Optimal results for the hybrid distillation-pervaporation process optimised with a fixed number of membrane 
stages (Repeated Optimisation) and with the number of membrane stages as a free optimisation variable in the 
superstructure (SS). The ethanol feed composition is fixed at 0.1 mol mol−1.            

Repeated Optimisation   

Item Nms = 4 Nms = 5 Nms = 6 Nms = 7 Nms = 8 Nms = 9 SS Units  

Column C1 
Total stages 26 23 23 22 21 21 22 – 
Feed stage 22 20 19 17 17 17 17 – 
Recycle stage 25 22 22 21 20 19 21 – 
Distillate 56.11 56.27 56.69 57.53 56.94 57.32 57.77 kmol h−1 

Reflux ratio 1.36 1.39 1.30 1.17 1.27 1.24 1.15 mol mol−1 

Reboiler duty 1521 1544 1498 1441 1486 1481 1437 kW 
Condenser duty − 1427 − 1450 − 1404 − 1348 − 1393 − 1387 − 1343 kW 
Membrane Network * 
No. membrane stages 4 5 6 7 8 9 7 – 
No. modules in stage 1 24 21 13 10 6 10 9 – 
No. modules in stage 2 30 29 14 14 6 17 12 – 
No. modules in stage 3 41 31 25 13 13 18 14 – 
No. modules in stage 4 65 27 26 14 6 11 12 – 
No. modules in stage 5 – 42 26 23 18 7 23 – 
No. modules in stage 6 – – 39 27 18 15 33 – 
No. modules in stage 7 – – – 40 30 32 39 – 
No. modules in stage 8 – – – – 40 20 – – 
No. modules in stage 9 – – – – – 12 – – 
No. modules in stage 10 – – – – – – – – 
Total no. modules 160 150 143 141 137 142 142 – 
Total membrane area 960 900 858 846 822 852 852 m2 

Membrane heating duty 121 128 134 147 139 144 149 kW 
Distillate cooling duty − 18 − 18 − 18 − 18 − 18 − 18 − 18 kW 
Permeate cooling duty − 134 − 136 − 141 − 153 − 147 − 149 − 156 kW 
Permeate heating duty 23 23 24 26 25 25 27 kW 
Total Duty 
Heating 1665 1696 1656 1614 1650 1650 1613 kW 
Cooling − 1579 − 1604 − 1563 − 1519 − 1557 − 1554 − 1517 kW 
Capital Cost (CAPEX) 
Column 0.55 0.45 0.45 0.42 0.40 0.39 0.42 M $ 
Membrane 5.26 4.93 4.70 4.64 4.51 4.67 4.67 M $ 
Reboiler 0.36 0.36 0.35 0.34 0.35 0.35 0.34 M $ 
Condenser 0.27 0.27 0.26 0.26 0.26 0.26 0.26 M $ 
Others 0.88 1.01 1.14 1.28 1.40 1.28 1.28 M $ 
Operating Cost (OPEX) 
Heating 0.71 0.72 0.70 0.69 0.70 0.70 0.69 M $ y−1 

Cooling 0.05 0.05 0.05 0.05 0.05 0.05 0.05 M $ y−1 

Electricity Trace Trace Trace Trace Trace Trace Trace M $ y−1 

Mem. Replacement 0.15 0.14 0.13 0.13 0.13 0.13 0.13 M $ y−1 

Overall 
CAPEX 7.31 7.03 6.91 6.93 6.92 6.95 6.96 M $ 
Ann. CAPEX 0.91 0.88 0.86 0.87 0.86 0.87 0.87 M $ y−1 

OPEX 0.90 0.91 0.88 0.87 0.88 0.88 0.87 M $ y−1 

TAC 1.82 1.79 1.75 1.73 1.74 1.75 1.74 M $ y−1 

CPU time † 744 491 523 674 1037 509 690 s 
Total CPU time 3978 690 s 

* Existence of the membrane feed heater is also optimised. The heaters exist only between the second to membrane stage Nms (for the 
repeated optimisation) or Nms

opt for all designs, except for the design for Nms = 9 in repeated optimisation where the heater on stage six and nine 
are also absent. † Time needed for parallel computing with 40 workers/processors.  
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3.2. Optimal design of an extractive distillation process 

In the following, we will consider the extractive distillation 
process for the same separation as above, i.e. ethanol dehy
dration. The most common separation method to purify this 
mixture is extractive distillation (shown in Fig. 5) with 
ethylene glycol as the (heavy) entrainer (Li and Bai, 2012), 
thus this process is used as the base case to which we will 
compare the performance of the hybrid process. Therefore, 
let us first consider the optimal design of the extractive dis
tillation process at different feed compositions with the op
timal results tabulated in Table 3 and an example flowsheet 

for the optimal structure of the extractive process at 0.30 
molar composition of ethanol in the feed stream is shown in  
Fig. 6a. The upper bound for the feed composition is 
0.80 mol mol−1 because the azeotropic point is at about 
0.90 mol mol−1. From the table it can be observed that, in 
general, the total number of stages in column C1 (i.e., the 
extractive column) first increases then decreases, with a 
peak at 0.30 mol mol−1. This trend is expected and was also 
observed by Luyben (2005) for a conventional binary dis
tillation. Taking the two end points as examples, at 
0.10 mol mol−1 composition of either ethanol or water (i.e., 
both ends of the composition range considering that the 
azeotropic point is at 0.90 mol mol−1 ethanol), even without 
too much separation effort, the product streams are already 
relatively pure (i.e., near 0.90 mol mol−1 water composition at 
the bottom stream for low ethanol feed composition, or near 
the azeotropic point at the distillate stream for high ethanol 
feed composition). Therefore, as the feed composition moves 
away from the end points, the total number of stages must 
increase to purify the product streams, hence there will be a 
maximum between the two end points, which is exactly 
what is observed here. 

The recycle stage of column C1, i.e., the feed stage for the 
entrainer stream from the recovery column, is always lo
cated near the top of the column, as expected, while the 
fresh feed stage is located near the bottom of the column (Li 
and Bai, 2012). As the feed composition increases, the 
amount of ethanol in the feed increases, thus the distillate 

Fig. 5 – Flowsheet of the extractive distillation process.  

Table 3 – Optimal results for the extractive distillation process at different ethanol feed compositions.             

Ethanol Feed Molar Composition  

Item 0.10 0.20 0.30 0.40 0.50 0.60 0.70 0.80 Units  

Column C1 (Extractive Column) 
Total stages 32 37 42 38 39 37 37 33 – 
Feed stage 28 31 37 33 33 31 30 25 – 
Recycle stage 3 3 3 3 3 3 3 4 – 
Makeup flow rate 0.61 1.00 0.94 0.70 0.37 0.39 0.89 0.12 kmol h−1 

Distillate 46.49 98.02 148.84 199.68 250.35 301.38 353.03 403.34 kmol h−1 

Reflux ratio 2.82 2.10 1.88 1.77 1.62 1.55 1.47 1.39 mol mol−1 

Reboiler duty 1748 2911 4093 5189 6093 7154 8209 9163 kW 
Condenser duty − 1881 − 3222 − 4540 − 5853 − 6947 − 8145 − 9250 − 10,189 kW 
Solvent-to-feed ratio 0.09 0.17 0.23 0.34 0.45 0.56 0.67 0.81 – 
Column C2 (Recovery Column) 
Total stages 9 9 9 9 11 11 15 12 – 
Feed stage 5 5 5 5 6 6 10 6 – 
Recovery flow rate 42.73 83.88 114.59 168.84 223.81 280.24 332.98 403.67 kmol h−1 

Reflux ratio 0.01 0.02 0.03 0.06 0.08 0.12 0.17 0.34 mol mol−1 

Reboiler duty 5443 5091 4706 4385 4019 3598 3081 2548 kW 
Condenser duty − 5212 − 4661 − 4141 − 3611 − 3066 − 2521 − 1969 − 1470 kW 
Total Duty 
Heating 7191 8002 8798 9574 10,112 10,752 11,290 11,712 kW 
Cooling − 7093 − 7883 − 8680 − 9464 − 10,013 − 10,666 − 11,219 − 11,659 kW 
Capital Cost (CAPEX) 
Column 1.08 1.53 1.94 1.93 2.13 2.08 2.19 2.10 M $ 
Reboiler 1.21 1.32 1.41 1.50 1.56 1.63 1.69 1.73 M $ 
Condenser 1.09 1.18 1.29 1.41 1.51 1.63 1.74 1.84 M $ 
Operating Cost (OPEX) 
Heating 3.66 3.96 4.26 4.55 4.74 4.97 5.14 5.26 M $ y−1 

Cooling 0.08 0.08 0.09 0.10 0.11 0.11 0.12 0.12 M $ y−1 

Overall 
CAPEX 3.39 4.03 4.65 4.84 5.20 5.34 5.62 5.66 M $ 
Ann. CAPEX 0.42 0.50 0.58 0.61 0.65 0.67 0.70 0.71 M $ y−1 

OPEX 3.73 4.05 4.35 4.65 4.85 5.08 5.26 5.38 M $ y−1 

TAC 4.16 4.55 4.93 5.26 5.50 5.75 5.96 6.09 M $ y−1   
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flow rate, which contains mainly ethanol (since the azeo
tropic point is near 0.90 mol mol−1 ethanol), increases ac
cordingly. The reflux ratio shows the opposite trend, i.e., the 
optimal reflux ratio decreases as the feed composition in
creases. The reboiler duty, on the other hand, increases as 
there is an overall increase in the total liquid flow within the 
column (i.e., the sum of the fresh feed, recycled entrainer 
(recovery flow rate), and reflux), due to the increase in the 
internal entrainer flow rate which is required as there is 
more ethanol, and therefore azeotrope, in the system and 
more entrainer is needed to break the azeotrope. As for the 
condenser duty, the increase in ethanol composition leads to 

a larger distillate flow rate, thus more energy is required to 
condense the distillate. 

Considering the entrainer recovery column, column C2, 
the total number of stages is low and relatively constant, and 
the feed is almost always at the mid-point of the column. The 
total number of stages stays relatively constant as the feed 
flow rate into the recovery column, the bottom stream from 
column C1, remains almost the same (ranging from about 
467 kmol h−1 to 482 kmol h−1, not shown in the table). In gen
eral, the reflux ratio required in the recovery column is very 
low, but there is an overall increase in the reflux ratio with 
increasing feed composition. Both the reboiler duty and the 

Fig. 6 – The optimal structures for the extractive and hybrid processes for a feed composition of 0.30 ethanol. Note that the 
condenser is the first stage and the reboiler is the last stage. 
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condenser duty decrease as the feed composition increases. 
Overall, the total heating and cooling duties required by the 
extractive process increase as the feed composition in
creases, as the impact of the reboiler and condenser duties of 
the extractive column is larger than those of the recovery 
column. 

In terms of economic performance, a gradual increase in 
CAPEX and OPEX, thus a gradual increase in TAC, can be 
observed as the feed ethanol composition increases, by about 
46% as the feed composition increases from 0.1 to 0.8. It 
should be noted that, although the design for a feed com
position of 0.1 has a similar total number of stages of the first 
column compared with that of a feed composition of 0.8, the 
CAPEX of the column for 0.8 is almost doubled. This is due to 
much higher liquid and vapour flows in the first column for a 
feed composition of 0.8 due to the larger amount of entrainer, 
resulting in a column with a larger column diameter and, 
therefore, a much higher CAPEX (see the distillation sizing 
and costing equations in the appendix of Duanmu et al. 
(2022b). From the stacked bar results (shown in Fig. 7a) and 
the corresponding donut chart (shown in Fig. S1), the relative 
contribution of distillation columns, condensers, and re
boilers to CAPEX is almost the same, with the distillation 
column having a slightly higher weight than the other two 
combined. For the OPEX, which is made up of heating and 
cooling utility costs, it can be seen that the heating utility 
cost makes up the majority of the OPEX, and therefore the 
major contribution of the TAC (about 86%), as the cost of the 

heating utility (low-pressure steam in this case) is much 
higher than the cooling utility. Moreover, due to the high 
heating utility cost, the OPEX contributes about 88% of the 
TAC. From the economic analysis it can be deduced that, in 
order to improve the economic performance of the extractive 
process, the focus should be on implementing heat integra
tion for more efficient energy usage, however, this is not 
considered in this work. 

3.3. Optimal design of a hybrid process 

Next, consider the hybrid process for the same separation. 
The optimal results are given in Table 4 for different feed 
compositions of ethanol, and an example flowsheet for the 
optimal hybrid process at a molar feed composition 0.30 
ethanol is shown in Fig. 6b. It can be seen that the total 
number of stages in the distillation column reaches a peak at 
a composition of 0.4, which makes sense for the same rea
sons as discussed for extractive distillation above. The feed 
stage location of the fresh feed stream changes gradually 
from near the bottom to near the top, which indicates that 
the optimal design has the feed entering at a stage with a 
composition close to that of the feed composition to mini
mise the mixing effect (i.e., maximise energy efficiency). 

The reflux ratio decreases with increasing feed composi
tion, which was also observed for the extractive distillation 
process. Equally, the distillate flow rate also increases due to 
more light component entering the system. It is interesting 

Fig. 7 – Stacked bar showing the annualised capital cost (CAPEX) and operating cost (OPEX) for each of the processes studied 
together with the elements that make up the CAPEX and OPEX. 
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to note that all optimal designs tend to achieve only about 0.8 
molar composition of ethanol in the distillate (not shown in 
the table). Even when the feed composition is 0.8, the dis
tillate composition is only about 0.82. This is expected when 
considering the VLE diagram for the mixture, as after a 
composition of about 0.8, the bubble point and dew point of 
the mixture become very close, leading to a difficult se
paration. Thus, continuing the separation using the distilla
tion column would be costly as a large amount of heating and 
cooling would be required. 

For each design, the energy consumption of the reboiler 
and condenser contributes the most to the total heating and 
cooling (up to 89%), and a peak in the duty is noticed at a feed 

composition of 0.6. This peak is probably the result of a 
trade-off between an easier separation (close to the target, 
i.e. azeotropic, composition) and a higher amount of light 
component needed to be boiled up. 

Regarding the membrane network, it is clear that the 
number of membrane stages and total membrane modules 
increase with the feed composition as more material needs 
to be handled by the network as the distillate flow rate from 
the column increases. (Note that the maximum number of 
stages considered was 10, i.e. the upper bound on Nms = 10.) It 
can be seen that the total heating duty for a feed composition 
of 0.8 is smaller than the duty for 0.7. This is because the 
distillate for both cases is close, but the purity of the distillate 

Table 4 – Optimal results for the base case hybrid distillation-pervaporation process at different ethanol feed 
compositions. See the key membrane parameters in Table 1.             

Feed Ethanol Molar Composition  

Item 0.10 0.20 0.30 0.40 0.50 0.60 0.70 0.80 Units  

Column C1 
Total stages 22 23 26 27 24 18 16 17 – 
Feed stage 17 18 22 22 18 10 6 3 – 
Recycle stage 21 20 25 23 21 17 13 15 – 
Distillate 57.77 121.27 185.34 249.28 311.88 391.49 462.83 489.23 kmol h−1 

Reflux ratio 1.15 1.12 1.01 0.97 1.03 0.62 0.11 0.11 mol mol−1 

Reboiler duty 1437 2888 4132 5401 6891 6935 5571 5882 kW 
Condenser duty − 1343 − 2777 − 4028 − 5313 − 6820 − 6887 − 5544 − 5869 kW 
Membrane Network * 
No. membrane stages 7 6 8 8 10† 10† 10† 10† – 
No. modules in stage 1 9 33 33 40 30 67 95 61 – 
No. modules in stage 2 12 22 23 24 44 44 81 81 – 
No. modules in stage 3 14 40 41 52 73 81 94 90 – 
No. modules in stage 4 12 49 51 55 43 50 84 116 – 
No. modules in stage 5 23 62 37 73 55 101 111 106 – 
No. modules in stage 6 33 104 60 124 58 73 112 126 – 
No. modules in stage 7 39 – 75 136 51 98 99 148 – 
No. modules in stage 8 – – 124 96 103 148 133 111 – 
No. modules in stage 9 – – – – 142 106 144 130 – 
No. modules in stage 10 – – – – 122 149 137 150 – 
Total no. modules 142 310 444 600 721 917 1090 1119 – 
Total membrane area 852 1860 2664 3600 4326 5502 6540 6714 m2 

Membrane heating duty 149 298 466 648 794 1184 1460 1090 kW 
Distillate cooling duty − 18 − 39 − 59 − 79 − 99 − 124 − 146 − 157 kW 
Permeate cooling duty − 156 − 316 − 488 − 664 − 818 − 1185 − 1443 − 1135 kW 
Permeate heating duty 27 54 83 113 140 203 248 193 kW 
Total Duty 
Heating 1613 3240 4681 6162 7825 8322 7279 7165 kW 
Cooling − 1517 − 3132 − 4575 − 6056 − 7737 − 8196 − 7134 − 7160 kW 
Capital Cost (CAPEX) 
Column 0.42 0.53 0.78 0.89 0.95 0.69 0.50 0.56 M $ 
Membrane 4.67 10.20 14.60 19.73 23.71 30.16 35.85 36.80 M $ 
Reboiler 0.34 0.53 0.68 0.82 0.99 1.00 0.84 0.88 M $ 
Condenser 0.26 0.43 0.60 0.79 1.02 1.03 0.82 0.87 M $ 
Others 1.28 1.17 1.46 1.49 1.78 1.86 1.91 1.85 M $ 
Operating Cost (OPEX) 
Heating 0.69 1.38 1.99 2.62 3.32 3.54 3.09 3.04 M $ y−1 

Cooling 0.05 0.11 0.16 0.22 0.27 0.36 0.41 0.34 M $ y−1 

Electricity 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 M $ y−1 

Mem. Replacement 0.13 0.29 0.41 0.55 0.66 0.84 1.00 1.03 M $ y−1 

Overall 
CAPEX 6.96 12.85 18.12 23.73 28.45 34.73 39.93 40.96 M $ 
Ann. CAPEX 0.87 1.61 2.26 2.97 3.56 4.34 4.99 5.12 M $ y−1 

OPEX 0.87 1.77 2.56 3.39 4.26 4.74 4.51 4.41 M $ y−1 

TAC 1.74 3.38 4.82 6.35 7.82 9.08 9.50 9.53 M $ y−1 

* Existence of the membrane feed heater is also optimised. The heaters exist only between the second to membrane stage Nms
opt for all designs. † 

Upper bound of the variable  
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for 0.7 (0.76 molar composition) is smaller than for 0.8 (0.82 
molar composition) leading to a more difficult separation and 
therefore higher energy duty required. 

The cost comparison can be seen in the stacked bar re
sults (shown in Fig. 7b) and the corresponding donut chart 
(shown in Fig. S2). In terms of the CAPEX, the membrane 
system (i.e., the cost of the membrane modules) always 
contributes the most with up to 90% of the CAPEX. As an 
example, the cost of the membrane modules is 70 times 
higher than the cost of the distillation column (shell and 
trays) for a feed composition of 0.7. The membrane cost in
creases with the feed composition due to more membrane 
modules being required to handle the larger membrane feed 
amounts. For feed compositions higher than 0.5, the cost of 
the distillation column is even lower than that of the reboiler 
and condenser due to the large energy consumption re
quiring a large reboiler and condenser. It should be noted 
that units classified as “others”, which include the pump, 
heaters on each membrane stage, permeate cooler, permeate 
heater, and distillate cooler, play the second most important 
role in the CAPEX. However, it is still significantly less than 
the cost of the membrane system, especially when the feed 
composition is high. Focusing on the OPEX, it is not sur
prising that the heating contributes the most due to the 
higher cost of the low-pressure steam used in the heaters 
and the reboiler compared to the cooling water used in the 
condenser. Even though refrigerant ( − 20∘C) is used in the 
permeate cooler, the duty is still less than the heating re
quirements. The cost of membrane replacement increases 
with the feed composition and is the second highest cost in 
the OPEX. 

Considering the total annualised cost (TAC), general 
speaking, the OPEX and annualised CAPEX contribute almost 
equally for the hybrid process (OPEX ranges from about 
46–54%) without a clear trend as the feed composition in
creases. However, the contribution of the annualised CAPEX 
of the membrane modules to TAC increases from approx
imate 34–48%, indicating that the membrane system is one of 
the key factors affecting the CAPEX and TAC. In contrast to 
the extractive distillation process, the TAC varies sig
nificantly, from $ 1.74 M y−1 to $ 9.53 M y−1, showing that the 
hybrid process is very sensitive to the feed condition and this 
is a key finding of this work. 

3.3.1. Impact of key membrane parameters 
The previous investigation has shown that the membrane 
characteristics, particularly the membrane cost, has a sig
nificant impact on the optimal design. In the following we 
will therefore briefly consider the impact of both membrane 
cost and maximum allowable membrane temperature on the 
hybrid process performance. The impact of membrane costs 
(denoted hybrid process (half cost)) is investigated by con
sidering a membrane with half the capital and operating cost 
compared to the base case, while the impact of maximum 
membrane temperature (denoted hybrid process (90 ∘C)) is 
investigated by increasing this from 70 ∘C to 90 ∘C. 

The findings for both hybrid process variations (half cost 
or 90∘C) in terms of their designs are similar to those found in  
Section 3.3 (see Table 5 and Table 6 as well as Fig. S3 and Fig. 
S4). Compared to the base case hybrid process, the designs 
for half the membrane cost (such as the total number of 
stages, reflux ratio, membrane system, and energy con
sumption) have only minor differences. This finding is not 
surprising because, although the membrane cost is halved, 

the membrane cost is still significantly higher than the 
CAPEX of the other units (see Fig. S3), therefore the mem
brane is still the most dominant factor affecting the hybrid 
design, as it was for the base case. 

For the hybrid process with a higher allowable tempera
ture (90∘C), although the membrane performance is im
proved, the membrane system still contributes the most to 
the CAPEX (see Fig. S4). The stacked bar results (see Fig. 7) 
and the donuts charts for both processes (see Fig. S3 and S4) 
indicate that total CAPEX (especially for the membrane 
system) drops significantly. For example, compared with the 
based case hybrid process, the contribution of the CAPEX to 
the TAC of the hybrid process (half membrane cost) and 
hybrid process (maximum temperature 90∘C) drops from 
about 50–40% and 30%, respectively. This indicates that im
proving the membrane performance may be a efficient way 
to reduce the overall cost, however, a more comprehensive 
comparison would be needed, considering various mem
brane properties, to fully investigate this impact. 

3.4. Process comparison 

A comparison of the total number of stages in the extractive 
process (sum of the number of stages in both columns) and 
the hybrid distillation-pervaporation process shows that the 
total number of stages in the distillation column of the hy
brid process is much smaller (16–28 total number of stages in 
the hybrid process compared to 41–52 stages in the extractive 
process), as the hybrid process only requires one column as 
there is no entrainer to recover. Considering the total heating 
and cooling duties (summation of individual duties utilised 
for each relevant unit), shown in Fig. 8a and Fig. 8b, respec
tively, the energy consumption in the extractive process is 
always higher than that of the hybrid process, indicating that 
the hybrid process is always superior in terms of energy 
consumption. This finding is consistent with the findings in 
the literature (Lipnizki et al., 1999; Van Hoof et al., 2004; 
Tgarguifa et al., 2018). In addition, the hybrid process design 
for the base case, and those of the hybrid variations, have 
similar energy consumptions except for the case of a feed 
composition of 0.6, where the difference is more significant 
than for the other feed compositions. This finding is most 
likely due to the trade-off between the CAPEX and OPEX as 
explained in Section 3.3 for the turning point in energy 
consumption. Moreover, Fig. 8a and Fig. 8b also show that the 
saving in energy consumption is more significant for the 
hybrid process at extreme feed compositions as discussed 
above for the individual processes. 

In terms of the economic performance, Fig. 8c shows the 
change in CAPEX with the increase in feed composition. It is 
clear that the CAPEX of the extractive process remains al
most constant and is almost always lower than for the hybrid 
process. Even for the hybrid process with halved membrane 
cost or higher maximum temperature, the CAPEX for the 
extractive process is still significantly lower. As discussed in  
Section 3.3.1, improving the membrane performance is 
clearly the main way to reduce the cost of the hybrid process. 
Considering the OPEX (shown in Fig. 8d), it is not surprising 
that the change in OPEX follows a similar trend to that of the 
energy consumption. It should be noted that the gap between 
the OPEX of the hybrid and extractive processes becomes 
narrower as the feed composition increases, likely due to the 
different heating and/or cooling utilities used. For example, 
cooling water is used in the condensers in the extractive 
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process, and it is the only cooling utility. However, in the 
hybrid process, a refrigerant is used in the membrane net
work to condense the permeate, and this cost is much higher 
than for the cooling water. (It should be noted that the se
lection of the type of utility source is automated during the 
optimisation.) The stacked bar results (shown in Fig. 7) and 
donut charts (shown in Fig. S1 to S4), demonstrate that for 
the extractive process, the OPEX contributes the most to the 
TAC (about 90%), however, for the hybrid process this drops 
to about 50%, not only due to the reduced OPEX cost in the 
hybrid process but also due to the higher CAPEX caused by 
the expensive membrane network. With the hybrid process 
with the modified characteristics, the contribution of OPEX to   

TAC is increased to about 60% and 70% for half membrane 
cost and increased maximum temperature (90∘C), respec
tively. For all processes, the heating cost dominates 
the OPEX. 

Overall, looking at the trend of the TAC (shown in Fig. 8e 
and Fig. 8f), there is a clear flipping point (at about 0.3 mol 
mol−1)) when the extractive process becomes cheaper than 
the based case hybrid process. At low ethanol feed compo
sitions, the TAC of the based case hybrid process is much 
cheaper, up to about 57% lower, while on the other hand, 
the based case hybrid process can be up to about 59% more 
expensive at high ethanol feed compositions. By halving the 
membrane cost, the flipping point shifts to about 0.45 mol 

Table 5 – Optimal results for the hybrid distillation-pervaporation process with half the membrane costs at different 
ethanol feed compositions. See the key membrane parameters in Table 1.             

Feed Ethanol Molar Composition  

Item 0.10 0.20 0.30 0.40 0.50 0.60 0.70 0.80 Units  

Column C1 
Total stages 20 19 28 26 24 18 17 17 – 
Feed stage 16 16 23 22 18 10 5 3 – 
Recycle stage 20 19 27 25 23 18 16 12 – 
Distillate 57.43 122.99 186.71 249.34 314.33 395.84 459.66 489.40 kmol h−1 

Reflux ratio 1.24 1.03 0.92 0.99 0.95 0.51 0.12 0.12 mol mol−1 

Reboiler duty 1482 2814 3978 5437 6702 6533 5594 5892 kW 
Condenser duty − 1388 − 2704 − 3876 − 5348 − 6631 − 6490 − 5572 − 5880 kW 
Membrane Network * 
No. membrane stages 5 7 7 9 10† 10† 10† 10† – 
No. modules in stage 1 19 17 50 50 49 49 64 66 – 
No. modules in stage 2 21 21 36 21 33 45 61 87 – 
No. modules in stage 3 21 36 46 48 87 43 91 86 – 
No. modules in stage 4 47 32 51 50 58 64 104 114 – 
No. modules in stage 5 47 35 48 60 61 89 79 122 – 
No. modules in stage 6 – 59 106 69 32 130 119 130 – 
No. modules in stage 7 – 105 125 114 75 137 146 139 – 
No. modules in stage 8 – – – 105 115 149 128 143 – 
No. modules in stage 9 – – – 86 102 116 136 99 – 
No. modules in stage 10 – – – – 123 107 146 136 – 
Total no. modules 155 305 462 603 735 929 1074 1122 – 
Total membrane area 930 1830 2772 3618 4410 5574 6444 6732 m2 

Membrane heating duty 144 320 491 626 827 1264 1425 1096 kW 
Distillate cooling duty − 18 − 39 − 59 − 79 − 100 − 125 − 145 − 157 kW 
Permeate cooling duty − 151 − 338 − 508 − 660 − 846 − 1251 − 1418 − 1138 kW 
Permeate heating duty 26 58 87 113 145 214 243 194 kW 
Total Duty 
Heating 1652 3192 4556 6176 7674 8011 7262 7182 kW 
Cooling − 1557 − 3081 − 4444 − 6087 − 7577 − 7866 − 7135 − 7175 kW 
Capital Cost (CAPEX) 
Column 0.37 0.41 0.85 0.85 0.93 0.59 0.54 0.56 M $ 
Membrane 2.55 5.02 7.60 9.92 12.09 15.28 17.66 18.45 M $ 
Reboiler 0.35 0.52 0.66 0.83 0.97 0.95 0.85 0.88 M $ 
Condenser 0.26 0.42 0.58 0.79 0.99 0.97 0.83 0.87 M $ 
Others 1.02 1.30 1.33 1.49 1.79 1.87 1.91 1.85 M $ 
Operating Cost (OPEX) 
Heating 0.70 1.36 1.94 2.62 3.26 3.40 3.09 3.05 M $ y−1 

Cooling 0.05 0.11 0.16 0.22 0.28 0.37 0.40 0.34 M $ y−1 

Electricity 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 M $ y−1 

Mem. Replacement 0.07 0.14 0.21 0.28 0.34 0.43 0.49 0.52 M $ y−1 

Overall 
CAPEX 4.55 7.67 11.02 13.88 16.77 19.66 21.78 22.61 M $ 
Ann. CAPEX 0.57 0.96 1.38 1.73 2.10 2.46 2.72 2.83 M $ y−1 

OPEX 0.82 1.61 2.31 3.12 3.88 4.21 3.98 3.91 M $ y−1 

TAC 1.39 2.57 3.69 4.85 5.97 6.66 6.71 6.74 M $ y−1 

* Existence of membrane feed heater is also optimised. The heaters exist only between the second to membrane stage Nms
opt for all designs, 

except for the design for 0.40 feed ethanol molar composition where the heater on stage nine is also absent. † Upper bound of the variable  
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mol−1. For a higher temperature tolerant membrane, the 
hybrid process is cheaper than the extractive process for all 
compositions. This result indicates the great economic po
tential of the hybrid process if the performance and cost of 
the membrane unit is beneficial. The result also shows the 
importance of properly investigating the impact of feed 
composition before drawing conclusions as to which pro
cess is the best. Previously, Kanchanalai et al. (2012) com
pared two hybrid distillation-membrane processes, which 
uses pervaporation membrane or vapour permeation 
membrane, for the same systems with different feed con
centrations (compositions). Their results showed that the 
hybrid distillation-vapour permeation processes would be 
more beneficial than the hybrid distillation-pervaporation 
process at higher feed concentrations. Coupled with the 
finding in this work, after the flipping point, if a hybrid 
distillation-vapour permeation process is used instead of 

the hybrid distillation-pervaporation process, the hybrid 
distillation-membrane process may still be economically 
more attractive than the extractive process. However, fur
ther exploration and optimisation are required to conduct a 
valid conclusion. 

It should be noted that both the hybrid process and extractive 
distillation may be improved. For example, in this work, the 
permeate side pressure is 400 Pa, which is taken from the ex
perimental setup (Tsuyumoto et al., 1995), resulting in the usage 
of the expensive − 20∘C refrigerant in the permeate cooler. This 
may be improved by using a higher permeate pressure, thus 
allowing for the use of cheap cooling water as the cooling utility. 
However, the trade-off between the decrease in performance due 
to increased permeate side pressure and the decrease in cooling 
utility cost should be carefully evaluated. For extractive distilla
tion, an extra column at the beginning to pre-concentrate the 
feed may help with the separation and economic performance, 

Table 6 – Optimal results for the hybrid distillation-pervaporation process at higher maximum allowable membrane 
temperature (90∘C) at different ethanol feed compositions. See the key membrane parameters in Table 1.             

Feed Ethanol Molar Composition  

Item 0.10 0.20 0.30 0.40 0.50 0.60 0.70 0.80 Units  

Column C1 
Total stages 18 20 28 23 25 18 16 17 – 
Feed stage 14 17 24 19 21 9 9 6 – 
Recycle stage 18 20 28 23 24 17 16 16 – 
Distillate 58.11 124.80 185.84 247.31 313.87 406.57 459.05 488.02 kmol h−1 

Reflux ratio 1.16 0.83 0.95 1.05 0.90 0.29 0.10 0.11 mol mol−1 

Reboiler duty 1448 2572 4011 5552 6498 5727 5506 5847 kW 
Condenser duty − 1355 − 2467 − 3909 − 5467 − 6433 − 5693 − 5493 − 5840 kW 
Membrane Network * 
No. membrane stages 4 6 6 5 5 8 7 7 – 
No. modules in stage 1 11 9 9 19 22 21 26 14 – 
No. modules in stage 2 14 10 9 21 16 22 32 38 – 
No. modules in stage 3 8 10 15 23 49 13 21 24 – 
No. modules in stage 4 11 16 24 40 36 28 16 20 – 
No. modules in stage 5 – 18 17 51 80 45 39 24 – 
No. modules in stage 6 – 15 36 – – 24 63 47 – 
No. modules in stage 7 – – – – – 35 77 100 – 
No. modules in stage 8 – – – – – 53 – – – 
No. modules in stage 9 – – – – – – – – – 
No. modules in stage 10 – – – – – – – – – 
Total no. modules 44 78 110 154 203 241 274 267 – 
Total membrane area 264 468 660 924 1218 1446 1644 1602 m2 

Membrane heating duty 177 413 533 690 890 1544 1549 1209 kW 
Permeate cooling duty − 162 − 372 − 497 − 644 − 853 − 1402 − 1430 − 1131 kW 
Permeate heating duty 28 63 84 109 145 239 243 192 kW 
Total Duty 
Heating 1652 3049 4627 6351 7533 7510 7298 7247 kW 
Cooling − 1517 − 2839 − 4406 − 6111 − 7286 − 7095 − 6923 − 6970 kW 
Capital Cost (CAPEX) 
Column 0.32 0.42 0.85 0.74 0.97 0.57 0.50 0.56 M $ 
Membrane 1.45 2.57 3.62 5.07 6.68 7.93 9.01 8.78 M $ 
Reboiler 0.35 0.49 0.66 0.84 0.95 0.86 0.84 0.87 M $ 
Condenser 0.26 0.39 0.58 0.81 0.96 0.84 0.81 0.87 M $ 
Others 0.89 1.18 1.20 1.10 1.14 1.64 1.52 1.46 M $ 
Operating Cost (OPEX) 
Heating 0.70 1.30 1.97 2.70 3.20 3.19 3.10 3.08 M $ y−1 

Cooling 0.05 0.12 0.16 0.21 0.27 0.40 0.40 0.34 M $ y−1 

Electricity 0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00 M $ y−1 

Mem. Replacement 0.04 0.07 0.10 0.14 0.19 0.22 0.25 0.25 M $ y−1 

Overall 
CAPEX 3.26 5.05 6.92 8.56 10.69 11.84 12.68 12.54 M $ 
Ann. CAPEX 0.41 0.63 0.86 1.07 1.34 1.48 1.59 1.57 M $ y−1 

OPEX 0.80 1.48 2.23 3.05 3.66 3.81 3.76 3.66 M $ y−1 

TAC 1.20 2.11 3.09 4.12 5.00 5.29 5.34 5.23 M $ y−1 

* Existence of membrane feed heater is also optimised. The heaters exist only between the first to membrane stage Nms
opt for all designs.  
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however, the additional column will introduce an additional 
capital cost. Moreover, the decision of whether or not to add the 
extra column will make the optimisation of the extractive dis
tillation into a superstructure problem. 

4. Conclusion 

In this work, we have presented three strategies for how to 
construct a membrane network superstructure model, 

consisting of multiple membrane stages with variable 
number of membrane modules per stage, and we have pro
vided a recommendation for the most efficient strategy to 
minimise numerical difficulties related to initialisation and 
convergence. The superstructure representation was found 
to provide optimal results with a fraction of the solution time 
compared to repeated optimisation for each number of 
stages. 

Fig. 8 – Comparison of the economic performances (TAC, CAPEX, and OPEX) and duties (heating and cooling) required for the 
extractive and hybrid processes (base case, half membrane cost and increased membrane temperature tolerance). 
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We have also considered the optimal design of both an 
extractive distillation process and a hybrid distillation-per
vaporation process for the separation of a minimum-boiling 
azeotropic system, considered for a range of feed composi
tions and also briefly investigated the impact of membrane 
cost and maximum membrane temperature. The results 
showed that the hybrid process can always save energy, 
however, a flipping point exists in terms of total annualised 
costs in terms of feed composition, below which the hybrid 
process is the cheapest but above which the extractive pro
cess is preferred. 
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Appendix A. Supporting information 

Supplementary data associated with this article can be found 
in the online version at doi:10.1016/j.cherd.2023.04.014. 

Appendix B. Membrane Model Equations 

This section contains the assumptions and modelling equa
tions for the pervaporation membrane model used in this 
work. As the purpose of this study is to investigate the op
timal design of a hybrid dividing wall column, a steady-state 
model for the membrane will suffice. Some assumptions 
made for the pervaporation membrane are:  

1. The flow pattern in the membrane is co-current flow (Li 
et al., 2019).  

2. Feed is fed into the membrane at the tube side, while 
permeate is collected from the shell side.  

3. Ideal gas state on the permeate side.  
4. No pressure drop at the permeate side. 
5. Temperatures of the retentate and permeate in a mem

brane fragment are the same, i.e., the temperature is 
constant in a membrane fragment (Luyben, 2009; Liu et al., 
2022; Zhao et al., 2022). 

Instead of modelling the membrane as a distributed 
model, a lumped model where a membrane module is di
vided into smaller membrane fragments is used to simulate 
the mass and energy distribution across the membrane. This 
lumped model approach is widely reported in the open lit
erature and is reported to be sufficient for the modelling of a 
membrane model (Luyben, 2009; Li et al., 2019; Meng et al., 
2020; Wu et al., 2020). Through validation with experimental 
(Tsuyumoto et al., 1997) and simulation (Marriott, 2001) re
sults, it was found that dividing a membrane module into 
nine membrane fragments, i.e., Nfrag. = 9, is sufficient to de
scribe the membrane (see model validation results in  
Table A1). 

The membrane used in this work are taken from Marriott 
and Sorensen (2003a) and Tsuyumoto et al. (1997). The details 

of the membrane are shown in Table A2. It should be noted 
that in Tsuyumoto et al. (1997), the membrane area of 6 m2 is 
the effective membrane area at about 75% efficiency, but  
Marriott and Sorensen (2003a) took the 6 m2 as the 100% ef
fective membrane area (which is also used in this work). 
Therefore, instead of directly taking the fibre radius from  
Tsuyumoto et al. (1997), Marriott and Sorensen (2003a) (and 
this work) recalculated the fibre radius from 6 m2 and 3800 
fibres: 

=

=

=
×

= ×

A r L N

r
A N

L

m

(2 )

( )

2
6 3800
2 1
2.51 10

mem fibre mem fibre

fibre
mem fibre

mem

4 (A1)  

In the following equations, the subscripts i denotes the 
component i (or specifically w for water and e for ethanol), feed 
denotes the feed side, ret denotes the retentate side, perm de
notes the permeate side, and mem denotes the membrane layer, 
and the term Ncomp denotes the number of components. 

A.1. Membrane fluxes 

One of the most important equations in a membrane model 
is the flux equation. Each membrane has its own flux equa
tion, and this work reports only the flux equation used in the 
case study for the separation of an ethanol/water mixture, 
which is obtained from Tsuyumoto et al. (1997) for a poly
acrylonitrile ultrafiltration hollow-fibre membrane PAN-B5. 
The necessary information for the membrane can be found 
in Table A2. A solution-diffusion approach is used to for
mulate the equation for the flux of water through the 
membrane, JW (g m−2 h−1), which is given by: 

=

+
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(A2) 

where the subscripts feed denotes the feed side, perm denotes 
the permeate side, and w denotes water, and the terms Dw0 is 
the diffusion coefficient of water at infinite dilution, Kcw is 
the sorption coefficient, kdw is a numerical constant, δ is the 
membrane thickness, γ is the activity coefficient, x is the 
molar composition, P is the pressure, and Psat is the saturated 
vapour pressure. γ and Psat are obtained from Multiflash (KBC 
Advanced Technologies, 2015). 

Table A1 – Comparison of the results obtained from the 
lumped model in this work with experimental 
(Tsuyumoto et al., 1997) and the 1D and 2D distributed 
model (Marriott (2001) for two case studies with different 
feed conditions.     

Feed flow rate (kg h−1) 44.8 248.5 
Feed ethanol composition (kg kg−1) 0.940 0.968  

Tsuyumoto et al. (1997) 0.972 0.974 
Marriott (2001) 1D model 0.975 0.974 
Marriott (2001) 2D model 0.973 0.974 
This work lumped model 0.970 0.973   
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The equation for the flux of ethanol through the mem
brane, Je (g m−2 h−1), can, however, be described with a simple 
equation: 

=J L P P( )e p feed e feed perm, (A3) 

where the subscripts feed denotes the feed side, perm denotes 
the permeate side, and e denotes ethanol, and the terms Lp is 
the permeability constant which is membrane-dependent, ω 
is the mass fraction, and P is the pressure. Tsuyumoto et al. 
(1997) claimed that an average value where Lp = 5 × 10−3 g m−2 

h−1 torr−1 could be used for the membrane used in this work. 
The terms (Dw0 Kcw) and D K k( 2)w cw dw0

2 in the water flux 
equation (Equation (A2)) are given by the equations below 
(Tsuyumoto et al., 1997): 

= ×D K
T

5.24 10 exp
1150

w cw
feed

0
11

(A4)    

=D K k
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223 exp
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feed

0
2
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where Tfeed is the temperature at the feed side. 

A.2. Molar balance equations 

The component molar balances at the retentate and 
permeate sides are given by the equations below: 

= = …
dx

dt

F x F x A J

M
i N1, ,ret i feed feed i ret ret i fibre i

ret
comp
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(A6)    

=
+
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where x is the molar composition, F is the molar flow rate, 
Afibre is the surface area of the fibre, J is the flux, and M is the 
molar holdup. The surface area of the fibre is calculated by 

=A
A
N

fibre
mem

fibre (A8) 

where Amem is the membrane area. 
Then, under a steady-state condition: 

= +F x F x A Jfeed feed i ret ret i fibre i, , (A9)    

=F x A Jperm perm i fibre i, (A10)  

A.3. Pressure drop equations 

In this work, the permeate side pressure is maintained at a 
400 Pa (Tsuyumoto et al., 1997), and it is assumed that the 
pressure drop across the membrane at the permeate side is 
negligible (Assumption 4). For the retentate side, which is at 

the fibre side (Assumption 2), one of the most commonly 
used equations to calculate the pressure drop is the Hagen- 
Poiseuille equation for laminar flow (Pan, 1986; Lipski and 
Coˇté, 1990; Marriott, 2001; Kookos, 2002; Katoh et al., 2011; Li 
et al., 2019): 

µ
=P

L V

r

8
ret

fibre mem ret

fibre
2

(A11) 

where the subscript fibre denotes the fibre side, the terms ΔP 
is the pressure change/drop, μ is the dynamic viscosity of the 
liquid, Lmem is the length of the membrane module, V is the 
volumetric flow rate, and r is the radius. 

The validity of the Hagen-Poiseuille equation can be ex
amined with the Reynolds number, Re, where if Re  <  2100, 
then the flow in the fibre can be considered to be laminar 
(Lipski and Coˇté, 1990). 

A.4. Energy balance equations 

There are many pieces of literature reporting the energy 
balance equations used (Marriott, 2001; Hafrat et al., 2016; 
Lee et al., 2016; Meng et al., 2020; Babaie and Nasr Esfahany, 
2020), and those energy balance equations are also used in 
this work, where: 

=dh
dt

F h F h F h

M
ret feed feed ret ret perm perm

ret (A12) 

where h is the specific enthalpy, F is the molar flow rate, and 
M is the molar holdup. 

Under the steady-state condition, Equation (A12) can be 
simplified to: 

= +F h F h F hfeed feed ret ret perm perm (A13) 

The specific enthalpy is obtained from Multiflash (KBC 
Advanced Technologies, 2015), where it is a function of the 
temperature, pressure, and composition of the retentate 
side, h = f(T, P, x). 

B. Costing equations 

This section presents the equations used to calculate the 
costs of the units (other than for the distillation column, 
which can be found in Duanmu et al. (2022b) used in this 
work. The equations for the membrane are taken from  
González and Ortiz (2002), while the equations for the other 
units are obtained from Sinnott and Towler (2020). The 
parameters used in calculating capital, operating, and total 
annualised costs are shown in Table B1. 

In general, the capital cost (CAPEX) and operating cost 
(OPEX) are used to calculate the total annualised cost (TAC) 
with the following equation: 

= +TAC
CAPEX

PaybackPeriod
OPEX

(B1) 

where the CAPEX and OPEX take into account all the units 
and utilities, respectively. The payback period and annual 
operating hours are assumed to be eight years and 8400 h y−1, 
respectively (Duanmu et al., 2022b). 

B.1.Membrane 

The costs of the pervaporation membrane are taken from  
González and Ortiz (2002), which are based on the prices in 
2007. Therefore, appropriate scaling using the Chemical 

Table A2 – Details of the pervaporation membrane used 
(Marriott and Sorensen, 2003a).     

Items Values Units  

Membrane thickness, δ 1.5 μm 
Membrane length, Lmem 1 m 
Membrane area, Amem * 6 m2 

Shell radius, rshell (inner) 48.7 mm 
Fibre radius, rfibre (inner)† 0.251 mm 
Number of fibres, Nfibre 3800 – 

* 100% efficient membrane area † Recalculated using 
Equation (A1).  
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Engineering Plant Cost Index (CEPCI) should be applied. The 
capital cost (CAPEX) of the membrane can be calculated by 
(González and Ortiz, 2002): 

= f ACAPEX Pricemem Lang mem tot mem, (B2) 

where fLang is the Lang factor (see Table B1), Pricemem is the 
price per area of the membrane (see Table 1), and Atot,mem is 
the total membrane area required. 

The membrane replacement cost, which is calculated as 
part of the operating cost (OPEX), can be calculated from the 
equation (González and Ortiz, 2002): 

=
A

t
OPEX

Price
mem

repl tot mem

mem

. ,

(B3) 

where Pricerepl. is the membrane replacement cost per area 
per year (see Table 1) and tmem is the membrane lifetime 
which is assumed to be two years (González and Ortiz, 2002). 

B.2. Heaters and Coolers 

The heaters and coolers (including the membrane network 
heaters) are considered as U-tube shell and tube heat ex
changers. The CAPEX of the heat exchanger can then be 
calculated with (Sinnott and Towler, 2020): 

= +f f ACAPEX (24000 46 )HEX Lang m HEX
1.2

(B4) 

where fLang and fm are the Lang factor and material factor, 
respectively (see Table B1), and AHEX (m2) is the heat ex
changer require calculated with (Luyben, 2013): 

=A
Q
U T

HEX
HEX

(B5) 

where QHEX is the heating/cooling duty, and U and ΔT are the 
heat transfer coefficient and typical temperature difference, 
respectively (see Table B1). 

The operating cost for the heat exchanger (heaters or 
coolers) can be calculated by: 

= QOPEX PriceHEX util HEX. (B6) 

where Priceutil. is the price of the (heating or cooling) utility 
used, and the type of the utility is decided automatically by 
the optimiser depending on the outlet temperatures of the 
heat exchangers. 

B.3.Pumps 

The cost equation for the pump is taken from Sinnott and 
Towler (2020), where: 

= +f VCAPEX (6900 206 )pump m
0.9

(B7) 

where fm is the material factor (see Table B1) and V L s( )1 is 
the inlet volumetric flow rate. 

The operating cost of the pump can be calculated with: 

= POPEX Pricepump elec pump. (B8) 

where Priceelec. is the price of the electricity (see Table B1) and 
Ppump (kW) is the power required by the pump.  
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