
Data Assets: Tokenization and Valuation
Responsible Use, Valuation and Monetization

Hirsh Pithadia
hirsh@valyu.network

hirsh.pithadia.12@ucl.ac.uk

Enzo Fenoglio
elf@valyu.network

e.fenoglio@ucl.ac.uk

Bogdan Batrinca
bogdan.batrinca@valyu.network
bogdan.batrinca.09@ucl.ac.uk

Philip Treleaven
p.treleaven@ucl.ac.uk

Andrei Bubutanu
andrei.bubutanu.19@ucl.ac.uk

Radu Echim
radu.echim.19@ucl.ac.uk

Charles Kerrigan
charles.kerrigan@cms-cmno.com

The version(s) and contents of this paper
are managed by the ERC721 token contract:
0x3cf9c821b1c0bc350b5e8e8f72296e94ea128c9
Abstract—Your Data (new gold, new oil) is hugely
valuable (est. $13T globally) but not a ‘balance-
sheet’ asset. Tokenization—used by banks for pay-
ments and settlement—lets you manage, value, and
monetize your data. Data is the ultimate commod-
ity industry. This position paper outlines our vision
and a general framework for tokenizing data and
managing data assets and data liquidity to allow
individuals and organizations in the public and
private sectors to gain the economic value of data
while facilitating its responsible and ethical use.
We will examine the challenges associated with
developing and securing a data economy, as well
as the potential applications and opportunities of
the decentralized data-tokenized economy. We will
also discuss the ethical considerations to promote
the responsible exchange and use of data to fuel
innovation and progress.
Keywords— data, tokenization, data economy, data liq-
uidity, data governance, responsible exchange, dataDAOs,
data trusts.

I. Introduction
Data is referred to as the new gold and new oil, highlight-
ing its value as a resource in the digital age. However,
unlike these traditional commodities, data cannot be con-
sidered a balance sheet asset. Instead, it is a unique asset
that requires careful consideration of its value, ownership,
and control. This can be addressed by tokenization, an in-
frastructure often used by investment banks for payments,
settlement, and trade finance, by attaching value to data
and making it more liquid. The concept of data as an asset
unlocks many novel opportunities as data has the potential
to become the ultimate commodity industry. In this paper,
we explore the challenges of making data an asset and
examine the potential implications of tokenization for data

liquidity, responsible use, and monetization.

In economic terms, an asset is anything that has economic
value and is owned or controlled by an individual or
organization [1]. Data is increasingly recognized as a valu-
able resource for generating future business & individual
incomes. Forthcoming regulations in the EU [2] [3], and the
US [4] recognize the need for that. However, according to
the current International Financial Reporting Standards
(IFRS), the US Generally Accepted Accounting Principles
(GAAP) and the Chinese Accounting Standards (CAS),
data is not yet recognized as an asset in the statement
of financial positions [5]. This does not mean that data
has no value. Definitively, the value of data cannot be
decided by a single authority, as its worth is determined
by the dynamics of the market and the actions of its
participants. In this paper, we will show that data is
an asset because it possesses the characteristics of an
asset, such as ownership, control, and value, which are
attributes typically associated with traditional tangible
and intangible assets.

Under English law, there is a long tradition of court
decisions that, in broad terms, make the point that data
is not property because sharing data and information is
not analogous to a transfer of property—after they are
shared— both parties have it rather than it moving from
a transfer or to a transferee. Therefore, data must have
legally recognized characteristics, and creating an asset out
of data takes this into account —Data ownership can be
established through legal rights, agreements, and regula-
tions [6]. Control over data is essential for the effective
management and utilization of data. Assigning value to
data is more elusive and can be complex and subjective.
To this end, we describe a data tokenization framework
designed to create and monetize data assets, including
data, models, and their derivatives. During this process,
we were inspired by the maritime shipping containers
industry, which facilitated the global trade of physical
assets. However, we adapted and extended the framework
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Fig. 1. The Data Tokenization and Valuation Framework

to meet the challenges of the new decentralized data
economy. Ultimately, this paper presents a comprehen-
sive framework for data tokenization and valuation. We
outline the necessary steps and considerations to develop
a rationalized set of requirements for data tokenization,
focusing on its relevance for organizations operating within
the data ecosystem and the digital economy [7]. We aim to
provide a more thorough understanding of the possibilities
and implications of data tokenization for managing data
assets in the context of both data mesh and data fabric
frameworks [8].

Our vision for Web 3.0 is one of a global, distributed mar-
ketplace of Digital Assets to ensure that any participant
can earn from and trade data fairly and safely without
sacrificing privacy or security. In our design, the Data Tok-
enization and Valuation Framework leverages foundational
technologies such as blockchain, automated peer-to-peer
services, decentralized storage, etc., to name a few, for
creating new data-sharing and exchange platforms that
naturally lead to enabling more secure, transparent, and
equitable data and value exchange. Specifically, we envi-
sion a marketplace wherein data and their derivatives can
be created, consumed, and exchanged for monetary and
non-monetary value for stakeholders of all kinds, whether
they are data subjects, data creators, data controllers,
ML practitioners, algorithm/model creators, producers of

compute capabilities or any other digital asset—in the pur-
suit of building a sustainable and equitable Decentralized
Data Economy (DeData). By promoting transparency,
ethics, and best practices, we can unlock the full potential
of data and maximize its value for all stakeholders.

The process for a decentralized data economy can be
decomposed into three main components: Data, Token,
and Compute, as presented in Fig.1. In the following
sections, we will defend the argument that only when
data is tokenized, regulated, and governed we foster data
security, equitable circulation, creation, and liquidity at
scale:

• By tokenizing data, individuals and organizations can
retain ownership and control over their data and choose
to share for value —rights-preserving data access and
monetization.

• By implementing regulations [7] that protect data
privacy and security and enable decentralized
governance of data-sharing networks, organizations
can create a new economy in which data is shared and
exchanged transparently, securely, and equitably.

• By implementing governance tools [9] [10], we ensure
the quality, integrity, security, and usability of data
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collected and the development of clear and transparent
policies and procedures for managing data and
resolving disputes.

The ongoing work by the Law Commission of England and
Wales [11] set out the basis on which digital and tokenized
assets can be recognized under English private law and
also proposes a law reform that would support this. This
line of work is significant to the ideas in this paper because
legal recognition of assets and relationships means that
they can be enforced through the courts in the same way
as other legally recognized items

Crafting regulations, establishing governance systems, and
standardizing tokenization—complex and critical compo-
nents of the decentralized data economy— presents several
challenges which necessitate active management and plan-
ning for the successful implementation of a system with
these characteristics.

The rest of the paper is organized as follows: in section
(Sec. III), we provide background information on the
evolution of data management and the challenges asso-
ciated with traditional data architectures. We introduce
the concept of data ownership and discuss the limitations
of current models. Section (Sec. IV) introduces data to-
kenization using a metaphor drawn from the maritime
shipping container industry (Sec. IV-A). Then we dis-
cuss the technical underpinnings of data tokenization,
including blockchain technology and smart contracts. In
section (Sec. IV-D), we explore various methods for data
valuation, including traditional and data-centric valuation
methods, the challenges associated, and the potential for
data tokenization to enable more accurate and efficient
methods. In section (Sec. V), we introduce the data value
lifecycle and how data tokenization can be integrated into
each stage. We also describe the data tokenization taxon-
omy components as Data (Sec. V-A), Compute (Sec. V-B),
and Token (Sec. V-C). In section (Sec. VI), we discuss the
advantages of data tokenization over existing data archi-
tectures. We explore the current (Sec. VII-A) and future
(Sec. VII-B) applications of data tokenization, including
its potential to enable decentralized data management and
analysis, data mesh and data fabric approaches, trusted
research environments, data ecosystems, data institutions,
data trusts, funds, cooperatives, and DAOs. Section (Sec.
VIII) presents a case study of the Valyu Framework,
a data tokenization and valuation framework that is
technically sound and commercially viable. We conclude
in section (Sec. IX) emphasizing the potential for data
tokenization to enable a decentralized data marketplace
with improved regulation and governance, increased data
liquidity, and interoperability.

II. Related Work
A growing number of papers investigate the multifaceted
aspects of data. The existing literature is overwhelming
in terms of the number of publications and variety of
arguments. Nevertheless, we provide a selection of works
that investigate some of the data aspects described in this
paper but without our multidisciplinary focus. We hope
this may help the reader to follow our vision better. In
particular,
• Data Liquidity. A short introduction to data assets as a

pathway to building high data liquidity is in [12]. How
a liquid healthcare data system can facilitate managing
large volumes of data from disparate sources is discussed
in [13].

• Data Tokenization. In [14], data security and storage
optimization of data, including tokenization, are dis-
cussed. The authors propose a view to removing privacy
issues of IoT sensors. Other aspects of tokenization but
for different data-based activities are presented in [15]
[16] for data trusts, [17] for data dignity, [18] [19] for
data-centric AI, or in [20] data provenance,

• Data Value. Big Data and Business Value are discussed
in [21], which examines the role of big data in cre-
ating business value. Challenges and opportunities in
the data-driven economy for the role played by data
governance are discussed in [22]

• Data Decentralization. In [23], the authors present a
system for healthcare data based on Ethereum private
blockchain and IPFS for data sharing and uploading.
A conceptual blockchain-based compromised firmware
detection and self-healing approach for sharing IoT
datasets are described in [24].

• Data Capital. Data as Capital is discussed in [25].
The author argues how understanding data as a form
of capital can better analyze the meaning, practices,
and implications of datafication as a new political and
economic regime.

III. Motivation
A. The Data Paradox and Value Gaps
1) An Unrealized Value Gap
Data is created at an unprecedented scale (44 zettabytes
as of 2022 and still growing). Nevertheless, innovation/re-
search/businesses cannot find it when needed — then the
data paradox. This imbalance, alone worth £80 billion in
the UK [26], has led to an immense value gap between the
two, as shown in Fig.2. Additionally, the demand for data
(and the gap) is only growing due to developments in novel
data-hungry architectures, such as transformer architec-
tures for large language models (e.g., OpenAI’s GPT-
3.5). Few have derived this immense value for themselves
because (1) they do not have the means and AI expertise,
and (2) they do not own the data or spend millions of
dollars curating the relevant datasets. This paradox is due
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Fig. 2. The unrealized value gap

to a disconnect between those who create/own data and
those who want to use it.

We argue that value-based incentives, governance, trust-
worthiness & transparency, and standardization are fun-
damental to reducing this gap by enabling the flow of
data across the gap —Data Liquidity. However, they must
be the focal point of the entire Data Value Cycle, from
the creation/origination of data to its enrichment, deliv-
ery, and ultimate application/use (Fig.3). Developments

Fig. 3. The Data Value Cycle

in Smart Contracts, Blockchains & Distributed Ledgers,
and Peer-to-Peer Networks can implement these three key
ingredients. The idea (much like a shipping container) is
simple; create an abstract representation of data through a
token. This token acts as a trustworthy [27] instrument for
managing Compute on the data, orchestrating governance
(e.g., access controls), managing trust, and implementing
incentives over the entire Value Cycle, as seen in Fig.4,
which presents the top-level view of Fig. 1 divided into

the three components: Data, Token, and Compute (Sec.
V). Another benefit of this approach is that it treats
data as a first-class asset, enabling it to be priced or
traded easily, which is much needed for Data Liquidity.
We remind the reader that an asset is a resource with
economic value that an individual, corporation, or country
owns or controls, with the expectation of providing a
future benefit—Ownership, control, and value make an
object an asset [1].

Fig. 4. The Data Value Cycle and Data Tokenization

2) Why does this gap exist?
The potential of the data economy remains locked due to
several existing challenges:
• Unavailability of data: data is a ubiquitous resource.

Data availability and accessibility remain a challenge.
Aside from the government, much of the data generated
today remains siloed and unavailable for use by the
private sector (businesses and individuals).

• Low quality of available data: Even where datasets
may be available, if they are incomplete, mislabeled,
or in an unstructured format (e.g., Syslog from highly
distributed networks), significant effort is required to
clean, scrub or digitize data to derive potential or
intended value.

• Lack of interoperability of datasets: Where data from
different sources must be shared/analyzed/integrated,
lack of uniform standards and protocols is a barrier
to making sense of data. For example, in healthcare,
the fact that different health service providers may
be recording health records of a patient in different
formats makes data portability arduous. Other than
technical interoperability, jurisdictional interoperabil-
ity, often overlooked, is a major challenge. Emerging
and constantly evolving data sovereignty legislation is
becoming significant to the flow/use of data across
borders and data subjects.

• Discoverability: Where data is available, it cannot be
easily found or understood. Metadata, cataloging, and
standardization can address some of these challenges,
but the more significant challenge is discovering the
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value of data. Data is considered an experienced good1

hence discovering their value or potential is difficult.
• Lack of Trust: Trustworthy systems and processes must

be in place to ensure the responsible, ethical, and fair
use of data because entities across the value gap may
not trust each other.

• Regulation: data regulation is lagging behind exponen-
tially growing data generation trends; lack of uncer-
tainty, clarity, and fear have pushed data owners to
enforce irrational protectionism. Some impactful reg-
ulation has been released long after e-commerce and
social media has become ubiquitous, such as GDPR, the
Digital Markets Act, Digital Services Act, etc. However,
most of these acts apply to regional jurisdictions. They
require specialized legal advice, which may hinder inno-
vation across start-ups that may be wary of IP rights
yet have limited funds.

• Insufficient mechanisms to distribute risks and rewards:
Asymmetric risk and reward allocation across entities.
Data owners often bear reputational, commercial, regu-
latory, and security risks when making data accessible.
Whereas the data users often own most of the rewards.

The Data Economy is about translating this Data Value
Gap into a Data Value Cycle: a positive sum value cycle.
The Decentralized Data Economy enables everyone to
achieve this.

B. Why we need a Decentralized Data Economy
Nowadays, the amount of data available is produced at
an unprecedented scale: 44 zettabytes of data world-
wide as of 2020, and it is expected to quadruple to
175 zettabytes by 2025 [28]. Sensors, wearable devices,
and IoT devices continue translating physical movements
into data points. When browsing the internet or using
social media, tools process every click generating massive
amounts of click-stream data. These instances of large-
volume data producers sit on top of more traditional data
generation mechanisms, ranging from financial time series,
natural language processing (including human-labeled an-
notations) and various text corpora, image data sets, retail
data (order/customer), individually-generated data (e.g.,
browsing history), etc. Enabling organizations to gather,
store, manage, and manipulate vast amounts of data at
the right speed is the scope of Big Data. In the last few
years, big data has received much attention in academia
and industry [29], [30]. The leading characteristics of Big
data are traditionally described by the Five V’s: data
Volume, Veracity, Velocity, Variety, and Value
1) Volume: the massive amount of data generated, gath-

ered, and processed. The generation of continuous data
at high frequencies and volumes poses severe problems
in terms of bandwidth and storage requirements.

1In Economics, an experienced good is one whose value
cannot be determined without first consuming it.

2) Veracity: the quality of data, such as correctness,
consistency, trust, security, and reliability.

3) Velocity: the speed at which data is generated, pro-
cessed, and moved between different systems and de-
vices.

4) Variety: the different types of data used to achieve
the desired information or results.

5) Value: the different benefits of processing and analyz-
ing data. However, although data is available, it can
still be easily consumable and create immediate value.
Due to its importance and impact, value represents the
ethos of our framework.

The Five V’s provides a valuable framework for under-
standing the challenges and opportunities posed by big
data and helps organizations to plan and design their
big data initiatives. However, we note that the Five V’s
oversimplify some of the complex and multifaceted nature
of Big Data, overlooking other important factors worth
considering beyond these five, such as data liquidity. In
addition, the relative importance of each of the five char-
acteristics will also vary depending on the specific context
and use case and may evolve as new technologies and
techniques emerge. Nevertheless, they can provide initial
guidance while adopting a more dynamic and data-centric
view, improving their organizational role. That requires
focusing on data quality, governance, management, and a
proactive approach to data analysis and decision-making.
By taking a more active and data-centric approach, or-
ganizations can derive the maximum value from the data
collected and achieve better outcomes from their big data
initiatives.

In light of the limitations of the Five V’s, it is also
necessary to re-evaluate the traditional concept of raw
data [31] and data mining. Data mining is a misleading
term and a weak description of the data analysis process
[32]. It implies that data is objectively and neutrally
mined without the influence of human interpretation or
prior knowledge. Data analysis is far more complex and
subjective, as data scientists often have expectations and
prior knowledge that influences their data collection, pro-
cessing, and analysis. Furthermore, data is never neutral
and can be subject to misuse, inaccuracy, falsification, and
other forms of abuse. Therefore, it is more accurate to
consider that raw data does not exist and that potential
uses, expectations, and context influence the most basic
perceptions and theoretical constructs. Data exists only
as a solution to a practical problem and brings social,
political, moral, and ethical connotations that determine
what to collect and how to collect. Knowledge must exist
before information can be formulated and data can be
measured to form information [33]. Data can emerge if
a meaningful structure, or semantics, is fixed and used to
represent information—after knowledge and information
are available.

5 ∇
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The interpretation of the results of data analysis is also
shaped by data scientists’ understanding and prior knowl-
edge of the subject of interest. So while the term data
mining is useful as a shorthand to describe certain aspects
of the data analysis process, it is important to consider
that data is never given but taken [34]. Thus, the process
of consuming data is much more complex and involves
a significant amount of human interpretation and under-
standing. A better way to describe the data pipeline is data
processing pipeline or data manufacturing [25]. This term
captures the idea that consuming data involves a series of
steps that involve collecting, cleaning, transforming, and
analyzing data, as well as interpreting and communicating
the analysis results. Nobody is mining data but instead
consuming data or capturing data for knowledge discovery,
which involves a deliberate and active effort to extract
insights and knowledge from data and format rather than
a neutral and objective process of extracting raw material.

Moreover, the raw data view is passive, emphasizing that
data is a neutral starting point. In contrast, the data
processing pipeline view for collecting, cleaning, and trans-
forming data is an active view that highlights the effort
and interpretation involved in the data analysis process.
The active view acknowledges that data analysis is a
complex and multi-step process that requires a range of
skills and knowledge and that the analysis results are
shaped by the data processing and cleaning that precedes
it.

This paper proposes a data-centric approach that concep-
tualizes the product as a whole product. By understanding
the needs of customers—the people who will consume
data, we attempt to answer the question, “What are the
business insights and the economic value that data can
offer?”. We argue that the whole product concept [35]
applied to data is an apt fit in our framework since it
emphasizes looking at data as a holistic experience rather
than individual characteristics or features associated with
the data product. It is not just a matter of more so-
phisticated tooling for treating data volume, data speed,
data discoverability, data liquidity, or other particular
characteristics separately, but how to identify the value
of data as soon as it is created and attach a price to a
data product in the data processing pipeline [36]. In short,
we must go beyond the data management and delivery
activities of a data fabric and explore how a decentralized
data economy (DeData) may provide better insights and
contribute to the global economy (Sec. IV-A).

C. What is the value of my data?
Determining the value of data is challenging for several
reasons: 1) data is an experienced good, 2) its value is not
static and changes across the Value Cycle, 3) the value of
data is often confused with the value of the information

derived from the consumption of the data.

A complete valuation taxonomy and mechanisms are be-
yond the scope of this paper, but we briefly describe our
approach. We view the value of data to consist of both
apparent value and latent value:
• Apparent Value- is the observable value determined

from datasets’ inherent value drivers. Value drivers
influence the readiness and usefulness of data for mon-
etization and use.

• Latent Value- is the potential or inferred value a dataset
may have when consumed/exposed to an application or
market.

Apparent Value
Apparent Value is based on the intrinsic properties that
characterize the usefulness of a dataset. Examples include:
– Consistency
– Completeness
– Accuracy
– Timeliness
– Usage (e.g., permissions/ restrictions)
– Interoperability
Latent Valuation
The latent valuation of data is a complex process. There
is no one-size-fits-all model because 1) the actual and
anticipated use of data may be different 2) the utility that
a dataset offers can only be quantified once consumed.
However, several approaches are used to determine this,
depending on the specific context and intended use of data:
• Cost approach- estimates the value of the dataset based

on the cost of replacing or replicating it. These costs
are further broken down into the costs of collecting,
curation, processing, and storing data.

• Income approach estimates the value of data based on
the current and future income that data can generate.
This can involve analyzing the revenue or cost savings
the data can generate for the buyer and estimating the
net present value of those benefits over time.

• Market approach- estimates the value of data based on
comparable transactions in the market. This can involve
researching the prices of similar data sets sold in the
past and using those prices as a benchmark for valuing
the data in question.

• Real options approach- estimates the value of data
based on option valuation techniques [37]. It involves
considering data as an intangible asset, much like a
patent, and applying options pricing to determine the
value [38].

• ML approach- uses machine learning algorithms based
on statistical techniques that can learn from data to
make decisions or predictions. These algorithms rely
upon input features or variables to generate their out-
put. Some of these variables are more informative than
others and more influential to the model’s prediction

6 ∇

Electronic copy available at: https://ssrn.com/abstract=4419590



Data Assets: Tokenization and Valuation

process. It can involve training models to make predic-
tions based on the data and using the accuracy of those
predictions as a proxy for the data’s value. It can also
involve identifying the feature importance to determine
compound classification and activity prediction using
an ML model—similar to the use of model-agnostic
models such as SHAP [39] in AI explainability

• Network effect approach- estimates the value of data
based on the size and quality of the network that uses
the data. The key idea is that data becomes more
valuable as more people use them, so the value of the
data is estimated based on the size and activity of the
network

D. Data scarcity vs. Data abundance
Regardless of the relative abundance or scarcity of data,
adopting a data-centric perspective and leveraging the
data to produce enhanced outcomes is imperative. This
necessitates an emphasis on data quality, governance, and
management, as well as an active stance on data analysis
and decision-making. In the dynamic data-centric view,
the scarcity vs. abundance of data is an important consid-
eration —the focus shifts from simply collecting and stor-
ing to using data to drive the best outcomes. When data is
scarce, organizations may need to be more selective about
what they collect and store. They may need to put more
effort into verifying the quality and accuracy accordingly.
In these cases, a clear understanding of the data value and
how it will be used can help organizations to make more
informed decisions and prioritize their data initiatives.
When data is abundant, organizations may face different
challenges, such as managing and storing the sheer volume
of data and ensuring that data is of sufficient quality to
support effective decision-making. In these cases, organi-
zations may need to focus on implementing effective data
management and governance processes and developing the
necessary infrastructure to handle the volume collected
and stored.

IV. Data Tokenization
A. Globalization and The Shipping Container
Metaphor
This section briefly describes the decentralized data
economy (DeData). We use the metaphor of container
economies generated by the maritime shipping container
industry [40] to introduce the concept of tokenized data
economies.

Our analysis starts by observing that there are several
terms in the shipping and global trade industry (container-
ized shipping industry, shipping container, containeriza-
tion, maritime shipping, cargo, sea, etc.) that loosely
correspond to terms of the data economy (decentralized
data economy, tokenized data, tokenization, data transfer,

tokenized data, blockchain, etc.). Indeed, this correspon-
dence can serve as a metaphor and inspiration to foster
intuition and describe the impact that DeData can make
on the global economy.

The maritime shipment container is a technological inno-
vation credited to Malcolm McLean2, who realized that
by encapsulating goods inside standardized containers, the
loading and unloading of ships and trains could be at
least partially mechanized. This made the logistics—the
transfer from one mode of transportation to another—
seamless. The main advantage was that goods/products
could conveniently and securely remain in their containers
from the point of manufacture to delivery, resulting in
reduced costs and risks in terms of labor and potential
damage. It also promoted the growth in trade and the
standardization of trade-related administration and gov-
ernance; the humble shipping container catalyzed glob-
alization. Maritime shipping has been much more than
containerized shipping, “Maritime Transportation is not
simply an enabling adjunct of trade, but is central to the
very fabric of global capitalism” [41]. Building on the
shipping containers analogy, we investigate the potential
impact of tokenization and the resulting data economy by
drawing parallels to the transformation brought about by
containerization in the shipping industry. The transfer of
data through tokenization has the potential to create a
profound transformation in the global economy, compa-
rable to the impact of containerization on the shipping
industry. Utilizing the shipping container industry as a
metaphor, we explore how insights gained from the suc-
cessful transition to containerization can inform organiza-
tions of various aspects of decentralized data tokenization
in the data economy sector. We believe it could potentially
play a similar role in the data economy as containeriza-
tion did in the context of globalization. Specifically, it
could be a standardized tool for trading, commercializing,
managing logistics, and governing data, providing data
liquidity at scale—data liquidity is expected to be a multi-
billion dollar industry [7]. Thus, data tokenization could
make data that are typically at rest or siloed available for
increased profitability, whether the purpose is providing
better outcomes for public health, agriculture, and sci-
entific research, as well as providing access to data from
smart devices at the edge.

B. What is Data Tokenization?
In technical terms, tokenization is the process of issuing
tokens representing an asset where the rules and behaviors
governing the asset are encoded in smart contracts (au-
tomatable agreements that may be enforced via tamper-
resistant execution and even through courts if they have
certain characteristics [42]), providing a powerful abstrac-
tion to manage and distribute value. Tokenized economies

2Apparatus for Shipping Freight US2853968A
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refer to networks of digital assets and services powered
by tokens used to access and pay for goods and services.
Tokenized economies enable users to securely and quickly
transact with each other without the need for a trusted
third party. They also allow the creation of new digital
assets, such as tokens and cryptocurrencies, that can be
used to power new business models and services.

Data Tokenization is the process of issuing a token where
the underlying asset is data, and the rules and behaviors
pertinent to the asset are encoded as smart contracts.
This creates tokenized data3. Similarly, tokenized data
economies are digital economies where data is securely
stored and tokenized, allowing it to be exchanged and
tracked on distributed ledgers and across blockchains. This
economy allows businesses/individuals to store, protect,
and monetize their data, creating a transparent, fair, and
secure data marketplace for data4 to let humans and
computers exchange freely and quickly. For example, data
tokenization can be used for many data-based activities,
including data trusts [15] [16], data dignity [17], data-
centric AI [43], data provenance [20], data-driven invest-
ments, data-based payments, and the like.

From a purely economic perspective, tokenized data econ-
omy refers to how capital is constituted, moved, and
destroyed through particular circulation and value ac-
cumulation methods during data transit and transfer of
physical or non-physical assets. That is made possible and
shaped by tokenization which is central to what we call the
decentralized data economy revolution, by which we mean
a much broader set of transformational activities that go
beyond technology since it also embraces social, political,
ethical, and environmental aspects at the intersection
of different sciences: technological, business, social, and
humanistic sciences.

C. A holistic approach to a multifactor problem
Data Liquidity is a multifactor problem involving techni-
cal, social, legal, and economic factors, among others. The
economic perspective in data tokenization is important
but is not the only one. The problem becomes even more
complex by adding regulation and governance.
• From a technical perspective, data liquidity requires the

development of robust and secure mechanisms that can
handle large amounts of data and ensure that the data
is exchanged in a compliant and secure way.

• From a social perspective, data liquidity requires the
creation of a culture of trustworthiness and trans-
parency among data providers and consumers. This is
achieved by clearly explaining how data is used, who is
accessing it, and for what purposes.

3We will use the terms Data Token, Tokenized Data, and
Data-Backed Token interchangeably

4Often referred to as Data Exchanges [7]

Fig. 5. Data Token

• From a legal perspective, data liquidity requires com-
pliance with data protection laws, such as GDPR, and
ensuring that data is shared in a way that respects
people’s privacy rights.

• From an economic perspective, data liquidity requires
creating a viable business model that will allow data
providers to monetize their data and data consumers
to access the data they need at a reasonable cost.

• From a governance perspective, data liquidity requires
the development of clear and transparent policies and
procedures for managing data and resolving disputes.

All these factors need to be considered to create a sustain-
able ecosystem for data liquidity that respects the rights of
data providers and consumers. To add to the complexity,
each of these factors influences the other5. This affects
data liquidity and manifests as the value gap discussed
in Sec. III-A. Another significant challenge is that each
factor has been addressed individually or in part but not
together. Data tokenization can help address all these
factors collectively.

What we need is a single trustworthy container, an in-
strument (i.e., an abstraction) of the underlying data to
address all these factors holistically, as seen in Fig.5. This
abstraction also decouples the data source from the pur-
pose or intended use [7]. Therefore, we tokenize the entire
value cycle and encode each factor and its underlying
processes as part of the instrument. Above all, the leading
aspect of DeData enabled by data tokenization is the
standardization system rather than the token itself. That,
by the way, perfectly corresponds with the maritime ship-
ping containers metaphor (Sec. IV-A), where it was the
standardization of cargo containers in the containerization
that promoted the global trade revolution [44]

D. Capturing Value in Motion
Micro
From a micro perspective, we introduce the Data Value

5For example, lack of technical & jurisdictional interoperabil-
ity and discoverability can influence how a dataset is monetized
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Cycle, Fig.3. It represents the data lifecycle from produc-
tion to consumption across different value-add progres-
sions. It starts with data, often siloed or inaccessible, and
raw6. The first step is usually making this data into a data
product. A data product is a self-contained data container
that directly solves a business problem—through a prod-
uct or service— or is monetized—as datasets or APIs. Raw
data is productized through origination, where raw data
is sliced, diced, and processed to be made available for use
upstream. For the purposes of this discussion, datasets will
be taken as the primary data product for tokenization,
with all future references to data tokenization implying
this premise.

Subsequent steps such as cleansing, enrichment, and de-
livery often play an intermediary and complementary
role in enabling the production of Data Quality. Data
delivery is a key yet often overlooked step that, if facili-
tated, may lead to financial reward via markets or other
mechanisms—how/when data should be made available
and what rights, purposes, and prohibitions are attached
to their use. Ultimately, data used for analytics, model
training, and services can create more data to be fed into
the data tokenization and decentralized data economy,
creating a cyclical process of value generation.

Each stage often has different stakeholders7. Stakeholders
could include the data owners, data custodians, govern-
ment and regulators, innovators/enterprises/researchers,
and other ML and data practitioners. Most notably, each
section of the cycle (and, therefore, the underlying data) is
influenced by or influences the data value. Interoperabil-
ity, discoverability, provenance, governance, monetization,
compliance, and risk allocation become crucial to the flow
of value.

Additionally, each stage can be a positive sum value gain
function giving data the characteristic of capital—Data
Capital, the idea that data is a factor of production for
the data economy [45]. Most data scientists and data/ML
practitioners are familiar with a rolled out version of this
cycle, often referred to as data pipelines (Fig.6). Imple-
menting this process on a large scale while maintaining
proper controls is the practice of DataOps [46]8.

Macro
At the center of tokenized data economies, there is the
need to keep value in motion—data liquidity at all costs.

6Describing data as raw is a misnomer; what might be
considered raw for one process might be the result of a previous
business/compute process (Sec. III-B)

7For example, the data owners may be different from the
stakeholders that use it to train the model

8DataOps partially addresses technical governance, interop-
erability, discoverability, etc.

Fig. 6. Data Supply Chain: Origination- Datasets, including
siloed or walled datasets, made available as data products
and tokenized. Preprocessing and Refinement- These data
products can be further processed or refined to improve quality.
Curation- The tokenized data can be further curated by the
owner for a particular use case by combining it with other
tokenized datasets or improvements through crowdsourcing.
Exchange and Monetization- The tokenized data product
can be monetized or shared/given access to by the owner to
counterparties/stakeholders within the value chain. Usage-
The datasets can be used to train new models or for analytics.
This usage can be explicit–sharing or passive– by providing
compute access.

Value must be kept in motion to improve liquidity be-
cause liquidity is the ability to convert assets quickly
and easily into cash. When the value is kept in motion,
assets are actively managed and used to generate cash
flow or revenue. That allows an organization to have a
steady flow of cash on hand, which can be used to pay
bills, invest in new projects, or return to shareholders.
For example, a business that keeps inventory in motion by
regularly selling products or services will likely have better
liquidity than a competitor that holds onto inventory for
long periods without selling it.

Similarly, an investment portfolio that is regularly bought
and sold, or a real estate portfolio that is actively managed
to generate rental income, is likely to have better liquidity
than one that is stagnant. Additionally, keeping value in
motion is vital for organizations because it allows them
to adapt to changing market conditions, such as shifts
in consumer demand or changes in the economy. By
actively managing their assets and generating cash flow,
organizations can respond to these changes and maintain
their financial stability.

The imperative to capture all data from all sources by
any means influences many key decisions about business
models, political governance, and technological develop-
ment [25]. Creating value and capturing value is not nec-
essarily related [47]. It is possible to create value without
capturing it. Farmers create value through the cultivation
and growth of crops, but this value will not be captured
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unless the crops are harvested and sold. Capturing without
creating value is illegal or impossible because it will be
considered taking value that already exists, such as theft
or fraud. However, creating less value does not necessarily
mean capturing less value. A company can still capture
value by being efficient and innovative in its business
practices, even if producing less. Additionally, a company
may capture more value by creating a unique or desirable
product or service, even if the value created is less than
that of its competitors.

In our analysis, we examine the circulation of data and
capital in the tokenized data economy, drawing upon the
theories of several authors such as K. Marx [48], K. Polanyi
[49], M. Castells [50], A. Negri & M. Hardt [51]. We look
at Marx’s theory of production and circulation of physical
commodities as a historical foundation and extend it to
the digital age. In particular, we consider the two-fold
problem represented by data circulation: the investment
opportunities created by the production and distribution
of digital data and the implications of the movement
and exchange of these data within the marketplace. The
circulation of data, like commodities, plays an important
role in creating value. It is a significant source of profit and
growth in a process called datafication [52]. The integra-
tion of datafication into capitalist co-processes reveals the
potential of data, devices, and platforms to reconfigure the
spatial organization of production and social reproduction
to direct the circulation of money in favor of the corporate
entities overseeing digital conditions of everyday life [53].
In this context, it is natural and also consequential from
the existing literature on the social, political, and eco-
nomic dimensions to take data as commodities and extend
the argument of circulation of physical commodities to
data for keeping the flow of capital in motion [54]. In this
sense, it becomes apparent how tokenized data circulation
will directly contribute to the growth of the global data
economy, where capital accumulation in decentralized data
economies is produced by adding, moving, and destroy-
ing value through the data supply chain, paralleling the
process of capital accumulation in container economies
through the maritime supply chain for physical goods.
This is great as it suggests tokenized data circulation holds
the same potential to become an integral factor in the
global data economy as containerized goods circulation
[40]. However, there are remarkable differences between
the circulation of data and physical goods:

• In modern economic research, data is conceptualized
as a form of capital rather than a commodity. This
distinction is necessary to analyze digital capitalism
and its dynamics of perpetual capital accumulation and
circulation [25]. This paper follows the same approach
and will not consider data a commodity. Data is neither
a commodity nor a uniform, generic, static raw material
like oil or gold, as it may appear in the first place.

Instead, data is a product of several decisions on aggre-
gation, filtering, deletion, and recording, which are usu-
ally irreversible. This variability makes it challenging to
assign consistent values to data [55]. Nevertheless, we
can consider tokenized data a commodity exchangeable,
irrespective of the supplier [56]. Data-backed tokens can
be assumed to be a commodity because they are a
digital representation of a valuable asset stored on a
distributed ledger. They can represent other assets, such
as commodities or stocks, where the underlying asset’s
value determines the token’s value and where the token
can be used to facilitate the trading of assets in the
DeFi economy.

• Another difference is liquidity. In the case of container
economies, transnational trade and just-in-time logistics
are not frictionless despite the normative efforts of
multinational institutions and the unrealistic expecta-
tions [57] of investors. On the contrary, tokenized data
can realistically be expected to be frictionless in such
a way as to make the decentralized data economy even
more impactful to the global economy than what the
maritime shipping containers already did.

• A final difference is about the role of intellectual labor
[58] in the production and circulation of capital. For the
shipping industry, the circulation of capital depends on
the labor of making cargo physically move. In digital
data economies, it includes the work of data analysts,
data scientists, and other personas who contribute to
creating and distributing digital goods and services on
their platforms. Here we can consider the value created
by labor and the implications for distributing those
profits among stakeholders in the global economy, which
may bring forth societal and ethical implications in
acquiring personal information from users of other prod-
ucts/services [59] and to data dignity (Sec. VII-B2).
This is particularly true for the degradation of work
conditions that may accompany the rise of competing
digital platforms incorporated into wider capitalization
processes of platforms capitalism [60].

We have presented some of the existing similarities be-
tween the circulation of data and goods, but also their dif-
ferences. We have just introduced some of the approaches
and theories designed to extend the traditional theory of
production and circulation of physical commodities to the
digital age [48] since the question of value creation in the
digital economy is still a matter of debate that goes beyond
the scope of this paper [61] [62] [22].

V. How can you Tokenize data?
This section introduces the components for data tokeniza-
tion, which are the Data, Compute, and the Token, as
depicted in Fig.1 and Fig.4. The token is an intermediate
and abstract representation of the data. It manages all
data-related aspects, its ownership, control, usage (Com-
pute), and value. For clarity and ease of understanding,
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Fig. 7. Data Tokenization Taxonomy

this section will utilize the tokenization of datasets as a
running example to explain the usage of data tokenization
for Machine Learning. Using the complete set of features
of each component is unnecessary, as their implementation
largely depends on the specific use case. The goal is to pro-
vide a minimalistic framework for data tokenization based
on these three components, each with several features that
enable both form and function.

In this preamble, we will analyze the data tokenization
taxonomy presented in Fig.7. Here are two key approaches
to tokenizing data. The critical distinction is in the rights.
The figure illustrates the different modes of tokenizing
data that determine who owns/controls which component
(i.e., Data, Token, and Compute). The first approach per-
tains to tokenizing the rights to the data, while the second
approach consists of tokenizing the rights to compute over
data. Each strategy has its advantages and drawbacks,
but typically, the approach will focus on privacy and
minimizing the risk of replicability of the data. (i.e., the
copy-paste risk):
• Mode 1: The token provides the right to download and

use a copy of the data, and additional usage restrictions,
such as licensing arrangements, may be implemented.
Replicability risk can only be mitigated using licensing
agreements rather than systems-level approaches. This
approach is the most widely used form of data-sharing
rights. Whether no data enrichment enhancement or
augmentation is necessary (e.g., for privacy reasons),
then this mode requires only the Data and Token
components (as shown in Fig. 4).

• Mode 2: The token provides rights to compute over the
data, while other usage restrictions can be implemented
using smart contracts via the Token component. Unlike
the owner of the data and the user, a trusted third party
is entrusted with the task of running computations.
This mode requires the Data, Token, and Compute com-
ponents (Fig.4). The Compute component is owned by a
custodian. This form of data tokenization is particularly
compelling when Compute is conducted simultaneously
on multiple tokenized datasets, enabling the extraction

of the combined value of data.
• Mode 3: The token grants rights for computing over

data and may involve additional usage restrictions.
The dataset owner provides a Compute environment
that stays under their control to execute any required
tasks. Critically data never leave their environment.
This approach is necessary for highly sensitive data that
cannot be exposed due to the copy-paste risk. The data
proprietor must also provide a Compute environment
that can be priced accordingly. This mode also considers
regulations such as GDPR and Federated Learning (Sec.
VII-A2). All the components required for this mode,
such as Data, Token, and Compute (Fig.4) are owned
by the data proprietor. We anticipate that the true
potential of Mode 3 can be achieved through use
cases that require a Compute environment close to the
location of the data, often under the control of the
data proprietor, as seen with edge devices such as IoT,
automobiles, and mobile phones.

Given the right level of transparency and oversight, all
three modes can ensure that data is used responsibly,
fairly, and ethically. For more sensitive data, Mode 2 and
Mode 3 should be the preferred choice.

A. Data
The starting point is the underlying data collection to
be represented and controlled by the token. The Data
component has the following faculties:

1) Source and Interfaces
The data collection’s source, format, and interfacing are
established. This happens within the Origination stage of
the Value Cycle. These are the minimum aspects needed
to create a data product [63]. Data exist in structured
(e.g., SQL/relational data), semi-structured(e.g., HTML,
JSON, XML, NoSQL/document data), or unstructured
storages (e.g., social media posts, presentations, chats, IoT
sensor data) across the cloud-edge/ on-prem-edge spec-
trum. For businesses, data typically reside in databases,
data lakes, objects storage like S3, or decentralized data
stores such as the InterPlanetary File System (IPFS)
for storing and accessing files, websites, applications, and
data. Individuals and devices also possess data, typically
stored on edge devices such as phones, laptops, personal
clouds, and IoT devices. Commonly used formats for
datasets include CSV, JSON, Parquet [64], and others
such as Avro and ORC. Each format has advantages and
disadvantages, and the choice often depends on the specific
use case and the tools used to process the data. For
example, CSV is a simple and widely supported format,
while Parquet is optimized for performance and is often
used in big data systems. JSON is popular for its human-
readable format and support for nested data structures.
Avro and ORC are optimized for storage efficiency and
are commonly used in Hadoop environments.
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Interfaces are the mechanisms required to transfer, con-
sume or read the data. They play a crucial role in enabling
data flow between different systems and can help ensure
the data is accurate, consistent, and up-to-date. Interfaces
entail different topologies. In particular,
• File-based/ Format-based interfaces: These interfaces

transfer data by reading and writing files, which are
format-dependent. File-based interfaces are common
with datasets and in ML/DL applications as they pro-
vide a simple mechanism to work with and transfer to
files.

• Application Programming Interfaces: (APIs) or Remote
Procedure Calls (RPCs) allow different systems to com-
municate with each other. For example, Google RPC
(gRPC) connects services in and across data centers
with pluggable support for load balancing, tracing,
health checking, and authentication.

• Data virtualization tools: These interfaces create a vir-
tual representation of data from multiple data sources,
making it easier to access and use.

• Streaming: distributed streaming platform can handle
real-time data streams. For example, Apache Kafka
provides a streaming interface that allows real-time data
streams to be published and consumed through topics,
with durable storage, providing low latency and high
throughput, scalable and fault-tolerant platform.

2) Versioning
The data collection version is also critical. Data can con-
stantly change as the collection gets modified knowingly
(e.g., updates) or unknowingly (e.g., corruption during
transmission). Versioning is necessary to keep track of any
changes. It also helps preserve the veracity of data as the
publisher/maintainer of the data intended. Like software
engineering, Git-like version control tools can be used.
Examples include GitLFS [65], DVC [66] [67], or Oxen
[68].
3) Unique Identifier
We also require a globally unique identifier attached to
the collection and its version. This allows the collection to
be referred to unambiguously—An important requirement
for attaching rights, permissions, value, and ownership.
We propose the open W3C Decentralized Identifiers (DID)
standard [69] as it is decentralized, globally unique, re-
solvable, highly available, and cryptographically verifiable.
DIDs can also be associated with cryptographic material
such as public keys and are complementary with W3C’s
Verifiable Credentials [70] that are used to ascertain claims
about the data collection—necessary for assurance and
provenance.
4) Metadata
The characteristics of the data collection need to be
specified as metadata. Versioning, DIDs, and interfaces are
also metadata. This provides useful information about the
data collection, e.g., its quality, statistical distributions,

known limitations, biases, etc., used for aspects such as
provenance and apparent valuation. Google’s Data Cards
[71] and Hugging Face Data Cards [72] are some possible
frameworks that can be used for metadata specification.
We propose, as a minimum, a limited subset of attributes
from the Google Data Card, including Dataset Overview
(includes descriptive statistics), as an example of Data
Points, Lineage, Annotations and Labelling, Validation
Types, and Sensitive Attributes.

Metadata can also be perceived as the documentation for
the underlying data collection- it can help researchers and
practitioners understand the suitability of the data set
for a particular task, such as training a machine learning
model. Additionally, data cards can help researchers and
practitioners share and discover data sets as they provide
a standardized way to describe them and make them more
easily searchable—e.g., discoverability.

5) Curation
The usefulness of data is characterized by aspects such
as completeness, consistency, timeliness, and accuracy.
These drive up the quality (value) of a dataset and data
management throughout its lifecycle. Therefore, curation
is necessary as it refines a dataset further. Paradigms
such as Data Centric AI are based on data quality to
avoid garbage-in, garbage-out issues during model training.
Many data curation tools already exist [73] to help decide
which data is relevant and which is not. Integrating these
tools with tokenization can potentially help accelerate
their adoption even further—especially for tools related
to crowd-working.
Crowd Work
Human/Expert input (e.g., labeling and annotation) and
validation are often necessary to improve data quality and
accuracy (notable examples include Amazon Mechanical
Turk). Leveraging tokenomics and the Web3 ecosystem
(Sec. V-C8) can provide additional monetary and non-
monetary payments for crowd-related data work. It also
helps directly determine the value-add of a crowd-sourced
task w.r.t. the dataset9.

B. Compute
Compute is a key component for Mode 2 and Mode 3
data tokenization (Fig.7) and any additional enrichment,
augmentation, or curation data needs. It relies on open
tooling to work. The main distinction between the two
is where Compute happens—either in the data owners’
environment or a trusted third-party environment.. The
Compute component has the following faculties:

9A means to determine the ROI on labeling and potential
quality/value gain
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1) Usage
Typically, an abstraction such as a containerized Docker
Image [74] or WASM & WASI [75] [76] is needed to
run Compute over data. This image/binary is typically
provided by the entity wanting to compute over data.
The image/binary must use the data interfacing discussed
in the subsection above. The execution environment of
this container can either be in the environment of the
data owner or a custodial Compute provider. We even
envisage complementary algorithm/ image audit services
for additional assurance for all the stakeholders [77]—the
data owner, Compute custodian, and algorithm/image
developer.

This Compute can be mutable or immutable based on the
restrictions imposed (Sec. V-C2). Race conditions result-
ing from mutability and multiple Compute components
running concurrently on the same data must be handled
accordingly. Similarly, the necessary security mechanisms
(e.g., the ephemerality of the execution environment) also
need to be considered.
Custodial Compute
The Compute custodian is responsible for providing a
secure environment for the execution of computational
tasks on behalf of the data owner and those requesting the
computations. This may be achieved through cloud com-
puting providers (e.g., AWS) or web3 compute protocols
such as Gensyn [78]. This party must act neutrally and
maintain proper security protocols to protect both parties
from unauthorized data access or malicious activities—re-
ducing the copy-paste risk of data sharing. The Compute
environment can be run with Confidential Compute (Sec.
V-B2) for added security.
Self Compute
This is similar to custodial Compute, but the distinction is
that the data owner provides the Compute environment.
The true potential of this is where the Compute envi-
ronment is close to where the data resides. Edge devices,
IoT devices, automobiles, and mobile devices are typical
examples—WebAssembly (WASM) with the WebAssembly
System Interface (WASI) can provide the right environ-
ment for such devices.

2) Privacy
Privacy is a challenge, especially when it comes to data
liquidity. Privacy Enhancing Technologies (PETs) devel-
opments can help address some of these. The exact choice
of PET depends on the security model and use cases
for tokenizing data. We expect privacy during Compute
to become particularly significant for custodial Compute-
based data tokenization. Exploring PETs for tokenization
is beyond the scope of this paper. However, for the benefit
of the readers, we briefly introduce herein some of its key

aspects10:
• Differential Privacy- captures the increased risk to one’s

privacy incurred by participating in a database [79].
A commonly employed technique to ensure differential
privacy is the addition of random perturbations to
the original data before its release. It can be effective
in datasets that contain identifiable information about
individuals. A distinguishing feature of this PET is that
it has the notion of privacy budgeting and privacy loss-
a means to keep track of the amount of privacy eroded
during a computation. Accounting for these budgets
with smart contracts (because of data tokenization) can
provide a more holistic view of the privacy eroded over
the life of the dataset.

• Synthetic Data involves artificial data generation by
sampling from a given dataset. Rather than using the
original dataset that may have sensitive attributes, the
synthesized data is used in place—It is a widely used
technique in privacy for machine learning.

• Confidential Compute- Confidential Computing pro-
tects data in use by performing compute in a hardware-
based, attested Trusted Execution Environment (TEE).
A TEE (e.g., Intel SGX) uses hardware-backed tech-
niques to provide increased security guarantees for the
execution of code and protection of data within that
environment. This assurance is often missing in ap-
proaches that do not use a hardware-based TEE [80].

• Secure Multiparty Computation- SMPC involves jointly
computing an algorithm/function from the private in-
put (i.e., data) by each party without revealing these
data to other parties11

• Homomorphic Encryption- HE allows computing and
algorithm/function directly on ciphertext (i.e., en-
crypted data). Limitations include the inability to com-
pute low-level operations and scale with large data.
SMPC and HE are often used together; examples in-
clude SPDZ [81] and variants.

C. Token
In Sec. IV-C, we discussed the idea of a single trustworthy
abstraction, a container, that decouples the source of data
from purpose or intended use. We will now discuss how
this abstraction can be the instrument for implementing
technical, economic, legal, and governance perspectives
that data is subjected-by and subjective-to. The nature of
the Token is significant, not just in technical and economic
terms but also in terms of law and regulation. Under
English law and many other systems, depending on the
characteristics of a Token, it may be subject to supervision
by and registration with regulators.

10Significant developments are made in the field due to the
growth in data regulation and blockchain industries

11in ML terms, this “function” could be a model’s loss
function during training or the model
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The Token component is this abstraction, implemented
with smart contracts—the token is a highly programmable
instrument, and all these perspectives are directly em-
bedded into the token. The Token component has the
following faculties:

1) Networks & Decentralization
Networks are a key part of how tokens operate. If to-
kens are like shipping containers, networks are the ships
and shipping infrastructure (Sec. IV-A). Tokens run on
networks, the runtime environment for the token, and
enforceability happens through them.

Depending on the level of centralization, trustworthiness,
and privacy desired, data can be tokenized within various
public, private-permissioned networks (consortium net-
works) [82] etc. This decision directly impacts the data
liquidity that is achieved. Moreover, due to sector-specific
requirements, there may be a need to tokenize certain
information across different kinds of networks depending
upon the level of privacy and macro-level governance
needed. For example, for healthcare data, it may be
suitable to tokenize within a private-permissioned network
where network members have been thoroughly vetted to
ensure data security and privacy12.

Cross-chain protocols facilitate the tokenization of the
same dataset across multiple blockchains, which affects
the token’s value or allow it to move from one ledger to
another. The type of network used for the token will affect
the enforceability and operational aspects discussed in this
section.

2) Governance
Data governance is becoming increasingly important in
the contemporary digital landscape. As the use of data
becomes essential and commonplace, organizations must
develop data governance models to ensure their data
is used responsibly and well-managed. It is defined as
the process of managing and overseeing the availability,
usability, integrity, and security of data [84]. This process
involves the Five W’s (who, what, why, when, how) and
provides an operational structure that defines the purpose,
means, and conditions related to the data. In particular,
the operational & often enforceable structure in relation
to the purpose (why), means, and conditions/terms/duties
(how/where/when) between parties (who) that need to
work with or are responsible for a given dataset (what).

Tokenization offers the ability to program these policies,
procedures, standards, and agreements directly into the
token; the token becomes the means through which gover-
nance is administered. For the sake of intuition, the Token

12Other attributes may include support for sector-specific
technical standards, e.g., FHIR [83] or regulatory standards

can be considered a passport for the underlying dataset.
This programmable governance can be granular or high-
level, depending upon the implementation semantics. We
introduce three governance primitives: Ownership, Con-
trols & Usage for implementation. They are the building
blocks from which policies, procedures, and agreements are
programmatically created, implemented, and enforced, de-
pending upon the intended uses of the data (for example,
the governance for a Data Trust13 will be very different
from that of Multiparty Data Access14).

We briefly discuss the objectives of each primitive 15:
• Ownership: It manages all aspects related to the own-

ership of the underlying data, such as the ownership
rights, prohibitions, permissions, and obligations. This
primitive can also create radically new data ownership
structures, such as fractional ownership of data assets
[86].

• Usage: It specifies how data is used, the modes of data
tokenization, and their respective requirements. For
example, if Mode 2 or Mode 3 are applied, who and
where is the Compute component, and what algorithms
can be run—It works very closely with the Control
primitive.

• Control: It defines access control to the usage and
monetization of the data. This primitive can also be
used to create a Data Custodian (Sec. VII-B1), an entity
that controls the data on behalf of the owner

Control and Usage work closely together to specify rights,
prohibitions, permissions, and obligations for monetizing
and using the data. Usage determines the what, where, and
how, whereas controls determine the when and who can use
the data.
Augmentation: Legal Aspects & Voting
Smart Contracts offer the ability to augment each prim-
itive with features such as voting and legal isomorphism.
For example, voting can be used with the controls primi-
tive to vote on who and how the data get to be used—if
the tokenized data is under fractional ownership. Voting
mechanisms such as quadratic voting [87] can potentially
offer novel ways to govern resources (data) that affect
many people.

It is also possible to augment these primitives with Smart
Legal Contracts [42]. Smart Legal Contracts allow the
legal narrative to be embedded with data agreements and
policies. We believe that a large part of the issues regarding
data liquidity and exchange is partially a result of the lack
of legal standardization, composability, and automation
regarding legal agreements for data use, exchange, and
access. Exemplars and parallels can be borrowed from the

13Sec. VII-B1
14Sec. VII-A1
15These primitives are expressed with deontic logic [85]
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over-the-counter (OTC) derivatives market and their use
of the International Swaps and Derivatives Association
(ISDA) agreement [88] that standardized and automated
the OTC derivatives market. As a result of this initiative,
the relatively illiquid OTC derivatives market grew sig-
nificantly, rising from approximately USD 100 billion in
the early 1980s to a hyper-liquid value of USD 630 trillion
by the end of 2022, illustrating a drastic improvement in
liquidity [89].

3) Provenance
Data provenance is the information that describes the
record of the origin, history, and description of a data
set or data element, which includes information about
the transformation and subsequent use of the data. It is
the biography of the dataset and can be used to verify
that data is trustworthy and is used for decision-making,
compliance, and regulatory purposes. Data provenance
is important in AI systems as it helps to ensure data
quality and trustworthiness by allowing us to understand
the origin of data and any potential issues or biases that
may have been introduced during the data collection, pro-
cessing, or storage. It can also help establish transparency
and trust in models. Provenance is almost a side-effect
of tokenization, with metadata, immutability, timestamp,
digital signatures, and smart contracts used to keep track
of the underlying datasets’ key aspects. Data provenance
documents the who, what, and when associated with a data
element and helps ensure the accuracy, trustworthiness,
and traceability of data.

4) Lineage
Data lineage is a vital component of data governance,
allowing organizations to trace and document the origins
and history of data from their sources to their current
form. This process enables organizations to understand
how and where data is used and stored, ensuring com-
pliance with necessary regulations. Furthermore, data
lineage is essential for data quality assurance, verifying
that data entering the system is validated, cleansed, and
transformed correctly—data lineage can inform business
intelligence by providing insight into data relationships
and dependencies.

These benefits are especially pertinent in industries such
as healthcare, finance, and government, where compliance
and accuracy of data are of utmost importance. Orga-
nizations can ensure that data provenance is maintained
through data lineage, enabling transparency and compli-
ance.

5) Discoverability
Data discoverability refers to the ease with which data is
found, accessed, used, and understood. It is critical to data
liquidity. It can enable efficient data reuse and facilitate
the development and performance of new/existing models.

Tokenization can improve discoverability as a result of the
following:
• Metadata- Creating and maintaining detailed metadata

for each data set, including information about the data
source, format, quality, and other relevant characteris-
tics that might affect its use.

• Data catalog- Creating data token catalogs can allow
users to search for and discover data sets based on
specific criteria, such as data type, source, or application
area.

• Interoperability- Using common data formats, protocols,
and standards to ensure that data is easily understood
and used by different systems

• Data annotation- Annotating data (crowd work) with
information can help potential consumers to understand
the context of the data and how they are potentially
used

• Data provenance- The provenance (history, origin, and
processing) of data can improve the understanding of
data quality and data lineage for decision making

A key aspect often overlooked is price-discoverability.
Namely, how valuable is a dataset, and what is its price?
Data buyers often want to know the cost of the data they
are looking to buy, and sellers want to know the price they
can sell a dataset—exemplars in fair asset valuation16 and
pricing can be borrowed from financial services to price
this value. It is also possible to create marketplaces from
data catalogs where buyers and sellers can access a trans-
parent, automated, and liquid marketplace for efficient and
effective discovery of data prices. Offering market-driven
price discoverability can also be made possible with data
exchanges.
6) Interoperability
Data interoperability refers to the ability of different
systems, platforms, or applications to exchange and use
data meaningfully. Interoperability enables data to be
exchanged and reused across different systems without
requiring manual intervention or special effort. Most lit-
erature considers interoperability as just technical inter-
operability. We additionally introduce the notion of ju-
risdictional interoperability and technical interoperability.
Due to their abstract and instrumental nature, tokens are
an appliance for interoperability.

Technical interoperability with tokenization is achieved
by utilizing common data formats and standards in the
data component. This helps to ensure that data is easily
exchanged and understood by different systems. Further-
more, a shared data model and ontology enable easy link-
age and integration of data throughout various systems.
[90].

Jurisdictional interoperability concerns the use of data

16Sec. V-C7 for Data as an Asset.
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across multiple jurisdictions. With the evolution of disci-
plines such as Data Sovereignty [91] and Data Regulation,
jurisdictional interoperability of data is becoming critical.
With governance (Sec. V-C2), sovereignty restrictions and
obligations are maintained and enforced, facilitating juris-
dictional interoperability.

Blockchains also enable protocol interoperability—the
ability for tokens and protocols to communicate with each
other. Tokenization standards such as the ERC1155 [92]
enable tokens to be used with other protocols, tools, and
blockchains. Combining these protocols can create a class
of powerful instruments and derivatives. For example, it is
possible to collateralize data-tokens using DeFi protocols.
Protocol interoperability can also be used to facilitate
incentivization.

Interoperability is important for data liquidity, as it allows
data to be shared and reused across different systems,
platforms, or applications. In ML, this can help to improve
the performance of AI models and make it easier to
upgrade and deploy new models in the field.
7) Data Assets & Monetization
Tokenization intrinsically links value to data and presents
data as a first-class asset17. This abstraction offers the
ability to create an asset class backed by data [93] that
can be priced and monetized using concepts from the
financial services domain, such as those included in the
International Swaps and Derivatives Association (ISDA)
agreement (Sec. V-C2). Furthermore, other implications
include the ability to consider and account for data as an
intangible asset within balance sheets.

Better interoperability, discoverability, provenance, and
governance reduce the barriers and challenges, making it
more readily monetizable than current methods. It also
makes trading data more convenient as the actual data is
not traded but rather is an instrument.
8) Incentives Alignment
When combined with blockchain technology, tokenization
offers the potential for cryptoeconomic Mechanism De-
sign18 for managing the data value cycle (Sec. IV-D) [95].
This phenomenon, which we refer to as Data Tokenomics,
can use tokens to combine usage and ownership with
rewards to increase data quality and liquidity. Some of
these include:
• Token rewards- token-based rewards to incentivize

crowd work such as the labeling or curation of data,

17Recall the definition of asset [1].
18Mechanism Design is a field in economics & game theory

that takes an objectives-first approach to design economic
mechanisms or incentives, toward desired objectives (data liq-
uidity in our case), in strategic settings where players act
rationally [94]. It is often termed the reverse game theory

e.g., through staking [96]
• Social tokens- social tokens represent a person or

brand’s identity or reputation within a community. In
Data Tokenization, they are used to represent a cura-
tor’s reputation such that they may earn social tokens
for contributing datasets or participating in discussions,
which can help to build their reputation and influence

• Tokenized access- tokens to grant access to specific
resources, e.g., users holding several tokens to access
certain datasets

• Tokenized governance- tokens are used to give users a
say in governance. For example, users may be able to
vote on proposals or changes to the curated dataset(s),
with their voting power proportional to the number of
tokens they hold, if in a Data DAO or Data Fund (Sec.
VII-B1)

• Bounty program- programs that offer users a number
of tokens to complete specific tasks, e.g., finding new
datasets or annotating new datasets

Secondary Markets [97] can also be built on top of the
token component to provide additional liquidity.

In section III, we also discussed insufficient mechanisms
and asymmetries in risk/reward allocation across the value
cycle, as data owners/curators often bear the most risk
in making data available as opposed to consumers who
accrue most of the rewards. Integration of the token
component with traditional services or DeFi protocols can
provide additional mechanisms to allocate these risks and
rewards better. For example, an escrow service is created
to mitigate the risk of data misused19 or creating insurance
services for the use of data.

The network effects of the inherent P2P infrastructure and
protocol interoperability can also amplify these incentives
and risk allocation mechanisms.
9) Regulation & Compliance
Data regulation, such as CCPA20 and GDPR, involves a
set of laws, rules, and guidelines that aim to govern the
collection, usage, storage, and sharing of data. English
data protection law still largely follows European GDPR.
While there is no political consensus, currently there are
policy debates around the question of whether post-Brexit
deviation from European rules can benefit deep tech firms
in the UK while also preserving customer rights to privacy
in an appropriate way. Data regulation applies to sector-
specific regulations, such as those related to healthcare and
financial data, as well as general-purpose data protection
laws.

Tokenization presents an alternative approach in which

19More relevant in the case of Mode 1 and Mode 2 tok-
enization

20California Consumer Privacy Act
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the regulatory emphasis is shifted from the data to the
instrument—and, therefore, the associated data. It has
the potential to better scale and enforce regulation and
compliance across multiple purposes and sectors due to the
use of contextual regulation, where different regulations are
applied to a single instrument depending on the context.

Demonstrating compliance is a key part of regulation. It
concerns the possession, organization, storage, and man-
agement of data to prevent it from loss, theft, misuse, or
compromise. Tokenization can be used to facilitate this
assumption [98]. Compliance is a function of Provenance
(Sec. V-C3) and Governance (Sec. V-C2). Governance
stipulates the regulations and standards determining what
data must be protected and the most suitable processes21.
Provenance can keep track of how, when and to whom
these measures were carried out.

Additionally, using token instruments allows for sector-
specific regulations to be implemented within sector-
specific networks (such as consortium networks/ private
permissioned networks), as discussed in section V-C1,
which outlines an example of such a network regarding
healthcare data.

VI. Benefits
Data Tokenization has the potential to produce advan-
tages over current data architectures, relationships, and
uses, such as:
• Permissioning- Granular mechanisms provide individ-

uals and businesses with clear control over how their
data is used and by whom. Furthermore, the under-
lying infrastructure and provenance provide additional
assurance that the data is only used in accordance
with the owners’ or controllers’ agreements. Attaching
permissions to multiple purposes further solidifies the
trustworthiness of such transactions.

• Reuse- Tokenization allows data to be reused across var-
ious purposes and treat data differently depending on
its actual and anticipated use, creating the commercial
imperative for sharing data.

• Protection- Competing interests associated with data
consumption are often overlooked with the privacy by
design paradigm [99]. These imbalances adversely im-
pact privacy, as data consumption (utility maximiza-
tion) and privacy are antithetical. Tokenization facili-
tates the creation and embedding of incentives within
the instrument that can reduce these asymmetries. Ad-
ditionally, cryptography, identity, and provenance are
core building blocks of tokenization and can promote
better data security and transparency.

• Adaptable Data Processing- With Mode 3, tokenization
can stay at the moment and point of collection or within

21Encoded with smart contracts in the case of tokenized data

the original collection system; the analysis of data and
their use in the processing are performed in a privacy-
preserving manner.

• Provenance- The entire dataset’s biography is captured
with the token instrument and its underlying immutable
smart contract infrastructure enabling transparency,
trust, and verifiability.

• Portability- A single tokenized dataset can be used for
multiple purposes as tokenization decouples source from
purpose.

• Governance- data is optimized over time for the dif-
ferent use cases, and governance rules between differ-
ent data relationships are implemented and enforced
through smart contracts, providing the adaptability
required to regulate data utilization across numerous
cases effectively.

• Economic Value- The ability to attach economic value
directly to data 22 can provide better mechanisms to
allocate risks and rewards across the use of data. For
example, it can be possible to underwrite insurance for
the use of data.

• Data as a CapEx- The concept of treating data as a
capital expenditure is becoming increasingly relevant in
industries such as finance and technology, where data
is often a critical asset for business success. The data
tokenization and valuation framework assign economic
value to data and makes it possible to consider data a
form of capital expenditure (CapEx) for businesses. For
example, a company may invest in acquiring or generat-
ing data expected to provide future economic benefits.
This investment can be recorded on the balance sheet
as an intangible asset (Sec. V-C7) that could be treated
as a form of CapEx.

• Competition- Tokenization can enable data liquidity:
collaborative data access, data marketplaces, Trusted
Research Environments, and Data Institutions can all
enable data-driven innovation.

VII. Applications
In the previous sections, we described the challenges as-
sociated with current data infrastructures and how they
inhibit data liquidity. This section introduces some ap-
plications that can be built through data tokenization.
We have seen how data tokenization is a foundational
technology for the data economy; it can advance current
data infrastructures/relationships or build radically new
and different data infrastructures that are potentially more
equitable, open, trusted, and fair. We also stress that
the potential applications of data tokenization and the
decentralized economy are vast, spanning across industries
such as finance, healthcare, government, supply chain,
and data-intensive sectors in the context of both data

22recall that tokenization creates a first-class asset out of data
section III
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mesh and data fabric paradigms. These organizations want
to improve data privacy, security, and ownership while
striving for ethical profitability and sustainability. They
are exploring the potential benefits of using blockchain and
other distributed ledger technologies to facilitate secure
and efficient data management and analysis in a decen-
tralized environment, which can lead to improved trust,
transparency, and accountability.

To facilitate our readers’ understanding, we will briefly
describe each application and explain how data tokeniza-
tion can enable them. Our goal is to make the reader
realize that each of these applications requires governance,
value-based incentives, standardization, transparency, or
a combination and that a permutation of the three basic
components (Data, Token, and Compute)23 make them
possible, as presented in Fig. 8. Similarly, we class po-
tential applications based on what the Token component
is mainly used for 1) governance-led, 2) incentives-led, 3)
transparency-led 4) composites. Trust is induced through
these and the underlying tokenization infrastructure.

A key aspect is that one data token could be used across
several of these application topologies simultaneously. We
believe the true potential of data tokenization is in the
synergy across all these topologies. For example, the use of
Crowd Work (Sec. VII-A5), with Data Cooperatives (Sec.
VII-B1), or for creating DataDAOs.

We only scratch the surface; full technical & operational
details and their wider implications are outside the scope
of this paper. Nevertheless, we strongly encourage our
readers to explore the potential of data tokenization
and its applications in the subsequent parts discussed in
this section. We begin by discussing some governance-led
applications 24 followed by incentives-led 25 and finally
composites 26.

A. Today
1) Multiparty Data Access
Multiparty data access (MPDA) refers to the ability of
multiple parties or stakeholders to access and use data
for a common purpose. This can include situations where
different organizations or departments must collaborate
and share data to achieve a common goal.

Multiparty data access is particularly valuable when orga-
nizations/ stakeholders across the value cycle have com-
plementary data assets or expertise. Still, they may not

23Presented in Fig. 4 and further explained in Sec. V
24Multi-Party Data Access, Federated Learning, and Data

Mesh
25Crowd Work
26Data Exchanges, Trusted Data Infrastructures, Data Co-

operatives, Data Trusts, DataDAOs, and Data Dignity

achieve their goals without access to each other’s data.
Organizations can gain new insights, develop more accu-
rate models, and make better decisions by collaborating
and sharing data.

However, there are significant challenges associated with
multiparty data access, including data privacy, security,
legal agreements, and ownership. To facilitate respon-
sible multiparty data access, clear policies and gover-
nance frameworks that protect the interests of all par-
ties involved and their technological implementations are
paramount. Tokenization can address these points.

With tokenization, access control is done with tokens and
the underlying smart contract infrastructure, as discussed
in Sec. V-C2, which could be further augmented by di-
rectly implementing tokens as smart legal data access
agreements (also further discussed in Sec. V-C2). Mode
2 and Mode 3 tokenization (Sec. V) is the recommended
mechanism. Transparency arising from Provenance (Sec.
V-C3) also promotes trustworthiness in the infrastructure
and across counterparties.

With respect to Fig. 8.1, the following variants of MPDA
can be implemented with tokenization:
• Multi-Owner- involves one Data Accessor being able to

access multiple different datasets that could be from
multiple different data owners. This could be with a
Compute custodian (Mode 2 tokenization) or self-
compute (Mode 3 tokenization)—Diagram (8.1.I) il-
lustrates Mode 2 multi-owner access.

• Multi-Accessor- involves one dataset being accessed by
multiple accessors. This could be with a Compute cus-
todian (Mode 2 tokenization) or self-compute (Mode
3 tokenization)—Diagram (8.1.II) illustrates Mode 3
multi-access.

• Federated-Access- involves multiple accessors accessing
datasets owned by multiple owners as a combination of
the previous two—Diagram (8.1.III) illustrates Feder-
ated access.

As evidenced by proposals such as the EU Data Gover-
nance Act [2] and the EU Data Act [3], we anticipate that
regulation and legislation will be the primary drivers for
MPDA systems.
2) Federated Learning
Federated Learning (FL) involves training a model across
distributed data sets to prevent data leakage [100]. Instead
of centralizing the data on a single server or entity, the
data remains distributed across multiple edge devices and
is processed locally [101]. The local updates are then
communicated to a coordinating entity. Still, the approach
is to keep the data decentralized and only share aggregated
model updates, avoiding the centralization of raw data.
Tokenization can be used to establish governance and
orchestration of Compute and training (and retraining
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Fig. 8. Application Topologies: (1) Multiparty Data Access, (2) Federated Learning, (3) Data Mesh, (4) Crowd Work, (5) Data
Exchange, (6) Trusted Infrastructure, (7) Data Institutions & Data Dignity
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for continuous model updates). FL is an application of
Federated Multi-Party Data Access, where the Compute
is for training models locally.

There are two variants of aggregation: centralized and
decentralized. Centralized aggregation requires a central-
ized entity to perform the aggregation of the weights, and
decentralized aggregation makes use of mechanisms such
as round-robin for aggregation.

Tokenization can also provide incentives which, combined
with mechanism design, can also help mitigate risks such
as Byzantine failures & malicious participants and con-
tribute to data [102].
3) Data Mesh Architectures
Data Mesh is a relatively new architectural paradigm for
managing data in large, complex organizations. It involves
breaking down a monolithic data architecture into smaller,
decentralized, domain-specific data platforms, each re-
sponsible for a particular set of data products [63]. In
doing so, the goal of the approach is to promote data
ownership, autonomy, and decentralization. This has the
potential to enable teams to manage and scale their data
products more effectively.

Data Mesh is a decentralized data management approach
that emphasizes domain-driven design, data-as-a-product,
self-service data platforms, federated data governance, and
a culture of data collaboration. The main goal of Data
Mesh is to enable organizations to elevate data to a
first-class artifact promoting data quality, availability, and
accessibility.

However, implementing and managing governance is chal-
lenging due to the decentralized nature of the architecture
[103]. Robust governance mechanisms are required to fa-
cilitate collaboration and data management internally and
externally27. Adopting these principles requires significant
investment in infrastructure, tools, and processes aligned
with business objectives to ensure maximum ROI. Overall,
Data Mesh provides benefits that can be realized with the
right governance mechanisms in place.

By tokenizing each of these data products, governance is
managed through the token, as seen in Fig. 8.3. This is
just a higher-level application using federated multi-party
data access discussed in section VII-A1.
4) Data Fabric Architectures
Data Fabric is a data integration approach that enables
organizations to connect and combine data from various

27For example, a data product may need to be used inter-
nally across two different departments within an organization
or externally between an organization and a client or across
borders.

sources and formats to provide a unified data view. Data
fabric can be deemed as the technology part of data mesh.
It emphasizes data virtualization, metadata management,
and API-based integration to create a unified data fabric
that stakeholders can access and consume [104].

The critical difference between Data Mesh and Data Fab-
ric is that Data Mesh focuses on managing data as a
valuable asset through decentralized data ownership, while
Data Fabric emphasizes data integration and virtualiza-
tion. Data Mesh promotes a culture of data collaboration
across organizational silos, while Data Fabric seeks to
create a unified fabric of data that can be accessed and
consumed by stakeholders through a unified data layer.
Both Data Mesh and Data Fabric aim to improve data
quality, accessibility, and availability but use different
approaches to achieve this goal [105].

A hybrid environment that combines the strengths of Data
Mesh and Data Fabric could provide significant benefits
for organizations [106]. For example, Data Mesh’s decen-
tralized architecture can make governance and data man-
agement challenging, but Data Fabric’s data integration
capabilities can help create a unified view of data across
domains. Similarly, Data Fabric can sometimes struggle
with data ownership and regulatory compliance, but Data
Mesh’s federated data governance can help ensure compli-
ance and ownership.

Ultimately, the success of a hybrid environment depends
on how well the organization can manage and govern data
effectively across domains and the centralized layer, as
well as how well stakeholders can access and consume
data through a unified data layer. Even though technology
plays a crucial role in data fabric, effective governance
and management are critical to realizing the benefits of
a hybrid environment that combines the strengths of both
approaches.

5) Crowd Work
Crowd work is central in providing auxiliary services
such as annotation and labeling datasets. The goal is to
improve data quality through crowd work before its use
for training. Incentive structures created with tokenization
can be used to facilitate this. In recent times, ghost work
has become a concern [107]. Tokenization and its use with
the Web3 ecosystem can also potentially provide fairer and
more equitable remuneration models to address this issue.
Data-Centric AI
The data-centric AI approach [43] is based on the idea that
ML systems are built around the data used to make predic-
tions and decisions more than around a model. Typically,
ML systems rely on data to train models, and the quality
and diversity of data directly impact the accuracy and
performance of the system deployed. By focusing on the
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careful curation (e.g., through labeling and annotation)
of data that relies on crowd work, it is possible to cre-
ate better-performing models. Network effects, incentives
(Sec. V-C8), and crowd work (Sec. VII-A5) can reinforce
this paradigm.

Curation of Foundational Datasets
In the context of AI, foundational datasets and corpora to
train machine learning models are typically large and of
high quality (ground truth). These datasets may include
thousands or millions of labeled data points to train mod-
els to perform specific tasks, such as image recognition,
natural language processing, or predictive analytics.

Foundational datasets/Corpora in AI are essential for cre-
ating accurate and effective Machine Learning (ML) and
Deep learning (DL) models. DL architectures have been
developed to process raw structured data and facilitate
rapid analyses of structured inputs, such as sequences,
images, and videos, to predict complex outcomes with
unprecedented accuracy and to generalize to new unseen
data. ML/DL models may not be accurate or perform as
well as expected for real-world data without high-quality
foundational datasets.

Some examples of foundational datasets in AI include:
LAION-5B [108] used to train Stable-Diffusion [109]; Im-
ageNet [110], a dataset of millions of labeled images com-
monly used for image recognition tasks and the Common
Crawl [111], a large dataset of web pages used for training
natural language processing models.

The development of AI relies heavily upon the creation
and curation of foundational datasets, which can be both
time-consuming and resource-intensive. In response, many
organizations, including those belonging to the academic,
charitable, and corporate domains, are investing in pro-
ducing high-quality foundational datasets employed across
various applications. However, recent advancements in
Large Language Models (LLMs), alongside other gener-
ative models which consume large amounts of data, have
raised significant ethical considerations regarding proper
attribution, usage, and remuneration. Notable cases in-
clude Chat-GPT’s purported use of News Corp data [112],
as well as Getty’s role in Stable-Diffusion [109], [113].

Tokenization can offer a more transparent and equitable
means to address some of these pressing challenges and
foster the creation of even more foundational datasets. In
particular,

• fractional ownership- fractionalized ownership with to-
kenization (Secs. V-C2, V-C7, V-C8) can facilitate the
governance and equitable revenue share from the use of

a dataset 28

• tokenized curation- incentives (Sec. V-C8) with tok-
enization are used to curate more and better quality
datasets, examples include Genomes IO [114]

6) Data Exchanges
Data markets and exchanges are platforms that allow
individuals and organizations to buy and sell data [115].
They provide a way for data producers, such as companies
and individuals, to monetize their data by selling to data
consumers, such as researchers, businesses, and govern-
ment agencies. There are multiple kinds of data exchanges
[116]–[118]. Our critical assessment reveals that for an
exchange to function optimally, three essential components
are necessary29:
– Discoverability
– Liquidity
– Fulfillment
Much like financial markets, trading is carried out through
the token instrument with tokenization. Marketplaces/
exchanges built for tokenized trading trade the instrument
(i.e., the ownership and usage rights for the data) rather
than the data itself, as illustrated in Fig.8. Liquidity,
Discoverability, and Fulfillment then become a function
of this instrument.

Section V-C5 describes how discoverability is achieved
with tokenization; the exchange lists tokens rather than
data. Liquidity can be induced through pricing, network
effects, and aspects such as Crowd Work associated with
tokenization. The decoupling of the source from the pur-
pose also has implications for Liquidity. Similarly, fulfill-
ment refers to how the data is consumed/used post-trade;
the three modes of data tokenization (Fig. 7) facilitate
a seamless achievement responsibly. Custodial Compute
(Sec. V-B) services could be perceived as a data clearing
houses [119] for the data exchanges. It is also possible to
create derivatives and other exchange-traded instruments
and secondary markets based on tokenized data—these
have implications on liquidity and de-risking/ risk allo-
cation in the use of data.

Token-based provenance (Sec. V-C3) and compliance (Sec.
V-C9) can also be used for addressing regulation. In fact,
with proposals such as the EU Data Governance Act [2]
and the EU Data Act [3], we anticipate regulation and
legislation as the key driver for the proliferation of data
exchanges and marketplaces.

Data markets and Exchanges can be centralized (a sin-
gle company, intermediary, or organization operates the

28See also Data Trusts, DAOs, and Dignity; Sec. VII-B1,
VII-B2

29Once again, this is a brief explanation; a more in detail
discussion will be provided as a supplement to this paper
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platform) or decentralized (a network of users operates
the platform.), such as a data exchange operated by its
owners, a data cooperative, or DAO.
Open Data Exchanges
Open Data is data that anyone can access, use or share
[120]. A growing number of proposals and legislation
advocating Open Data Platforms (of public-sector data)
[121]. In essence, these are the same as Tokenized Data
Exchanges described above, with the element of moneti-
zation removed. Mode 2 and Mode 3 tokenization can
also facilitate the use of private data.
7) Trusted Data Infrastructures
Trusted data infrastructures are an architecture or ecosys-
tem of technologies that foster trustworthiness and re-
sponsible use of data through policies and practices. This
ensures that data is reliable and secure and that its use/ac-
cess is responsibly managed. Trusted Data Infrastruc-
tures/Ecosystems are typically composed of a collection
of data management platforms, data integration tools, and
data governance frameworks, as well as policies and pro-
cedures that govern how data is collected, stored, shared,
and used. Similar to the use of tokenization for MPDA and
Data Mesh, tokenization can be used to implement trusted
data infrastructures (Fig. 8.6). A common kind of trusted
data infrastructure is the Trusted Research Environment
(TRE)30.

Trusted Research Environments
A Trusted Research Environment (TRE) is a collection of
datasets attached to a compute environment31 that can be
accessed securely and remotely by approved researchers
[122]. TREs have enhanced security measures to ensure
only accredited researchers can gain access, oversight
measures to track research activities and purposes, and
measures that ensure the data cannot be exported from
the environment.

Governance, Transparency, and Privacy are key faculties
of an TRE. Tokenization enables TREs as seen in Fig.8.6.
Mode 2 tokenization with Compute aspects such as
Confidential Compute (Sec. V-B2) and PETs can enhance
privacy. Provenance (Sec.V-C3) enhances transparency
together with the underlying blockchain infrastructure.

TREs are used in various fields, including healthcare
[123], social sciences, and market research, and enable
researchers to analyze and derive insights from sensitive
data without compromising the privacy or confidentiality
of the individuals or organizations from whom the data
was collected.

30They are also referred to as Data Safe Havens (DSH) or
Secure Data Environments (SDE)

31With tooling such as IDEs

B. In the near future: Data Ecosystems
Data Ecosystems are sub-elements of a more compre-
hensive ownership-led data economy. They comprise peo-
ple, communities, and organizations that create, curate,
steward, and monetize their data. Data Tokenization is
foundational for these data ecosystems [124]. These data
ecosystems, which span public and private sectors and
encompass the end-to-end view of data value cycles, are
expected to play a pivotal role in the accelerated evolution
of a data economy [26]. Two key tenets of Data Ecosystems
are Data Institutions and Data Dignity, which this paper
will not discuss. Instead, a brief overview and discussion
of how Data Tokenization enables them are provided.

1) Data Institutions
A Data Institution is a broad term used to refer to a tech-
nical, legal, and financial structure designed to manage
data for or on behalf of its data subjects (the owners of the
data) to achieve specific financial, social, or public benefits.
Examples of data subjects include individuals, IoT devices,
or organizations.

The primary purpose of a Data Institution is to be a
vehicle for managing and monetizing data in a way that is
transparent, accountable, and often fair for the data sub-
jects [26] while balancing the conflicting interests of data
privacy and data utility. For example, a Data Institution
can provide access to sensitive personal data for research
purposes while ensuring that the data is protected and
that data subjects’ rights are respected—rights-preserving
data access.

The utilization of Data Governance (i.e., Ownership, Usage
and Control) is essential for Data Institutions to ensure
robust and transparent stewardship of the usage and
monetization of data. This is particularly beneficial in the
case of data tokenization, as illustrated in Fig. 8.7. By
tokenizing data subjects’ data, Data Institutions can use
tokens as an instrument for stewardship and control of
data usage and monetization (further described in Sec.
V-C2). Provenance (Sec. V-C3), as a result of tokenization,
can also offer transparency to data subjects about how
their data has been used by the institution.

There can be multiple kinds of institutions based on how
and to what degree the data subjects’ data is governed:
Steward-Led and Owner-Led (Fig. 9). Owner-Led Insti-
tutions are more independent in that the data subjects
actively decide how, where, and when their data can
be used/monetized. In contrast, Steward-Led Institutions
give the steward more control.

Fig. 9 has been overlaid on top of Fig. 8.7 to show
how tokenization can enable these different kinds of Data
Institutions across the spectrum. Examples of Data Insti-
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Fig. 9. Kinds of Data Institutions

tutions include:
1) Data Trusts- a Data Trust is a steward-led legal and

technical structure designed to manage data for a
specific group or community, aiming to achieve specific
social or public benefits [15]. Data trusts are indepen-
dent third-party organizations governed by a board of
trustees that have the fiduciary responsibility32 for the
management and use of their data subjects’ data for
social good or profit. With tokenization, the trust can
more effectively steward its subjects’ data through the
token as presented in Fig. 8.7.i. For example, individ-
uals could donate for data altruism their healthcare
data to a data trust whose objective could be to use
those data only for research purposes.

2) Data Funds- a Data Fund is similar to a Data Trust.
Still, its key objective (much like its investment fund
counterpart) is profit for its data subjects (i.e., the data
investors. For example, individuals could invest their
retail data in a data fund. The data fund’s objective
could be to sell insights or ML models derived from this
data and the resulting profit to be shared across the
pool of data investors in the form of a Data Dividend.

3) Data Cooperatives- a Data Cooperative is similar in ob-
jectives to a Data Trust or Data Fund but is critically
owner-led. It is a legal, technical, and financial struc-
ture designed to manage data for and by its members
(i.e., the data subjects). Much like their agricultural
or industrial counterparts, members of the coopera-
tive collectively steward the data for their members’
collective benefit. Tokenization can enable these as
well through aspects such as voting—described in Sec.
V-C233.

4) Data DAOs- Data Decentralized Autonomous Organi-
zations are Data Institutions native to Tokenization.
They are similar to cooperatives, but the entire socio-
legal and financial structure is implemented with to-
kens and tokenization; members vote/ manage gover-
nance with their tokens and earn dividends in tokens.
Value-based incentives (Sec. V-C8), implemented with
tokens, become critical in enabling them—Fig. 8.7.iii
presents the topology for DataDAOs.

32A fiduciary duty is considerably more onerous and requires
considerations in duties of care, loyalty, good faith, confidential-
ity, prudence, etc..

33Quadratic Voting (Sec. V-C2) can provide a more equitable
voting mechanism for members of the cooperative

2) Data Dignity
Data Dignity refers to the principle that individuals should
have control over their personal data and that this data
should be treated with respect and used in ways consis-
tent with their values and interests [17]. Data Dignity
naturally lends to data tokenization as with the token.
Individuals can create a data passport of their personal
data to control how, why, where, and for what purpose
their data is used with the appropriate data security and
transparency. For example, individuals could pool their
banking, retail, healthcare, etc. data onto their devices,
tokenize it and then appropriately monetize it—Fig. 8.7
illustrates tokenization and its use for Data Dignity with
Data Institutions.

The foundation of data dignity is based on the idea that
personal data is not just a commodity to be bought and
sold but rather an extension of individuals’ identities and
personal experiences [125]. Data dignity is closely related
to data sovereignty, which is the idea that individuals can
control how their personal data is collected, used, and
shared. It is also closely linked to data privacy principles
(the right to control access to personal data) and data se-
curity (the protection of personal data from unauthorized
access or misuse).

More recently, with the advent of generative AI, data dig-
nity has become a major concern as large amounts of data
(including personal, copyrighted, or licensed) are collected
and used to train and operate AI models. Ensuring data
dignity in this context requires mechanisms to ensure that
individuals know how their data is being used & monetized
and that they can control access to their data, of which
tokenization is a natural enabler.

Data dignity is also closely tied to data ethics, which
studies the moral and ethical implications of data col-
lection, usage, and sharing. This includes ensuring that
data is used in a way that is fair, equitable, and non-
discriminatory and that it respects individuals’ rights and
dignity.

VIII. Case Study: The Valyu.network
Data tokenization is a complex but promising area of
research and development that has the potential to rev-
olutionize how organizations and individuals responsibly
monetize, exchange, curate, and use data. The authors
of this paper have developed the Valyu Framework to
challenge the traditional approach to create and monetize
data-centric assets such as data, models, and their deriva-
tives for Web 3.0, emphasizing security and equity. The
Valyu framework is an instance of the Data Tokeniza-
tion and Valuation Framework discussed in this paper.
It aims to prove that the ideas and concepts related to
data tokenization are technically sound and commercially
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viable. This endeavor has been actively pursued through
Valyu.Network34, through which several PoCs and ap-
plications incorporating data tokenization have been de-
veloped:
• Labelling Application- Valyu has built a data labeling

(crowd-work) application, currently being trialed in
Kenya, to demonstrate the use of value-based incentives
and tokenization for data quality

• Data Exchange- a data exchange to buy and sell
datasets.

• Data Fund- a proof of concept Data Fund that allows
users to monetize their healthcare data for research
purposes. Users receive a Data Dividend for making
their data available.

• Data Bounty Platform- A data curation platform that
pays users to curate quality datasets

Additionally, Valyu has also developed the following re-
search outputs and tooling:
• A Formal Specification- different applications will

require implementations in private or permissioned
blockchains. A formal specification of the Data Tok-
enization and Valuation framework described in this
paper shall facilitate this objective. It will be released
as an addendum to this position paper.

• Reference Implementations- reference implementations
on the Polygon35 and Hedera36 networks

• SDK and Tooling- for building applications. Valyu cur-
rently has Crowd Work, Monetization, and Governance-
related components.

• Pricing/Valuation Engine- for pricing data and facili-
tating price discovery

The decentralization of cryptocurrency markets and the
transformation of foreign exchange (FX) markets from a
traditional centralized structure have been major devel-
opments in the recent Fintech sector. In this context, the
Valyu framework does not concern itself with currencies
but instead focuses on a secure, decentralized data ecosys-
tem.

IX. Conclusions And Future Work
The concept of data tokenization to create a decentralized
marketplace for data is relatively new. We have described
in this paper a general framework to address some of
the multifactor aspects of data tokenization (technological,
legal, social, economic) exploiting blockchain/distributed
ledger technology (DLT) to create a decentralized market-
place for data while providing regulation and governance.
We have described our decentralized data economy vision
based on tokenization, which can disrupt the traditional
data market and create new opportunities with several
benefits. Among them, we see the creation of new business

34The leading authors are part of the Valyu Network.
35polygon.technology
36hedera.com

models to allow data providers to monetize data and
data consumers to access data more efficiently at a lower
cost. It can lead to new revenue flows for companies and
individuals and drive innovation by making data more
readily available to researchers and developers. Another
benefit is the improvement of data liquidity and inter-
operability through which data is easily exchanged and
shared among different parties for more efficient use of
data resources and better decision-making. Data tokeniza-
tion and smart contracts can improve data governance
and control data circulation. Overall, we aim to foster a
culture of data collaboration that enhances sustainability,
equity, and profitability for organizations. Collaborative
analysis of sustainability data can identify opportunities to
reduce waste, improve energy efficiency, and mitigate en-
vironmental risks. Encouraging knowledge sharing among
stakeholders can unlock the full potential of organizational
data assets, leading to better decision-making, increased
innovation, and more efficient operations. By fostering a
culture of data collaboration, organizations can address
environmental, social, and governance (ESG) challenges
more effectively and improve overall performance, con-
tributing to a more sustainable future.

As the technology and regulations surrounding data con-
tinue to evolve, these boundaries are liable to change,
but at the time of writing, they are conventional and
supported by regulatory opinions in England, and it is
possible to predict the regulatory treatment of tokens. We
nevertheless take account of this in the development of the
framework. We are excited by the immense possibilities
that this breakthrough offers and are confident that data
tokenization will become a widely-used mechanism for
the usage, valuation, and management of data assets,
granting components of the decentralized data economy
increased transparency, safety, and fairness. As part of our
ongoing Valyu roadmap (Sec. VIII), we are committed
to investigating the potential of data tokenization and
exploring new ideas and opportunities to ensure that eth-
ical considerations remain at the forefront of our research
while utilizing the full potential of the decentralized data
economy.
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