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ABSTRACT

Molecular clouds are complex systems and the search of adequate observational
measurements to trace their evolution is still an open problem. In this thesis, we
use produce synthetic emission maps of the 12CO (1 − 0), 13CO (1 − 0), [CI] (1 − 0),
and [CII] lines, as well as of the FIR continuum emission, to test to which extent
these emission measurements can be used as tracers of the evolutionary stage of
molecular clouds. We use numerical simulations of molecular clouds performed
within the SILCC-Zoom project. These simulations include detailed stellar feed-
back due to ionizing radiation, external magnetic fields, and a chemical network
evolved on-the-fly. We compare two different chemical networks, NL97 and NL99,
and we find that NL97, even though it does not include neutral carbon, more accu-
rately reproduces the abundances of CO and C+. We then use NL97 in the rest of
the work. We introduce a novel post-processing procedure for the C+ abundance
using CLOUDY, essential in HII regions to account for the higher ionization states
due to stellar radiation. Furthermore, we show that assuming chemical equilibrium
results in H and H2 being underestimated and overestimated, respectively, by up to
a factor of 2. The abundances of C+ and CO are also, respectively, underestimated
and overestimated. This is reflected and amplified in the estimation of the CO and
[CII] luminosity as well. We also investigate the capability of the LCO/L[CII] lumi-
nosity ratio to trace the H2 mass fraction in the clouds, but find no clear trend. We
then investigate the [CII]/FIR ratio in HII regions and in entire clouds with stellar
feedback. In young HII regions the drop of the [CII]/FIR intensity ratio is mainly
due to the strong FIR emission produced by hot and dense dust, and the contempo-
rary saturation of the [CII] line. In more evolved HII regions, the second ionization
of carbon is the main reason for the low [CII]/FIR ratio. The evolution of this ratio
is reflected in the evolution of the L[CII]/LFIR luminosity ratio in the entire clouds.
This evolution can be schematized in three phases. Overall, L[CII]/LFIR is well cor-
related with the total stellar luminosity L⋆,tot. The relation between L[CII]/LFIR and
L⋆,tot can be fitted with a power-law. When L⋆,tot is large, i.e., in evolved clouds
which formed many massive stars, L[CII]/LFIR is particularly low, determining an
observable [CII]-deficit in these clouds. However, this relation breaks when the total
FIR luminosity stars decreasing as a consequence of the cloud dispersal caused by
the stellar feedback. The aspect of HII regions in molecular clouds strongly depends
on the geometry of the cloud, and on the line of sight. Indeed, a certain HII region
can have different properties when observed from different LOS, and apparent HII
regions, which are actually only the result of projection effects, can be observed.
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INTRODUCTION

Star formation and the interstellar medium, in which and from which stars are
formed, constitute a complex interplay. Our understanding of this interplay has
increased much in the last decades. Back in 2008, the ASTRONET Science Vision
Working Group, set up by several European funding agencies active in Astronomy,
established a comprehensive long-term plan for the development of European as-
tronomy. Four main scientific questions came as a result of this work: What is the
origin and evolution of stars and planets? How do Galaxies form and evolve? Do we
understand the extremes of the Universe? How do we fit in?

Even though these are very general questions, it is interesting to note that at least
the first two have to do with the formation and the evolution of cosmic structures
at different scales. The first question, in particular, clearly assesses the importance
of studies to unveil the complex physics which regulates not only the pure stellar
evolution, but also the conditions and environments which make the star formation
possible in the first place and the effects that formed stars have on the environment
where they formed.

Because of this, it is not surprising that in the last years the field of research
has made substantial progress. First of all, important space missions have been
providing new high-quality observations of star-forming environments. This is the
case, for instance, of the SOFIA mission, which provided fundamental observations
of the [CII] 158 µm line, and many other lines as well, for a lot of star-forming
regions, or of the Herschel mission, which allowed unprecedented access to the far-
infrared spectral range with instruments optimized for star formation research, or
even of the ALMA telescope array. Recently, the James Webb Space Telescope has
been launched and infrared images of the Universe with unprecedented quality are
expected to come, and the first, preliminary images obtained even reinforce these
expectations. Furthermore, the Fred Young Submillimeter Telescope in Chile will
provide, presumably from 2024, high-quality images at submillimeter to millimeter
wavelengths, enabling, for instance, mapping of the [CII] at high-redshift, throwing
new light on the cosmic cycle of star formation in the early Universe.

Spectroscopic observations of star-forming regions clearly show that their chem-
ical variety is huge. Because of this, a broad understanding of the processes which
participate in the cosmic cycle of star formation must necessarily include the know-
ledge of the chemical species and reactions that populate the interstellar medium.
Spectroscopic observations permitted to discover several hundreds of chemical spe-
cies and laboratory spectroscopy achieved extremely important results in terms of
understanding the properties of the chemical species observed in relation to the dif-
ferent environments. In this context, the Cologne Database for Molecular Spectro-
scopy and the Leiden Atomic and Molecular Database are two important databases
for atomic and molecular species relevant in an astronomical context. The physics
and the chemistry of the interstellar medium are deeply interconnected: the abund-
ance of the different species depend on the physical conditions of the interstellar
medium. In turn, its chemical configuration affects the evolution, since heating and
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cooling processes, as well as the star formation itself, are influenced by the type and
abundance of the various chemical species.

Numerical simulations play an important role in helping and improving the
understanding of the cycle of star formation. By means of numerical simulations
of the interstellar medium it is possible to reproduce the processes which create
molecular clouds (the dense regions of the interstellar medium where stars actually
form) and determine the star formation. It is also possible to simulate the effects
that star formation has on these molecular clouds, namely the dissipation and,
eventually, the destruction of the cloud because of the stellar feedback, reproducing
in this way the cosmic cycle of star formation.

Comparing the results from numerical simulations, in which the included phys-
ics and the chemistry is exactly known, with real observations enables, in prin-
ciple, to throw light on the real physics and chemistry of the interstellar medium.
However, such a comparison is often difficult because of the insufficient realism
either of the physics of the chemistry or the numerical simulations. It is, indeed,
very difficult to accurately model, at the same time, both the complex physics of
the interstellar medium and the equally complex chemistry. The difficulties typic-
ally concern both the implementation of these complex phenomena into working
code and the enormous computational time which would be required to accurately
model both the physics and the chemistry at the same time. Because of this, most
simulations tend to favour either the complexity of the chemical network included,
or the completeness of the physical phenomena modelled.

The work presented in this thesis aims to give a contribution towards the re-
duction in this gap between simulations and real observations. We use state-of-the-
art simulations of the life-cycle of molecular clouds, with many complex physical
phenomena included (momentum injection by means of supernova explosions, self-
gravity, magnetic field, gas heating and cooling, star formation and stellar feedback,
for instance) and chemical networks which traces the evolution of a relatively large
number of species. We produce synthetic emission maps of the simulated molecular
clouds which can be used, in principle, for comparison with real observations. We
focus, in our analysis, on the emission from carbon-bearing species and dust grains.
This is motivated by the fact that many high-quality observations of these elements
have become available in recent years (e.g., thanks to the already mentioned SOFIA,
Herschel, and ALMA).

The main questions we aim to answer in this work are:

1. To which extent the chemical networks we use are reliable in predicting the
observed abundances and properties of the species of our interest? (Chapter 6)

2. How can the molecular hydrogen in the interstellar medium be traced ad-
equately by the other chemical species that we model? (Paper I and Chapter 6)

3. Which physical phenomena must be taken into account to accurately repro-
duce the observed [CII] line emission coming from HII regions? (Paper I)

4. Which information can be obtained about the evolution of HII regions and
star-forming molecular clouds by analysing their [CII] and FIR continuum
emission? (Paper II)

The scientific results listed above are accompanied by an overview of the relevant
physical and chemical processes which determine the evolution of the interstellar
medium (Chapter 2). Furthermore, Chapter 3 provides an accurate description
of the numerical methods used in the simulations and in the radiative transfer
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calculations. In this context, the code used to post-process the abundance of C+ in
the HII regions is shown, with comments, in the Appendix A, as it has been used
for the first time for the work described in this thesis.
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ASTROPHYSICAL BACKGROUND

It is well known that stars form in particular regions of the so-called interstellar
medium (ISM), a gaseous medium which permeates the space between the stars in
a galaxy. This is, however, a relatively recent discovery, as in the old worldview they
were supposed to be eternal objects located in a spherical shell surrounding the rest
of the universe, not subject to the physical laws that rule the terrestrial world.

Fundamental milestones in the understanding of the star formation are the
works of Ambartsumian (1949) and Becklin & Neugebauer (1967). The first con-
sists in the estimation of the age of a certain type of stellar cluster which turned out
to be only 106 years old, the second is the first evidence of ongoing star formation,
namely a black body source in the Orion nebula bright in infrared, but with no
optical counterpart. These two fundamental works lead the scientific community to
realize that most stars are much younger than the age of the universe and that star
formation is not a phenomenon only of the early stage of the universe, but happens
at any cosmic time and, in particular, is still ongoing at present days in specific
regions of the galaxies.

These and many other scientific works indicated that the ISM is ultimately the
origin of new stars. Understanding star formation means then unveiling the relation
between the ISM and stars. This task is far from complete: its complexity derives
from the enormous variety in physical and chemical processes involved, as well as
from the different environments. Noting that, as a mere example, the typical density
of a medium-size star (the Sun, for instance) has a typical number density of 1023

cm−3 and the average density of all ISM is only approximately 1 cm−3 probably
gives an impression of such variety that one needs to consider to investigate star
formation. In this huge abundance of environments, a primary role is played by a
particular phase of the ISM called molecular clouds (MCs). These are, as the name
suggests, particularly dense (≳ 100 cm−3) and cold regions where hydrogen is
mostly in molecular form. These are actually the birthplace of stars and because
of this they are often referred to as stellar nurseries. As we are interested in star
formation, this phase of the ISM will be studied in detail in this thesis.

The ISM is composed of several elements. Hydrogen is by far the most common
and can be found in ionized (H+), neutral (H), and molecular (H2) form. The second
most common element is helium (He), followed by all the other natural elements
of the periodic table, to which astronomers generically refer as metals. Among all
them, in this thesis we will consider in particular carbon in its atomic form, single
and double ionized forms (C, C+ and C2+), as well as carbon monoxide (CO).
Furthermore, a small fraction of the ISM, typically of the order of 1% in number
density, is composed of small dust grains, with typical size of approximately 100
micrometers, and mostly consisting in carbonaceous and silicate species.

Astronomers observe the ISM in a broad range of wavelengths, using both the
line emission of the various gas species and the continuum emission coming from
dust. These observations are then used to infer the characteristics of the different
regions of the ISM, such as density, temperature, magnetic fields strength, star form-
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ation rate and many other quantities. In the following, we describe with more detail
the properties of the ISM, as well as the physics concepts needed to understand the
results obtained in this work.

2.1
The Interstellar Medium

2.1.1

Composition of the ISM

The ISM is defined as the medium permeating the space between stars in a galaxy.
Its main components are gas, dust, radiation fields, magnetic fields, and cosmic
rays. We now briefly describe each of these components; then, we describe the
various states that the ISM can assume.

Gas

Interstellar gas constitutes, in terms of mass, the vast majority of the ISM. Hydrogen
is by far the most abundant element within the interstellar gas: it represents about
70% of the total gas mass. After hydrogen, the second most common element is
helium, which represents approximately 28% of the gas mass. The remaining 2% is
constituted by metals, that is, in astronomy, all elements with atomic number larger
than 2 (Li, Be, ...) (Draine, 2011).

The hydrogen gas can be found in ionized (H+), neutral (H), and molecular
(H2) form. As reported in Draine (2011), atomic hydrogen is, in mass, the most
common form in the ISM, representing about 60% of the total hydrogen. Then, 23%
of hydrogen is ionized and 17% is molecular. In any case, these numbers might
be, in a certain sense, misleading, as H+ is typically located in much less dense
regions than H, and therefore the volume of ISM filled with ionized hydrogen is
even larger than the volume filled with atomic hydrogen. If we consider the volume
filling factors, defined simply as the ratio between the volume occupied by a certain
species and the total volume (of the ISM, in this case), we find that H+, H, and
H2 have volume filling factors of 0.64, 0.31, and 0.05, respectively (Spitzer, 1978;
Tielens, 2005). Looking at the mass and volume fractions of the different states of
hydrogen we can already learn than H+ generally occupies vast, diffuse regions of
the ISM and that H2 is mainly located in very dense, albeit small, regions, and this
is why its volume filling factor is so small, whereas the mass fraction is much larger.
Atomic hydrogen exhibits intermediate features between H+ and H2.

As opposed to hydrogen and helium, which are mostly created during the big
bang, metals are only produced in complex thermonuclear reactions in the stars or
during supernova explosions and ejected in the ISM. It is worth mentioning that,
even if they only constitute about 2 % of the gas mass, and even less in terms of
number density as they are heavier than hydrogen, metals play an important role
in the physics and the chemistry of the ISM, mostly by cooling the gas. Because of
this, the amount of metals is a crucial parameter in the description of the ISM.

Dust

The dust mass in the ISM is of the order of 1% of the gas mass (Hildebrand, 1983;
Klessen & Glover, 2016). Typical grain sizes are 5 − 250 nm and, although numer-
ous chemical elements contribute to form them, they can be modeled as a mixture
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Figure 1: The mean intensity (in erg cm−2 s−1 Hz−1 sr−1) of the ISRF in the
solar neighborhood. The highest energy part of the spectrum, i.e., the shortest
wavelengths, is dominated by the hot gas. Then, moving to longer wavelengths,
the spectrum is dominated by stellar radiation, polyciclic aromatic hydrocarbons
(PAHs), stellar dust and, at the lowest energies, by the cosmic microwave back-
ground (CMB). Figure is taken from Tielens (2005).

of carbonaceous and silicate grains (Weingartner & Draine, 2001). Dust plays a role
mainly in producing a general extinction of the light from distant sources, because
of absorption and scattering, and in polarizing the starlight because of the align-
ment of the dust grain with the galactic magnetic fields. Furthermore, gust-grain
reactions are relevant for the chemistry of the ISM (see e.g. Holdship et al., 2017).

Radiation fields

Besides the “massive” part of the ISM, composed of gas and dust, the interstellar
medium is also permeated by electromagnetic fields, generated by a number of
physical phenomena happening inside and outside the galaxies. Overall, we refer
to this radiation as the interstellar radiation field (ISRF).

The ISRF spectrum spans over a large range of wavelengths: as shown in Fig. 1,
there is radiation from ∼ 10−7 cm (corresponding to 10 Å) up to over 10 cm. We
can divide the spectrum in several regimes:

• Extreme ultraviolet (EUV) regime, corresponding to λ < 912 Å, that is, those
wavelengths shorter than the Lyman limit, the ionization energy of hydrogen
(13.6 eV). In this regime, where we include also X- and Gamma-rays, emission
is dominated by bound-bound, bound-free, and free-free emission in hot plas-
mas and, at the most extreme energies, by extraglactic sources as well. There
are also numerous emission lines in this regime.

• Far ultraviolet (FUV) regime, roughly spanning from the aforementioned Ly-
man edge to ∼ 4 eV, or 310 nm. In this regime, O- and B-type hot stars are
the main radiation sources. The FUV regime is of particular interest for the
study of molecular clouds and the ISM in general, as it is strongly connected
with the hydrogen chemistry. Indeed, this regime has been studied deeply for
decades: a pioneer in this field was Harm Habing, who gave the name to the
Habing field, corresponding to 1.2 × 10−4 erg cm−2 s−1 sr −1 (Habing, 1968).
A decade later, Draine (1978) estimated the typical FUV intensity in the solar
neighborhood to be G0 = 1.7 Habing fields. This is still the canonical value
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used.

It is worth mentioning than even if the most of the spectrum of such OB
stars lies in the FUV regime, a non-negligible fraction of photons emitted
have energy higher than 13.6 eV and are therefore able to ionize the hydrogen
surrounding them. This creates the so-called HII regions (see below in this
chapter).

• Visible light, as well as soft UV and near infrared (NIR) is dominated by later
type stars, as well as by Policycle Aromatic Hydrocarbons (PAHs), mostly in
the NIR.

• Far infrared (FIR), including wavelengths from a few µm to ∼ 1000 µm (for
instance, it is assumed to be the region between 3 and 1100 µm in Pabst et al.
(2022)). Here, the dust continuum emission, typically by dust grains absorbing
starlight, dominates the spectrum.

• the microwave regime is dominated, as the name itself suggests, by the Cosmic
Microwave Background (CMB), which is relevant for wavelengths larger than
∼ 600 µm. The CMB spectrum is a practically perfect black body spectrum at
a temperature of 2.726 K (Fixsen, 2009).

Magnetic fields

Magnetic fields play a major role in controlling the dynamics of the gas in the ISM.
In the Galactic midplane, recent measurements (e.g. Beck & Wielebinski, 2013) sug-
gest it to be about 3 µG. Of course, we cannot observe magnetic fields directly: the
most common ways to infer information about it is observing the linear polarization
of starlight dust continuum emission, as well as the Faraday rotation of background,
polarized radio sources, and Zeeman splitting of the 21 cm lines (Tielens, 2005). Re-
cent observations, like the ones carried out by Planck Collaboration et al. (2016);
Soler et al. (2017); Planck Collaboration et al. (2020) and many more, show very de-
tailed measurements of magnetic field morphology in nearby clouds. By looking at
those measurements, one immediately realizes that the shape of the magnetic fields
in a given region of the ISM is quite complicated.

In general, the amplitude of the magnetic field increases with the gas density.
The simplest model to understand that is to assume a sphere of gas with isotropic
density uniformly collapsing. In this case, the number density is n ∝ r−3, where r
is the (decreasing) radius of the sphere. The module of the magnetic field, B, is re-
lated to r by B ∝ r−2 (this is the so-called flux freezing, a consequence of the Maxwell
equations). As a consequence, B ∝ n2/3. A good number of numerical simulations
show good agreement with this assessment as long as B is weak. In case of strong
magnetic fields, the relation between B and n is B ∝ n1/2 (Hennebelle & Inutsuka,
2019). This is a consequence of energy equipartition between magnetic and kin-
etic energy. The aforementioned review by Hennebelle & Inutsuka (2019) nicely
discusses in more extensive way this topic. The densest regions of the ISM tend
to assume either spheroidal, sheet-like, or filamentary structures (see e.g. Ganguly
et al., 2022). In such structure, it is of interest to investigate the relative direction
of the magnetic field B with respect to the structures themselves. Indeed, magnetic
fields have an impact on the evolution of such structures and their effects depend
both on the strength and on the direction of B. We will discuss it in detail in Section
2.2
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Cosmic rays

Cosmic rays are an important source of energy in the ISM. They are relativistic
particles mainly constituted of protons (≲ 90%), α particles (He nuclei) (∼ 10%),
and about the 1% of heavier elements and electrons (Draine, 2011). They both give
support against gravity for the gas in the ISM and heat and ionize the interstellar
gas, even deep penetrating deep into the dense part of the ISM. As a result, the
chemistry of the ISM is strongly influenced by the intensity of the cosmic rays flux
(see e.g. Bisbas et al., 2021). They also trigger the beginning of gas outflows and
have an impact on the outflow phase structure (Rathjen et al., 2022).

2.1.2

Phases of the interstellar medium

The interstellar medium, as we already mentioned, includes a huge variety of en-
vironments, characterized by different densities, temperatures, and ionization frac-
tions. Based on these features, a common (for instance Ferrière, 2001; Tielens, 2005;
Klessen & Glover, 2016, and many more) classification of the different regions of
the ISM is the following:

• Hot intercloud medium, or hot ionized medium (HIM): it is the hottest (∼ 105 − 106

K) and least dense (∼ 10−3 cm−3) component of the ISM. This is the dominant
component in the galactic halo and it is believed to be produced mainly trough
shocks driven by supernovae explosions and stellar winds.

• Warm ionized medium (WIM): it is a mostly diffused component with typical
density of ∼ 10−1 cm−3 and temperature of ∼ 8000 K. The WIM represents
about nine tenths of the total ionized gas in the ISM (Haffner et al., 2009).
Here, the ionization is mostly due to collisions. Recently, denser environments
(∼ 10 cm−3) with ionized gas have also been found; these are supposed to be
ionized trough extreme ultraviolet photons from nearby star-forming regions
(Langer et al., 2021).

• Warm neutral medium (WNM) and cold neutral medium (CNM): these are the
two possible phases where neutral medium can be found. Observing the 21
cm emission line of atomic hydrogen is by far the most common way to trace
this type of gas phase. The WNM has properties similar to the WIM (but
of course it is mostly neutral), whereas the CNM has a typical density of
∼ 50 cm−3 and temperature of ∼ 100 K. The latter is mostly found in clumps
(atomic clouds) with typical size of 50 pc (Spitzer, 1978); on the other hand,
the WNM is in general diffuse, intercloud gas.

• Molecular clouds (MCs): they are the densest part of the ISM, where the gas
is mostly molecular. They have typical temperatures of ∼ 10 K and density
of a few 100 cm−3. These are the sites where star formation occurs. Because
of their great relevance in the work presented in this thesis, we will describe
their structure and avolution more in detail in the following (Section 2.2).

The different phases of the ISM are to some extent a didactic simplification to clas-
sify the complexity of the ISM, but on the other hand these different phases do
have a physical meaning in term of stability. Indeed, not all possible gas conig-
urations within the ISM turn out to be stable over time: for instance, Field et al.
(1969) showed that CNM and WNM are two stable solutions for an atomic gas in
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thermal equilibrium. Any other configuration would be unstable and tend either to
the CNM or the WNM configuration. Similarly, McKee & Ostriker (1977) claimed
that supernovae explosions must lead to the formation of HIM and that such a HIM
is quasi-stable.

2.1.3

Physical processes in the interstellar medium

There are numerous physical processes happening in the ISM. In this section we will
give an overview of the main heating and cooling processes, as well as of the role
played by turbulence and magnetic fields. We do not aim to be exhaustive here, as
these processes would require several chapters in order to be described accurately
and is out of scope for this thesis: what we aim to do here is to mention these
processes and quickly describe them as long as the majority of them is included
in the numerical simulations we work on. We refer to the cited literature for more
details about these processes.

Gas heating

Gas heating is generally dominated by processes which couple the gas to the ra-
diation field. In particular, this often happens through photo-ionization processes
where ionizing photons hit dust grains and eject electrons which results in having a
fraction of the incident energy converted in kinetic energy. Then, this kinetic energy
is quickly distributed among the other atoms and ions in the gas (Bakes & Tielens,
1994; Wolfire et al., 2003) by collisions. If there are photons more energetic that 13.6
eV, hydrogen can be ionized forming H+: this is a HII region. Vice versa, in case
only photons with energy lower than 13.6 eV are available, hydrogen stays in atomic
form, and only larger stable molecules and small dust grains are ionized.

Besides ionization, photodissociation plays also a role in heating the gas in mo-
lecular regions. Strong FUV fields dissociate H2 molecules into H atoms. The
regions where this phenomenon is relevant are indeed called photodissociation re-
gions (PDRs). This process releases on average an energy of ∼ 0.4 eV into the cloud
for each dissociation (Black & Dalgarno, 1977). Furthermore, dust can also absorb
photons, resulting in a heating process that leds, in turn, to the heating of the gas
via collisions (e.g. Tielens, 2005).

Similarly, X-rays and CRs can heat up the ISM via collisional processes in the
well-shielded gas. Indeed, these can penetrate deeply into the ISM and heat the gas
significantly through collisions with the gas particles (Glassgold & Langer, 1973).

Finally, it is worth mentioning that collisonal de-excitation (the collision of an
excited atom/molecule with another one and the transfer of such energy to the
collided one in form of kinetic energy) of H2 can also be important as a source
of heat in those dense regions where the collisional timescale is smaller than the
radiative decay timescale. Also the formation of the H2 molecule itself is a source
of heating, as it releases 4.48 eV energy per molecule (Goldsmith & Langer, 1978).

Gas cooling

Gas cooling is closely connected with line emission. Indeed, gas cools when its
particles move from a higher to a lower excited state and, by doing this, emit a
photon. The energy of this photon depend on the nature of the transition and on
the quantum mechanics laws which regulate them. In principle, there are really a
large number of transitions happening in the ISM. Practically, a few of them are
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important and depend on the temperature of the gas.
At high temperatures, dipole-allowed transitions are dominant. In particular, at

around 10 000 K the Lyman-α emission line dominates. At even higher temperat-
ures, cooling due to metals is more important.

At lower temperatures, fine structure transitions are relevant: the most import-
ant example here is definitely the fine structure transition of C+ at 158 µm, indicated
with [CII], which dominates the cooling in cool gas (∼ 100 K) (see e.g. Wolfire et al.,
1995; Guevara et al., 2020, and many more). Due to the great importance of this line
transition for this work, we will described it more in detail later on in this thesis
(Section 2.4.2).

At temperatures of about 10 K, carbon monoxide (CO) is another important
coolant of the gas. Line emission of CO is the result of rotational transitions and
again, due to the great importance of this molecule for this work, we will describe
it in more detail in Section 2.4.3.

Finally, dust also acts to some extent as a gas cooler (Leung, 1975; Hollenbach &
McKee, 1989; Goldsmith, 2001). At sufficient low density, dust and gas are coupled
trough collisions. As dust can quite efficiently radiate by continuum emission, it can
possibly be colder than the surrounding gas. In this case, heat is transferred from
gas to dust by means of collisions and then further irradiates trough FIR photons.

Turbulence

The different phases of the ISM have their characteristics because of the heating
and cooling processes described above. As we said, they are, to some extent, a
convenient classification, but on the other hand they also have stability properties
because of which the ISM tend indeed to reach one or the other configuration.
However, thermal instability and stellar feedback create turbulence and mix the
gas.

The Reynolds number is defined as

Re =
ρvL

µ
, (2.1)

where ρ is the density of a fluid, v its velocity, L a characteristic length of the
considered phenomenon, and µ the dynamical viscosity. A low Re indicates lam-
inar flow, and a high Re indicates turbulent flow. In the cold ISM, for instance,
Re ∼ 105 − 107 (Elmegreen & Scalo, 2004), which definitely indicates a turbulent
flow.

Turbulence means, by definition, that a fluid is subject to chaotic changes in
pressure and velocity. Still, there exist theories of turbulence. The first one, for
incompressible fluids, is by Kolmogorov (1941). The idea is that the turbulent flow
is composed by “eddies” of different sizes. These different sizes are associated
with different characteristic lengths and velocities. The large eddies are unstable
and because of that they tend to break up and create smaller eddies, and the kinetic
energy of the initial large eddy is divided into the smaller eddies that stemmed from
it. This process is repeated several times and smaller and smaller eddies are formed
and it is known as energy cascade, originally discussed by Lewis F. Richardson in
1920s. Finally, the eddies reach a sufficiently small length scale and the viscosity
of the fluid can effectively convert the kinetic energy into internal energy. Energy
is thus injected into the system at a large length scale, the injection scale, and, due
to the process described, is dissipated at the dissipation scale, much smaller than the
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injection scale. To formally express Kolmogorov’s results, one has to first consider
the velocity field of the fluid u(x). Then, one defines

û(k) = F{u(x)} , (2.2)

where û(k) is the Fourier transform of u(x). Indicating with ui the i-th component
of û(k), one defines the energy spectrum E(k) such that E(k)dk is the contribution to
the kinetic energy given by the modes with k, |k| < k + dk. Kolmogorov found that,
for isotropic incompressible fluids,

E(k) ∝ k−5/3 . (2.3)

More complicated (and realistic) configurations, such as compressible fluids or
presence of magnetic fields, change the exponent of k, but the general idea of the
theory is preserved, as well as the role of the turbulence in the ISM, which is be-
ing the primary source of kinetic energy, as well as confining structures as a con-
sequence of compressive velocity fluctuations.

There are several possible sources of turbulence in the ISM. Klessen & Glover
(2016) identify four main phenomena originating turbulence, which are:

• gas accretion onto the galaxy through the cosmic web;

• rotational energy of the galactic disk;

• magnetorotational instabilities which happen in the galactic disk;

• supernova explosions, stellar winds, massive star radiation, and in general
phenomena connected with stellar evolution.

The importance of those phenomena depend on the amplitude of the portion of
the ISM considered. In this thesis we are mostly interested in dense, relatively
small (∼ 100 pc) regions in association with star formation and stellar evolution.
Therefore, the driving of turbulence by means of stars will be, for us, the most
relevant process.

2.2
Molecular clouds

Molecular clouds (MCs) are dense and cold regions of the ISM, where hydrogen is
mostly in molecular form. Due to their high density, MCs are the regions where star
formation actually happens. As we mentioned in Section 2.1.2, they are character-
ized by a typical temperature of ∼ 10 K and a desity of some 100 cm−3. In any case,
they actually exhibit a large variety of physical conditions. A commonly used way
to classify MCs uses the visual extinction AV (Snow & McCall, 2006; Draine, 2011, for
instance). This is a quantity which expresses how much radiation, typically FUV,
is suppressed by the cloud. Intuitively, it is a measure of how “thick” the cloud is.
The visual extinction is related with the column density of the cloud. Specifically,

AV = AV,0Ntot , (2.4)

with Ntot the total column density of the cloud and AV,0 = 1.87 × 1021 mag cm2

(Draine & Bertoldi, 1996; Glover et al., 2010)1. Based on that, MCs can be classified
1Other works assume slightly different values for AV,0. For instance, Weingartner & Draine (2001);

Röllig et al. (2007) assume 6.3 × 1022 mag cm2 at solar metallicity
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as

• diffuse clouds, if AV ∼ 1. These are typically small (∼ 3 pc) and relatively warm
(T ∼ 50 K). Their typical mass is of about 50 M⊙.

• giant molecular clouds (GMCs), if AV ≳ 2. These have a number density of
n ∼ 100 cm−3 and temperature of about 15 K. They are the most massive
clouds (∼ 50 M⊙) and size of 50 − 100 pc. in this thesis, we will analyse
mostly simulations of GMCs.

• dark clouds, if AV ∼ 5. They are somehow smaller, (∼ 10 pc) and denser
(n ∼ 500 cm−3) than GMCs.

• dense cores, if AV ∼ 10. Within these cores star formation actually takes
place. They are characterized by small dimension (∼ 0.1 pc) and high density
(∼ 10 cm−3).

Even more than for the phases of the ISM, it is important to stress that this is a way
of classifying a huge variety of environments, and therefore real (and simulated)
clouds often have intermediate properties among those listed before. Furthermore,
embedded structures are likely to occur: for instance, dense cores are normally
located inside a less dense cloud (e.g., a GMC), as they are the result of the gravita-
tional collapse of the larger cloud which surrounds them.

2.2.1

Life-cycle of molecular clouds

We summarize now briefly the life-cycle of a molecular cloud, that is, the processes
leading to the formation of the cloud itself, the creation of structures and dense
cores, the star formation, and the destruction of the cloud.

Cloud formation

Two fundamental works by Oort (1954) and Field (1965) suggest that MCs form
due to thermal instability in warmer atomic gas. This initially forms small clouds
which, by means of collisions, later dissipate energy and stick together. This simple
model, however, cannot easily explain the formation of the largest MCs, especially
given their relatively short lifetime. In the following decades, more refined models,
normally implying the presence of converging flows of material, aimed to explain
cloud formation more in detail. There are several phenomena that can drive such
flows, and they probably operate together with each other. Some of these proposed
phenomena are the Parker instability (Parker, 1966), where the gas accumulate as
a consequence of the bending of magnetic field lines, a large-scale gravitational
instability in the galactic disk, and compression due to supernovae (Inutsuka et al.,
2015), which produce bubbles of gas with dense shells, where converging flows
actually occur.

Structures and dense cores formation

Molecular clouds do have an internal structure. Studies on both observation and
simulation sides (see e.g. Ganguly et al., 2022) show that MCs have a internal hier-
archical structure where overdensities have a filamentary, sheet-like or spheroidal
aspect. In the last decades, two main mechanisms have been investigated in order
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to explain such structure formation: the gravo-turbulent and the global hierarchical
collapse scenarios.

The gravo-turbulent scenario was originally proposed by Zuckerman & Evans
(1974) and much refined in later years (e.g. Mac Low & Klessen, 2004; McKee &
Ostriker, 2007; Hennebelle & Falgarone, 2012). Essentially, the idea is that the mo-
lecular cloud structure represents a turbulent cascade. External sources, such as
supernova explosions, drive energy into the ISM. Then, energy is transferred to
smaller scales (see Turbulence in Section 2.1.3) up to scales of about 0.1 pc. Struc-
tures forming at different scales are supersonically turbulent, and this prevents
them from gravitational collapse. In this way, asymmetric structures (filaments, for
instance) are a consequence of the inhomogeneous nature of turbulence. At ∼ 0.1
pc, turbulence becomes subsonic, and this allows the formation of gravitationally
bound cores, which are where star formation actually takes place (Arzoumanian
et al., 2013).

On the other hand, the global hierarchical collapse scenario argues that MCs
are undergoing multi-scale, multi-epoch gravitational collapse. This determines a
mass and energy cascade, which is the analogous of the turbulent cascade in the
gravo-turbulent scenario. The time scale of the collapse at small scales is shorter
than at large scales: this means that dense cores collapse first and form stars, whose
feedback disperses the parent clouds, counteracting the collapse still ongoing at
larger scales. This prevents the cloud from a global collapse, i.e. keeps the star
formation efficiency low, as widely observed (Leroy et al., 2008, for instance). A
complete overview of this scenario can be obtained in the review paper by Vázquez-
Semadeni et al. (2019).

There are, in principle, observations and measurements which can be done
in order to discriminate between the two scenarios described above. As we ex-
plained, the gravo-turbulent scenario predicts unbound, or nearly virialized, clouds,
whereas the global hierarchical collapse scenario implies gravitationally bound clouds.
Some observations of gravitational accretion flows seem to support the presence of
bound clouds, even though a bias of such observations towards dense structures
(which tend to be bound in both scenarios) might undermine their reliability in
favouring the global collapse scenario (Chevance et al., 2022). Also, in the gravo-
turbulent scenario the star formation rate (SFR) should be constant throughout the
entire lifetime of the MCs, whereas in the other scenario it should progressively
increase till the onset of stellar feedback. Observtions are conflicting in this aspect,
too. Overall, there is still no unanimously accepted answer on the most realistic
structure formation scenario.

Star formation

Any model aiming to describe star formation in dense core has to explain some
observational facts, the most important of which is the stellar initial mass function
(IMF). This is the distribution of mass of the newly-formed stars, and it is found to
be remarkably similar for even very different environments. The IMF is typically
described as a power law:

dN
dM

∝ M−α , (2.5)

with α = 2.3 (Salpeter, 1955; Kroupa, 2001) at solar metallicity. This distribution
applies for quite massive stars (≳ 1 M⊙). There are two primary models which
attempt to explain star formation and, in particular, the origin of the IMF: the com-
petitive accretion and the turbulent fragmentation scenarios.
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The competitive accretion scenario assumes that the dense ISM medium initially
collapses because of the Jeans instability (Jeans, 1902; Binney & Tremaine, 2008)
and forms sorts of “proto-protostars” which competitively accrete mass from the
environment. This phenomenon, in its simplest form, is known as the Bondi-Hoyle
accretion (Hoyle & Lyttleton, 1941; Bondi, 1952). This simple model has been refined
in subsequent decades to better account for the observed IMF dsitribution (Eq. (2.5),
which the simple Bondi-Hoyle accretion scenario could only broadly reproduce)
and now, in its typical expression, assumes that an initial protostar cluster, where
all the protostars are roughly at the Jeans mass, experience N-body interaction. As
a consequence, some protostars are ejected from the centre of the cluster and do
not accrete further mass, whereas those stars which remain in the cluster do accrete
mass via gravitational channel, becoming then more massive (Klessen & Glover,
2016).

In contrast, the turbulent fragmentation scenario prescribes, as the name sug-
gests, a primary role for the turbulence. Turbulence in molecular gas creates local
overdensities and some of them (those which are gravitationally bound) collapse
and form stars. We can schematise this process with two steps: in the first one,
turbulence divides the molecular medium in clumps, only some of them being
gravitationally bound and therefore forming stars. Then, the star formation process
occurs, but given its limited efficiency only a fraction of the clump mass is conver-
ted into stellar mass. There is then a direct relation between clump mass and stellar
mass, and assuming a certain distribution of the orignal molecular gas, a corres-
ponding distribution of the clump mass can also be obtained (see e.g. Padoan et al.,
1997; Hopkins, 2012).

Cloud destruction

Molecular clouds have a limited lifetime. Once stars form, they exhert a feedback
on the clouds which in general act as an expanding force which contrast gravity
and ultimately overcomes leading to the dispersion of the clouds.

It is possible to date MCs in the solar neighborhood by calculating the age of the
embedded stars by means of the Hertzprung-Russel diagram. From these meas-
urements a typical resulting age is of ∼ 10 Myr (Elmegreen, 2000; Hartmann et al.,
2001; Ballesteros-Paredes & Hartmann, 2007). This operation is more difficult for
more distant objects, as stars are often not resolved: other techniques are then re-
quired. This is the case of Kawamura et al. (2009), that estimate the lifetime in MCs
to ∼ 25 Myr in the Large Magellanic Cloud. They use the data of a CO emission
survey to identify clouds with little to no signs of ongoing star formation, clouds
with HII regions, which are associated with ongoing star formation, and stars with
well developed embedded star clusters. The relative abundance of such three differ-
ent states suggests the relative lifetime. Then, separate dating of the stellar clusters
enable to assess the absolute lifetime of these clouds. In general, it has been argued
(Tan et al., 2006) that the lifetime of MCs is approximately 10 times their free-fall
time2, which gives a useful way to compare evolution of MCs with different size
and density. In Paper II, we also propose a method to obtain the time passed since
the onset of star formation in MCs by means of line and dust continuum emission
measurements.

Stars formed in MCs exhert feedback on the clouds themselves, and this leads
to the dispersion of such MCs. Massive stars (≥ 8 M⊙) are the main sources of

2The free-fall time is defined as the time that a body, a MC in this case, needs to collapse under its
own gravitational force
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feedback. The three main physical phenomena which determine stellar feedback
are supernova (SNe) explosions, stellar wind, ionizing radiation, and radiation pressure.
We will briefly discuss in the following the effects of such phenomena on MCs, and
leave for Sec. 2.2.2 a more detailed description of the ionizing radiation, as it plays
a particulary important role in the simulations which are analysed in this thesis.

Supernova explosions typical happen at the end of the life-cycle of stars with
≳ 8M⊙ (exceptions for some mass and metallicity ranges are possible). Accord-
ing to the star mass, such explosion releases 2 − 5M⊙ mass at velocity of about
6000 − 7000 km s−1 into the surrounding ISM and the temperature medium is
heated to temperature even above 106 K (Janka et al., 2012). A SN explosion event
can destroy the entire MC it is embedded in, but also trigger the condensation and
formation of new clouds (Iffrig & Hennebelle, 2015; Gatto et al., 2015; Walch et al.,
2015).

Stellar winds are constituted of the material ejected from stars throughout their
life. Over the entire lifetime of a very massive star, the total amount of ejected
energy is comparable with the ∼ 1051 erg of SNe (see e.g. Naab & Ostriker, 2017,
and references therein), even if this happens over a much larger time period. Stellar
winds contribute to reduce the density of the surrounding ISM, to heat it, and to
enrich it in metals; the ejected momentum is comparable to the one ejected from
SNe. The impact of stellar winds on the evolution of MCs is still highly debated:
their effect on large (∼ 100 pc) scale is, according to recent simulation works (Ali
et al., 2022, for instance) at most secondary compared to photoionization, even
though it can be responsible on producing small cavities (≤ 30 pc), especially in
very dense regions of the cloud (Geen et al., 2020). Observations offer a broad range
of results concerning the importance of winds, too: in some star-forming regions,
like N81 in the Small Magellanic Cloud, they seem to be much lower than predicted
by theoretical models and therefore of negligible importance (Martins et al., 2004),
while they are, if not the main component, needed to explain the expansion velocity
of the HII region in NGC 7538 (Beuther et al., 2022).

2.2.2

Ionizing radiation and radiation pressure

A massive star typically ejects ∼ 1053 erg in Lyman continuum photons over its
lifetime, which is two order of magnitude more than the energy ejected in a SN
explosion event. Such ejection ionizes part of the surrounding cloud creating a
so-called Strömgen sphere (Strömgren, 1939). In its original and simplest expres-
sion, which assumes spherical symmetry, uniform gas density, steady state and one
single ionizing source, the radius RS0 of this sphere corresponds to the distance
from an ionizing source at which the ionization rate of neutral hydrogen equals the
recombination rate of ionized hydrogen. Following Draine (2011),

RS0 =

(
3 Q0

4πn2
HαB

)1/3

, (2.6)

where Q0 is the rate of emission of hydrogen-ionizing photons, i.e., those with
hν > 13.6 eV, nH is the hydrogen density and αB is a recombination coefficient
mildly dependent on the temperature. For typical cloud parameters, this means
RS0 ∼ 3 − 4 pc. Although all the aforementioned assumptions made to derive Eq. (2.6)
are unrealistic in a real (and simulated) cloud, the dependencies found there are still
qualitatively valid. From Eq. (2.6) we learn that RS0 ∝ Q1/3

0 and RS0 ∝ n−2/3
H , mean-
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ing that the HII regions tend to be larger the hotter and brighter the stars are, and
smaller the denser the surrounding medium is.

The mean free path (mfp) of a an ionizing photon is

mfp =
1

n (H0) σp.i.
, (2.7)

where n
(
H0) is the density of neutral hydrogen, and σp.i. is the photoionization

cross section. This corresponds to ∼ 0.1 pc, i.e., mfp ≈ RS0/100, which means that
it is usually a good approximation to idealize the boundary between ionized and
neutral hydrogen as a discontinuous transition, called ionization front, unless one is
interested in studying the properties of such transition regions in detail (which are
the PDRs discussed in Section 2.1.3) more than the HII regions or the entire cloud.

As we mentioned, the Strömgen approximation assumes steady state. Actually,
ionization fronts are in general not stationary, rather they expand in the surround-
ing medium. The photoionization of molecular hydrogen process increases the
number of free particles of a factor 4 (H2 → 2H+ + 2e−) and raises the temperature
to ∼ 104 K. This leads to a pressure increase by a factor of ∼ 103. At this point,
such high-pressure gas pushes away the surrounding cold, low-pressure gas.

At early times after a star forms and starts ejecting radiation, the ionization front
propagates at high velocity v, typically of several hundreds km s−1, and rapidly
decreases with increasing time. It reaches a typical velocity of a few 10 km s−1 in
the time needed to expand to reach a radius r ≈ RS0. As v ≲ 2cion, being cion the
sound speed of the ionized gas, typically ∼ 10 km s−1, a shock wave generates and
moves ahead of the ionization front, compressing and accelerating the neutral gas
(Draine, 2011). Now, the ionization from moves through a gas which is no longer
steady, but already compressed and moving. Now the expansion of the HII region
continues, progressively slowing down with time. Spitzer (1978) found that the
radius r of the ionizing front follows now

r ∝ t4/7 , (2.8)

and therefore
v ∝ t−3/7 . (2.9)

The overall evolution of the ionization front with time is shown in Fig. 2, which
is an adaptation from Draine (2011). The two different regimes of the expansion,
with and without shock wave, are mostly evident in the velocity plot, where it
clearly appears how the ionizing front rapidly decelerates from ∼ 1000 to ∼ 10 km
s−1 in the first few 100 yr, then decelerates only slowly in the second phase of the
expansion.

As a remark, the ionization front can be preceded by a photodissociation front,
originated by those photons with 11.2 eV < hv < 13.6 eV, i.e., those which can dis-
sociate H2 into atomic hydrogen, but not ionize it. Draine (2011) shows that such
photodissociation front in general precedes indeed the ionization front only in the
second phase of the expansion, when the shock wave is created. In this case, there
is therefore a nested H+ − H − H2 structure from the inner to the outer part of the
region around the massive star.

Another feedback process due to stellar radiation (not modelled in the simula-
tions we analyze in this thesis) is the radiation pressure. An electromagnetic wave
carries momentum, which is transferred to an opaque surfaces it strikes. The res-
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Figure 2: Upper row: ionization front Ri as a function of time. The instant when the
shock front originates is tD. Similarly, RD is the radius at that instant. Bottom row:
velocity VIF of the ionization front as a function of time. Note that the time axis is
in log-scale. Adapted from Draine (2011).

ulting pressure P exerted is given by P = ⟨S⟩ /c, where S = E × H is the Poynting
vector. This can also be expressed in terms of photons:

P =
hν

c
Φν , (2.10)

where h is the Planck constant and Φν is the photon flux at frequency ν. A flux of
photons, like the one produced by stars, determines a pressure on the ISM particles.
As a consequence of this, there is nonuniform density in the HII regions, as gas
pressure gradients are required to counteract the effects of radiation pressure. In
particular, the gas density is enhanced near the edge of the HII region, and dimin-
ished near the stars. This also means that radiation pressure acts as an inhibitor
of star formation. Indeed, Matzner (2002) find that radiation pressure drives the
structure of MCs after the onset of star formation, supporting them against gravit-
ational collapse. As a consequence of this, further star formation in the same area
is inhibited not only because of the resulting lower density, but also because of the
final mass of the newly formed stars is reduced as the disk accretion is inhibited,
and only effective at late stages (Rosen et al., 2019).

2.3
Carbon chemistry in molecular clouds

In this thesis, we produce synthetic emission maps of [CII] and CO lines of sim-
ulated molecular clouds. In order to do so, it is crucial to be aware of the main
processes which regulate the abundance of the various carbon-bearing species in
MCs.

The ISM is composed of hydrogen, helium, and metals, that is, all elements with
atomic number Z ≥ 3. All these chemical elements interact with each other forming
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Table 2.1: Some important photodissociation reactions involving carbon (adapted
from Tielens, 2005). The generix pedex “x” indicates that a certain generic reaction
applies for species with x hydrogen atoms, where x can be 1, 2, or 3.

Reaction .
CH → C + H
CO → C + O

CHx → CH+
x + e

CH+
x → CH+

x−1 + H
CH2 → CH + H

CH+
3 → CH+ + H2

a fairly complex scenario of chemical processes. These can be separated into two
classes: gas-phase reactions, occurring, as the name suggests, among particles in the
gas phase, and grain-surface reactions, which happen on the surfaces of the dust
grains which permeate the ISM. Below, we briefly describe these chemical reactions
and pay particular attention to those which have an impact on the formation and
destruction of CO and C+, as these are the species of most interest for this thesis.
Nevertheless, we need to remark that all chemical reactions depend, in principle,
on each other, as the abundance of the reagent of a certain reaction is the product
of other reactions. Thus, it is extremely difficult to say, in general, which are the
most important reactions in a certain environment and is even more complicated to
code a chemical network. In Sections 3.4.2 and 6.1.1 we will describe the network
used in our simulations, which is a considerable simplification of the real chemical
processes happening in clouds. The information in this section are mainly taken
from Tielens (2005), unless differently specified.

2.3.1

Gas-phase chemical reactions

The gas-phase chemical reactions include a large set of reaction, which we will now
briefly explore.

Photodissociation

Photodissociation is a chemical reaction where photons break a chemical bond and
a species constituted of at least two particles is separated. The generic photodisso-
ciation reaction is written in the form AB + hν → A + B. The common example
H2 + hν → 2 H has already been briefly discussed in Sec. 2.2.2 in relation to the
photoionization fronts. In order for such kind of reactions to be possible, the pres-
ence of photons is necessary. In the ISM such photons originate from stars and dust
grains. Photons originated by stars have an energy spectrum peaked at around
∼ 1 µm. Dust grains emit photons in the far infrared as a consequence of ab-
sorption of stellar light (and consequent heating). Typical dust temperatures are
of ∼ 10 − 15 K in atomic and molecular regions, and ∼ 30 − 40 K in HII regions,
where the main source of heating are O- and B-type stars (Strong et al., 2000). Over-
all, these processes contribute to form the interstellar radiation field (ISRF), described
by the fundamental works of Habing (1968) and Draine (1978) (see Sec. 2.1.1)

The typical ISRF given in the these works refers to unshielded gas. Inside a
dense region, like a molecular cloud, the radiation field is attenuated by dust.
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As the ISRF is reduced inside dense clouds because of extinction, the import-
ance of photodissociation reactions is lower inside dense regions than in their rims.
Without aiming to be exaustive, some important photoreactions in the ISM are lis-
ted in Table 2.1. A major product of such reaction is neutral carbon, which is the
product of photodissociation of CO and CH. Indeed, photons of the ISRF are one
of the main causes of CO distruction in molecular clouds. Since, as we discussed
before, the ISRF is exponentially attenuated with the column density of the cloud,
CO is typically present in the dense, well-shielded regions of a cloud, and very rare,
or absent, in the diffuse regions more exposed to external photons.

In general, the absorption of the incoming photons is due to dust. However, for
some species, H2 and CO for instance, extinction due to the absorption of incoming
photons by the molecule under consideration itself is relevant. This phenomenon is
called self-shielding.

Besides photons coming mainly from stars and dust forming the ISRF, high-
energy cosmic rays are capable of producing far ultraviolet (FUV) photons which
dissociate molecules. Unlike the less energetic photons, cosmic rays are barely
shielded, therefore the reaction rate is roughly constant, provided a given FUV
intensity, with no dependence on AV.

Neutral-neutral reactions

Neutral-neutral reactions involve atoms and molecules. It is typically in the form of
A + B ↔ C + D. Usually, in such reactions reagents and products are interchange-
able, i.e., a certain reaction can happen both to the left and to the right. However,
the reaction is exothermic (energy is released into the environment) in one direction
and endothermic (energy is absorbed from the environment) in the other direction.
According to the characteristics of the environment, and mostly its temperature,
either the forward or the backward reaction has the higher rate.

Activation energy barriers are often in place for this kind of reactions. This is
the energy required to break the bond associated with the molecular rearrangement.
This also applies to exothermic reactions: even if the reaction releases energy, it is
still necessary for the reagents to absorb some energy beforehand in order to over-
come the potential barrier determined by repulsive electric forces in order to make
the reaction possible. The presence of such barrier prevents in most cases these reac-
tions from happening in the diffuse ISM or, even more, in molecular clouds. As we
already mentioned, the Cold Neutral Medium (CNM) has a typical temperature of
∼ 100 K, and MCs of ∼ 10 K. Anyway, typical activation barriers are of the order of
∼ 1000 K: as an example, for H2 + OH → H2O + H it is ≈ 3021 K (Redondo et al.,
2021, assuming E = kT). As a consequence, neutral-neutral reactions are mostly
relevant in the WNM and in the WIM. As in those regions the molecules which
would be involved in such reactions are mostly dissociated by means of energetic
photons, neutral-neutral reactions play overall only a modest role in the ISM. An
important exception is given by those involving atoms or radicals with non-singlet
electronic ground states, as these do not have activation barriers. Some important
reactions of this type are reported in Table 2.2.

Ion-molecule reactions

Ion-molecule reactions normally occur rapidly because the polarization-induced in-
teraction potential which overcomes any activation energy involved and typical re-
action rates are about two ordesr of magnitude larger than neutral-neutral reactions.
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Table 2.2: Some important neutral-neutral reactions involving carbon (adapted from
Tielens, 2005).

Reaction .
C + OH → CO + H
C + O2 → CO + O

O + CH → CO + H
O + CH → HCO+ + e

O + CH2 → CO + H + H

Table 2.3: Some important ion-molecule reactions involving carbon (adapted from
Tielens, 2005).

Reaction .
C+ + OH → CO+ + H

C+ + H2O → HCO+ + H
He+ + CO → C+ + O + He
CO+ + H2 → HCO+ + H

On the other hand, ion-molecule reactions involve an ion and a molecule, which
are rare to be found in the same regions of the ISM. Indeed, molecules are mostly
located in well-shielded regions with high AV, where the ISRF cannot effectively
dissociate such molecules. Because of the same reason, the only way for atomic and
molecular ions to exist in such environments is ionization by means of cosmic rays,
whose rate is, as we discussed before in this section, practically independent from
AV. Therefore, the Cosmic Rays Ionization Rate (CRIR) is what ultimately drives
ion-molecule reactions by regulating the abundances of the ionized companions in
such reactions. Some important ion-molecule reactions involving carbon formation
and destruction are listed in Table 2.3.

Other gas-phase reactions

In this paragraph we summarise briefly other types of gas-phase reactions, not
included in the categories described before, which have a somewhat smaller overall
impact on the chemistry of the ISM.

Charge transfer reactions involve a neutral and an ionized species. The neutral
reagent transfers an electron to the ion, reverting then the status of neutral and
ionized. The most relevant reaction of this type is O + H+ → O+ + H as it is a way
of producing O+, which is important in other reactions.

Radiative association reactions are characterized by the collision product being sta-
bilized by means of emission on a photon. An example of this is C+ + H2 → CH+

2
and it is relevant (like most of this type of reactions) for the chemistry of the Poly-
cyclic Aromatic Hydrocarbon (PAH) molecules, which we will not discuss in this
thesis. Also electron recombination reactions, i.e., the capture of an electron by an ion
to form a neutral atom, is of some relevance for PAHs and, in general, for carbon-
hydrogen chemistry. Typical reactions are in form of CHx

+ + e → [...], where the
right-hand side is some combination of C, H, CH, CH2, H2. Another interesting
reaction of this type is water formation through H3O+ + e → H2O + H.
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Table 2.4: Some important reactions involving radicals on dust grain surface (adap-
ted from Tielens, 2005).

Reaction .
H + O → OH

H + OH → H2O
H + CHx → CHx+1
H + NHx → NHx+1

H + CN → HCN
O + O → O2
O + C → CO
N + N → N2

2.3.2

Grain-surface chemistry

The surface of dust grains is sometimes the location where chemical reactions
between elements which are not part of the dust grain itself happen. Such grains
provide a surface where reagent species accrete, react, and finally migrate. The reac-
tion process is therefore characterised by four steps: accretion, diffusion, reaction and
ejection (or migration). Describing the physics and the chemistry of these steps goes
beyond the goal of this thesis; instead, we will describe the most important types of
grain-surface reaction, with particular attention to those regarding carbon-bearing
species, in the same way we proceeded for the gas-phase reactions.

Reactions involving radicals

Reactions involving radicals happen on the dust surface via collisions. They involve
H, C, N, or O atoms with themselves or with radicals such as OH, CH, etc. These
can also be quite long carbon-bearing molecules (e.g., CH2CHO and similar). They
are synthesis reactions, i.e., two reagents join in one product. Table 2.4 presents
some of these reactions.

Reactions of with activation barriers

These are reactions which cannot happen in the gas-phase of the ISM because of
the high activation barriers, but the prolonged residence time on grain surfaces
allow them to happen. Indeed, reactions with a barrier of a few 1000 K are allowed
to happen, with a probability given by the actual physics of such grain surface
reactions. Table 2.5 summarises some of such reactions.

2.4
CO, [CII], and dust observations in molecular clouds

In Section 2.3 we discussed some of the main chemical reactions taking place in
the ISM. Such reactions determine various abundances of chemical species in the
ISM and their presence is sometimes observable, meaning that those species emit,
or absorb, light at specific frequencies with specific characteristics, which make
possible, in principle, for an observer to detect them when looking at a region of
the ISM where they are located. In this section we will first give an overview of
the physics regulating emission and absorption of chemical species, then we will
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Table 2.5: Some important reactions involving hydrogen with activation barriers
(adapted from Tielens, 2005).

Reaction
H + CO → HCO

H + H2CO → CH3O
H + C2H2 → C2H3
H2 + OH → H2O + H *

O + O2 → O3
O + CO → CO2

* from Meisner et al. (2017)

present with some detail some observational facts regarding CO, C+, and dust,
which are the species which we also consider in this thesis.

2.4.1

Basic concepts on radiative transfer

Einstein coefficients

It is a well-known quantum mechanical fact that electrons in ions, atoms, and mo-
lecules are found in different energy states. Whenever an electron undergoes a
transition between two different states, it emits or absorbs a photon, depending
on whether the final state has a higher or lower energy than the initial state. The
energy E = hν of this photon equals the energy difference between the two states.
The rules determining which transitions are possible under which conditions are
quite laborious to be exhaustively described. However, a single transition, which
is the responsible for a specific emission or absorption line in the spectrum, can be
modelled assuming a two-level system, that is a model where electrons can transition
from an upper to a lower level and vice versa, and the rate of this transitions de-
termines the strength of the process. We follow, in this section, the good description
given by Rybicki & Lightman (1979) of radiative processes in Astrophysics.

There are three emission and absorption processes:

• Spontaneous emission. It is, as the name suggests, the spontaneous emission,
i.e., without the need of an external radiation field, of a photon as a con-
sequence of a transition of an electron from the upper level u to the lower
level l. The probability of this transition to happen is given by the Einstein
coefficient Aul . This is a value in units of s−1.

• Absorption. It is, indeed, the absorption of a photon with energy E > hν0 by
a system to which the energy of the photon is transferred and an electron
moves to a higher excited state. The energy required from the electron ho get
excited is hν0. The probability of this process is proportional to the density
of photons at frequency ν0. This is different from the spontaneous emission,
where no radiation field is required. More precisely, let us consider two levels
of the system separated by energy hν0. In reality, such separation is not infin-
itely sharp: it is actually descried by a line profile function ϕ(ν), normalised,
sharply peaked at ν = ν0. Now, in presence of a radiation field Jν we can
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define the integrated radiation field J⃗ as

J⃗ =
∫ ∞

0
Jνϕ(ν)dν . (2.11)

Given this definition, the Einstein coefficient describing absorption is Blu and
the transition probability is in this case Blu J⃗.

• Stimulated emission. It is the phenomenon for which photons can, instead of be-
ing absorbed, stimulate the transition of an electron from more to a less excited
state. The Einstein coefficient describing this process is Bul and the transition
probability is Bul J⃗. Mathematically, stimulated emission can be considered as
a sort of negative absorption, as it has the same qualitative dependence on the
Einstein coefficients and J⃗.

The three mentioned Einstein coefficients are dependent on each other, so that
knowing one of them is sufficient to determine the other two as well. The rela-
tions between these coefficients are:{

gl Blu = guBul

Aul =
2hν3

c2 Bul
, (2.12)

where gu and glare the statistical weights of the upper and lower level, respectively.
A region characterised by gas with number density n = nu + nl (where nu and nl are
the density of particles in the upper and lower state) and given Einstein coefficient
Aul emits photons with a certain intensity. To describe this we define the emission
coefficient jν as the energy emitted per unit time, volume, frequency, and solid angle.
The expression of jν is

jν =
hν0

4π
nu Aulϕ(ν) . (2.13)

Analogously, we can define an absorption coefficient αν as the energy absorbed per
unit time, volume, frequency, and solid angle. Its expression is

αν =
hν

4π
(nl Blu − nuBul) ϕ(ν) . (2.14)

Here, we took into account both the “real” absorption with the nl Blu term and
the stimulated emission with the nuBul term. This clarifies why we defined the
stimulated emission as a sort of negative absorption before.

Radiative transfer equation

Let us consider a light ray and and construct an area dA normal to the direction
of such ray. Let us also consider all rays passing trough dA whose direction is
within a solid angle dΩ. Then, the energy crossing dA in the time interval dt in the
frequency range dν is

dE = Iν dA dt dΩ dν (2.15)

and Iν is the specific intensity of the light ray. We note that Iν, because of the way
it is defined, does not change as a function of distance from the source originating
the light ray.

A light ray crossing a medium is subject to variations in Iν. The simplest way to
describe this change is to take into account emission and absorption occurring in
the crossed medium, and neglecting, for the moment, other effects (e.g., scattering
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of the photons on dust grains). If we do so, we obtain the simplest form of the
radiative transfer equation, which is

dIν

ds
= −αν Iν + jν , (2.16)

where αν and jν are the absorption and emission coefficients defined in Eq. (2.14)
and (2.13), respectively. It is useful to introduce the optical depth τν in order to write
the solution of Eq. (2.16). It is defined by

dτν = αν ds . (2.17)

Using dτν instead of ds we obtain that the specific intensity at a given optical depth
is

Iν(τν) = Iν(0)e−τν +
∫ τν

0
e−(τν−τ′ν)

jν(τ′
ν)

αν(τ′
ν)

dτ′
ν , (2.18)

where Iν(0) is the specific intensity at a given conventional point where is set τν = 0
(that is, for instance, the point where a light ray which ideally propagates in vacuum
enters a medium). The first term of the solution represents the contribution of the
initial intensity, which is diminished by absorption in the medium, and the second
term is the combined effect of absorption, spontaneous and stimulated emission in
the medium. Eq. (2.18) is normally written by using the definition of source function
Sν, defined by

Sν =
jν
αν

. (2.19)

In this way, the solution of Eq. (2.16) is

Iν(τν) = Iν(0)e−τν +
∫ τν

0
e−(τν−τ′ν)Sν(τ

′
ν) dτ′

ν . (2.20)

The solution of the radiative transfer equation presented here is still quite simple
and neglects important contributions, such as scattering which photons experience
when travelling in a certain medium. Anyway, it is instructive to understand which
“ingredients” are required to practically compute the specific intensity produced
by a given source, which is ultimately what we are interested in this thesis when
producing synthetic emission maps of the simulated molecular clouds we analyse.
We will give more details on how the radiative transfer equation is practically solved
in Section 3.5. here in the following, we instead specify what these “ingredients”
actually are, differenciating between line and continuum transfer.

• Lines radiative transfer. Performing line radiative transfer in molecular clouds
typically means calculating the emerging specific intensity of the emission line
of a specific investigated species (C+ and CO in our case). The incident intens-
ity Iν(0) is normally set to zero, as the light comes from the cloud itself, unless
one wants to consider either the light coming from the same line transition,
but from external sources, or the light with different origin (e.g., stars, CMB,
etc.) in its frequency component close to the investigated line. The emission
and absorption coefficients must be calculated from the Einstein coefficients,
the density of the investigated species and the level population. The Einstein
coefficients are a consequence of the specific atomic physics of the investigated
species, and of the nature of the transition in particular. Typically, the emis-
sion coefficient Aul is given and the B coefficients are calculated by means of
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Eq. (2.12). The level population (i.e., how many particles are in the ground
level l and how many are in the upper level u) depends, in principle, in a
complicated way on the gas temperature and on the density of the collisional
partners of the investigated species. In Section 3.5.1 we explain how we cal-
culate it in this work. However, a possible approximation, although not very
robust in MCs as we show in Paper I, is to assume that the gas is in Local
Thermal Equilibrium. In this case, calculating level populations is trivial as
they depend only on the gas temperature and on the statistical weights of the
levels:

nl
nu

=
gl
gu

exp
(

hν

kT

)
, (2.21)

which easily gives nl and nu as it must be, in a two-level system, n = nu + nl .
In case the considered species has actually not two, but N levels, this is still
solvable as there will be N − 1 equations of the type of Eq. (2.21) and the fact
that ∑N

i=1 ni = n.

• Dust continuum radiative transfer. Light coming from stars inside and outside
a molecular cloud heats the dust grains, which emit light in the far-infrared
range. When considering the radiative transfer equation for emitting hot dust,
the emission and absorption coefficients are not related with Einstein coeffi-
cients, but to the temperature and opacity properties of the dust grains. We
will discuss this aspect below in Section 3.5.2.

2.4.2

The [CII] emission line - theory and observations

Microphysics of the [CII] line emission

The carbon ion has two isotopes, namely 12C+ and 13C+, with a standard ratio
of 12C+/13C+ = 67 (Wakelam & Herbst, 2008). In the following, we will always
refer to 12C+ (we do not use 13C+ in this thesis as we do not expect significantly
different observational properties), therefore the 12 apex will be omitted from now
on. The observed emission line associated with C+ is a fine structure transition.
An electronic state in an atom (or ion) is characterized by 4 principal quantum
numbers: the main quantum number n, the orbital angular momentum number l,
associated with the angular momentum vector l, the magnetic angular momentum
number m, associated with the component along one axis of l, and the spin number
s, associated with the spin vector s. The resulting total orbital angular and spin
momenta for the ion are L = ∑ li and S = ∑ si. The total angular momentum of
the ion is then the sum of the orbital and the spin vectors and it is indicated with
J = L + S. The associated quantum number J has values ranging from L − S and
L + S. The state of a particle is expressed with the following notation:

2S+1LJ , (2.22)

where all the quantum numbers relevant (for line transitions) are expressed.
A carbon ion C+ has 5 electrons. Two of them are in a state with n = 1 and

three with n = 2. Among those with n = 2, two have l = 0 and one has l = 1.
Therefore, the electronic configuration of this ion is 1s22s22p1: this means, indeed,
two electrons (apex) with n = 1 (coefficient) and l = 1 (expressed by letter s), two
electrons with n = 2 ans l = 0, and one electron with n = 2 and l = 1 (letter
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p). The total orbital angular momentum of this ion is then L = 1 (P state, using
the same letter convention). Now, each electron has spin s = 1/2 or s = −1/2.
However, the sum of the spin of the electrons with l = 0 is zero: according to s of
the one electron with l = 1, the two possible ion configurations are then 2P1/2 and
2P3/2. The transition between the two states is what we observe as the fine structure
transition in C+:

2P3/2 →2 P1/2 (2.23)

and it is indicated with the spectroscopic notation [CII]. Such notation means that
this line comes from carbon (C) ionised one time (II). Square brackets indicate that
this transition is “forbidden” (in the common quantum mechanics language) 3.

The [CII] line has a frequency of ν = 1900.5 GHz, corresponding to λ = 157.741
µm, and its Einstein emission coefficient is Aul = 2.6 × 10−6 s−1 (Mendoza, 1983;
Wiese & Fuhr, 2007). This line is easy to excite thermally by collisions with e−, H,
and H2. The critical density, defined by the collisional de-excitation rate being equal
to the effective spontaneous decay rate, depends on the temperature. According
to the collisional partner, it ranges from a few cm−3 to several thousands cm−3

(Goldsmith et al., 2012; Schneider et al., 2020).

Key [CII] observations in molecular clouds

The [CII] line emission is one of the dominant cooling processes in the ISM (Tielens
& Hollenbach, 1985; Klessen & Glover, 2016). It can originate from several phases
of the ISM, ranging from molecular (e.g. Langer et al., 2014a) to ionized gas (e.g.
Pineda et al., 2013), even though in MC scales the most of the emission is likely
to come from atomic regions (Franeck et al., 2018). However, at stages when HII
regions, in clouds or even in dwarf galaxies, are young and dense, these can con-
tribute for the majority of the [CII] emission (Bisbas et al., 2021).

Absorption in the atmosphere, mainly because of ozone and atomic oxygen, is
particularly effective in the FIR range, and therfore hinders ground-based observa-
tions of [CII]. Because of this, telescopes based on balloons, airplanes, or satellites
are needed.

After pioneering observations of the [CII] line with the Kuiper airborne obser-
vatory in the 1990’s and the HIFI instrument on the Herschel satellite, the Stra-
tospheric Observatory for Infrared Astronomy (SOFIA) 4, an airborne observatory
mounted on a Boeing 747SP operated by NASA and the Deutsches Zentrum für
Luft- und Raumfahrt (DLR), played a major role on [CII] observations. The aircraft
flew in the stratoshpere, at altitude as high as 13.7 km (45 000 ft), high above the
disturbance of the Earth’s atmosphere (Young et al., 2012). It remained in operation
from May 2010 till September 29th 2022, when the last observation flight took place.
SOFIA performed observations with several instruments. The most relevant for
[CII] observations in molecular clouds and HII regions was the German REceiver
for Astronomy at Terahertz Frequencies (GREAT) (Heyminck et al., 2012; Walms-
ley et al., 2012), a modular dual-color heterodyne instrument for high-resolution
far-infrared (FIR) spectroscopy. Besides [CII], a large number of other lines were
observable with GREAT: HCN, HCO+, CO (11 − 10) and (12 − 11), [OI] 63 µm,
etc. With the introduction of the upGREAT array receivers (Risacher et al., 2018),
in particular, observations at high resolution (R = λ/∆λ ≳ 107) of [CII], as well as
of [OI] at 63 and 145 µm were possible. A non-exhaustive list of observations of

3see e.g. Rybicki & Lightman (1979, Chapter 10) for a general explanation of radiative transitions
4https://www.dlr.de/content/en/articles/missions-projects/sofia/

sofia-infrared-observatory.html

https://www.dlr.de/content/en/articles/missions-projects/sofia/sofia-infrared-observatory.html
https://www.dlr.de/content/en/articles/missions-projects/sofia/sofia-infrared-observatory.html
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Figure 3: [CII] emission maps obtained with SOFIA upGREAT at different scales.
Left: the HII region RCW 120 (adapted from Kabanovic et al., 2022). Center: the
Orion Nebula (Pabst et al., 2020). Right: the Whirpool galaxy (M 51a) (Pineda et al.,
2018).

[CII] performed with GREAT includes globules and pillars in Cygnus X (Schneider
et al., 2012), ionized and hot gas in M17 SW (Pérez-Beaupuits et al., 2012), ionized
and photodissociated regions in the IC 342 galaxy (Röllig et al., 2016), the Whirpool
galaxy M 51 (Pineda et al., 2018), and Orion A and B molecular clouds (Pabst et al.,
2017, 2020). Observations and studies of HII regions have been conducted in recent
years within the FEEDBACK Legacy Project (Schneider et al., 2020), aimed to study
the interaction of massive stars with their environment in galactic molecular clouds.
RCW 49 (Tiwari et al., 2021), NGC 7538 (Beuther et al., 2022), and RCW 120 (Luisi
et al., 2021; Kabanovic et al., 2022) are examples of HII regions observed within this
project. In Figure 3 we show [CII] maps obtained with (up)GREAT of three different
objects at different scales, namely the HII region RCW 120, the Orion Nebula, and
the Whirpool galaxy. Both in Paper I and in Paper II the results that we obtain con-
cerning [CII] emission from HII regions are related to the observations performed
within this project.

Another important [CII] survey is the Galactic Observations of the Terahertz C+
(GOT C+) survey (Pineda et al., 2013; Langer et al., 2014b, 2017), using Herschel’s
HIFI (Heterodyne Instrument for the Far-Infrared, de Graauw et al., 2010) instru-
ment. The observations, focused on selected sightlines, aimed to identify the vertical
scale height of the disc, which is found to be approximately 73 pc in [CII], as well
as to identify the Galactocentric distance at which the [CII] emission peaks, namely
between 4 and 11 kpc. Velusamy & Langer (2014) also found, using GOT C+ data,
that at galactic scales 62% of the [CII] emission comes from molecular regions, and
only 18% from atomic gas. Herschel’s HIFI has also been used for observations both
at smaller scales, like Orion (Goicoechea et al., 2015), and for extragalactic objects,
like the Triangulum galaxy (Mookerjea et al., 2016).

In the near future, the Fred Young Submillimeter Telescope (FYST) ground-based
in the Atacama desert in northern Chile, at 5600 m elevation, will be able to detect
[CII] emission from star-forming galaxies at the epoch of reionization. At present
day, however, observations of [CII] in high redshift galaxies is possible with ALMA.
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2.4.3

The CO emission lines - theory and observations

Microphysics of the CO line emissions

Spectroscopy of molecules is extremely complicated and, even limiting our attention
to diatomic molecules, considerable quantum physics is required to describe all the
possible transitions, and line emission as a consequence. Instead, we will aim here
to give only a basic overview of such processes, with particular focus on rotational
transitions, which originate the CO lines we work with in this thesis.

Electron in diatomic orbits are characterized by quantum numbers in a way
conceptually similar to atom electrons. The total orbital angular momentum along
the internuclear axis is indicated with Λ and it is analogous to L in the atomic case.
Similarly, the total spin angular momentum Σ is the analogous of S in the atomic
case and the total angular momentum is Ω = Λ + Σ. Molecules have emission and
absorption which are the consequence of eletronic transitions between the different
states characterised by these quantum numbers, with selection rules similar to the
atomic cases. There are, however, also quantum mechanics features of the wave
function which do not have an exact equivalent in atoms, like parity under inversion
or reflection in the plane containing the two nuclei.

Even if the rules governing them are complicated, it is intuitive to realise that
molecules have two possible motions which are not defined for atoms. Indeed, the
atoms of which the molecules is composed can oscillate, or “vibrate”, along the
internuclear axis and rotate around the center of mass. As it always happens in
quantum mechanics, the energy associated with such vibrations and rotations is
quantized and expressed by means of quantum numbers.

In particular, the rotational energy levels are given by

Er = hcBe J(J + 1) , (2.24)

where J is the rotational quantum number and Be is the rotational constant, defined
by

Be =
h

8π2cI
(2.25)

being I the momentum of inertia of the molecule respect to its center of mass. We
can derive the energy ∆E released, for instance, for a rotational transition from level
J + 1 to level J, which is

∆E = 2hcB(J + 1) . (2.26)

This is a simple, but relatively robust, approximation to get the energy, and there-
fore ν and λ, of a certain transition, given J and I.

We are interested in transitions with ∆J = 1 for CO and, in particular, in the
J = 1 → 0 transition. In Table 2.6 we summarise the data relative to some observa-
tionally important CO transitions. We note that differenciating between 12CO and
13CO is relevant, as the corresponding lines are located at slightly different frequen-
cies due to the different structure of the molecule. In principle, the same applies for
C18O as well, but we do not report the data here as we will not use such isotope in
the rest of the thesis.

Molecular hydrogen is also a diatomic molecule like CO, but it is homonuclear
and therefore has no permanent dipole moment. Therefore, unlike CO, it also
has no allowed dipole vibrational transitions, i.e., those with ∆J = 1 like the ones
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Table 2.6: Wavelength (λ) and Einstein spontaneous emission coefficient Aul for
some vibrational transitions of 12CO and 13CO particularly relevant in observational
works. The notation N → N − 1 in the “Transition” column means that the data are
referred to the transition from the vibrational level characterised by J = N to the
level characterised by J = N − 1. The data are taken from the Leiden Atomic and
Molecular DAtabase (LAMDA) (Schöier et al., 2005)

.

Species Transition λ [µm] Aul [s−1]

12CO 1 → 0 2600.758 7.203 × 10−8

2 → 1 1300.404 6.910 × 10−7

3 → 2 866.963 2.497 × 10−6

4 → 3 650.252 6.126 × 10−6

7 → 6 371.650 3.422 × 10−5

12 → 11 216.927 1.735 × 10−4

13CO 1 → 0 2720.406 6.294 × 10−8

2 → 1 1360.228 6.038 × 10−7

3 → 2 906.846 2.181 × 10−6

4 → 3 680.164 5.353 × 10−6

7 → 6 388.743 2.991 × 10−5

12 → 11 226.898 1.517 × 10−4

typically observed for CO. H2 has a weak rotational quadrupole (∆J = 2), but the
temperature at which such transition can occur is too high to allow the presence of
H2 in MCs, and therefore can be hardly to identify H2 directly. There are, however,
some survey aimed to detect the H2 emission lines in diffuse clouds (Habart et al.,
2005; Glover & Mac Low, 2011; Roueff et al., 2019).

CO-to-H2 conversion and key CO observations

The CO emission lines from molecular clouds are usually quite bright and have
been observed in various surveys. Probably, the main reason for such extensive
observational campaigns is that CO is commonly supposed to be a good tracer of
H2 in MCs (we discuss this extensively in Paper I and Chapter 6). As we discussed
in the previous paragraph, molecular hydrogen is not directly observable in dense
clouds because of the lack of permanent dipole moment. Therefore, astronomers
looked for other observable species which shall be abundant in the same regions
where also H2 is mainly located. In this way, observing such other species become
a way to indirectly trace H2. CO is, indeed, one of such species, and probably the
most studied one. A commonly used tool to assess the column density of molecular
hydrogen, NH2 , from the measured intensity of the 12CO (1 → 0) line, ICO hereafter,
is the XCO factor, defined as

XCO =
NH2

ICO
. (2.27)

The typically used value for XCO is 2 × 1020 cm−2 K−1 km−1 s (Bolatto et al., 2013).
Such conversion factor is accurate within a factor of a few when applied at least to
cloud scales (see e.g. Seifried et al., 2020; Madden et al., 2020; Hu et al., 2022), but
does not give meaningful results when applied to single portions of a cloud, as the
12CO (1 → 0) line is optically thick in dense gas, and therefore the relation between
it and NH2 breaks (Borchert et al., 2022). In case one deals with resolved clouds,
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the useful quantity to roughly assess the column density of H2 is then the averaged
XCO over the entire cloud:

⟨XCO⟩ =
Σi NH2 ,i

Σi ICO,i
, (2.28)

where the sum over i is intended over all the pixels of the map.
A primary role in CO observations is definitely played by the 30-meter tele-

scope on Pico Vereta, in the Spanish Sierra Nevada, operated by the Institut de RA-
dioastronomie Millimétrique (IRAM). Observations performed with this telescope
range from extragalactic scales, like the mapping of as much as 532 outer galaxies in
CO in recent years (Saintonge et al., 2017), or the HERACLES extragalactic survey
(Leroy et al., 2009), to dwarf galaxies (Taylor et al., 1999), to cloud scales: using this
telescope, for instance, among many other works, Carlhoff et al. (2013) mapped the
molecular cloud W43, located in the Mlky Way in the constellation of Aquila, Berné
et al. (2010, 2014) mapped the Orion nebula.

Another important telescope for observations is the Atacama Large Millimeter/
submillimeter Array (ALMA), a radiointerferometer composed by 66 antennas loc-
ated at 5000 m altitude in the Atacama desert, in Chile. It has been used to observe
CO emission in high-redshift galaxies (Wardlow et al., 2018, for instance), in re-
solved, closer galaxies (e.g. Saito et al., 2020), and even in single, resolved GMCs in
nearby galaxies, which is possible because of the extremely high resolution achiev-
able (Muraoka et al., 2020).

Also in the Atacama desert, the Atacama Pathfinder EXperiment (APEX) is a 12
meters telescope suitable for observations in the 0.2 - 1.5 mm wavelength range,
which include most of the emission lines of CO, excluding (1 − 0). Indeed, a large
number of observational works of e.g. clouds and HII regions in the Mily Way are
based on APEX data. Just as an example, this is the case of Kabanovic et al. (2022),
who studied 12CO and 13CO (3 − 2) lines in the HII region RCW 120 and, also
very recently, of Leroy et al. (2022), who used the J (3 − 2) line from APEX and
other lines from different telescopes to determine typical ratios between line emis-
sion of different transitions. Other telescopes and surveys include the James Clerk
Maxewll Telescope at the Mauna Kea Observatory (Hawaii) and the the 1.2 meter
Millimeter-Wave Telescope at the Center for Astrophysics within the Smithsonian
Astrophysical Observatory, which provided CO observations of the entire northern
sky (Dame & Thaddeus, 2022, and references therein).

2.4.4

Dust continuum emission

In this section we will first give a quick overview of the physical processes regulat-
ing the dust IR emission. Then, we will give some examples of dedicated observa-
tional telescopes and surveys. The physics of interstellar dust is very complicated.
Here, we will limit ourselves to a general description following again Tielens (2005),
and in Section 3.5.2 we will describe more in detail how this is practically imple-
mented in this work.

Theory of dust emission

While discussing the basics of radiative transfer (Section 2.4.1) we did not take into
account the effects of scattering, and we said that they result in a correction term
to the equations presented there. Actually, scattering does play an important role
in the heating and cooling processes of dust grains. In cases where the absorp-
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tion coefficient is defined, i.e., for line emission, optical depth was defined as in
Eq. (2.17). In case of dust, it is rather defined as

dτ(λ) = nd(s)Cext(λ)dx , (2.29)

where nd is the dust density, and Cext(λ) is the extinction cross section. This term
is usually expressed in terms of the extinction efficiency Qext(λ):

Qext(λ) =
Cext(λ)

σd
, (2.30)

with σd being the geometrical cross section. The extinction efficiency is composed
by two terms, namely the absorption and the scattering terms:

Qext(λ) = Qabs(λ) + Qsca(λ) . (2.31)

One can also define Csca(λ) and Cabs(λ) accordingly. The ratio

ω̃(λ) =
Qsca(λ)

Qext(λ)
(2.32)

is called albedo. In general, scattering is also function of the scattering angle:

Csca(λ) =
∫ 2π

0

∫ π

0

dσ(λ)

dΩ
sin θdθdϕ , (2.33)

where dσ/dΩ is the differential scattering cross section. The average angle at which
particles are scattered is called scattering phase function asymmetry and is defined as

g(λ) =< cosθ >=
1

Csca

∫ 2π

0

∫ π

0

dσ(λ)

dΩ
cos θ sin θdθdϕ . (2.34)

The knowledge of Csca, Cabs, and g for different values of λ gives, in principle,
a generally satisfying picture of the behavior of the dust grains under examination.
Such behavior depends on the composition and size of the grains. Anyway, we give
no insights of this in this chapter. We just assume to know from literature these
values for the type of grains we are interested in. Indeed, we use the values given
by Weingartner & Draine (2001) in this thesis.

In presence of a radiation field characterised by the specific intensity Iν given by
Eq. (2.15) we can define the mean intensity Jν as

Jν =
1

4π

∫ 4π

0
IνdΩ . (2.35)

We can now define the energy absorbed by a dust grain:

Γabs = 4πσd

∫ ∞

0
Q(λ)J(λ)dλ , (2.36)

and analogously the energy emitted by it:

Γem = 4πσd

∫ ∞

0
Q(λ)B(Td, λ)dλ , (2.37)

with Td the dust temperature and B(Td, λ) the Planck spectrum. So, in principle,
determining the dust temperature of a certain region requires the following steps:



32 2.4. CO, [CII], AND DUST OBSERVATIONS IN MOLECULAR CLOUDS

• Knowledge of the intensity coming from the sources (mostly stars and ISRF
for molecular clouds);

• Knowledge of J(λ) in the region of interest by solving the radiative transfer
equation with the scattering terms. This is done, for example, with Monte
Carlo techniques, as we will describe in Section 3.5.2;

• Derivation of Td by setting Γabs = Γem.

The dependence of Q(λ) of λ is quite complicated. However, a good approxim-
ation, especially at long wavelengths, is to assume that

Q(λ) = Q0

(
λ0

λ

)β

. (2.38)

For typical interstellar grains, a mixture of silicate and carbonaceous grains, β = 2
is a good assumption. Integrating Eq. (2.37) with this approximation gives

Γem ∝ T6
d , (2.39)

which is indeed used in numerous scientific works (Hildebrand, 1983; André et al.,
2010; Palmeirim et al., 2013; Seifried et al., 2017, and many more).

Once Td is calculated, the radiative transfer equation can be evaluated again to
determine the observed intensity from a certain region.

Key dust continuum observations

A primary role in observations of dust FIR emission has been played by the Her-
schel telescope, a 3.5 meter diameter space telescope orbiting around the Lag-
rangian point L2. After its launch on May 2009, it remained in operation from
late 2009 to 2013 and could observe in the range 55 − 671 µm (Pilbratt et al., 2010).
It included three detectors: the Photodetecting Array Camera and Spectrometer
(PACS) was an imaging camera and low resolution spectrometer in the 55 − 210
µm range (Poglitsch et al., 2010); the Spectral and Photometric Imaging Receiver
(SPIRE) was also an imaging camera and low resolution spectrometer, but in a
longer 194 − 671 µm range (Griffin et al., 2010); the Heterodyne Instrument for the
Far Infrared (HIFI) was a high resolution spectrometer which could operate in two
bands, offering overall a similar wavelength range to the combination of those given
by PACS and SPIRE (de Graauw et al., 2010).

Several thousands publications are based on, or include, data obtained by Her-
schel. Such data range from local clouds scale to external galaxies. Even though
Herschel ceased its scientific mission in 2013, the data are still used in very recent
works. This is the case, for instance, of Dunne et al. (2022), which used dust con-
tinuum data as ancillary data for cross-calibration of molecular gas mass tracers
in metal-rich galaxies across cosmic time. Concerning molecular clouds, numerous
works with which the results contained in Paper II are compared are based on Her-
schel’s data: Pabst et al. (2022) used Herschel observations of Orion A, Goicoechea
et al. (2015) compared dust emission data of the Orion Bar with [CII] data to study
the [CII]-deficit, Herrera-Camus et al. (2018) worked on the same relation, but for
nearby galaxies.

The extremely vast number of publications with data from Herschel is also due
to the lack of other important telescopes covering the same wavelength range. There
are other infrared telescopes, but the majority of them cover shorter wavelength
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ranges. Among them, an important space telescopes is Spitzer, which remained in
operation between 2003 and 2020 and observed in the 3.6 − 180 µm range. It has
been used for a wide range of scientific studies, from the search of exoplanets to
the Galactic Legacy Infrared Mid-Plane Survey Extraordinaire (GLIMPSE), the first
large-scale mapping of the galaxy in four different wavelengths (Benjamin et al.,
2003; Churchwell et al., 2009). The Wide-field Infrared Survey Explorer (WISE) is
another relevant telescope for mid-infrared observations (3.4, 4.6, 12, and 22 µm),
aimed to map the entire sky in such wavelengths (Wright et al., 2010). Finally, it is
worth mentioning that the James Webb Space Telescope, launched on 25th December
2021, is also a visible to mid-infrared telescope and it is expected that images with
unprecedented resolution in such wavelength range will be obtained with it. Some
initial images, like the famous one of the Creation Pillars in the Orion Nebula,
confirm that significant progresses in visible and near-infrared astronomy will be
possible with this telescope.



3

METHODOLOGY

In this chapter, we review the methods we use to obtain the results described in Pa-
per I, Paper II, and Chapter 6. In Section 3.1 we describe theoretically the Magneto-
hydrodynamics (MHD) equations and the approximations made to obtain them.
We then briefly explain the two mostly used numerical techniques to solve such
equations in Section 3.2. In Section 3.3 we describe the numerical code that is actu-
ally used for our simulations. Then, we highlight the setup and the general features
of our simulations in Section 3.4, including the chemical network adopted. We then
explain the numerical methods related to the radiative transfer in Section 3.5. We
conclude the chapter with Section 3.6, where we describe the post-processing steps
we operate in our simulations. In particular, we explain the process necessary to
take into account the C+ → C2+ photoionization. All these post-processing are also
quickly described in Paper I, but, because of their importance in this work, we give
here a more exhaustive description.

3.1
The ideal MHD approximation

The vast majority of astrophysical systems can be described by means of classical
fluid dynamics equations. Indeed, gas velocities and densities are in general low
enough not to require a relativistic description. There are, of course, a few excep-
tions, like black holes, neutron stars, or fast moving relativistic jets, but none of
them are simulated in this project. Furthermore, the typical particle separation in
the ISM is of the order of a few cm or less, which is many orders of magnitude
lower than the maximum resolution of our simulations (a few 0.01 pc). This means
that the fluid approximation for the ISM is, in our case, adequate.

The most complete description of a classical fluid is given by the Navier-Stokes
equation, which is extremely complex, thus difficult to be solved, even numerically.
In order to overcome this, further approximations are made. For instance, bulk
viscosity plays in general little role in astrophysics: the ISM is highly turbulent
(the Reynolds number has been estimated to be Re ∼ 105 − 107 (Elmegreen & Scalo,
2004)), implying that the viscous dissipation scales are much smaller than the spatial
scales of interest and the resolution of all the simulations. This consideration is of
great importance, as it allows us to use, instead of the Navier-Stokes equations, the
much simpler Euler equation (Choudhuri, 1998). Other assumptions are typically
made when magnetic fields are included in the description of the ISM, namely the
infinite conductivity of the ISM (Stahler & Palla, 2004) and the perfect collisional
coupling between charged and neutral particles.

When all the aforementioned assumptions are made, the combination of the
Euler equatione for fluid dynamics and the Maxwell equations for the electromag-
netic phenomena lead to the equations of ideal MHD. These can be written in terms
of conservation laws of mass, momentum, energy, and magnetic flux. Let us con-
sider a fluid with density ρ, velocity v, total energy etot, magnetic field strength B,
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internal energy u, internal energy input rate u̇heat, thermal pressure P, and a local
gravitational potential g. The ideal MHD equations are as follows:

∂ρ

∂t
+∇ · (ρv) = 0 , (3.1)

∂ρv
∂t

+∇ ·
[

ρv ⊗ v +

(
P +

B2

8π

)
I − B ⊗ B

4π

]
= ρg , (3.2)

∂etot

∂t
+∇ ·

[(
etot +

B2

8π
+

P
ρ

)
v − (B · v)B

4π

]
= v · g + u̇heat , (3.3)

∂B
∂t

−∇× (v × B) = 0 . (3.4)

Here Eqs. (3.1) to (3.4) represent the mass, momentum, energy, and magnetic
flux conservation, respectively. We indicated the outer product with ⊗.

The total energy and the pressure of the gas are given, respectively, by

etot = u +
1
2

ρv2 +
1

8π
B2 (3.5)

and

P = (γ − 1) u , (3.6)

where γ is the adiabatic index. We set t to γ = 5/3 (Walch et al., 2015).
The gravitational potential g and the density ρ are related to each other with the

Poisson equation:

∇2Φ = 4πGρ , (3.7)

g = −∇Φ . (3.8)

We note that the zero divergence constraint on the magnetic field, i.e.,

∇ · B = 0 , (3.9)

is contained in the MHD equations. Maintaining this constraint is, however, one of
the main difficulties for numerical solvers and spurious unphysical forces can be
generated in case this is not maintained (Derigs et al., 2017).

We mentioned several approximations needed to obtain the ideal MHD equa-
tions. There are, however, circumstances where these are not entirely adequate. As
an example, the assumption of perfect coupling between gas and charged particles
can, in some case, not be fully realistic. This happens when the ionization fraction
of the ISM is in general very low, especially in dense environments. For instance,
Goicoechea et al. (2009) find the ionization fraction in the Horsehead nebula ranging
from 10−4 to 10−9. A consequence of this low ionization reaction is that, in very
dense regions, charged particles and gas are actually imperfectly coupled (Mathis
et al., 1977; Elmegreen, 1979; Nishi et al., 1991). This can result in a situation where
the neutral particles have a drift motion respect to the charged particles. In this
way, a structure which could not undergo gravitational collapse because of the col-
lisional coupling with the plasma can actually collapse in case this coupling is lost.
As this is a deviation from pure MHD physics, this phenomenon is not included in
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our simulations.
Other non-ideal MHD effects can, in principle, also happen in the ISM. This is

the case, for example, of the ohmic dissipation (e.g. Li et al., 2011) and the Hall effect
(Wardle, 2004), both related to the violation of assumption of infinite conductivity
of the ISM. For the densities and length scales investigated in our simulations,
however, we expect both them to have a negligible effect.

3.2
Smoothed Particle Hydrodynamics and Eulerian approaches

Numerical simulations of the ISM normally use either the so-called Smooth Particle
Hydrodynamics (SPH) or the Eulerian mesh-based approach. We now briefly de-
scribe the essential concepts of these two possible approaches. Another possible
approach, which we do not discuss in detail, uses moving mesh (the GIZMO code,
for instance, Hopkins, 2014).

Smoothed Particle Hydrodynamics simulations

Initially developed by Lucy (1977) and Gingold & Monaghan (1977), the SPH ap-
proach describes a fluid as a collection of particles and each of them represents a
certain mass of the fluid. It is a Lagrangian method, i.e., fluid particles are followed
as they move through space and time. Solving the aforementioned MHD equations
means, in this context, solving the equation of motion for each of the particles and
determining the position of such particles at the following time step.

The main advantage of using the SPH approach in simulations is that this ap-
proach is intrinsically mesh-free and this makes it easy to simulate problems with
complicated boundary dynamics or large boundary displacement. Furthermore, the
absence of a mesh structure makes SPH codes relatively easy to parallelize, even for
many-cores architectures (Harada et al., 2007; Crespo et al., 2011). On the other
hand, treatment of discontinuities in a SPH approach is difficult. This is the case,
for instance, of wall boundary conditions and, more interestingly for astrophysical
purposes, of evolution of shocks. Therefore, the choice about the approach to use
shall be made carefully according to the physical problem which one wants to solve.

As each particle represents a certain fluid mass, the limiting resolution in a SPH
approach is defined as a resolution in mass. As a consequence, the spacial resolu-
tion increases/decreases automatically in regions of high/low particle densities. In
other words, a region with high mass density is, in this approach, a region with a
large number of particles per volume unit.

Eulerian mesh-based simulations

The MHD equations can also be solved in an Eulerian reference frame, i.e., by
considering a certain region of space and calculating the amount of fluid which
flows through in a given time. In this approach, the fluid is distributed in a pre-
defined grid, and the MHD equations are solved for every grid cell.

The basic idea of an Eulerian mesh-based code is that, for each cell, the time rate
of change of a quantity of interest q in a fixed volume Ω is equal to the flux f of q
across the boundary of this volume:

d
dt

∫
Ω

q dx = −
∮

∂Ω
f · n dS , (3.10)
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where n is the unit vector perpendicular (pointing outwards) to the surface of Ω,
and dS is the surface element. With the assumption that f is differentiable, Eq. (3.10)
can be rewritten in form of a partial differential equation:

∂q
∂t

+∇ · f = 0 . (3.11)

If we imagine now, for notation simplicity, to deal with a 1D problem, this equa-
tion can be rewritten as

∂q
∂t

+
∂ f
∂x

= 0 . (3.12)

Once the equations are written in the same form as in Eq. (3.12), the simplest for-
mula to obtain a numerical solution, at the first-order approximation, is

qn+1 = qn − ∆t
∆x

( f n
r − f n

l ) , (3.13)

where the superscripts n and n + 1 indicate the quantities evaluated at the n-th
and n + 1-th time step, respectively, and fr and fl indicate the values of the flux
calculated at the two opposite cell boundaries (the “right” and the “left” boundar-
ies in this 1D model). There are different methods used to evaluate fr and fl and
the type of physical problem of interest determines which one is more suitable.
A commonly-used method is the Lax-Friedrichs scheme (Press et al., 2007, Section
10.1.2), which is particularly suitable for shock (and discontinuity in general) prob-
lems, which uses the eigenvalues of the Jacobian matrix of the flux to estimate fr

and fl.
Although this description may look simple, a real 3D mesh-based MHD solver is

complicated, as the role of gravity, magnetic fields and gas heating and cooling have
to be taken into account as well. Furthermore, numerical constraints, like limited
computational capacity and memory available, typically lead to the usage of non-
uniform grids, where the resolution is adjusted according to the complexity of the
simulated regions: this technique is called adaptive mesh refinement (AMR, Berger &
Colella, 1989).

In general, the main advantage of a mesh-based solver is high accuracy, which
enables, for instance, simulations of this scheme to easily follow the evolution of
shocks. There are, however, critical aspects as well, which need a careful treatment.
The most relevant of them is probably the fact that due to the fixed orientation of
the grid, there is a preferred direction of travel, which can lead to advection errors
of flows, when fluids with large velocity gradients move across grid cells (Hopkins,
2015; Clarke, 2016).

3.3
FLASH 4

The grid structure

The code used for the simulations performed and analyzed in this thesis is FLASH
4.3. It is a highly parallelizable, 3D AMR magneto-hydrodynamic code developed
by the FLASH Center for Computational Science1. A detailed description of the
code can be found in Fryxell et al. (2000) and Dubey et al. (2008). Here, we describe

1https://flash.rochester.edu/site/about/

https://flash.rochester.edu/site/about/
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Figure 4: A simple 2D example of a grid block tree covering a rectangular do-
main. This example represents the AMR structure of FLASH 4. Image taken from
MacNeice et al. (2000).

some important modules of the code which are used to performed the simulations
analysed in this work.

The general data structure, as we already mentioned, is based on an AMR
scheme and is described in detail in MacNeice et al. (2000). This is implemen-
ted in terms of refinement levels. The largest data block is the refinement level l = 1.
This block is subdivided into 8 smaller blocks, which are the level l = 2. Some,
or all, of these blocks in l = 2 can be further subdivided in smaller blocks which
constitute the level l = 3, and so on. The maximum refinement level reached varies
according to the simulation settings and, within the same simulation, in different
regions according to the local properties of the simulated ISM. Various refinement
and derefinement criteria can be chosen; we describe the ones used in our sim-
ulations in Section 3.4. The blocks which are not subdivided into smaller blocks
contain 83 cells. A cell corresponds to the actual simulation resolution, and is the
structure which contains the simulation data. This model is schematized in Fig. 4,
where a 2D scheme is shown. The FLASH code is, however, a 3D simulation code.

The HD and MHD solvers

We already pointed out in Section 3.2 that, while the basic concept behind a grid
(magneto-)hydrodynamic solver is relatively simple, its actual implementation is
complicated, especially when electromagnetic phenomena, and not only hydro-
dynamics, are taken into account. The HD and MHD we analyse are performed
by using two different solvers.

The hydrodynamic simulations are run with the directionally split (i.e., the three
dimensions are treated as single Riemann problems and solved subsequent to each
other) Bouchut 5-wave HLL5R MHD solver, with the magnetic field set to zero
(Bouchut et al., 2007; Waagan, 2009; Bouchut et al., 2010; Waagan et al., 2011). It is a
stable, approximate Riemann solver which preserves positive density and entropy
for highly supersonic flows. Approximate Riemann solvers are those solvers aimed
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to solve the so-called Riemann problem, i.e., the evolution of a hydrodynamic system
whose initial conditions are a density and pressure discontinuity (typically shocks).
The Lax-Friedrichs scheme that we mentioned in Section 3.2 is another example of
approximate Riemann solver, much less sophisticated than the Bouchut solver used
here.

The magneto-hydrodynamic simulations are, instead, run with the ES solver
(Derigs et al., 2016, 2017, 2018). This is a solver which keeps the properties of the
Bouchut solver (positive density and entropy preserved), but also accomodates min-
imum possible dissipation and assures that errors in the magnetic field divergence
are treated in a way similar to the hyperbolic divergence cleaning method (Dedner
et al., 2002). Intuitively, this method consists in transporting the divergence errors
to the domain boundaries with the maximal admissible speed, and dumping them
at the same time. This method produces overall significantly smaller divergence
errors than other methods used in literature.

Gravity

Gravity effects are taken into account in FLASH. The gravitational potential is the
sum of three different components: self-gravity, stellar clusters, and external poten-
tial.

Self-gravity is simply the potential due to the gas mass itself and it is calculated
by means of the Poisson equation (Eqs. (3.7) and (3.8)). The practical implement-
ation is performed using TreeRay (Wünsch et al., 2018), a tool which uses the tree
structure of FLASH to calculate the gravitational acceleration.

The potential of stellar clusters is the gravitational potential of the stars which
form during the simulations. Each set of formed stars is treated as a point source
with a given mass, and the gravitational effects of these sources are then taken into
account. In any case, the fraction of the cloud’s mass which is converted into stellar
mass is low, therefore the stellar cluster potential is not the dominant gravity source
in our simulations.

The external potential is, in our simulations, the gravitational potential due to
old stars in the galaxy, located outside the boundaries of the simulation. This poten-
tial is calculated according to a stellar surface density of 30 M⊙ pc−2, with a scale
height of 100 pc, according to Spitzer (1942). Gravitational potential of dark matter
is not included in our simulations, as it is supposed to play a negligible role at the
scales (a few 100 pc) at which our simulations are performed.

Gas heating and cooling

Our simulations include an interstellar radiation field (ISRF) of strength G0 = 1.7
in Habing units (Habing, 1968; Draine, 1978). The ISRF is attenuated depending on
the column density of the gas, thus allowing for dust shielding and H2 and CO self-
shielding. This is implemented by using the OPTICAL DEPTH module of TreeRay
(Wünsch et al., 2018). This module calculates the radiation intensity reaching a
certain cell from every direction. A pixelized sphere is created around the cell of
interest (HEALPIX, Gorski et al., 1999) and the column density of total hydrogen,
H2, and CO (these are the species which play an important role in shielding) are
calculated for each of these pixels. Based on this, the average visual extinction, as
well as the shielding coefficients for H2 and CO, are stored. The average visual
extinction is a quantity that represents the real extinction experienced by a certain
cell, given the 3D structure of the cloud. Observers generally use the (projected)
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visual extinction AV to refer to the column density of an observed region. This
is the column density of that region multiplied by a certain factor (see Section 2.2
for details). The average visual AV,3D used here is a 3D generalization of the same
concept:

AV,3D = − 1
2.5

ln

[
1

NPIX

NPIX

∑
i=1

exp
(
−2.5

NH,tot,i

1.87 × 1021 cm−2

)]
, (3.14)

where Npix is the number of created pixels, and the total hydrogen column density
NH,tot,i is calculated for each pixel. The sum is exponential because intensity of
radiation decreases exponentially in presence of gas.

A fixed cosmic rays background is included in our simulation as well. The
cosmic ray ionization rate (CRIR) is set to 3 × 10−17 s−1 with respect to atomic hy-
drogen. Unlike the ISRF, cosmic rays are barely shielded and can penetrate deeply
in the ISM and influence essentially its chemistry.

The chemical network is evolved on-the-fly in the simulation. The net (positive or
negative) heat generated in the chemical reactions contributes to the overall heating
or cooling of the ISM. Practically, this contribution is included in the u̇heat term in
Eq. (3.3).

3.4
The SILCC and SILCC-Zoom Projects

The SILCC Project is a simulation project aimed to model the entire life-cycle of
molecular clouds from the formation in the diffuse ISM to the dispersal by stellar
feedback. Simulations within the SILCC Project constitute the basis of those that
we analyse in this work. In the following, we first describe the setup of these
simulations. Then, we give a description of the SILCC-Zoom simulations, which
we analyse in this work.

SILCC

The SILCC simulations (see Walch et al., 2015; Girichidis et al., 2016, for a more
detailed description of the setup) aim to investigate the ISM dynamics in relation to
the life-cycle of molecular clouds in a portion of galactic disk with solar neighbor-
hood conditions in the present day universe.

The simulation domain is a box of size 500 pc × 500 pc × ± 5 kpc in the vertical
direction. Initially, the vertical gas profile (i.e., along the “long” side of the box) has
an exponential distribution given by

ρ(z) = max
[

ρ0 exp
(
−1

2
z2/h2

)
, 10−28 g cm−3

]
, (3.15)

where h = 30 pc and the mid-plane density ρ0 = 9 × 10−24 g cm−3. This corres-
ponds to a disc’s gas surface density of Σgas = 10 M⊙ pc−2. The max condition is
intended to prevent the density far away from the galactic plane to drop to arbit-
rarily low values. The total mass in the simulation domain is 2.5 × 106 M⊙. The
temperature of the gas is set initially to 4500 K near the midplane, and to 4 × 108 K
in the low density region distant from the midplane, representing hot the gas from
the halo. All the hydrogen is set to be initially in atomic form, and all carbon in
single ionized form. For runs with magnetic fields (the project includes both runs
with and without magnetic fields included), an initial field is set along the x-axis.
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Its strength varies as a function of the distance from the galactic midplane z:

B = Bx(z)x̂ = Bx,0

[
ρ(z)
ρ0

]−1/2

x̂ , (3.16)

where ρ(z) is as defined in Eq. (3.15) and Bx,0 = 3 µG.
The multi-phase ISM is created by driving supernova explosions in the galactic

disk. The rate at which the SNe are injected is given by the Kennicutt-Schmidt (KS)
relation (Schmidt, 1959; Kennicutt, 1998), which relates the disc’s gas surface density
to a typical star formation rate surface density: ΣSFR ∝ Σ1.4

gas. In a next step, the star
formation rate is translated into an SN rate by assuming a standard initial mass
function (Chabrier, 2001). A single SN explosion injects an energy of 1051 erg into
the system in different possible ways, depending on whether the resolution of the
simulation in the point where the SN explodes enables to resolve the Sedov-Taylor
phase of the SN or not (Gatto et al., 2015; Walch & Naab, 2015; Haid et al., 2016, for
details). In any case, this energy injection causes turbulence in the simulated ISM,
which leads to the formation of denser regions and, ultimately, of molecular clouds.
The SNe are ejected continuously, at a constant rate of 15 Myr−1, in the SILCC
simulations. The position where these SNe explode plays a major role in shaping
the ISM and, as a consequence, the structures which generate. Several possible
configurations have been tested in the first SILCC simulations (Walch et al., 2015;
Girichidis et al., 2016). The configuration which better resembles the ISM with solar
properties is a mixed driving of SNe: 50 per cent of them are injected in random
positions (modulo a weighting of the vertical position) and the other 50 per cent are
located in local density peaks. The motivation beyond this choice is to mimic the
explosions of massive stars in either their parental cloud (SNe injected in density
peaks) or diffuse regions due to runaway massive stars (SNe injected randomly).

SILCC-Zoom

The energy injected by SN explosions in the SILCC simulations, and the consequent
turbulence, creates the multi-phase ISM. As a result, portions of the gas, in which
hydrogen was initially entirely atomic, create denser structures, and several cold
and dense MCs develop from the diffuse ISM. The limited resolution of the SILCC
simulations, 3.9 pc, does not allow to follow in detail the evolution of a single MC. In
order to do so, it is necessary to run new simulations with a much smaller domain,
but much higher achievable resolution. This is is done within the SILCC-Zoom
Project. Regions of the SILCC simulations where MCs are forming are identified,
and then the simulations are restarted, only for those regions, from a time where
the number density inside the “zoom-in” regions do not exceed a few 10 cm−3. This
represents the starting time of the SILCC-Zoom simulations. The time passed since
the beginning of the zoom-in simulation will be referred to as tevol. External SN
explosions are switched off in the SILCC-Zoom simulations.

As we mentioned, the maximum resolution achievable in the SILC-Zoom simu-
lations is much higher compared to the 3.9 pc of the SILCC simulations. There are
two criteria do decide which regions need to be refined.

• Variations on gas density are used to refine the simulations up to 0.5 pc, i.e., 3
refinement levels above the base grid. This estimate is based on the approach
described by Lohner (1987), which takes into account the second derivative of
the density field normalized by the average of the gradient. This allows us
to capture low-density fluctuations. This criterion is quite sensitive such that,
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practically, the entire region is refined to the maximum possible resolution.

• Considerations on the Jeans length LJeans are also used as a refinement cri-
terion: LJeans is computed for all cells and it must be resolved with at least
16 cells in each dimension (Truelove et al., 1997; Federrath et al., 2011). This
criterion is used to refine up to 0.122 pc (5 levels above the base grid) or 0.061
pc (6 levels above). We use simulations refined up to 0.122 pc in Paper I and
Paper II, and we use both for the discussion on the features of the chemical
networks in Chapter 6.

Numerical artifacts may appear if the refinement from the base grid to the max-
imum level is applied instantaneously. On the other hand, if the refinement is
performed in a time scale longer than the free fall time of the cloud, key features of
the cloud itself may be affected. A suitable compromise solution, found in Seifried
et al. (2017) and used in the simulations we analyse, is to spend around 200 time
steps on each intermediate refinement level, corresponding to a total zoom-in time
of roughly 1 − 1.5 Myr. Furthermore, numerical artifacts can also appear if the re-
finement level of two neighboring blocks differ by more than one level. Therefore,
an additional refinement criterion is applied: this prescribes that if a certain block
is refined to the n-th level, all the neighboring blocks must be refined either to the
same level, or to one level more or less, (i.e., to the n + 1-th or the n − 1-th level).

Analyzed clouds

Paper I and Paper II use 8 different simulations within the SILCC-Zoom Project.
There, we analyse 2 pure HD clouds, i.e., with no external magnetic field included,
to which we refer as MC1-HD and MC2-HD, and two MHD clouds, i.e., with the
external magnetic field of 3 µG included. Those clouds are labelled MC1-MHD
and MC2-MHD. We consider, for all clouds, runs with no stellar formation and
feedback included, labelled by the suffix “-noFB”, and runs with star formation
and stellar feedback, labelled with “-FB”. In Chapter 6 we only use clouds without
stellar feedback.

3.4.1

Treatment of stellar feedback

The simulations within the the SILCC-Zoom projects can be performed either with
or without stellar feedback included. Indeed, in Paper I we explore the effect that
stellar feedback has on CO and [CII] emission, and therefore we need to use simu-
lations in both configurations.

In our simulations, stars can form under the following conditions: provided
that a certain region of the simulation domain is in the highest refinement level,
an accretion radius is set to be raccr = 0.31 pc. Within this radius, the gas must
be Jeans unstable (i.e., can collapse via Jeans instability), in a converging flow and
representing a local gravitational potential minimum (Federrath et al., 2010). These
conditions lead to the definition of a density threshold ρsi above which stars can
form:

ρsi =
πkB

mpG
T

4r2
accr

, (3.17)

where kB is the Boltzmann constant, mp the proton mass, and G is the gravitational
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constant. Given the raccr set, this is

ρsi ≈ 1.1 × 10−20
(

T
100 K

)
g cm−3 . (3.18)

If a cell satisfied these conditions, a sink particle is created in that cell. A sink particle
is a simulation object that represents a cluster of stars. It is, thus, a collection of stars,
each of them with different properties (temperature, luminosity radiation emitted),
but is treated as a single object concerning dynamics in the cloud and gas accretion.
Only the massive star (≥ 9 M⊙) properties are followed and the low mass stars are
not sampled.

Sink particles, indeed, accrete gas. One new massive star (9 M⊙ ≤ M⋆ ≤
120 M⊙) is randomly sampled for every 120 M⊙ accreted on a sink (Kroupa, 2001).
The Salpeter slope of -2.35 (Salpeter, 1955) in the high-mass regime of the IMF is
assumed to sample the mass of the newly formed stars. The residual gas accreted is
converted into low-mass stars, which are not recorded individually as they provide
no feedback (in our simulations) to the surrounding medium.

The transfer of ionizing radiation is calculated by TreeRay (Wünsch et al., 2021).
In order to simulate the evolution, and in particular the radiative energy output,
of massive stars from the zero-age main sequence to the Wolf–Rayet phase, the
prescriptions given in Gatto et al. (2017) and Peters et al. (2017) have been fol-
lowed. These prescriptions essentially provide temperature, mass, and luminosity
of the formed star throughout their life time, which result in information on the
rate of emitted photons at their different stages. The photon packages emitted are
then propagated in the cloud with TreeRay. More details on this are provided in
Haid et al. (2019). The ionization heating rate and number of ionizing photons
are provided to the chemistry module of FLASH, where the gas temperature is
self-consistently increased by balancing heating and cooling processes, the mean
hydrogen ionization state is updated using the photoionization rate which results
from the stellar activity (Haid et al., 2018), and CO is dissociated.

3.4.2

Chemical network

A chemical network is implemented in the SILCC and SILCC-Zoom simulations.
This network permits to calculate the evolution of some chemical species on-the-fly.
The simulations used for Paper I and Paper II use the chemical network given in
Glover & Mac Low (2007a,b), integrated with the model for CO formation intro-
duced by Nelson & Langer (1997). We refer to this network as NL97, which we
describe in the following. The simulations used in Chapter 6 use a more complex
network instead, which will be described in that chapter.

The hydrogen chemistry is based on 8 chemical reactions listed in Table 3.1. We
refer to Glover & Mac Low (2007a) and references therein for information on the
reaction rate.s

Besides these reactions, creation and destruction of CO are modelled as well.
This is done by assuming that CO is destroyed by photodissociation and is con-
verted instantly to C+, as the range of radiation wavelengths that ionize carbon is
larger than that which photodissociates CO. In turn, C+ is destroyed by radiative
association:

C+ + H2 → CH+
2 + γ . (3.19)
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Table 3.1: Set of chemical reactions making up the non-equilibrium hydrogen chem-
istry model used in the SILCC and SILCC-Zoom simulations which use the NL97
chemical network (Glover & Mac Low, 2007a).

.

Hydrogen chemistry
H + H + grain → H2 + grain

H2 + H → 3H
H2 + H2 → 2H + H2

H2 + γ → 2H
H + CR → H+ + e

H + e → H+ + 2e
H+ + e → H + γ

H+ + e + grain → H + grain

Then, CH+
2 rapidly converts into CH or CH2 via ion-molecule reactions with H2

and dissociative recombination with electrons. At this point, the radicals can form
CO via reaction with the oxygen molecule.

These reactions are not modelled in the NL97 network one-by-one. Instead,
these considerations lead to an equation which regulates the overall creation and
desctruction of CO:

dnCO

dt
= f (nC+ , nO, G0,l) + g (nCO, G0,l) , (3.20)

where f (nC+ , nO, G0,l) is a parameter depending on nC+ , nO, and the local ioniz-
ation field G0,l. More details on these reactions are provided in Nelson & Langer
(1997).

The aforementioned chemical reactions are completed with conservation laws,
which prescribe that the total abundance of carbon, oxygen, hydrogen, as well as
the total charge of the ISM are conserved. Practically, this means that, indicating by
xY the factional abundance of the species Y respect to total hydrogen, we have that

xC+ = xC,tot − xCO , (3.21)

xH + 2 xH2 + xH+ = 1 , (3.22)

xO = xO,tot − xCO , (3.23)

and

xe = xH+ + xC+ + xSi+ . (3.24)

We note that the evolution of Si+ is not followed in the chemical network. In-
stead, a constant fractional abundance of it is assumed.

The fractional abundances of total carbon, oxygen, and silicon are taken constant
and typical of solar neighborhood conditions: xC,tot = 1.41 × 10−4, xO,tot = 3.16 ×
10−4, and xSi,tot = 1.5 × 10−5 (Sembach et al., 2000).

The implementation of this chemical network, together with the calculation of
the heating and cooling processes (see Section 3.3) and the stellar feedback (Section
3.4.1) permits to obtain the chemical abundance of all the modelled species at any
time in the simulation domain. It is, then, necessary to solve the radiative transfer
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equation in order to produce synthetic emission maps of the modelled clouds. The
way this is done is discussed in the next section.

3.5
Implementation of radiative transfer

In this section, we describe the implementation of radiative transfer in this work. We
already discussed the theoretical aspects in Section 2.4.1. Here, we focus instead
on how these concepts are implemented. This section is structured as follows.
We first explain the treatment of line radiative transfer. Then, we illustrate the
implementation of dust continuum emission, which includes the calculations of the
dust temperature as a consequence of stellar radiation, and the radiative transfer
of light emitted from grains. We leave to Section 3.6 the descrption of the post-
processing steps we operate on the simulations before performing the radiative
transfer. We discuss the post-process after the radiative transfer because this post-
process is performed on the radiative transfer code input files. It is thus easier to
first introduce the code, and then explain how these files are post-processed.

All the calculations relative to radiative transfer are performed by using RADMC-
3D (Dullemond et al., 2012), a code package for diagnostic radiative transfer calcu-
lations in astronomy and astrophysics.

3.5.1

Line radiative transfer

Performing the radiative transfer for line emission essentially means solving Eq. (2.16).
As we noted in Eqs. (2.13) and (2.14), the emission and absorption coefficients, jν
and αν respectively, depend on the line profile ϕ (ν), which has to be a distribution
sharply peaked at the rest frequency ν0. The (co-moving) line profile assumed ϕ̃ (ν)

by RADMC-3D is

ϕ̃ (ν) =
c

atotν0
√

π
exp

[
− c2 (ν − ν0)

2

a2
totν

2
0

]
, (3.25)

where atot is the total linewidth. It is composed out of a thermal contribution
atherm an a turbulent term aturb, such as

atot =
√

a2
therm + a2

turb . (3.26)

In our simulations, we set

aturb = atherm =

√
2kBTg

µmH
, (3.27)

where Tg is the gas temperature, µ is the molecular weight of the emitting
particle, and mH ≈ mp is the hydrogen atom mass.

Knowledge of the level populations of the emitting particle is also needed for cal-
culating the emission and absorption coefficients. While they are easily calculated
in Local Thermal Equilibrium (LTE), as the level population follows the Maxwell-
Boltzmann distribution (Eq. (2.21), this is not true when LTE is not assumed. In-
stead, RADMC-3D can calculate the level populations in several ways. We choose
to use the so-called Large Velocity Gradient (LVG) approximation (Sobolev, 1957; Os-
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senkopf, 1997; van der Tak et al., 2007; Shetty et al., 2011). In this approximation,
the velocity gradient is used to calculate an optical depth τLVG:

τLVG =
hc
4π

nX
1.064 |∇ · v| (xl Blu − xuBul) , (3.28)

where nX is the number density of the species of interest, xl and xu are the number
fraction of the species X in the lower and upper state, respectively (we are here
modelling line emission from a two-level system), and Blu and Bul are the Einstein’s
absorption and stimulated emission, respectively.

After τLVG (hereafter only τ for notation simplicity) has been calculated, an es-
cape probability β is calculated:

β =
1 − e−τ

τ
. (3.29)

With β calculated, the line integrated mean intensity J is

J = (1 − β) S + βJbg , (3.30)

with S = jν/αν the source function and Jbg the background radiation field, which
is the CMB in our simulations.

The equations above describe, practically, how to calculate J, provided that the
level population of the species of interest is known. Therefore, we need to explain
now how to calculate the level population, as long as the Maxwell-Boltzmann dis-
tribution cannot be used.

For calculating the level population of the species of our interest, namely C+

and CO, we need to know the collisional rates with their collisional partners. We
consider para-H2, ortho-H2, H, and electrons as collisional partners for C+, and
para-H2, ortho-H2, H, and He as collisional partners for CO. We do not follow the
evolution of helium in the NL97 chemical network; instead, we fix the fractional
abundance of helium to 0.1 in respect to total hydrogen. The collisional data are
taken from the Leiden Atomic and Molecular DAtabase (LAMDA, Schöier et al.,
2005), and we take a constant value for all the temperatures equal or larger than
the highest temperature provided in the database Goldsmith et al. (2012). Since
the LAMDA database does not provide collisional data for CO with H and He, we
use for this the data from Walker et al. (2015) and Cecchi-Pestellini et al. (2002),
respectively. The rate coefficient for the species X in the ul transition is

CX
ul = ∑

cp
nX

cpRcp
ul , (3.31)

where Rcp
ul is the excitation rate for the specific collisional partner “cp” and is read

from the collisional data tables, nX
cp is the number density of the collisional partner

“cp” of the species X, and the sum is run over all the collisional partners considered.
The corresponding rate coefficient for the upward transition is calculated as

Clu = Cul
gu

gl
exp

(
−hνul
kBT

)
. (3.32)

Then, the level population is obtain by solving the statistical equilibrium, i.e.,

xlClu − xuCul = xu Aul β + (xuBul − xl Blu) βul Jbg
ul . (3.33)

We note that Eqs. (3.29) and (3.33) depend on each other, as β appears in the
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statistical equilibrium equation, but the definition of β includes xl and xu (they
appear in τ). Because of this, both equations need to be solved together iteratively.

It might be that the co-moving line width (Eq. (3.25)) becomes narrower than
the Doppler shift. If this is the case, some velocity channels do not contribute
to the emission. This is, however, a numerical artifact that shall be eliminated.
This is done by using a “Doppler-catching” method (Pontoppidan et al., 2009), that
ensures a smooth behaviour of the emission in neighbouring velocity channels. This
module can be optionally included or excluded in the RADMC-3D calculations, but
we include it in all our analysis.

3.5.2

Dust continuum radiative transfer

Dust temperature

The dust temperature in the ISM, and more specifically in MCs, is the consequence
of dust heating due to either the external ISRF or the stellar radiation coming from
the stars formed in the MC. The radiative transfer modules in FLASH calculate
the dust temeprature as a consequence o the ISRF, but do not take into account
the effect of formed stars, which, as we show in Paper II, is definitely dominant
in MCs respect to the effect of the ISRF. We use RADMC-3D to calculate the dust
temperature resulting from stellar radiation, and for each cell we take the maximum
between the temperature calculated with RADMC-3D and the temperature given by
FLASH, so that we take into account both effects.

In RADMC-3D, the dust temperature is calculated using the Monte Carlo method
of Bjorkman & Wood (2001) with various improvements, such as the continuous ab-
sorption method described by Lucy (1999). We refer to these paper for a detailed
description of the method. Here, we give only a qualitative description of it based
on the RADMC-3D’s manual.

The total star luminosity is divided into a certain number of photon packages
(the number can be chosen by the user). These packages are emitted by the stellar
sources one-by-one and, as they move through the grid they may scatter off dust
grains and thus change their direction. Besides getting scattered, photons can also
be absorbed by dust grains. When this happens, the photon package is immediately
re-emitted in another direction and with another wavelength. Each time a photon
package enters a cell it increases the dust temperature of that cell. The dust temper-
ature of a cell, conversely, decreases when a photon package leaves the cell. Each
photon package moves through the model and never gets lost until it escapes the
model through the outer edge of the grid. At this point, another photon package
is launched and undergoes the same procedure. The final dust temperature is thus
the one resulting after all the photon packages have been launched and escaped the
simulation domain.

It is worth noting that the dust temperature calculated in this way is an equilib-
rium temperature. In principle, this is contradictory with the non-LTE assumption
that we make concerning the line radiative transfer. However, this is for most cases
presumably a very good approximation, because the heating/cooling time scales
for dust grains are typically very short compared to any time-dependent dynamics
of the system, including the chemical evolution time scales.
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Dust continuum emission maps: treatment of scattering

When discussing photon scattering from dust grains, we have to differentiate between
UV photons coming from the stars, and IR photons emitted by the grains.

The UV photons coming from the stars are the heating source of the dust and, as
we explained above, their scattering on dust grains is taken into account intrinsically
by RADMC-3D when calculating the dust temperature via the Monte Carlo method.

The scattering of IR photons emitted by dust plays a role in changing the shape
of the dust continuum emission maps. There are several possible treatments of IR
photon scattering in RADMC-3D: it can be either simply neglected, or treated as iso-
tropic, or considered anisotropic, with different levels of approximation. The type
of treatment depends both on the dust data that are provided to RADMC-3D and
on the settings selected. We use dust data from Weingartner & Draine (2001), which
allow for isotropic treatment of scattering. Nevertheless, we switch off such scat-
tering, as its role in affecting emission maps on clouds’ scale is negligible. As a
consequence, the radiative transfer equation of dust has, with these approximation,
the same form as the one for lines (Eq. (2.16)), with

αν = ρdkabs(ν) (3.34)

and
jν = ρdkabs(ν)B(ν) , (3.35)

with ρd the dust mass density, kabs(ν) the tabulated absorption coefficient, which
depends on ν, and B(ν) the spectral emissive power given by the Planck’s law.

The radiative transfer is performed by RADMC-3D by always taking into ac-
count both the emission and the absorption term. Nevertheless, we calculated the
optical depth τν for several snapshots of our simulations used in Paper II and found
that τν > 0.3 happens rarely, and in the vast majority of the maps it is well below
that value. This means that in general the dust emission is optically thin, and the
absorption term plays little role in the radiative equation, i.e.,

dIν

ds
≈ jν (3.36)

is in general a good approximation for dust emission in MCs.

3.6
Post-processing of the simulations

We described the main features of the simulations we use, the chemical network
implemented, and the treatment of the radiative transfer that we need in order to
obtain synthetic emission maps. In order to obtain more realistic results, however,
we aim to consider effects which are not included in the physics and chemistry
packages of FLASH, and therefore not considered in the original SILCC-Zoom sim-
ulations. We include them by post-processing the simulation data before operating
the radiative transfer with RADMC-3D. The effects we include are:

• CO freeze-out. In dense and cold gas, CO in gas-phase freezes-out on dust
grains, and its average residence time on the grains is relatively long. As the
fraction of CO which is frozen on dust grains is neither available as a cooling
source nor as a reaction reagent, nor emits light, this phenomenon practically
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leads to a CO leak in these environments. A good observational example is
provided in Bergin et al. (2002), and the mathematical description which we
follow in the implementation is given by Glover & Clark (2016).

Cosmic rays, dust temperature, and collision rate between CO and grains,
which in turn depends on the gas temperature, are responsible for the CO
freeze-out. Their contribution is expressed trough three coefficients kcr, ktherm,
and kads which represent the contributions of CRs, thermal desorption, and
collisional desorption, respectively. They are defined as (units are omitted)

kcr = 5.7 × 104 × CRIR , (3.37)

ktherm = 1.04 × 1012 exp
(
−960 K

Td

)
(3.38)

kads = 3.44 × 10−18
√

Tg
(
2nH2 + nH

)
. (3.39)

The number density of frozen CO is then given by

nCO,f = nCO × kcr + ktherm
kcr + ktherm + kads

. (3.40)

The calculation of nCO,f is performed cell-by-cell, and the resulting CO dens-
ity is updated consequently. The script which performs this calculation is
included in the pipeline that we use to convert the FLASH simulation data
into RADMC-3D input data. This pipeline, written by Pierre C. Nürnber-
ger, is publicly available at https://astro.uni-koeln.de/walch-gassner/
downloads/flashpp-pipeline.

• C+ → C2+ thermal ionization. In hot and diffuse regions, particle collision
leads to a significant fraction of C+ being further ionized into C2+. We reduce
the C+ number density in all cells with Tg ≥ 20 000 K by a scaling factor k

(
Tg
)

taken from Sutherland & Dopita (1993), such as the new number density nnew
C+

is
nnew

C+ = k
(
Tg
)
× nC+ , (3.41)

where here nC+ is the original C+ number density. For Tgas ≳ 100 000 K less
than 1 per cent of the original C+ is preserved. This correction is implemented
in the aforementioned pipeline as well.

• C+ → C2+ photoionization. This post-processing step is implemented first
in Paper I, and the results shown there are the first one which take into ac-
count C+ photoionization within the work of our group. As this concerns
stellar feedback, only simulations which have it included undergo this post-
processing step.

Stellar radiation from massive stars can cause further ionization of carbon
(Abel et al., 2005, for instance). In particular, O- and B-type stars, which are
those whose radiation is taken into account in our simulations, emit a non-
negligible amount of photons with energy exceeding the second ionization
energy of carbon, equal to 24.4 eV. We expect, therefore, that a significant
fraction of the C+ located in the HII regions created by massive stars is ac-
tually converted into C2+. As this phenomenon is not taken into account in
the original SILCC-Zoom simulations, the necessity of implementing a post-
processing step for this arises.

https://astro.uni-koeln.de/walch-gassner/downloads/flashpp-pipeline
https://astro.uni-koeln.de/walch-gassner/downloads/flashpp-pipeline
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The quantities that play a major role in determining which fraction of C+ is
converted into C2+ are the gas density ng, the gas temperature Tg, and the
number of photons available with hν ≥ 24.4 eV. The first two quantities are
directly available as FLASH output data. Conversely, we need to derive the
latter from the stellar temperature T⋆ and the energy density of photoionizing
photons Eion (i.e., the energy density of photons with hν ≥ 13.6 eV). Indeed,
given Eion and T⋆, we can derive, for instance, the energy density EC+

ion of
photons capable of ionizing C+ by assuming that the stars emit light as a
black body. This is also assumed throughout all the other simulation steps, i.e.,
when calculating the radiation emitted by the stars and the dust temperature.
We obtain that

EC+

ion = Eion

∫ ∞
24.4 eV Bν(T⋆)dν∫ ∞
13.6 eV Bν(T⋆)dν

. (3.42)

We use CLOUDY (Ferland et al., 2017) to perform the necessary calculations
for this post-process. This is a spectral synthesis code designed to simulate
conditions in interstellar matter under a broad range of conditions. In practice,
it simulates a 1D-slab PDR, with radiation illuminating one side of the slab,
and the chemical composition of the PDR, together with other features, is
calculated as a function of distance from the illuminated side of the slab. We
aim, ideally, to build CLOUDY models of PDRs with the same gas density and
temperature of the portion of the cloud we are interested in, illuminated by
the rate of ionizing photons we calculate with Eq.(3.42). In this way, CLOUDY
determines the chemical composition of that PDR, which we interpret as the
correct chemical composition of the region of our interest, and therefore we
replace the original nC+ with the one given by CLOUDY, which considers the
C+ photoionization. There are, however, a number of relevant implementation
difficulties, which we describe in the following.

First of all, CLOUDY requires the bolometric luminosity Lbol of a star as an
input parameter, and not Eion or EC+

ion . Because of this, we first define an “ion-
izing luminosity” as the luminosity of a star located at a distance d from the
region which has the given Eion, in absence of any shielding effects, calculated
by considering only those photons with hν ≥ 13.6 eV:

Lion =
1
c

Eion

4πd2 . (3.43)

At this point, we determine the bolometric luminosity of this star following
the same idea we used to write Eq. (3.42):

Lbol = Lion

∫ ∞
0 Bν(T⋆)dν∫ ∞

13.6 eV Bν(T⋆)dν
. (3.44)

Using Eqs. (3.43) and (3.44) together we can convert Eion, available as a FLASH
output, into Lbol. It is crucial to note, here, that d is not the real distance
between the cell and the star. If we used the real distance, we would indeed
need 5 parameters per cell to perform this post-process, instead of the 4 we
declared to use. The reason why it is important to reduce these parameters to
a minimum will be clarified in the following. The choice we make, instead, is
to set a constant value of d = 100 pc for all cells. This means that Lbol that we
calculate is not the real bolometric luminosity of the star of interest, but the
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Table 3.2: Parameter range used for our CLOUDY models. Steps are equally spaced
in log-scale.

Quantity min max steps
ng [g cm−3] 10−26 10−20 19

Tg [K] 101.5 104.5 19
T⋆ [K] 103.5 105.5 21

Eion [erg cm−3] 10−18 10−8 21

bolometric luminosity of an hypothetical star, located at 100 pc from the cell,
which produces exactly the same amount of Eion (and therefore also of EC+

ion
as the star temperature is the real one) which we have in the simulation. This
choice is reasonable since, as we pointed out before, the quantity physically
determining the fraction of ionized C+ is EC+

ion .

We cannot run one CLOUDY model for each cell of our simulation domain,
for all the analysed snapshots: this would be extremely computationally de-
manding and thus practically unfeasible with the computational resources
available. Instead, we preliminary build a database of CLOUDY models and
then we interpolate, for each cell, the data in this database. This approach has
already been used in literature, and provided to be sufficiently reliable (Vallini
et al., 2015, 2018, 2021; Katz et al., 2017, 2019; Lagache et al., 2018; Pallottini
et al., 2019; Leung et al., 2020; Lupi et al., 2020; Liang et al., 2023). We sample
ng, Tg, T⋆, and Eion within their variability range in our simulations and create
the database. Then, we loop for each cell of the snapshot that we post-process
and we use LinearNDInterpolator

2, part pf Python’s SciPy library, to in-
terpolate the database for the values of the specific cell. Table 3.2 summarizes
the parameter range we used. In total, this results in approximately 160 000
CLOUDY models.

It is also important to note that this process is based on the concept that one
single star is responsible for the ionization of a given cell. In most cases, this
is actually not true. Instead, several stars act together in a certain region,
and the presence of a certain Eion is a consequence of all them. We adopt a
simplifying assumption that the star whose unattenuated energy flux in the
cell of interest is the largest is the only responsible for the ionizing energy in
that cell. Therefore, for each cell we loop over all the stars in the simulation
domain and for each of them we calculate the flux

F =
L̃bol

4πd̃2
, (3.45)

where L̃bol and d̃ are the real bolometric luminosity (available as simulation
data) and the real distance from the cell, respectively. We then select, for the
rest of the post-processing, the star which has the largest F. We also check
that the selected star is not more than twice as far away from the cell as the
closest star, but this never happens in our simulations.

The cells we post-process can have a size of dx = 0.122, 0.244, 0.488, or 0.976
pc. We take dx = 0.976 as the depth of the PDR in CLOUDY, then we integrate

2https://docs.scipy.org/doc/scipy/reference/generated/scipy.interpolate.
LinearNDInterpolator.html

https://docs.scipy.org/doc/scipy/reference/generated/scipy.interpolate.LinearNDInterpolator.html
https://docs.scipy.org/doc/scipy/reference/generated/scipy.interpolate.LinearNDInterpolator.html
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the results given by CLOUDY (which provides the species abundances as a
function of the depth from the illuminated side of the PDR) for each possible
dx and we save the results in 4 different database. We select the database to
interpolate cell-by-cell, according to the size of the cell itself. In this context,
the choice of d = 100 pc assures that dx ≪ d, that is, that the CLOUDY models
are essentially a plane-parallel PDR which we can then directly map back to
the simulation cell.

We can now summarize the steps we follow for this post-processing step.
Concerning the creation of the database, we:

1. run one CLOUDY model for all possible parameter combination. The
parameter range is given in Table 3.2. We convert Eion into Lbol with
Eqs. (3.43) and (3.44) and select d = 100 pc;

2. obtain, for each model, the correct fractional abundance of C+ with re-
spect to total hydrogen fC+ ,cloudy as a function of the distance from the
illuminated side of the slab;

3. average the collection of fC+ ,cloudy that we obtain over the 4 possible dx
of our cells and we write them in 4 different databases.

The creation of the database is done only once. After we construct the data-
base, we actually post-process our simulations. We loop over all cells of the
snapshot we want to post-process and, for each cell, we:

1. check whether Eion > 0. If it is not the case, we do not post-process the
cell at all, and skip all the following steps;

2. determine the star responsible for the ionizing radiation by calculating F
according to Eq. (3.45) for all the stars and we select the star associated
to the largest F;

3. interpolate the appropriate database (depending on dx of the cell) and
determine fC+ ,cloudy;

4. replace the original nC+ with the new one given by

nC+ ,new = fC+ ,cloudy nH,tot , (3.46)

where nH,tot is the total hydrogen number density.

This process replaces the original C+ number density with the new one given
by CLOUDY. In principle, this can lead to inconsistencies, because i) CLOUDY
calculates the species abundances assuming chemical equilibrium, whereas
we do not make such assumption, and ii) the chemical network embedded in
CLOUDY is more complex than NL97, so even given the exactly same condi-
tions, the predicted abundances are slightly different for the two networks.

In order to overcome the issue concerning the diversity in the chemical net-
works, we test, for a selection of snapshots, another possibility for updating
the C+ abundance. Instead of using Eq. 3.46, we set

nC+ ,new =
nC

C+

nC
C,tot − nC

CO − nC
C

nC+ , (3.47)

where nC+ is the original number density and nC
X = fX,cloudy nH,tot are the

number densities given by CLOUDY for the species X. The carbon-bearing
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species included in the chemical network of CLOUDY are CO, C, C+, C2+, and
other further ionized states. The first term in the right hand-side of Eq. (3.47)
represents therefore the fraction of single-ionized carbon with respect to all
the ionized states of carbon. For instance, if all ionized carbon is in form of
C+, this quantity equals 1, whereas, if all the ionized carbon is e.g. in form
of C2+, it equals zero. Applying Eq. (3.47) instead of Eq. (3.46) is thus in
principle more accurate as, instead of replacing the C+ abundance given by
NL97 with the one given by CLOUDY in the post-processed cells, it is only a
correction which considers the fraction of carbon in highly ionized states as
predicted by CLOUDY. In any case, we note that the differences between the
two approaches are negligible in all the snapshots we considered, therefore
we choose to use Eq. (3.46) for simplicity. The post-process in Paper I and
Paper II is thus always performed with Eq. (3.46).

In Appendix A we show the entire code and we give instructions on how to
use this post-processing routine.
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ABSTRACT
We analyse synthetic 12CO, 13CO, and [CII] emission maps of simulated molecular clouds of
the SILCC-Zoomproject.We use simulations of hydrodynamical andmagnetohydrodynamical
clouds, both with and without stellar feedback, including an on-the-fly evolution of seven
chemical species including H2, CO, and C+. We introduce a novel post-processing of the C+
abundance using Cloudy, necessary in HII regions to account for higher ionization states of
carbon due to stellar radiation. With this post-processing routine, we report self-consistent
synthetic emission maps of [CII] in and around feedback bubbles. Within the bubbles a
consistent fraction of C+ is actually further ionized into C2+ and therefore they are largely
devoid of emission [CII], as recently found in observations. The C+ mass is only poorly
affected by stellar feedback but the [CII] luminosity increases by 50− 85 per cent compared to
reference runs without feedback due to the increase of the excitation temperature. Furthermore,
we show that, for both 12CO and 13CO, the luminosity ratio, !CO/! [CII] , averaged over the
entire cloud, does not show a clear trend and can therefore not be used as a reliable measure
of the H2 mass fraction or the evolutionary stage of clouds. We note a monotonic relation
between the �CO/� [CII] intensity ratio and the H2 mass fraction for individual pixels of our
synthetic maps, but with a too large scatter to reliably infer the mass fraction of H2. Finally, we
show that assuming chemical equilibrium results in an overestimation of H2 and CO masses
by up to 110 and 30 per cent, respectively, and in an underestimation of H and C+ masses by
65 and 7 per cent, respectively. In consequence, !CO would be overestimated by up to 50 per
cent, and !C[II] be underestimated by up to 35 per cent. Hence, the assumption of chemical
equilibrium in molecular cloud simulations introduces intrinsic errors of a factor of up to ∼ 2
in chemical abundances, luminosities and luminosity ratios.

Key words: ISM: molecules – radiative transfer – methods: numerical – ISM: clouds – ISM:
HII regions – astrochemistry

1 INTRODUCTION

Molecular clouds (MCs) are defined as those regions of the inter-
stellar medium (ISM) where hydrogen exists predominantly in its
molecular form, H2. Due to the absence of dipole moment and low
temperatures, typically of a few 10 K, H2 is not directly observable
in MCs. Nevertheless, information on the abundance and distribu-
tion of H2 are of great importance because they allow us to identify
the star formation sites in MCs. H2 is observed only indirectly by
means of dust continuum (see e.g. Bot et al. 2007) and molecules
which trace its presence. The most used molecule to trace H2 in
MCs is CO (e.g. Wilson et al. 1970; Scoville & Solomon 1975;
Larson 1981; Solomon et al. 1987; Dame et al. 2001; Bolatto et al.
2013; Dobbs et al. 2014). In order to infer the amount of H2 from

★ E-mail: ebagezio@ph1.uni-koeln.de

the observations of CO, a conversion factor -CO from the observed
CO luminosity into a H2 column density has been established (see
e.g. Scoville et al. 1987; Dame et al. 1993; Strong & Mattox 1996;
Melchior et al. 2000; Lombardi et al. 2006; Nieten et al. 2006;
Smith et al. 2012; Ripple et al. 2013; Bolatto et al. 2013). The stan-
dard value of -CO in the Milky Way is commonly assumed to be
-CO = 2 × 1020 cm−2 K−1 km−1 s, but there is plenty of evidence
that the actual value strongly depends on the environmental condi-
tions (Glover & Mac Low 2011; Shetty et al. 2011a; Bolatto et al.
2013; Gong et al. 2020; Seifried et al. 2020) or the cloud’s evolu-
tionary stage (Borchert et al. 2022). Furthermore, because of this
strong dependence, it is used to assess the total amount of H2 in a
cloud, but it cannot be easily used on sub-pc scales (e.g. Bisbas et al.
2021). More in general, CO is not a perfect tracer for H2 because of
(i) the presence of CO-dark areas, which may contain a significant
amount of H2, but almost no CO (see for instance Lada & Blitz
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1988; van Dishoeck & Black 1988; Grenier et al. 2005; Glover &
Mac Low 2011; Glover & Clark 2016; Seifried et al. 2020), and
(ii) the optical thickness of CO in denser regions, which break the
quantitative relation between the CO luminosity and the H2 mass
(e.g. Seifried et al. 2020; Bisbas et al. 2021).

Other chemical species are also used to assess the H2 abun-
dance in the clouds: neutral carbon emission has been studied in
this context and an -C-factor (Papadopoulos et al. 2004; Offner
et al. 2014), defined in an analogous way than -CO, has been used
to assess the abundance of H2 in MCs. The value of -C, however,
also depends on the clouds’ environment (Offner et al. 2014; Bis-
bas et al. 2021). C+ is another frequently abundant form of carbon,
which has been studied intensively in MCs and is one of the main
coolants of the ISM (Tielens &Hollenbach 1985; Stacey et al. 1991;
Stutzki 2001; Röllig et al. 2006; Ossenkopf et al. 2013; Appleton
et al. 2013; Lesaffre et al. 2013; Beuther et al. 2014; Pineda et al.
2013, 2014; Klessen & Glover 2016, and many more). It is most
abundant in photo-dissociation regions (Ossenkopf et al. 2013) and
in shock fronts (Appleton et al. 2013; Lesaffre et al. 2013). Some
studies (e.g. Velusamy & Langer 2014; Franeck et al. 2018) suggest
that C+ is a tracer of some CO-dark areas of the clouds. However,
a reliable relation between the C+ emission and the H2 abundance
is difficult to establish, because most of the [CII] emission comes
from regions which are predominantly atomic (Franeck et al. 2018).

The formation and evolution of MCs has been studied with nu-
merical simulations in a large number of recent works (e.g. Dobbs
& Pringle 2013; Smith et al. 2014a; Gatto et al. 2015; Li et al. 2015;
Walch et al. 2015; Ibáñez-Mejía et al. 2016; Padoan et al. 2016;
Seifried et al. 2017; Kim & Ostriker 2018, and many more). Chem-
istry treatment is generally performed in two possible ways: one
option is to first run the simulations without considering the chem-
ical composition of the clouds and then post-process the chemistry
assuming equilibrium (e.g. Gong et al. 2018; Gong et al. 2020;
Li et al. 2018; Keating et al. 2020). Post-processing the chemistry
enables the use of complex networks, but the assumption of chem-
ical equilibrium is necessary and,as a consequence, the H abun-
dance is usually underestimated while H2 is overestimated (Hu et al.
2021; Borchert et al. 2022; Seifried et al. 2022). Conversely, some
other simulations include a treatment of molecule formation with a
non-equilibrium chemical network (Clark et al. 2012; Smith et al.
2014b,c; Seifried &Walch 2016; Walch et al. 2015; Hu et al. 2016,
2017; Smith et al. 2020; Hu et al. 2021; Valdivia et al. 2016; Lahén
et al. 2020). This usually implies the usage of simpler networks but
the assumption of chemical equilibrium is avoided. Recently, non-
equilibrium chemistry has been joined with high-resolution simu-
lations. For instance, in the SILCC-Zoom project (Seifried et al.
2017, 2020; Haid et al. 2019), the formation of molecular clouds
is followed from spatial scales of several hundred parsec down to
∼ 0.1 pc. These simulations serve as a basis of this publication.

In this paper, we produce synthetic observations of these sim-
ulated MCs using the RADMC-3D radiative transfer code (Dulle-
mond et al. 2012) in order to investigate (i) the usability of the
CO/[CII] emission line ratio as an alternative tracer (to XCO) for
the prevailing H2 gas mass, and (ii) its potential of being used as
an indicator of MC evolution. We also shed light on the role of the
assumption of equilibrium chemistry on the emission of CO and
[CII].

This paper is structured as follows: in Section ?? we describe
the numerical methods, which we use to run the simulations and the
radiative transfer calculations. In Section 4 we describe the overall
aspect of the simulations, the corresponding synthetic observations,
the -CO factor, and the line ratios, considering both the total lumi-

Table 1. Overview of the simulations giving the run name, the zoom time
C0, the run type (hydrodynamical, HD, or magnetohydrodynamical, MHD),
and stellar feedback

run name C0 [Myr] run type feedback

MC1-HD-noFB 11.9 HD no
MC1-HD-FB 11.9 HD yes
MC2-HD-noFB 11.9 HD no
MC2-HD-FB 11.9 HD yes

MC1-MHD-noFB 16.0 MHD no
MC1-MHD-FB 16.0 MHD yes
MC2-MHD-noFB 16.0 MHD no
MC2-MHD-FB 16.0 MHD yes

nosity and the intensity from single pixels. Then, we discuss our
results and we analyse the importance of the equilibrium chemistry
in Section 5. Finally, we summarise our results in Section 6.

2 SILCC-ZOOM SIMULATIONS

The simulatedMCswe use in this paper are part of the SILCC-Zoom
project (Seifried et al. 2017). The zoom-in simulations are per-
formed within the SILCC project (see Walch et al. 2015; Girichidis
et al. 2016, for details).

The SILCC setup models a region of a stratified galactic disc.
The rectangular box measures 500 pc × 500 pc × ± 5 kpc, and
uses periodic boundary conditions in x- and y-direction, while out-
flow boundary conditions are applied in the z-direction. The sim-
ulations are performed with the adaptive mesh refinement (AMR)
code FLASH 4.3 (Fryxell et al. 2000; Dubey et al. 2008) and use,
for the hydrodynamics (HD) runs, a solver described in Bouchut
et al. (2007);Waagan (2009), which guarantees positive entropy and
density. The magnetohydrodynamical (MHD) runs use an entropy-
stable solver (Derigs et al. 2016, 2018). We model the chemical
evolution of the ISM using a chemical network for H+, H, H2,
C+, O, CO, and e− (Nelson & Langer 1997; Glover & Mac Low
2007a,b; Glover et al. 2010), hereafter NL97, which also follows the
thermal evolution of the gas including the most important heating
and cooling processes. We assume solar metallicity with elemental
abundances of carbon and oxygen relative to hydrogen of 1.4×10−4

and 3.16 × 10−4, respectively (Sembach et al. 2000). The ISM is
embedded in an interstellar radiation field (ISRF) of �0 = 1.7 in
units of Habing (1968), that is in line with Draine (1978). The cos-
mic ray ionization rate (CRIR) is set to 3×10−17 s−1 with respect to
atomic hydrogen. The gas self-gravity as well as the local shielding
of the gas from the ISRF is treated with an Octtree-based algorithm
described in Wünsch et al. (2018).

For the magnetized runs, we initialize a magnetic field B along
the x-direction as

�x = �x,0
√
d(I)/d0 , (1)

where �x,0 = 3 `G is in accordance to recent observations (e.g.
Beck & Wielebinski 2013), d0 = 9 × 10−24 g cm−3 (see Walch
et al. 2015, for more details), and d(I) is the initial Gaussian density
distribution, with I being the distance from the galactic midplane.

Up to a time C0 after the beginning of the simulations, super-
nova explosions drive turbulence. The rate at which the supernovae
are injected is based on the Kennicutt – Schmidt relation, relating
the disc’s surface density (here 10 M� pc−2) with a typical star
formation rate surface density. The latter is translated into a super-
novae rate by assuming a standard initial mass function. We refer
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to Walch et al. (2015) and Girichidis et al. (2016) and references
therein for details. At C0 the further injection of background super-
novae is stopped and local gas overdensities, i.e., the regions where
MCs are about to form, are already visible. We select a few of these
“zoom-in” regions and continue the simulations allowing for a res-
olution up to 0.12 pc in those regions. The typical side length of the
zoom-in regions is about 100 pc. We consider two purely hydrody-
namical clouds, which we refer to as MC1-HD and MC2-HD, and
two magnetohydrodynamical clouds, MC1-MHD and MC2-MHD.
The HD runs are described in detail in Seifried et al. (2017) and
the MHD runs in Seifried et al. (2019). We emphasise that HD and
MHD runs refer to different clouds, they are not just the same clouds
with/without external magnetic field included. In MHD runs C0 is
larger than in the HD runs due to the slower dynamical evolution of
the MHD clouds (Walch et al. 2015; Girichidis et al. 2016).

We set C0 = 11.9 Myr for the HD runs and C0 = 16.0 Myr
for the MHD runs. We also run these 4 clouds with stellar feed-
back included. We distinguish throughout the text by indicating, for
instance, MC1-HD-noFB and MC1-HD-FB for non-feedback and
feedback runs, respectively. An overview of the simulations features
is given in Table 1. In the feedback runs (see Haid et al. 2019, for
a more detailed description), we use sink particles to model the
formation and the evolution of stars and, as a consequence, of the
ionizing radiation feedback by massive stars. The sinks form when
the gas density exceeds 1.1 × 10−20 g cm−3. Further, the nearby
gas has to be in a converging flow, gravitationally bound, Jeans un-
stable, and in a local gravitational potential minimum. Details on
this are provided in Federrath et al. (2010). We also use the sink
accretion criteria described there. Next, per 120 M� of accreted
mass, a massive star between 9 and 120 M� is created using a
random sampling algorithm (Gatto et al. 2017), which follows the
initial mass function of Salpeter (1955). The radiative feedback rel-
ative to each star is treated with TreeRay (Wünsch et al. 2021). The
chemical evolution of all HD clouds, as well as MC1-MHD-noFB
and MC2-MHD-noFB, in particular for H2 and CO, is reported in
Seifried et al. (2020).

3 POST-PROCESSING AND RADIATIVE TRANSFER

Before the actual synthetic emission maps are produced (Sec-
tion 3.3) we prepare the necessary input data in two steps. The
first step is applied to the entire simulation domain (Section 3.1),
the second is only applied to regions affected by stellar feedback
(Section 3.2). Unless stated otherwise, all the results shown in the
remainder of the paper include the post-processing described in the
following.

3.1 Data preparation for the radiative transfer

In the first step we apply a pipeline developed by P. C. Nürnberger1
to the entire simulation domain. It converts the FLASH simulation
data into input files for RADMC-3D (Dullemond et al. 2012, used
for the radiative transfer) and incorporates further physical pro-
cesses: (i) CO freeze-out, (ii) C+ → C2+ thermal ionization, (iii)
splitting of H2 into para- and orho-H2, and (iv) the generation of a
microturbulence file.

(i) The CO density after the freeze-out post-processing, =CO,f , is

1 https://bitbucket.org/pierrenbg/flash-pp-pipeline/src/master/

obtained from the original density =CO following Glover & Clark
(2016) and references therein:

=CO,f = =CO ×
:cr + :therm

:cr + :therm + :ads
, (2)

where

:cr = 5.7 × 104 × CRIR (3)

is the CR-induced desorption rate of CO from dust grains,

:therm = 1.04 × 1012 exp
(
−960 K

)d

)
(4)

is the thermal desorption rate. Here, )g is the gas temperature and
)d is the dust temperature. Furthermore,

:ads = 3.44 × 10−18 √
)g (2=H2 + =H) (5)

is the adsorption rate due to collisions between CO and dust grains.
(ii) The C+→C2+ ionization due to collisions induced via thermal
motions is implemented following Sutherland & Dopita (1993). In
cells with a gas temperature )g ≥ 2 × 104 K the C+ density is
corrected in order to consider such collisions.
(iii) We distinguish between the two nuclear spin states of H2, in
which the spins of the nuclei are parallel (ortho − H2) or anti-parallel
(para − H2). These are given following, Rachford et al. (2009), by

=(para − H2) =
=H2

9 4−170.5 K/)g + 1
(6)

and

=(ortho − H2) = =H2 − =(para − H2) . (7)

If Eq. (6) and (7) yield to an ortho-to-para ratio larger than 3,
we force =(ortho − H2)/=(para − H2) = 3, with =(ortho − H2) +
=(para − H2) = =H2 .
(iv) Microturbulence is also included in our radiative transfer cal-
culations. We assume that the microturbulence broadening is as
strong as the thermal broadening. Therefore, with 0 being the line
width, we have 02 = 02

therm + 02
turb, with

0therm = 0turb =

√
2:�)g
` <p

, (8)

where :� is the Boltzmann constant, ` = 2.3 is the assumed mean
molecular mass of the gas, and <p is the proton mass.

3.2 Chemical post-processing of stellar feedback regions

This second data preparation step is only applied to regions af-
fected by stellar feedback to properly model the abundance of C+.
The NL97 chemical network does not contain any higher ionized
states of carbon than C+ and the ionization to C2+ described be-
fore only accounts for thermal ionization. Stellar radiation, however,
can cause further ionization of carbon (see e.g. Abel et al. 2005):
the stars formed in our simulations have masses greater than, or
equal to, 9 M� and are therefore O-type or B-type stars. These
stars, whose effective temperature equals or exceeds 24 000 K, emit
photons with energies larger than the second ionization energy of
carbon of 24.4 eV. It is therefore necessary to remove C+, which
gets further ionized by this radiation, in order to obtain more real-
istic emission maps of the feedback runs. For this purpose we use
a novel approach based on Cloudy (Ferland et al. 2017), which we
describe in detail in the following.
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3.2.1 Cloudy database

We consider 4 parameters provided by the FLASH simulation data
as an input for Cloudy. The gas density, =g, the gas temperature,
)g, the energy density of ionizing photons, �ion (converted later to
a bolometric luminosity, see below), and the temperature of the star
responsible for the ionization, )★. In order to avoid to run Cloudy
for each simulation cell, we create a database beforehand. To do
this, we vary the parameters mentioned above over the range of
values found in our simulations, summarized in Table 2. We run
one Cloudy model for each possible combination of values, which
corresponds to approximately 160,000 models in total.

Cloudy requires for a source of ionizing photons its bolometric
luminosity, !bol, and not �ion. Therefore, we convert �ion into !bol
as follows. Given a defined spectral luminosity !a for a star, !bol is
defined as

!bol =
∫ ∞

0
!a3a . (9)

Similarly, we define the ionizing luminosity !ion as the spectral
luminosity integrated over the frequencies larger than the ionizing
frequency of atomic hydrogen, aH = 13.6 eV/ℎ, where ℎ is the
Planck constant:

!ion =
∫ ∞

aH
!a3a . (10)

Furthermore, assuming that the emission spectrum of the chosen
star (see below how we choose the star) is equal to that of a black
body with its temperature )★, �a ()★), we have

!bol = !ion

∫ ∞
0 �a ()★) 3a∫ ∞
aH
�a ()★) 3a

. (11)

The energy density of ionizing photons, provided in the FLASH
simulation data, is related to the ionizing luminosity (Eq. 10) via

�ion =
1
2

!ion
4c32 , (12)

with 3 being the distance between the star and the investigated point.
Therefore, we can convert �ion into !bol via

!bol = �ion × 4c322 ×
∫ ∞
0 �a ()★) 3a∫ ∞
aH
�a ()★) 3a

. (13)

In our Cloudy models we now assume a fixed 3 of 100 pc.
Hence, Eq. 13 gives us the luminosity of a hypothetical star at a
distance of 100 pc, which would provide the exactly same value for
�ion as the actual star at its real distance due to the attenuation by gas
and dust in between. This approach thus limits the parameter range
to be covered by the Cloudy database to 4 dimensions without loss
of generality. Furthermore, the cells in our AMR simulations have
a size of 3G = 0.122, 0.244, 0.488, and 0.976 pc. We take 3G =
0.976 pc as the depth of the PDR in Cloudy, which automatically
includes the results for all smaller cell sizes (see below). In addition,
our choice of 3 = 100 pc assures that 3G << 3, that is, the Cloudy
models are essentially a plane-parallel PDR which we can then
directly map back to the simulation cell.

Cloudy provides the fractional abundance 5X,cloudy of the
chemical species X with respect to the total number of hydrogen
nuclei, i.e., 5X,cloudy = =X,cloudy/=H,tot, as a function of the distance
from the edge of the slab. We are interested in the mean value over
the cell, to which the slab corresponds. As the length of the (quasi
plane-parallel) PDR slab is 0.976 pc, in a next step we average the
chemical abundance in the PDR slab from 0 to a depth of 3G =

Table 2. Parameter range used for Cloudy models. We run one model for
each combination of parameters. Steps are equally spaced in log-scale.

Parameter min max # steps

=g [g cm−3] 10−26 10−20 19
)g [K] 101.5 104.5 19
)★ [K] 103.5 105.5 21

�ion [erg cm−3] 10−18 10−8 21

0.122, 0.244, 0.488, and 0.976 pc, i.e. each Cloudy model provides
now four values of 5X,cloudy, one for each cell size. Hence, at this
point we have a database covering the full range of relevant physical
parameters and possible cell lengths.

3.2.2 Calculation of the new C+ abundance

In a next step we now post-process the RADMC-3D input file con-
cerning C+ on a cell-by-cell basis as follows.

• We check whether �ion > 0. If this is not the case, we skip the
following points and do not post-process the cell. Otherwise,
• In order to estimate which star contributes most to the flux of

ionizing photons at the considered cell, we loop over all stars and
compute the unattenuated flux �8 from to the 8-th star reaching the
cell:

�8 = !bol,8/4c32
8 . (14)

Here, 38 is the actual distance between the cell and the 8-th star
and !bol,8 the actual bolometric luminosity of the 8-th star obtained
directly from the simulation data.
• We select the :-th star, with temperature )★,: , for which

�: = max(�8). For consistency, we check that 3: ≤ 23min, with
3min = min(38). This is always the case in the simulations pre-
sented in this paper. In the following we assume that star : is solely
responsible for all the ionizing photons.
• Next, we take the input values =g, )g, )★,: , �ion, and the cell

size 3G and interpolate the database for 5C+ ,cloudy created before
using LinearNDInterpolator, which is part of Python’s NumPy
library, to obtain the updated value 5C+ for the given cell.
• Finally, we replace the original C+ number density of the cell

with 5C+ × =H,tot, where =H,tot is the total hydrogen nuclei number
density.

3.3 Radiative transfer

We create synthetic emission maps of 12CO (1→ 0) at 2600 `m,
13CO (1→ 0) at 2720 `m, and [CII] at 158 `m for all 8 clouds (see
Table 1) at three different evolutionary stages separated by 1Myr for
lines of sight (LOS) along the G-, H-, and I-axis. The emission maps
have the same resolution as the simulations, i.e. 0.12 pc. The ra-
diative transfer, which is needed to obtain synthetic emission maps
of the simulated clouds, is performed using the RADMC-3D soft-
ware, an open-source, 3D radiative transfer code2 (Dullemond et al.
2012). We include microturbulence (Eq. 8) and use the Large Ve-
locity Gradient approximation (LVG; Ossenkopf 1997; Shetty et al.
2011a,b) for calculating the level population. In order to capture the
contribution of Doppler-shifted emission, we consider a velocity

2 http://www.ita.uni-heidelberg.de/~dullemond/software/
radmc-3d/
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range of ±20 km s−1, centred around the selected rest frequency.
We divide this range into 201 equally spaced velocity channels,
corresponding to a spectral resolution of dE = 0.2 km s−1, which is
well suited for the studied molecular clouds (Franeck et al. 2018).

Performing the radiative transfer calculations using the LVG
approximation means that we do not assume Local Thermal equi-
librium (LTE). Therefore, we must specify explicitly the collisional
rates for CO and C+. We take the data from the Leiden Atomic and
Molecular DAtabase3 (LAMDA, Schöier et al. 2005). We consider
para-H2, ortho-H2, H, and e−, as collisional partners for C+, and
para-H2, ortho-H2, H, and He, for CO. As the rates for CO-He and
CO-H collisions are not in the LAMDA database, for this we use the
rates from Cecchi-Pestellini et al. (2002) and Walker et al. (2015),
respectively. We emphasise that it is essential to include also He
and H as collisional partners as it increases the CO luminosity by
∼ 20 − 30 per cent (Borchert et al. 2022).

We also consider the Cosmic Microwave Background (CMB)
using an isotropic black body emission at 2.725 K. During the
following analysis we subtract this background from the emission
maps before any other step. Each emission map is centered on a
rest frequency a0. The corresponding brightness temperature for
the CMB is given by

)B,CMB =
ℎa0
:B

1
4ℎa0/:) − 1

, (15)

where ℎ is the Planck constant and ) = 2.725 K. Considering the
CMB background and then subtracting it, has a negligible impact
on [CII] emission maps, but it changes the 12CO and 13CO intensity
in optically thick areas by up to ∼ 20 per cent.

4 RESULTS

4.1 Overview of the simulations

In the following, we refer to the evolution time Cevol of the clouds
as Cevol = C − C0, where C is the time calculated from the very
beginning of the SILCC simulation and C0 is the time when the
zoom-in simulation starts (see also Table 1). As mentioned before,
the results shown in the following include the post-processing steps
described in Section 3 unless stated otherwise.

In Fig. 1 we show in the top row the Htot, H2, CO, and C+
column densities of MC1-HD-noFB at an evolutionary stage of
Cevol = 4 Myr along the I-axis. In the bottom row we show MC1-
HD-FB together with the formed stars. The impact of stellar feed-
back is evident: it is possible to identify two regions of star formation
where stellar radiation disperses the cloud. This is particularly clear
when looking at the H2 and CO maps, since the higher temperature
and the stellar radiation lead to the dissociation of these molecules.
Stellar radiation has also an impact on C+ by further ionizing it
to C2+ (see Section 3.2). Furthermore, comparing the H2 column
density with the carbon-bearing species maps, shows that the CO
distribution is significantly more compact than the H2 distribution,
which leads to the presence of CO-dark H2 regions (see Seifried
et al. 2020, for details on this). The C+ distribution is significantly
more diffuse than the CO distribution, leading to a clearly visible
nested CO−C+ structure.

Fig. 2 shows the change inCO,C+, andH2 mass as a function of
time for the simulated clouds in the zoom-in regions, using selected
snapshots separated by 1 Myr in time. In our simulations, "13CO

3 https://home.strw.leidenuniv.nl/~moldata/

(not shown here) is fixed to 1/69 of "12CO (Wilson 1999). For runs
without feedback, the CO abundance raises with time, and the C+
abundance slowly decreases. TheH2 abundance also riseswith time,
even though at a lower rate than CO. Both the HD and MHD clouds
follow the same trend, but the MHD clouds evolve more slowly: this
can be seen, for instance, when considering the C+-to-CO ratio (not
shown explicitly in Fig. 2), which is much higher and more slowly
decreasing in the MHD clouds than in the HD clouds. This is due
to the inhibiting effect of the magnetic field on formation of dense
structure and thus more H2 and CO (Seifried et al. 2020). Stellar
feedback reduces the amount of CO and H2 from the onset of star
formation. The total amount of C+ is only marginally affected by
stellar feedback (due to a partial conversion into C2+), although
feedback results in a different distribution of C+ (see Fig. 1, right
column).

4.2 Synthetic emission maps

Next, we analyse the emission maps for the same snapshots as in
Fig. 2. In Fig. 3 we show the integrated intensity maps of the 12CO,
13CO, and [CII] lines of MC1-HD-noFB (top row) and MC1-HD-
FB (bottom row) at Cevol = 4 Myr, which corresponds to the column
density maps shown in Fig. 1. Again, a nested CO - [CII] structure
is evident, and stellar feedback removes the CO emission from the
expanding bubbles and strongly increases the [CII] emission, in
particular from the rims of the bubbles.

Next, we calculate the total luminosity !. For this, we first sum
the intensity of all pixels to obtain the integrated intensity. Then, !
is given by

! = 4c32 � , (16)

where 3 is the distance of the cloud and � is the total flux derived
from the integrated intensity map by adding up the contributions
from the total number of pixels, =:

� =
=∑
8=1

�8 �pixel . (17)

Here, �pixel is the area of the pixels in steradians given by

�pixel =
(
arctan

( 0
3

))2
, (18)

with 0 being the side length of the pixel. We note that, due to
the small angle approximation, for 0/3 � 1 the choice of 3 is
practically irrelevant.

We show the values of ! calculated for the three different LOS
in Fig. 4. Optical thickness plays an important role for !12CO, in-
dicated by the fact that the values for the same cloud, but different
LOS, differ by up to a factor of a few, whereas in the optically thin
case they should be identical. This is also shown by the fact that
changes in "CO (Fig. 2) are not directly reflected in corresponding
changes in !12CO (e.g. for MC1-HD-noFB). Conversely, the mea-
sured !13CO is less affected by optical thickness: the difference in
luminosity for the different LOS is lower than for 12CO, and !13CO
changes coherently with "CO.

Stellar feedback significantly increases ! [CII] compared to the
noFB runs by a factor of 2 – 7. Only MC2-MHD-FB, which forms
the least stellar mass among the clouds we investigate ( 41.9 "�
at Cevol = 5 Myr compared to a maximum of 546.2 "� in MC2-
HD-FB at 4 Myr), does not show a significant increase in ! [CII] . In
contrast, "C+ is practically unchanged between noFB and FB runs
(Fig. 2, middle panel). The increase in ! [CII] is a consequence of the
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Figure 1. Column density of Htot, H2, CO, and C+ (from left to right) of the run MC1-HD-noFB (top row) and MC1-HD-FB (bottom row) at Cevol = 4 Myr
along the I−direction. Green symbols mark the positions where stars form. There is an evident nested CO - C+ structure. The H2 distribution is more diffuse
than the CO distribution, which leads to a significant CO-dark H2 region. Conversely, the C+ distribution is significantly more diffuse than the H2 distribution.
The impact of stellar radiation is evident when comparing particularly dense regions in the noFB run with the corresponding areas in the FB run, as stellar
feedback disperses the cloud.

stellar radiation, which heats up the gas and excites the C+ ions: we
find that the excitation temperature of [CII] is overall significantly
higher in FB (up to 1000 K) than in noFB runs (hardly more than
50 K). In consequence, ! [CII] increases for the FB runs despite
a comparable amount of C+ mass between FB and noFB. Most
of the [CII] luminosity in these runs comes from the rims of the
HII bubbles, as shown for instance in Fig. 3. Pineda et al. (2013,
2014) claim that 34 – 70 per cent of the [CII] emission is related
to feedback. The factor of 2 – 7 which we observe for the increase
of the [CII] luminosity corresponds to a contribution of 50 – 85 per
cent due to the role of stellar feedback, in rough agreement with
the estimate of the aforementioned authors. Moreover, we find that
the longer star formation proceeds, the more [CII] increases, thus
having an increasingly more important effect on ! [CII] .

4.3 Feedback-driven [CII] bubbles

As seen in Fig. 3, stellar feedback drives some bubbles also visible
in [CII], which we investigate in more detail now. For this pur-
pose, in Fig. 5 we show some examples of HII regions at different
evolutionary stages. Stars are superimposed and are characterized
with different colors and size according to their age and temper-
ature. In Fig. A1 we also show the emission maps of the same
regions obtained without operating the post-processing described
in Section 3.2. These exhibit a much higher emission coming from
the inner regions supporting the importance of the post-processing.
We find that some structures become more evident after the post-
processing. This is the case of pillars, which can be easily recognised
in the maps of MC2-HD-FB.

In Fig. 6 we summarize the importance of this post-processing
step. The total [CII] luminosity decreases by up to 60 per cent if the
C+ within the HII regions is post-processed compared to the less

realistic non-post-processed case. In general, differences are larger
at later evolutionary stages, as the stellar mass and thus stellar
radiation intensity increase over time. Hence, the consideration of
higher ionization states of carbon is crucial to obtain accurate [CII]
intensities stemming from HII regions (Spitzer 1978).

We note that the size of the bubble has a positive correlation,
at fixed stellar temperature )★, with the age C★ of the stars formed
inside. Larger bubbles (corresponding to later evolutionary stages)
also show a weaker [CII] emission inside them than smaller bubbles
(earlier stages). We also observe a correlation between the star
temperature and the lack of [CII] emission inside the bubble. For
example, the region around the rather cool star on the top of the map
for MC1-HD-FB has still some [CII] emission, whereas the regions
in the upper part of the maps of MC2-HD-FB and in the centre of
MC2-MHD-FB are almost devoid of any emission. In the latter case
)★ is significantly higher, i.e. the star is able to further ionize C+ as
explained in Section 3.2.

At the rims of the bubbles, the [CII] emission is enhancedwhen
compared to even the brightest regions of the noFB runs (Fig. 3).We
emphasise that our findings are in excellent agreement with [CII]
bubbles with enhanced emission at the rims and a lack of emission
inside found recently in a number of observations (see e.g. Pabst
et al. 2019; Luisi et al. 2021; Tiwari 2021).

4.4 The -CO and -[CII] factors

The -CO factor has been widely studied in literature (see e.g. Scov-
ille et al. 1987; Dame et al. 1993; Strong & Mattox 1996; Melchior
et al. 2000; Lombardi et al. 2006; Nieten et al. 2006; Smith et al.
2012; Ripple et al. 2013; Bolatto et al. 2013). It is defined as

-CO =
#H2

,12CO
, (19)
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Figure 2. Mass of 12CO, C+, and H2 (from top to bottom) as a function of
time for all four clouds, represented in different colors. The noFB runs are
plotted with solid lines, and FB runs in dashed lines. The COmass rises with
time, whereas the C+ mass slowly decreases. HD and MHD clouds show
the same trend, but the increase (for noFB runs) of H2 and CO is slowed
down in MHD runs with respect to HD runs. Stellar feedback disperses the
densest parts of the clouds, where stars form, thus decreasing the mass of
CO and H2 over time.

where #H2 is the H2 column density, generally expressed in cm−2,
and ,12CO the line-integrated intensity, summed over the whole
image, expressed inK km s−1. Herewe calculate -CO as the average
quantity over the entire cloud. It allows to assess the H2 mass of
a cloud, given the intensity of the 12CO (1 → 0) transition. The
typical -CO value for the Milky Way is 2 × 1020 cm−2 K−1 km−1

s (e.g. Bolatto et al. 2013). We analogously define the -[CII] factor
as

-[CII] =
#H2

,[CII]
. (20)

In Fig. 7 we show both factors for our simulations plotted against the
mass fraction of H2 (see Seifried et al. 2020, for a plot against Cevol).
We calculate them under the assumption of unresolved clouds, i.e.,
we first integrate the H2 column density and the CO, or [CII], inten-
sity over the entire area of the zoom-in regions, nomatter whether in
some pixels the intensity is beyond a minimum observable thresh-
old, and then take the ratio of both values.

There is a significant scatter of -CO (left panel of Fig. 7)
around the reference value for the Milky Way. In our clouds it spans
from ∼ 0.5 to ∼ 4.5 × 1020 cm−2 K−1 km−1 s. This scatter occurs
among different clouds, but also to a smaller extent for the same
clouds among different LOS and different Cevol. It can in parts be
attributed to the fact that a larger CO optical thickness leads to a
higher -CO factor, as the CO intensity does not increase coherently

with the H2 mass. Furthermore, differences occur between feedback
and non-feedback runs, in particular for HD clouds. Stellar feedback
lowers the -CO factor, as it both slightly enhances the CO emissivity
and reduces the H2 mass (see Figs. 2 and 4).

Moreover, we cannot identify a clear correlation between -CO
and the time evolution, respectively the H2 mass fraction of the
clouds. We attribute this to the presence of “CO-dark” regions, i.e.,
molecular gas regions with low or no CO. The amount of CO-dark
gas is highly variable in different clouds. As discussed in more de-
tail in Seifried et al. (2020), the CO-dark gas fractions in our MCs
range from 40 to 95 per cent. Indeed, we find that the higher the
CO-dark gas fraction, the higher is -CO, e.g. for MC1-HD-noFB
and MC2-HD-noFB the CO-dark gas fraction is ∼ 40 per cent and
-CO = 1 − 2 × 1020 cm−2 K−1 km−1 s, whereas for MC1-MHD-
noFB andMC2-MHD-noFB the CO-dark gas fraction is 60 – 95 per
cent, and the associated XCO is 1.5 − 4 × 1020 cm−2 K−1 km−1 s.
We note that the XCO values calculated in Seifried et al. (2020)
are slightly different, as there they were calculated considering
only the pixel with a CO intensity above a minimum threshold
of 0.1 K km s−1.

The -[CII] factor (right panel of Fig. 7) exhibits a lower scatter
between the different LOS of the same cloud, which we attribute to
the somewhat lower optical depths in the case of [CII]. Nevertheless,
the scatter among different clouds is again significant, with -[CII]
values ranging from 0.5 to 12 ×1020 cm−2 K−1 km−1 s. This means
that such -[CII] is far from being constant and therefore it is difficult
to use it as a reliable conversion factor to obtain the H2 mass.
Also Franeck et al. (2018) claim that [CII] is not a good tracer of
molecular hydrogen, as most of the [CII] intensity comes indeed
from atomic hydrogen gas, and not from molecular part. Hence, the
monotonic increase in -[CII] for the noFB runs is mainly due to the
increase in H2 mass, while the [CII] luminosity stemming from the
outskirts of the clouds remains largely constant (see Figs. 2 and 4).
The FB runs, conversely, do not exhibit a clear relation because
the stellar feedback both inhibits the formation of H2 (Fig. 2) and
enhances the [CII] intensity (Fig. 4).

4.5 The global CO/[CII] line ratio

The large scatter in -CO makes it difficult to use it to reliably esti-
mate the H2 mass for individual clouds (Bolatto et al. 2013; Seifried
et al. 2020; Madden et al. 2020; Hu et al. 2022). We therefore
consider another possible estimator: We take the total luminosities
integrated over the entire cloud, !12CO, !13CO, and ! [CII] , and in-
vestigate the relation between !12CO/! [CII] , !13CO/! [CII] , and the
H2 mass fraction of the clouds, "H2/"H,tot.

Fig. 8 shows !12CO/! [CII] and !13CO/! [CII] as a function of
time (top row) and as a function of theH2 mass fraction"H2/"H,tot
(bottom row). In the Appendix (Figs. A2 and A3) we also show the
line ratios as a function of the H2 mass and the [CII]/CO ratio
calculated with luminosities given in units of erg s−1 cm−2 in order
to allow for an easier comparison with observational literature. We
note that we relate the luminosity ratio to "H2/"H,tot rather than
"H2 , as the latter depends on the size of the cloud, i.e. it is an
extensive quantity and not an intensive one as the mass fraction.

We find that different LOS of the same cloud typically have
significantly different !12CO/! [CII] values with the exception of
MC2-MHD (for both FB and noFB). The scatter is of the order of a
factor of a few in some snapshots: for instance, in MC2-HD-noFB
at Cevol = 4 Myr, !12CO/! [CII] is ∼1.5 for the LOS along the I-axis,
but it is ∼4.3 along the G-axis. Considering 13CO instead of 12CO
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Figure 3. From left to right: integrated emission maps of 12CO (1→ 0), 13CO (1→ 0), and [CII] of MC1-HD without feedback (top row) and with feedback
(bottom row) at Cevol = 4 Myr. The CMB background has been subtracted. A nested CO - [CII] is evident in both clouds. HII regions around stars devoid of any
or most of the emission are visible in both the [CII] and in CO maps. [CII] intensity is enhanced by an order of magnitude in the rims of the HII regions with
respect to the brightest areas in the non-feedback map.

considerably reduces the scatter between different LOS. The same
snapshot gives !13CO/! [CII] '0.4 along the I-axis and 0.5 along
the G-axis. As discussed, this is due to the lower optical depth of
13COwith respect to 12CO (Borchert et al. 2022). Indeed, we would
expect identical values for different LOS if the lineswere completely
optically thin. To a good approximation, this is the case for the
snapshots which have very low CO column densities, i.e. MC2-
MHD, which is a more diffuse cloud, and MC1-HD-FB and MC2-
HD-FB at Cevol = 4 Myr (see Fig. 2), where stellar feedback has
dispersed most of the dense regions.

We also observe a relevant scatter of a factor of up to a few in the
line ratios among different clouds for a selected H2 mass fraction.
This is a consequence of the different structures and properties
of the clouds and does not change significantly when considering
12CO or 13CO. For instance, for "H2/"H,tot ' 0.3, !12CO/! [CII]
ranges from 2 to 6 and !13CO/! [CII] from 0.2 to 0.8. As we discuss
in detail in the following, we do not observe a systematic relation
between higher/lower line ratios (at fixed H2 mass fraction) and the
presence/absence of magnetic fields or stellar feedback.

Stellar feedback has an impact on the evolution of the line
ratio: if no feedback is considered, the line ratios increase with
Cevol: this can be seen clearly for the HD runs, and, even though
less evidently, also in the MHD runs. Conversely, including stellar
feedback causes a decreasing ratio over time for the same clouds.
This trend is less pronounced for MC2-MHD because it is less
developed and therefore the stellar feedback has a smaller impact.

The luminosity ratios as a function of "H2/"H,tot exhibit
an overall increasing relation for noFB runs (apart from optical

thickness effects). On the other hand, for the FB clouds, there is no
clear trend any more. This is a consequence of the fact that both the
H2 mass fraction (Fig. 2) and the CO/[CII] luminosity ratio (Fig. 8,
left hand-side plot) decrease with Cevol, but with different slopes,
making their reciprocal relation non-trivial.

In summary, there is no clear trend of the luminosity ratios
with both Cevol and "H2/"H,tot. This implies that it is not possible
to quantitatively assess an age or evolutionary stage of a cloud by
measuring a certain line ratio value.Moreover, there is a large scatter
among different LOS and different clouds. We refer to Section 5.1
for a further discussion about the implications of these findings and
a comparisons with recent observational works.

4.6 Analysis of single pixels

4.6.1 The intensity - column density relation

Next, we investigate – pixel by pixel – the relation between the
intensity � (in K km s−1) of 12CO, 13CO and [CII] and the column
density # of 12CO, 13CO, C+, and H2. This is shown in Fig. 9,
where in the top row �12CO (left panel), �13CO (middle panel), and
� [CII] (right panel) are plotted as a function of #H2 . Each line
represents the mean value of � for a given #H2 -bin for the selected
snapshot. The bottom row shows the cumulative distribution of
the intensity arising from regions with H2 column densities lower
or equal to the threshold of #H2 given on the G-axis. Snapshots
corresponding to different Cevol for the same cloud are plotted with
the same color, and therefore are not distinguished here. We plot
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Figure 4. Total luminosity of 12CO, 13CO, and [CII] for the investigated
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together with the smaller scatter of !13CO among the different LOS for
the same cloud, indicate that 12CO is more affected from optical thickness
than 13CO. The significant increase of ![CII] in the feedback runs is a
consequence of the enhanced excitation temperature of C+ due to stellar
feedback. This is not the case for MC2-MHD as the stellar feedback plays a
minor role for this cloud.

only the data resulting from the integration along the I-direction.
However, we obtain qualitatively and quantitatively similar results
when considering the G- or the H-direction. We note that the large
scatter at very low and very high #H2 is due to the low number of
pixels in these regimes.

The column density at which �12CO and � [CII] become optically
thick is around #H2 ' 1021 cm−2 in both cases. The �13CO values
(middle panel of Fig. 9) show a similar behaviour, but the effect of
optical thickness is less evident: deviations from the optically thin
behaviour occur at #H2 & 1021 cm−2, but the change of slope is
less pronounced than in the 12CO case. The kink in the � [CII] - #H2
relation does not appear to happen for most of the FB runs. We
attribute it to the fact that the regions, where #H2 > 1021 cm−2, are
essentially the rims of the expanding bubbles (see Fig. 1). In these
regions [CII] emission is enhanced by the effect of stellar radiation
(see Section 4.3) and – even if optically thick – is thus larger than the

intensity of a few K km s−1 coming from non-irradiated optically
thick regions.

The values of #H2 at which �CO and � [CII] become optically
thick are in a good agreement with, for instance, the simulations of
Bisbas et al. (2021), in particular regarding the �12CO - #H2 relation,
whereas the � [CII] - #H2 is more dependent on the environmental
conditions of the simulated clouds. Moreover, Beuther et al. (2014)
find an � [CII] - #�2 relation in the G48.66 cloud in good agreement
with our curve, whereas a study of the Perseus Giant Molecular
Cloud by Hall et al. (2020) shows an overall lower � [CII] for given
#H2 . Finally, comparing the �12CO − #H2 with the typical -CO of
#H2/�12CO = 2 × 1020 cm−2 K−1 km−1 (Bolatto et al. 2013, green
line) shows that a linear relation between the two quantities does not
hold on local scales, as already pointed out in Seifried et al. (2020).

In Fig. 4 we have already shown that the [CII] luminosity is
enhanced by stellar feedback. Next, we analyse the column density
regimes where the majority of luminosity comes from. For #H2 ≥
1022 cm−2 we report typical � [CII] values of 1 - 10 K km s−1

for noFB runs and up to a few ∼ 102 K km s−1 for feedback
runs (right panel of Fig. 9). Stellar feedback increases the [CII]
excitation temperature, which causes a stronger emission for a given
density. In general, areas with the highest #C+ are those closer to
the star-forming regions (see Fig. 1). Therefore, this is also the
regime where the difference between FB and noFB runs are most
evident. In addition, for the HD clouds (red and orange lines) at late
evolutionary stages, stellar feedback affects even larger parts of the
clouds, such that the enhancement in � [CII] is visible also in lower
column density regimes.

The cumulative distribution of the intensity (bottom row of
Fig. 9) reveals the column density range from which the line emis-
sion comes from.We have no CO emitting regions with #H2 < 1021

cm−2, whereas 5 - 20 per cent of the [CII] emission comes from
these areas. Despite this, we still argue that a significant fraction
of [CII] comes from the atomic phase (Franeck et al. 2018) as also
pixels with high #H2 still do have a significant amount of atomic
hydrogen mixed in (and thus a high #H) (Seifried et al. 2022). In
general, the lines in the plot corresponding to the different clouds
differ as each cloud has a different maximum #H2 value. The role
of feedback on the [CII] emission is particularly evident: a large
part of the emission comes from the rims of the bubbles, which
typically regions with #H2 & 1022 cm−2. This is reflected in the
steep ascent of the corresponding curves at #H2 > 1022 cm−2 for
MC1-HD-FB andMC2-HD-FB, the clouds which are most affected
by stellar feedback.

4.6.2 �CO / � [CII] and H2 mass fraction

In Section 4.5 we show that there is no clear relation between
the CO/[CII] luminosity ratio and the H2 mass fraction. Now, we
consider the intensity ratio �12CO/� [CII] as a function of #H2/#H,tot
for each pixel of the maps. We need to be sure that we consider the
same portion of the cloud for both, CO and C+. For this purpose,
we loop over the 201 velocity channels of the maps and indicate
with {:} the set of channels for which both specific intensities,
�E,:,12CO and �E,:, [CII] , are above the specific intensity of the
Cosmic Microwave Background, corresponding to 0.84 and 2.69 ×
10−13 K for 12CO and [CII], respectively. (Eq. 15). We define

�12CO =
∑
:

�E,:,12COΔE , (21)

where ΔE is the width of a velocity channel, � [CII] is obtained
analogously. The result is shown in Fig. 10, where the mean values
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of the distribution of �CO/� [CII] for a given #H2 are shown using
again the same color for snapshots referring to different Cevol. We
show here the data referring to the LOS along the I-axis, but we
obtain analogous results for the integration along the other LOS. The
�12CO/� [CII] ratio increases with increasing #H2/#H,tot. However,
different clouds and snapshots show significantly different line ratios
for given #H2/#H,tot with a typical scatter of up to two orders of
magnitude. At very low values of #H2/#H,tot the scatter is even
larger due to the low statistics. Furthermore, the presence of CO-
dark and CO-bright pixels for the same #H2 (as shown in detail in
Seifried et al. 2020, see their figure 8) also contributes to enlarge
such scatter.

Hence, the variability for a given #H2/#H,tot value is so
large that the ratio �12CO/� [CII] cannot be reliably used to de-
termine #H2/#H,tot. This is also shown in the example given in
Fig. 11, where we show a map of �12CO/� [CII] for MC1-HD-noFB
at Cevol = 4 Myr. We overplot isocontour lines corresponding to H2
mass fractions of 0.1, 0.3, 0.5, 0.7, and 0.9. There is a general corre-
spondence between high line ratios and high H2 mass fractions, but
there are still significant variations in the line ratio within regions

of similar H2 mass fraction, especially for mass fraction regimes
between 0.3 and 0.7.

Our results for the pixel-by-pixel approach are thus similar to
that for the global luminosity ratio shown in Fig. 8, which also
does not allow for a determination of the global H2 mass frac-
tion. However, we cannot directly compare the relation between
�12CO/� [CII] and #H2/#H,tot with the one between !12CO/! [CII]
and "H2/"H,tot. For the pixel-by-pixel approach we also find
H2 column density fractions close to 0 and 1 and corresponding
�12CO/� [CII] values spanning 8 orders of magnitude. On the other
hand,when analysing !12CO/! [CII] , we average over the entire cloud
and, as a consequence, both the mass fraction and the luminosity
ratio span over a considerably lower range.

5 DISCUSSION

5.1 Intrinsic variability of line ratios

The 12CO/[CII] and 13CO/[CII] line ratios shown in Fig. 8 are char-
acterized by a large dispersion due to the difference in the structure
and evolutionary stage of the clouds themselves only, but not to
different environments or external factors. In fact, all clouds form in
a portion of a galactic disc with the same CRIR,�0, and metallicity
and with turbulence driven by supernovae. Furthermore, all MHD
runs have the same initial magnetic field strength. Despite that,
!12CO/! [CII] varies by up to a factor of 5 for a given "H2/"H,tot.
The same applies for 13CO, although the scatter among different
LOS for the same snapshot is reduced because of the reduced opti-
cal depth.

This scatter is also found in other works. For instance, Röllig
et al. (2006) use the luminosity ratio to assess the environmental
conditions like the cloud metallicity, density, and FUV field inten-
sity4. Their models also exhibit large difference in the line ratio up
to a factor of a few, even when leaving environmental conditions
like the metallicity, FUV, and cloud density unchanged. Further-
more, also observational results at similar metallicities quoted in
their work, e.g. for the LMC and 30 Doradus, show a similar scatter

4 In order to compare values fromobservational workswith our simulations,
it might be necessary to convert the intensity fromK km s−1 to erg s−1 cm−2

and recalculate the luminosity and luminosity ratio (see Fig. A3). Note that
we plot [CII]/CO there, whereas Fig. 8 shows CO/[CII].
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of 5 - 10 in the [CII]/12CO line ratio. In summary, as already stated
by Röllig et al. (2006), we do not recommend to use !12CO/! [CII]
to infer physical properties of the clouds.

Furthermore, Madden et al. (2020) analyse the 12CO and [CII]
emission in a variety of environments. For normal galaxies and
galactic star-forming regions, they find ! [CII]/!12CO ≈ 4000, with
a large scatter covering values from 300 to 25 000. Our simulation
results are thus in good agreement with their findings, although they
consider a much larger variety of environments.

Recently, Hall et al. (2020) analysed the 12CO (1 → 0) and
[CII] emission from two regions of the Perseus Giant Molecular
Cloud. As their observations refer to a resolved portion of a cloud,
this corresponds to our pixel-by-pixel analysis shown in Fig. 10. In
general, we find that their reported values of �12CO/� [CII] of 2 –
100 agree well with ours. They also show that the highest values
of the line ratio are reached where H2 (obtained via a comparison
of the optical depth, obtained from dust continuum measurements,
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are associated with a negligible CO emission, but they correspond to 5 - 20 per cent of the [CII] emission. The role of feedback is evident in MC1-HD and
MC2-HD, where the most of [CII] emission comes from regions with #H2 > 1022 cm−2, corresponding to the rims of the bubbles.
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and the HI column density, see their Eq. 1) is more abundant, which
is in agreement with our results.

Finally, Bisbas et al. (2021) analysed the line emission of sev-
eral species from two different, simulated clouds with different
environmental parameters. For comparable CRIR, �0, and metal-
licity, they find 12CO/[CII] line ratios larger by up to one order
of magnitude compared to our work. We tentatively attribute this
difference to two main factors. First, our clouds are somewhat more
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Figure 11.Map of �12CO/�[CII] for MC1-HD at Cevol = 4 Myr. Contour lines
indicate an H2 mass fraction #H2/#H,tot of 0.1, 0.3, 0.5, 0.7 and 0.9, respec-
tively. We note a general correspondence between higher intensity ratio and
higher #H2/#H,tot values. There are, however, significant differences in the
line ratio for a given #H2/#H,tot value, especially in moderate #H2/#H,tot
regimes.

diffuse than the clouds used by Bisbas et al. (2021) (priv. communi-
cation). Indeed, when going to later evolutionary states, i.e. denser
clouds, our line ratios increase (Fig. 8). Second, their work assumes
chemical equilibrium, while we use non-equilibrium chemistry, a
difference whose effects we will discuss in detail in the following.
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5.2 Equilibrium vs. Non-equilibrium chemistry

A large number of MC simulation works post-process their results
to obtain chemical abundances by assuming that the chemical state
is in equilibrium (see e.g. Gong et al. 2018; Li et al. 2018; Keat-
ing et al. 2020; Bisbas et al. 2021). As an example, Gong et al.
(2020) study the -CO factor for a wide range of environments. They
evolve the chemical network for 50 Myr, i.e. equilibrium is roughly
reached at that point (Joshi et al. 2019), before analysing synthetic
CO observations and the -CO factor. However, the presence of phe-
nomena like e.g. the turbulent mixing (see e.g. Glover & Mac Low
2007c; Valdivia et al. 2016; Seifried et al. 2017) suggests that this
approach can determine inaccurate estimations at least for hydrogen
and directly related quantities like e.g. -CO.

Here, we aim to assess how much the assumption of equilib-
rium chemistry affects synthetic emission maps. In order to do so,
we first select the snapshots of MC1-HD-noFB andMC2-HD-noFB
at Cevol = 2 and 3Myr and only evolve the chemistry with the NL97
network for additional 120 Myr while the hydrodynamical state (to-
tal gas density, etc.) remains frozen. In the following, Cchem refers to
the time for which the chemistry of the snapshot was evolved. We
also define "no−eq = " (Cchem = 0) and !no−eq = ! (Cchem = 0).

Fig. 12 shows the evolution of H2, H, H+, CO, C+, and e− as a
function of Cchem. TheCOandH2 masses (left column) increasewith
Cchem by up to 30 and 120 per cent, respectively, in rough agreement
with e.g. Gong et al. (2018). Themasses ofH+ and e− (right column)
also increase over time but the increase is less pronounced (between
3 and 12 per cent). The masses of C+ and H decrease with Cchem
by 7 and 60 per cent, respectively. In summary, these results once
again confirm that the assumption of chemical equilibrium is – in
particular for hydrogen-bearing species – questionable (Glover &
Mac Low 2007c; Valdivia et al. 2016; Seifried et al. 2017; Seifried
et al. 2022; Hu et al. 2021).

Furthermore, we find that CO and C+ reach equilibrium at
Cchem ∼ 10 Myr, whereas H2, H, and H+ reach it after & 40 Myr. In
all cases, however, we can assume that at Cchem = 50Myr (used in the
following) equilibrium is roughly reached, as the relative changes
with respect to later times are . 5 per cent.

The significant changes of the chemical abundances by up to
120 per cent also affect the synthetic emission maps. In Fig. 13
we show the difference in total luminosity between the equilibrium
(defined here as the state at Cchem = 50 Myr) and non-equilibrium
state (Cchem = 0) for 12CO and [CII]. The luminosity of CO in-
creases in equilibrium by up to 50 per cent with respect to the
non-equilibrium case. This increase is only marginally larger than
the respective increase of the CO mass (up to 30 per cent), indicat-
ing that the increase in "CO in chemical equilibrium is responsible
for this luminosity change. Furthermore, due to the different gain in
"H2 (top left panel of Fig. 12) and !CO, the value of -CO deter-
mined for the chemical equilibrium case is about 50 per cent larger
than the actual value for the non-equilibrium state. However, this
deviation is within the typical scatter of -CO of a factor of a few
found here (see Section 4.4) as well as in Gong et al. (2020) using
equilibrium chemistry. Hence, differences caused by the equilib-
rium approach can hardly be assessed by comparing the values for
-CO obtained in both works.

On the other hand, the change in [CII] luminosity (right panel
of Fig. 13) is considerably larger than the corresponding change in
mass (as shown in Fig. 12), e.g. for MC1-HD-noFB at 2Myr for one
LOS we have Δ!/!non−eq ' −30 per cent and Δ"/"non−eq ' −7
per cent.

One element contributing to explain the changes in mass and

luminosity are the collisional partners, which in our case are H2, H,
and electrons. We find that the H2 abundance increases with Cchem,
whereas H decreases. Although the electron abundance increases
for the equilibrium case and the C+ − e− de-excitation rates rates
are in general larger than those of H and H2, this does not lead to
an increase in ! [CII] . We attribute this to the fact that the relative
change of the electron abundance is significantly lower (. 12 per
cent) than for the other two collisional partners. Additionally, there
is little C+ in the low-density/high-temperature regime where the e−
collisional rate is high. Hence, as the [CII] emission is dominated
by atomic gas (Franeck et al. 2018), the drop in H mass is mainly
responsible for the drop in ! [CII] .

The impact of the collisional partners affecting ! [CII] can
also be expressed by the excitation temperature (see Fig. A4 in the
appendix). We find that)ex is overall lower for the equilibrium case.
This contributes to explain the larger decrease in luminosity than in
mass when moving to equilibrium for C+.

Another factor explaining why the relative changes of mass
and luminosity for C+ do not directly correlate is connected to the
detailed distribution of C+ in the density – temperature phase space.
The majority of C+ mass is contained in the Warm Neutral Medium
(WNM), where the C+ abundance is already quite close to chemical
equilibrium. Thus, evolving the chemistry to equilibrium does not
imply a major change in this region and then the overall change in
"C+ is rathermoderate.However, for observations towardsMCs, the
C+ in the WNM – despite existing in this environment – contributes
only little to the total [CII] luminosity. Rather, most of the [CII]
luminosity fromMCs comes from theColdNeutralMedium (CNM)
(Franeck et al. 2018). In the CNM, however, the C+ abundance is
further away from equilibrium, hence evolving the chemistry to
equilibrium produces a significant change in the C+ mass in this
region, and in consequence on the total [CII] luminosity. The total
change in C+ mass (being dominated by the WNM) is, however,
minor.

We emphasise that the values for Cevol = 2 Myr (solid lines
in Figs. 12 and 13) change more, both in terms of mass and lu-
minosity, than the values for Cevol = 3 Myr (dashed lines). Hence,
early evolutionary stages appear to be further away from a chem-
ical equilibrium state, as the overall densities are still lower and
thus, the chemical timescales longer. As a result, we argue that the
chemical post-processing of MC simulations up to equilibrium, in
particular at an early evolutionary state, is questionable and should
be considered with great caution.

Given the luminosity changes shown in Fig. 13, the values of
!CO/! [CII] (not shown) increase by up to 100 per cent for the equi-
librium case with respect to the non-equilibrium case. Assuming
chemical equilibrium can therefore lead to a relative error of up to
a factor of ∼ 2 when calculating such line ratios. As pointed out
before, this error is generally larger at early evolutionary stages of
the clouds. This effect can thus contribute to the differences seen in
line ratios when compared to e.g. the work of Bisbas et al. (2021).

Finally, we investigate the change in the relation between #H2
and #CO assuming chemical equilibrium. In Fig. 14 we show an
example for MC2-HD-noFB at Cevol = 2 Myr. The red-shaded area
represents the 2D-PDF for the original, non-equilibrium snapshot,
whereas the blue-shaded area represents the equilibrium case. The
two lines indicate the mean values. We observe a shift towards
higher #H2 for a given #CO for chemical equilibrium, which we
mainly attribute to the more pronounced increase in "H2 than in
"CO in case of chemical equilibrium (see Fig. 12). We note that
this is in excellent agreement with results of Hu et al. (2021), who
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find a similar difference in mass changes for H2 and CO concerning
equilibrium and non-equilibrium states.

To summarize, we consider it as crucial to use non-equilibrium
chemistry to simulate the H/H2 content of MCs, as cloud evolution
and molecule formation go hand in hand. Because of this, using
chemical equilibrium for simulated MCs should be considered with
great caution, in particular at early evolutionary stages, as it can
significantly effect both the masses and luminosities of the various
species.

Figure 14. #CO as a function of #H2 for MC2-HD at Cevol = 2 Myr,
considering the chemical state in non-equilibrium (red) and at equilibrium
(blue). Shaded areas represent the 2D-PDFs and solid lines represent the
mean values. The change is due to the larger increase in the H2 mass than in
the CO mass when moving from non-equilibrium to equilibrium chemistry
(120 per cent vs. 30 per cent for the considered snapshot). The black arrow
qualitatively indicates the change of the abundances for this transition.

6 CONCLUSIONS

We present an analysis of the abundance and luminosity of 12CO,
13CO and C+ for 8 simulated MCs within the SILCC-Zoom project
(Seifried et al. 2017), in which the chemical network is evolved
on-the-fly. In particular, we investigate two clouds with and two
without magnetic fields under solar neighborhood conditions at
different evolutionary stages. For each simulation we consider a
reference case without stellar feedback and one including radiative
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feedback in the form of ionizing radiation by massive stars. For this
purpose, we have developed a novel post-processing routine (based
on Cloudy) to account for higher ionization states of carbon. We
show that this post-processing is essential to obtain reliable [CII]
emission maps in feedback-dominated regions.

Our conclusions can be summarised as follows:

• The [CII] emission maps of the runs with radiative feedback
show expanding HII regions/bubbles, where carbon is largely in
form of C2+ and thus devoid of [CII] emission inside, but with
significant emission at the rims. This is in good agreement with
recent [CII] surveys.
• We estimate that radiative feedback increases the [CII] lumi-

nosity by ∼ 50−85 per cent compared to the non-feedback case due
to an enhancement of the excitation temperature. The CO luminos-
ity decreases by up to a factor of 3 at late evolutionary stages of the
clouds due to the dispersal of dense regions.
• The line luminosity ratios !12CO/! [CII] and !13CO/! [CII] ,

integrated over the entire maps, show an increase with increasing
H2 mass fraction in noFB runs, but no clear relation in FB runs. We
obtain values for !12CO/! [CII] from 1 to 6 and for !13CO/! [CII]
from 0.1 to 1.1. We argue that due to the large spread, these line
ratios cannot be used as a reliable tracer of the cloud’s H2 mass
fraction. Similarly, this spread makes it difficult to use them to
assess environmental parameters like the CRIR, the IRSF, or the
metallicity, which we kept fixed in our simulations.
• A pixel-by-pixel analysis of �12CO/� [CII] as a function of

#H2/#H, tot shows an increase of the ratio with #H2/#H, tot. How-
ever, as for the total luminosity ratio, also here the scatter is so
significant that �12CO/� [CII] cannot reliably be used to predict the
mass fraction of H2 along the LOS.
• Evolving the chemistry to equilibrium as done in various works

results in significant differences in terms of species abundance with
respect to a self-consistent non-equilibrium approach used on-the-
fly during the simulation. Hence, in particular for early evolutionary
stages an equilibrium approach is questionable. We find that for
the equilibrium case, the H2 mass is increased and the H mass is
decreased by up to a factor of about 2. Other species abundances
such as CO, C+ and electrons change by a few 10 per cent.
• Assuming chemical equilibrium also affects the inferred lu-

minosities of CO and [CII], with relative changes of up to +50
and −30 per cent, respectively. These luminosity changes cause an
overestimate of the !CO/! [CII] line ratios by up to 100 per cent if
equilibrium chemistry is assumed. Similarly, the -CO factor would
be overestimated by up to 50 per cent in this case.
• In general, the -CO factor ranges between 0.5 and

4.5 × 1020 cm−2 K−1 km−1 s, showing no clear trend with respect
to time evolution or the H2 mass fraction. Feedback runs in
general have a lower -CO than the corresponding non-feedback
runs. The similarly defined -[CII] factor ranges between 0.5 and
12 × 1020 cm−2 K−1 km−1 s, also not showing a clear trend with
evolutionary time or H2 mass fraction.

In summary, we show that it is crucial to take into account
the effects (i) of stellar radiation in further ionizing C+ within HII
regions, and (ii) an on-the-fly, non-equilibrium chemistry treatment
to accurately model CO and [CII] line emission in simulated MCs.
We thus strongly suggest to consider both effects for future and
more detailed comparisons with observations (e.g. Ebagezio et al.,
in prep.).

DATA AVAILABILITY

The data underlying this article will be shared on reasonable request
to the corresponding author.

ACKNOWLEDGEMENTS

SW and PCN gratefully acknowledge the European Research
Council under the European Community’s Framework Programme
FP8 via the ERC Starting Grant RADFEEDBACK (project num-
ber 679852). SE, DS, SW and PCN further thank the Deutsche
Forschungsgemeinschaft (DFG) for funding through the SFB 956
”The conditions and impact of star formation” (sub-projects C5 and
C6). TN acknowledges support from the DFG under Germany’s Ex-
cellence Strategy - EXC-2094 - 390783311 from the DFG Cluster
of Excellence ”ORIGINS”. The software used in this work was in
part developed by the DOE NNSA-ASC OASCR Flash Center at
the University of Chicago.We particularly thank the Regional Com-
puting Center Cologne for providing the computational facilities for
this project by hosting our supercomputing cluster "Odin".

REFERENCES
Abel N. P., Ferland G. J., Shaw G., van Hoof P. A. M., 2005, ApJS, 161, 65
Appleton P. N., et al., 2013, ApJ, 777, 66
Beck R., Wielebinski R., 2013, in Oswalt T. D., Gilmore G., eds, , Vol. 5,

Planets, Stars and Stellar Systems. Volume 5: Galactic Structure and
Stellar Populations. p. 641, doi:10.1007/978-94-007-5612-0_13

Beuther H., et al., 2014, A&A, 571
Bisbas T. G., Tan J. C., Tanaka K. E. I., 2021, MNRAS, 502, 2701
Bolatto A. D., Wolfire M., Leroy A. K., 2013, ARAA, 51, 207
Borchert E. M. A., Walch S., Seifried D., Clarke S. D., Franeck A., Nürn-

berger P. C., 2022, MNRAS, 510, 753
Bot C., Boulanger F., Rubio M., Rantakyro F., 2007, A&A, 471, 103
Bouchut F., C. K., K. W., 2007, Numerische Mathematik., 108
Cecchi-Pestellini C., Bodo E., Balakrishnan N., Dalgarno A., 2002, ApJ,

571, 1015
Clark P. C., Glover S. C. O., Klessen R. S., Bonnell I. A., 2012, MNRAS,

424, 2599
Dame T. M., Koper E., Israel F. P., Thaddeus P., 1993, ApJ, 418, 730
Dame T. M., Hartmann D., Thaddeus P., 2001, ApJ, 547, 792
Derigs D., Winters A. R., Gassner G. J., Walch S., 2016, Journal of Com-

putational Physics, 317, 223
Derigs D., Winters A. R., Gassner G. J., Walch S., Bohm M., 2018, Journal

of Computational Physics, 364, 420
Dobbs C. L., Pringle J. E., 2013, MNRAS, 432, 653
Dobbs C. L., et al., 2014, Protostars and Planets VI, pp 3–26
Draine B. T., 1978, ApJS, 36, 595
Dubey A., Reid L. B., Fisher R., 2008, Phys. Scr., 132
Dullemond C. P., Juhasz A., Pohl A., Sereshti F., Shetty R., Peters T.,

Commercon B., Flock M., 2012, Astrophysics Source Code Library
Federrath C., Banerjee R., Clark P. C., Klessen R. S., 2010, ApJ, 713, 269
Ferland G. J., et al., 2017, Rev. Mex. Astron. Astrofis., 53, 385
Franeck A., et al., 2018, MNRAS, 481, 4277
Fryxell B., et al., 2000, ApJS, 131, 273
Gatto A., et al., 2015, MNRAS, 449, 1057
Gatto A., et al., 2017, MNRAS, 466, 1903
Girichidis P., et al., 2016, MNRAS, 456, 3432
Glover S. C. O., Clark P. C., 2016, MNRAS, 456, 3596
Glover S. C. O., Mac Low M.-M., 2007a, ApJS, 169, 239
Glover S. C. O., Mac Low M.-M., 2007b, ApJ, 659, 1317
Glover S. C. O., Mac Low M.-M., 2007c, ApJ, 659, 1317
Glover S. C. O., Mac Low M. M., 2011, in Röllig M., Simon R., Ossenkopf

V., Stutzki J., eds, EAS Publications Series Vol. 52, EAS Publications
Series. pp 147–150 (arXiv:1101.3157), doi:10.1051/eas/1152023

MNRAS 000, 1–17 (2022)

69



16 S. Ebagezio et al.

Glover S. C. O., Federrath C., Mac Low M. M., Klessen R. S., 2010,
MNRAS, 404, 2

Gong M., Ostriker E. C., Kim C.-G., 2018, ApJ, 858, 16
Gong M., Ostriker E. C., Kim C.-G., Kim J.-G., 2020, ApJ, 903
Grenier I. A., Casandjian J.-M., Terrier R., 2005, Science, 307, 1292
Habing H. J., 1968, Bull. Astron. Inst. Netherlands, 19, 421
Haid S., Walch S., Seifried D., Wünsch R., Dinnbier F., Naab T., 2019,

MNRAS, 482, 4062
Hall K. P., Stanimirović S., Lee M.-Y., Wolfire M., Goldsmith P., 2020, ApJ,

899
Hu C.-Y., Naab T., Walch S., Glover S. C. O., Clark P. C., 2016, MNRAS,

458, 3528
Hu C.-Y., Naab T., Glover S. C. O., Walch S., Clark P. C., 2017, MNRAS,

471, 2151
Hu C.-Y., Sternberg A., van Dishoeck E. F., 2021, arXiv e-prints, p.

arXiv:2103.03889
Hu C.-Y., Schruba A., Sternberg A., van Dishoeck E. F., 2022, ApJ, 931, 28
Ibáñez-Mejía J. C., Mac Low M.-M., Klessen R. S., Baczynski C., 2016,

ApJ, 824, 41
Joshi P. R., Walch S., Seifried D., Glover S. C. O., Clarke S. D., Weis M.,

2019, MNRAS, 484, 1735
Keating L. C., et al., 2020, MNRAS, 499, 837
Kim C.-G., Ostriker E. C., 2018, ApJ, 853, 173
Klessen R. S., Glover S. C. O., 2016, Saas-Fee Advanced Course, 43, 85
Lada E. A., Blitz L., 1988, ApJ, 326, L69
Lahén N., Naab T., Johansson P. H., Elmegreen B., Hu C.-Y., Walch S.,

Steinwandel U. P., Moster B. P., 2020, ApJ, 891, 2
Larson R. B., 1981, MNRAS, 194, 809
Lesaffre P., Pineau des Forêts G., Godard B., Guillard P., Boulanger F.,

Falgarone E., 2013, A&A, 550, A106
Li M., Ostriker J. P., Cen R., Bryan G. L., Naab T., 2015, ApJ, 814, 4
Li Q., Narayanan D., Davè R., Krumholz M. R., 2018, ApJ, 869, 73
Lombardi M., Alves J., Lada C. J., 2006, A&A, 454, 781
Luisi M., et al., 2021, Science Advances, 7, eabe9511
Madden S. C., et al., 2020, A&A, 643
Melchior A. L., Viallefond F., Guélin M., Neininger N., 2000, MNRAS,

312, L29
Nelson R. P., Langer W. D., 1997, ApJ, 482, 796
Nieten C., Neininger N., Guélin M., Ungerechts H., Lucas R., Berkhuijsen

E. M., Beck R., Wielebinski R., 2006, A&A, 453, 459
Offner S. S. R., Bisbas T. G., Bell T. A., Viti S., 2014, MNRAS, 440, L81
Ossenkopf V., 1997, New Astron., 2, 365
Ossenkopf V., Röllig M., Neufeld D. A., Pilleri P., Lis D. C., Fuente A., van

der Tak F. F. S., Bergin E., 2013, A&A, 550, A57
Pabst C., et al., 2019, Nature, 565, 618
Padoan P., Pan L., Haugbølle T., Nordlund Å., 2016, ApJ, 822, 11
Papadopoulos P. P., Thi W. F., Viti S., 2004, MNRAS, 351, 147
Pineda J. L., Langer W. D., Velusamy T., Goldsmith P. F., 2013, A&A, 554
Pineda J. L., Langer W. D., Goldsmith P. F., 2014, A&A, 570
Rachford B. L., et al., 2009, ApJS, 180, 125
Ripple F., Heyer M. H., Gutermuth R., Snell R. L., Brunt C. M., 2013,

MNRAS, 431, 1296
RölligM., Ossenkopf V., Jeyakumar S., Stutzki J., SternbergA., 2006, A&A,

451, 917
Salpeter E. E., 1955, ApJ, 121, 161
Schöier F. L., van der Tak F. F. S., van Dishoeck E. F., Black J. H., 2005,

A&A, 432, 369
Scoville N. Z., Solomon P. M., 1975, ApJ, 199, L105
Scoville N. Z., YunM. S., Clemens D. P., Sanders D. B., WallerW. H., 1987,

ApJS, 63, 821
Seifried D., Walch S., 2016, MNRAS, 459, L11
Seifried D., et al., 2017, MNRAS, 472, 4797
Seifried D., Walch S., Reissl S., Ibáñez-Mejía J. C., 2019, MNRAS, 482,

2697
Seifried D., Haid S., Walch S., Borchert E. M. A., Bisbas T. G., 2020,

MNRAS, 492, 1465
Seifried D., Beuther H., Walch S., Syed J., Soler J. D., Girichidis P., Wünsch

R., 2022, MNRAS, 512, 4765

Sembach K. R., Howk J. C., Ryans R. S. I., Keenan F. P., 2000, ApJ, 528,
310

Shetty R., Glover S. C., Dullemond C. P., Klessen R. S., 2011a, MNRAS,
412, 1686

Shetty R., Glover S. C., DullemondC. P., Ostriker E. C., Harris A. I., Klessen
R. S., 2011b, MNRAS, 415, 3253

Smith M. W. L., et al., 2012, ApJ, 756, 40
Smith R. J., Glover S. C. O., Clark P. C., Klessen R. S., Springel V., 2014a,

MNRAS, 441, 1628
Smith R. J., Glover S. C. O., Clark P. C., Klessen R. S., Springel V., 2014b,

MNRAS, 441, 1628
Smith R. J., Glover S. C. O., Klessen R. S., 2014c, MNRAS, 445, 2900
Smith R. J., et al., 2020, MNRAS, 492, 1594
Solomon P. M., Rivolo A. R., Barrett J., Yahil A., 1987, ApJ, 319, 730
Spitzer L., 1978, Physical processes in the interstellar medium,

doi:10.1002/9783527617722.
Stacey G. J., Geis N., Genzel R., Lugten J. B., Poglitsch A., Sternberg A.,

Townes C. H., 1991, ApJ, 373, 423
Strong A. W., Mattox J. R., 1996, A&A, 308, L21
Stutzki J., 2001, Astrophysics and Space Science Supplement, 277, 39
Sutherland R. S., Dopita M. A., 1993, ApJS, 88, 253
Tielens A. G. G. M., Hollenbach D., 1985, ApJ, 291, 722
Tiwari M., 2021, in American Astronomical Society Meeting Abstracts. p.

137.03
Valdivia V., Hennebelle P., Gérin M., Lesaffre P., 2016, A&A, 587, A76
Velusamy T., Langer W. D., 2014, A&A, 572, A45
Waagan K., 2009, J. Comput. Phys., 228
Walch S., et al., 2015, MNRAS, 454, 238
Walker K. M., Song L., Yang B. H., Groenenboom G. C., van der Avoird A.,

Naduvalath B., Forrey R. C., Stancil P. C., 2015, American Astr. Soc.
Wilson T. L., 1999, Reports on Progress in Physics, 62, 143
Wilson R. W., Jefferts K. B., Penzias A. A., 1970, ApJ, 161, L43
Wünsch R.,Walch S., Dinnbier F., Whitworth A., 2018, MNRAS, 475, 3393
Wünsch R., Walch S., Dinnbier F., Seifried D., Haid S., Klepitko A., Whit-

worth A. P., Palouš J., 2021, MNRAS, 505, 3730
van Dishoeck E. F., Black J. H., 1988, ApJ, 334, 771

APPENDIX A: SUPPLEMENTARY FIGURES

In the following, we show some additional plots which help in
clarifying several aspects of the paper. In Fig. A1 we show the same
expanding bubbles as in Fig. 5, but now for the casewith andwithout
the post-processing for C2+ (see Section 3.2) to allow for a direct
comparison. The importance of the post-processing in removing the
[CII] intensity coming from the interior of the bubbles is evident,
in particular for bubbles associated with older and hotter stars.

In Fig. A2 we show !12CO/! [CII] (left side) and !13CO/! [CII]
(right side) as a function of the H2 mass, instead of the H2 mass
fraction (see Fig. 8). The correspondence of the line ratio with the
H2 mass is even weaker than with the H2 mass fraction. This is due
to the fact that the mass is an extensive quantity, whereas line ratios
and mass fractions are intensive quantities.

In Fig. A3 we show the line ratios using units of erg s−1

for the luminosity. This allows an easier comparison with some
observational results e.g. by Röllig et al. (2006) (see Section 5.1).

In Fig. A4 we show a 2D-PDF of the gas temperature and the
excitation temperature for MC1-HD-noFB at Cevol = 2 Myr. The
upper plot refers to the non-equilibrium (i.e., Cchem = 0), and the
bottom plot refer to the equilibrium state (Cchem = 50 Myr) as dis-
cussed in Section 5.2. Due to the changes in the collisional partners
(see Fig. 12), the excitation temperature is lower at equilibrium,
which explains why the [CII] luminosity decreases when evolving
the chemistry to equilibrium.
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ABSTRACT
We produce and analyse synthetic emission maps of [CII] and FIR continuum of simulated molecular clouds within the SILCC-
Zoom Project. We use both hydrodynamical and magnetohydrodynamical simulations. All simulations include stellar radiative
feedback and the chemical evolution of hydrogen species, CO, and C+ is calculated on-the-fly. The further ionization of C+ into
C2+ is also included in a post-processing step to obtain reliable results. We study the relation of the [CII]-deficit, i.e., the drop of
the [CII]/FIR intensity ratio caused by stellar activity, within individual HII regions, as well as of entire star forming molecular
clouds. We find that, in young HII regions, the [CII]-deficit is mainly caused by the strong FIR emission produced by hot and
dense dust, and the contemporary saturation of the [CII] line. In more evolved HII regions, the main cause of the deficit is the
second ionization of carbon. The [CII]/FIR ratio integrated over entire clouds decreases for increasing total stellar luminosity.
We show that this correlation can be fitted with a power-law. The relation found breaks when the total FIR luminosity starts
decreasing as an effect of the cloud dispersal caused by stellar feedback. This happens in evolved clouds. In general, the aspect
of HII regions in MCs strongly depends on the geometry of the cloud, and on the line of sight. A certain HII region can have
significantly different properties when observed from different lines of sight.

Key words:

1 INTRODUCTION

Molecular clouds (MCs) are the densest regions of the insterstellar
medium (ISM) and, as the name suggests, they are defined as those
regions where hydrogen exists mainly in molecular form. Such envi-
ronments are also the regions where dense cores and stars form. The
formation and evolution of MCs has been studied with numerical
simulations in a large number of recent works (see e.g. the reviews
by Chevance et al. 2022; Henshaw et al. 2022; Hacar et al. 2022, and
references therein).

The life-cycle of MCs is complex. Essentially, the gas first un-
dergoes a collapse phase, which creates very dense cores within the
molecular gas. Part of the mass of such cores, by further collapsing,
creates stars. Once stars have formed, they exert feedback on the MC
they are embedded in. Such feedback ultimately has the effect of
dispersing the cloud. The three most important forms of stellar feed-
back are supernova explosions, stellar winds, and ionizing radiation.
For details on the life-cycle of MCs we refer, for instance, to the re-
view by Chevance et al. (2020) and references therein. In particular,
ionizing radiation has two main effects on the cloud. First of all, it
mechanically contributes to the cloud dispersal as it determines a
decrease of the density of the cloud in proximity of the star forma-
tion sites. As a consequence, this also inhibits further star formation,
contributing to the low star formation efficiency generally observed

★ E-mail: ebagezio@ph1.uni-koeln.de

(e.g. Krumholz et al. 2014). Besides this, photons emitted by stars
dissociate or ionize the surrounding medium. A first theoretical study
of this phenomenon, performed by Strömgren (1939) showed that,
under the assumption of uniform density and isotropic conditions,
stellar radiation produces a shell where hydrogen is ionized ad the
radius 𝑟 of such shell is 𝑟 ∝ 𝑄

1/3
0 𝑛−2/3, where𝑄0 is the ionizing flux

and 𝑛 the gas density. These portions of MCs are called HII regions.
Later on, Spitzer (1978) calculated the expansion velocity of the
ionization fronts, finding 𝑟 ∝ 𝑡4/7. Besides these two fundamental
works, ionizing radiation and its role in MCs have been extensively
studied (Hosokawa & Inutsuka 2006; Krumholz & Matzner 2009;
Fall et al. 2010; Murray et al. 2010; Dale et al. 2012; Walch et al.
2012; Girichidis et al. 2016; Gatto et al. 2017; Haid et al. 2019, and
many more). Although it is known that stellar feedback has dramatic
effects on the evolution MCs, with profound consequences on the star
formation (Naab & Ostriker 2017; Ostriker & Kim 2022) and on the
structure of the cloud (Haid et al. 2019), the relative importance of
the different feedback sources is still controversial, especially in rela-
tion to the competition between ionizing radiation and stellar winds
(Geen et al. 2020; Ali et al. 2022, for instance).

One of the brightest emission lines originating from star-forming
regions is the [CII] line at 157.7 𝜇m (e.g. Stacey et al. 1991; Brauher
et al. 2008): indeed, it is one of the main coolants in MCs and in
the ISM in general (Tielens & Hollenbach 1985; Stacey et al. 1991;
Hollenbach & Tielens 1999; Stutzki 2001; Röllig et al. 2006; Wolfire
et al. 2003; Ossenkopf et al. 2013; Beuther et al. 2014; Pineda et al.
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2013, 2014; Klessen & Glover 2016). The [CII] emission line has
been extensively observed in HII regions (Schneider et al. 2012;
Goicoechea et al. 2015; Röllig et al. 2016; Pabst et al. 2017, 2020;
Tiwari et al. 2021; Luisi et al. 2021; Beuther et al. 2022; Kabanovic
et al. 2022), generally highlighting a bubble structure with very little
emission from the inner part and bright rims.

Besides the [CII] line, the far infrared (FIR) dust continuum emis-
sion is also a meaningful quantity to understand HII regions, as it
is intimately associated with stellar activity, as shown in numerous
recent studies (Brauher et al. 2008; Graciá-Carpio et al. 2011; De
Looze et al. 2011; Casey et al. 2014; Herrera-Camus et al. 2018;
Pabst et al. 2022; Dunne et al. 2022; Bisbas et al. 2022, and many
more).

The ratio between [CII] and FIR emission is of particular in-
terest for understanding stellar feedback in MC. In general, such
ratio is of of the order of 10−2 − 10−3 in the ISM, but decreases
with increasing infrared luminosity (Malhotra et al. 1997; Luhman
et al. 1998; Malhotra et al. 2001; Luhman et al. 2003; Casey et al.
2014). This phenomenon is called the “[CII]-deficit” and there are
different hypotheses about its origin, including AGN contributions
to FIR emission (Sargsyan et al. 2012), further ionization of C+ into
C2+ (Abel et al. 2005), and fine-structure lines overcoming [CII] as
coolants (Luhman et al. 2003, for instances) , and saturation of the
[CII] line (Muñoz & Oh 2016; Rybak et al. 2019). Relations between
the [CII]-deficit and the star formation rate (SFR) have also been
proposed, both under a theoretical (Narayanan & Krumholz 2017)
and observational (Stacey et al. 2010; Smith et al. 2017; Hu et al.
2019) point of view. Furthermore, some recent observational works,
for instance those of Goicoechea et al. (2015) and Pabst et al. (2021),
analyse the relation between [CII] and FIR emission on MC scales,
inspecting the properties of the clouds which can be inferred by these
observables.

This work aims to provide a simulation counterpart to such obser-
vations, enabling comparisons between real and simulated data, as
well as to take advantage of the knowledge of the simulation input to
give more detailed insights on the physical phenomena which cause
the [CII]-deficit. The paper is organised as follows. In Section 2 we
present the numerical simulations of the MCs which serve as basis
for the analysis, as well as the post-processing and analysis tech-
niques that we use. Next, in Sec. 3 we describe our results: we first
investigate the dust temperature sey by the heading of nearby stars,
before we present our [CII] and FIR emission maps. This enables us
to calculate their ratio, i.e., to analyse the phenomenon of the [CII]-
deficit: we first look at its radial dependence from the stars which
create HII regions and then consider the global behavior in the entire
clouds. These results are discussed in Sec. 4, where we investigate
more in detail the cause of the [CII]-deficit, and compare this with
real observational data. Furthermore, we highlight the role played in
this context by projection effects. In Sec. 5 we summarise our work
and draw our conclusions.

2 NUMERICAL METHODS

This work is a further analysis of the simulations described in
Ebagezio et al. (2022), unless differently specified. Therefore, we
refer to this paper for a detailed description of the numerical simula-
tions, the post-processing routines, and the radiative transfer. Here,
we summarize briefly the most important concepts and describe the
differences and the processes which are not present in the aforemen-
tioned work.

2.1 SILCC-Zoom simulations

The simulated MCs that we use in this work are part of the SILCC-
Zoom Project (Seifried et al. 2017). This consists of zoom-in simu-
lations of specific regions of the larger-scale simulations within the
SILCC project (see Walch et al. 2015; Girichidis et al. 2016, for
details).

The SILCC Project aims to simulate the life-cycle of molecular
clouds in typical solar neighborhood conditions. To do so, it models
a region of a stratified galactic disc of 500 pc × 500 pc × 5 kpc in
size using the adaptive mesh refinement code FLASH 4.3 (Fryxell
et al. 2000; Dubey et al. 2008). The maximum allowed resolution
is 3.9 pc. Both hydrodynamics (HD) and magnetohydrodynamics
(MHD) runs are simulated within the project. The chemistry is mod-
elled using a chemical network for H+, H, H2, C+, O, CO, and e−
(Nelson & Langer 1997; Glover & Mac Low 2007a,b; Glover et al.
2010), also including the most important heating and cooling pro-
cesses of the gas. This chemical network is applied on-the-fly in
the simulations, i.e., the chemistry is evolved together with the hy-
drodynamical evolution. In Ebagezio et al. (2022) we showed that
having an on-the-fly chemical network permits to obtain significantly
more accurate chemical abundance respect to post-processed chemi-
cal networks which assume chemical equilibrium, in agreement with
findings, for instance, of Glover & Mac Low (2007b); Seifried et al.
(2017); Hu et al. (2021); Seifried et al. (2022). We assume solar
metallicity, corresponding to an elemental abundance of carbon and
oxygen of 1.4 × 10−4 and 3.16 × 10−4, respectively, relative to total
hydrogen. The interstellar radiation field (ISRF) is set to 𝐺0 = 1.7
in Habing units (Habing 1968) and the cosmic ray ionization rate
to CRIR = 3 × 10−17 s−1 with respect to atomic hydrogen. We also
consider the attenuation of the ISRF using TreeCol (Wünsch et al.
2018). The magnetized runs also have a magnetic field B initialized
to be parallel to the x-direction with an amplitude of 𝐵𝑥,0 = 3 𝜇G in
the galactic plane. The dust-to-gas ratio is fixed to be 1/100 every-
where in the simulations. We refer to Walch et al. (2015) for further
details concerning the initial conditions.

At the beginning of the SILCC simulations and up to a given time 𝑡0
(see Table 1), supernovae explosions drive turbulence. At 𝑡0, further
explosions are stopped and local overdensities are already visible.
At this point, some of these overdensity regions are chosen and the
zoom-in (i.e., those which are part of the SILCC-Zoom project)
simulations are continued in such regions allowing for a resolution
up to 0.12 pc. In this paper we use two HD and two MHD clouds.
We refer to them as MC1-HD, MC2-HD, MC1-MHD, and MC2-
MHD, respectively (see Table 1). All runs include stellar feedback.
We use sink particles to model the formation and evolution of stars
and refer to Federrath et al. (2010); Gatto et al. (2017) for more
details. The radiative feedback relative to each star is treated with
TreeRay (Wünsch et al. 2018; Haid et al. 2019; Wünsch et al. 2021).
We note that our stellar feedback includes stellar radiation, but not
stellar winds. We plan to run simulations including stellar winds in
the next future.

2.2 Chemical post-processing

Before the actual synthetic emission maps are produced, we post-
process the data in order to model physical phenomena which are
not included in the simulation itself. In particular, we include: (i) CO
freeze-out, (ii) splitting of H2 into para- and ortho-H2, (iii) micro-
turbulence, (iv) C+ → C2+ thermal ionization, and (v) C+ → C2+
ionization in regions affected by stellar feedback as a consequence of
stellar radiation. We use the pipeline developed by Pierre C. Nürn-
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Table 1. Overview of the simulations and snapshots used in this paper: run
name, start time of the zoom-in, 𝑡0, run type (purely hydrodynamical, HD,
or magnetohydrodynalical, MHD), and time 𝑡evol = 𝑡 − 𝑡0 when synthetic
emission maps are produced.

run name 𝑡0 [Myr] run type 𝑡evol [Myr]

MC1-HD 11.9 HD 2, 3, 4
MC2-HD 11.9 HD 2, 3, 4

MC1-MHD 16.0 MHD 3, 4, 5
MC2-MHD 16.0 MHD 3, 4, 5

berger1 As pointed out in Ebagezio et al. (2022), the non-thermal
ionization has a large impact on the abundance of C+ within the
HII regions that stars create and, as a consequence, also on the syn-
thetic [CII] maps of those regions. It is thus essential to operate this
post-processing in order to accurately model the [CII] within the HII
regions.

For this purpose, we sample the gas density, gas temperature, star
temperature, and ionizing flux over the typical ranges occurring in
our simulations, and for each possible parameter combination we
build a PDR model with CLOUDY (Ferland et al. 2017), from which
we obtain the fractional abundance of C+ that takes into account the
C+ → C2+ ionization and then replace the original abundance given
by FLASH. More details on this post-processing routine are provided
in Ebagezio et al. (2022).

2.3 Radiative transfer

We use the RADMC-3D (Dullemond et al. 2012) code to do the
radiative transfer calculations of the simulated clouds and to ob-
tain synthetic emission maps. RADMC-3D is an open-source, 3D
radiative transfer code, capable of performing both line and dust
continuum radiative transfer calculations. In this work, we use it to
obtain synthetic emission maps of the [CII] 158 𝜇m line and of FIR
emission between 3 and 1100 𝜇m. We define 𝑡 as the simulation
time since the very beginning of the SILCC simulations and 𝑡evol as
𝑡evol = 𝑡−𝑡0. We consider the evolutionary stages at 𝑡evol = 2, 3, and 4
Myr for the HD simulations, and 𝑡evol = 3, 4, and 5 Myr for the MHD
simulations as the MHD clouds generally evolve somewhat slower
(Seifried et al. 2020; Ebagezio et al. 2022). Table 1 gives an overview
of the simulations and the 𝑡evol at which the synthetic emission maps
produced. All emission maps are produced for lines of sight (LOS)
along the 𝑥-, 𝑦-, and 𝑧-axis. Furthermore, for MC1-HD and MC2-HD
we produce maps at intervales of 100 kyr along the z-axis. We will
use these highly time-refined emission maps in Section 3.4 in order
to better study the evolution of the considered characteristics.

2.3.1 Line radiative transfer

In order to accurately model the [CII] line emission with RADMC-
3D, we include microturbulence assuming that microturbulent broad-
ening is as strong as the thermal broadening (see Ebagezio et al.
2022, Section 3.1, for details). Furthermore, we use the Large Ve-
locity Gradient (LVG) approximation (Ossenkopf 1997; Shetty et al.
2011a,b) to calculate the level population. We consider 201 equally
spaced velocity channels for a velocity range of ±20 km s−1 around
the [CII] rest frequency, which results in a spectral resolution of

1 https://astro.uni-koeln.de/walch-gassner/downloads/
flashpp-pipeline

d𝑣 = 0.2 km s−1. This velocity range and spectral resolution enable
us to capture the contribution of Doppler-shifted emission (Franeck
et al. 2018). As we us the LVG approximation, we need to specify the
collisional rates for C+. For this, we rely on the Leiden Atomic and
Molecular DAtabase (LAMDA, Schöier et al. 2005). We consider
para-H2, ortho-H2, H, and e− as collisional partners for C+. We also
model the effect of the Cosmic Microwave Background (CMB) by
assuming a background black body radiation at 𝑇 = 2.725 K (Fixsen
2009). Such temperature corresponds to a brightness temperature of

𝑇B,CMB =
ℎ𝜈0
𝑘B

1
𝑒ℎ𝜈0/𝑘B𝑇 − 1

, (1)

where 𝜈0 is the [CII] rest frequency, ℎ the Planck constant, and
𝑘B the Boltzmann constant. We obtain 𝑇B,CMB ≃ 2.8 × 10−13 K,
which is many orders of magnitude lower than the obtained [CII]
intensities, The contribution of the CMB to the [CII] emission maps
is therefore negligible. At most, it gives a slight contribution to the
level population of C+.

2.3.2 Dust continuum radiative transfer

In order to calculate the dust continuum emission, the dust temper-
ature 𝑇d must be known. The FLASH simulation data contain infor-
mation about dust temperature, but this is calculated by considering
only the external radiation field (ISRF), and not the effect of stars.
Therefore, in a first step we use RADMC-3D to calculate the dust
temperature resulting from the presence of stars. In a second step,
we consider, for each simulation cell, the maximum between the dust
temperature given by FLASH and the one given by RADMC-3D. In
this way, we properly consider both effects in our 𝑇d calculation.

RADMC-3D calculates the dust temperature using a Monte Carlo
method described in Bjorkman & Wood (2001) with the continuous
absorption method of Lucy (1999). In order to do so, information
on absorption and scattering coefficients for different wavelengths
are needed. These coefficients depend mainly on the chemical com-
position and size of the grains. In general, the extinction coefficient
𝜅 is roughly 𝜅 ∝ 𝜆−2 at long wavelengths, but varies significantly
at shorter wavelengths. We use the coefficients from Weingartner &
Draine (2001), which aim to model a mixture of carbonaceous and
silicate grains typical of solar neighborhood conditions. The total
stellar luminosity is divided by RADMC-3D in a variable number of
photon packages, which can be set by the user. Such photon packages
are emitted by the stars one-by-one and may scatter off dust grains
and thus change their direction, as well as get absorbed by the dust.
If that happens, the photon package is immediately re-emitted in an-
other direction and with another wavelength. This calculation is done
assuming that dust is in chemical equilibrium, i.e., that the energy
absorbed equals the energy released: this is normally a very good
approximation, as the typical dust heating and cooling processes are
very fast compared to the other time scales of the system, but in
extreme cases, like in the vicinity of shock waves or in very opti-
cally thick regions, this assumption might no longer be appropriate
(Bjorkman & Wood 2001).

We perform a convergence study in order to determine the ap-
propriate number of photon package to use. To do so, we consider
MC2-HD at 𝑡evol = 4 Myr, as this is the snapshot which contains
the largest number of stars. Because of this, the number of photons
that we find to be appropriate here is also appropriate for all other
snapshots. In Fig. 1 we show the distribution of 𝑇d (calculated by
RADMC-3D) for different numbers of photon packages. We note
that with a low number of photon packages (105 − 106) the distri-
bution is clearly not yet converged, whereas the distributions for 109
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Figure 1. Dust temperature distribution calculated with RADMC-3D of MC2-
HD at 𝑡evol = 4 Myr for different numbers of photon packages. Differences
between the distribution for 109 and 1010 photon packages are less than 1 per
cent for all dust temperature bins, therefore we choose to use 1010 photon
packages for all dust temperature calculations.

and 1010 photon packages are almost identical (they vary for less
than 1 per cent). We thus choose to use 1010 photon packages in the
Monte Carlo dust temperature calculation.

Once the dust temperature is calculated, we use RADMC-3D to
calculate the FIR dust continuum emission. We produce maps of 101
wavelengths between 3 and 1100 𝜇m, equally spaced in logarithmic
space. We then compute the integrated FIR luminosity by integrating
in the range 40 − 500 𝜇m as this is used in different observational
works (e.g. Sanders & Mirabel 1996; Goicoechea et al. 2015; Pabst
et al. 2021), allowing us a straightforward comparison with observa-
tions. Even if we do not use the maps produced at 𝜆 < 40 𝜇m and
𝜆 > 500 𝜇m in this work, we save those data and have them available
for future work.

3 RESULTS

3.1 Dust temperature

We first analyse the dust temperature 𝑇d of our molecular clouds.
This is important in order to understand the characteristics of the
FIR continuum that we will analyse later on. In Fig. 2 we show 4
examples of ⟨𝑇d⟩ maps. Specifically, we show the mass-weighted av-
erage ⟨𝑇d⟩ along the line of sight (LOS). The 4 snapshots correspond
to different stages of star formation in MCs. Moving from top left
to bottom right, we show snapshots with progressively longer star
formation times and thus also higher numbers of formed stars. In
general, ⟨𝑇d⟩ ≃ 15 K in regions not affected by stellar feedback, and
⟨𝑇d⟩ ≲ 50 K in regions where stellar feedback is relevant. Feedback-
affected regions are confined to a small area of a few pc when star
formation has set in recently (≤ 1 Myr), and are extended to a large
portion of the cloud (a few 10 pc) when star formation has set in
for a few Myr and several massive stars have been formed. We em-
phasize that the actual dust temperature in vicinity of stars can be
considerably larger than ⟨𝑇d⟩. Indeed, the maximum 𝑇d we obtain in
our simulations is 𝑇d ≃ 220 K: LOS effects significantly reduce the
observed range of dust temperatures.
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Figure 2. Maps of the mass-weighted dust temperature average, ⟨𝑇d ⟩, along
the LOS for 4 snapshots of the simulated clouds. We show, from top left
to bottom right, MCs with progressively longer star formation time. We
overplot the stars present in the simulations, where the size and color indicate
the age and temperature of the star. In general, regions not affected by stellar
feedback have ⟨𝑇d ⟩ ≃ 15 K, and regions where stellar feedback is important
have ⟨𝑇d ⟩ ≃ 50. These regions are small (a few pc) and limited to the vicinity
of the stars in the early stages of star formation (e.g. MC2-MHD, top left), but
involve larger parts of the cloud (a few 10 pc) on a later stage (e.g. MC2-HD,
bottom right).

3.2 [CII] and dust continuum emission maps

In this section, we analyse the [CII], the FIR maps and the [CII]/FIR
ratio. We show that this ratio is particularly low in regions affected
by star formation, and we highlight two different mechanisms which
lead to this low ratio. We show in Fig. 3 two examples of such maps.
The left column contains the [CII] moment 0 maps, 𝐼[CII] , the central
column contains the FIR intensity, 𝐼FIR, maps, and the right column
shows 𝐼[CII]/𝐼FIR. Stars are overlaid on the figure with the same size
and color coding as in Fig. 2. The top row corresponds to MC2-
MHD at 𝑡evol = 5 Myr and the bottom row corresponds to MC2-HD
at 𝑡evol = 4 Myr.

The [CII] maps (left column) are, in general, characterized by
𝐼[CII] ∼ 10−6 erg s−1 cm−2 sr−1 in the diffuse regions (external
parts of the maps), and much brighter regions (𝐼[CII] ≳ 10−4 erg
s−1 cm−2 sr−1) in dense regions, i.e., in the central parts of the
maps. Furthermore, MC2-HD also shows a central region with low
[CII] emission, surrounded by bright rims. The FIR maps (central
column) show bright, localized spots with 𝐼FIR ≳ 1 erg s−1 cm−2

sr−1, and more diffuse areas (a few pc in MC2-MHD, a few 10 pc
in MC2-HD) with moderate emission (∼ 10−2 − 10−1 erg s−1 cm−2

sr−1), surrounded by regions with very little emission.
We focus, now, on specific regions of these maps and aim to

highlight the different properties of the [CII]/FIR ratio. Concerning
the top row, we note there that the area close to the central star is very
bright in FIR (≃ 5 erg s−1 cm−2 sr−1), which is approximately three
orders of magnitude above the values obtained for the surrounding
cloud. Conversely, 𝐼[CII] in that area is only larger of a factor of a
few than in the rest of the dense filament (the [CII]-bright T-shaped
structure) of MC2-MHD. As a result, 𝐼[CII]/𝐼FIR drops in the vicinity
of the central star.

A similar behaviour can be noted in proximity of the stars at the
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Figure 3. Emission maps of 𝐼[CII] and 𝐼FIR, and maps of 𝐼[CII]/𝐼FIR, for MC2-MHD, 𝑡evol = 5 Myr (top), and MC2-HD, 𝑡evol = 4 Myr (bottom). In the HII
regions located in the center of MC2-MHD and in the region highlighted with a green rectangle in MC2-HD, the low [CII]/FIR ratio is mostly due to the high
𝐼FIR. Conversely, the red rectangle highlights a more developed HII region, where the [CII]-deficit is mainly caused by the C+ → C2+ ionization due to stellar
radiation.

left side of MC2-HD (bottom row, green rectangle), where again
𝐼[CII] is comparable to the emission coming from the neighboring
regions, and 𝐼FIR is significantly higher. Again, this leads to a lower
𝐼[CII]/𝐼FIR in that area than in the rest of the cloud. Overall, however,
𝐼[CII] in MC2-HD is roughly an order of magnitude higher than
in MC2-MHD. This is likely due to the excitation determined by
radiation coming from the other stars of the cloud (see Section 3.3).

In the central part of MC2-HD (red rectangle) there is another re-
gion, corresponding to an evolved HII region, with low 𝐼[CII]/𝐼FIR.
Unlike for the other two aforementioned regions, here this low ratio is
due to the lack of [CII] emission coming from the HII region, and not
to the enhancement of 𝐼FIR. Indeed, we only note a moderately en-
hanced FIR emission, of the order of a few 10−1 erg s−1 cm−2 sr−1,
in the vicinity of stars, and the rest of the highlighted region is not
distinguishable in FIR with respect to the other parts of the cloud.
This is due to the ionising radiation coming from the more evolved,
bright stars in the central part of the highlighted area, which sweep
up the surrounding area, reducing therefore the total column den-
sity. This means that even though ⟨𝑇d⟩ is large in that area (see
Fig. 2, bottom-right plot), 𝐼FIR is relatively low. Furthermore, 𝐼[CII]
is very faint in this area (≃ 10−6 erg s−1 cm−2 sr−1, comparable to
the emission coming from the surrounding medium), not only due

to the aforementioned sweep-up, but mainly as a consequence of the
second ionization C+ → C2+ determined by stellar radiation (see
Ebagezio et al. 2022, for details). The [CII] intensity in this region
would be, indeed, significantly higher if we excluded the post-process
for the second ionization of carbon.

We claim that the mechanisms listed above are general features
of [CII]/FIR ratio in HII regions: at early stages, it occurs at small
scales because of the enhancement in 𝐼FIR in regions with newly
formed stars. At later stages, and thus in more evolved HII regions,
it involves larger scales and is mainly due to the further ionization
of C+. In order to investigate this more in detail, we now analyse the
𝐼[CII]/𝐼FIR ratio systematically in all HII regions that we have in our
simulated clouds.

3.3 [CII]-FIR ratio within HII regions

In this section we study 𝐼[CII] , 𝐼FIR, and 𝐼[CII]/𝐼FIR as a function of
distance from the center of the HII regions in order to analyse radial
trends of the [CII]-FIR ratio and their possible dependence on the
age of the HII regions and on the kind of stellar population which
create them.

In Fig. 4 we show an example of the procedure we follow. The top
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Figure 4. Upper row: maps of 𝐼[CII] for MC2-HD (𝑥 − 𝑧 plane) at 𝑡evol = 2, 3, and 4 Myr (from left to right). Stars are represented using the same symbols as in
Fig. 2. The green circles represent the region inspected in the central and bottom rows. Middle row: 𝐼[CII] , 𝐼FIR, and 𝐼[CII]/𝐼FIR as a function of the distance 𝑑

from the main star of the HII region highlighted by the green circles in the upper row. Solid, dashed, and dotted lines represent the values for the 𝑥 − 𝑦, 𝑥 − 𝑧,
and 𝑦 − 𝑧 planes, respectively. Bottom row: same as in middle row, but the values plotted are an average of all the points with distance 𝐷 < 𝑑, instead of the
average of a single distance bin centered in 𝑑.

row shows, from left to right, the [CII] emission map of MC2-HD
at 𝑡evol = 2, 3, and 4 Myr, respectively, in the 𝑥 − 𝑧 plane. The star
symbols have the same meaning as in Fig. 2. We highlight with a
green circle the HII regions we are interested in. The middle row
shows, from left to right, 𝐼[CII] , 𝐼FIR, and 𝐼[CII]/𝐼FIR as a function
of the distance from the center of the bubble: we define the origin of
our system as the position of the “main” star of the HII region and we
construct a number of radial bins. The “main” star is defined as the
hottest star in the oldest sink particle associated with the HII region.
This definition is motivated by the consideration that the size of the
bubble is mainly determined by the time available for the expansion
(this is the reason why we choose the oldest sink) and that the hottest
star produces the most of the radiation. We point out, however, that
such “main” stars may not be the stars which constitute the main
source of ionizing radiation for all cells in their HII regions. This can
happen when a bright star forms later on. Furthermore, it has been

recently shown that the hottest and brightest stars may even not be
associated with the largest bubbles in a MC in presence of significant
density gradients (Beilis et al. 2022). Hence, our definition of a
main star mainly is useful to define the center of each bubble and to
characterize it. In the central row, the values shown are averages on
the radial bins. The bottom row shows the same quantities, but for
each distance bin we average over all the pixels at a distance 𝐷 ≤ 𝑑:

𝐼 (𝐷 < 𝑑) = 1
𝑁

𝑁∑︁
𝑖=1

𝐼𝑖 , (2)

where the sum is run over all pixels located at a distance 𝐷 ≤ 𝑑.
Solid, dashed, and dotted lines represent the calculation performed
on the 𝑥 − 𝑦, 𝑥 − 𝑧, and 𝑦 − 𝑧 planes, respectively.

We note, by looking both at the emission maps (Fig. 3) and at the
𝐼[CII] (𝑑) plot (Fig. 4, middle row), that at an early evolutionary stage
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CII-deficit in HII regions and molecular clouds 7

𝐼[CII] decreases uniformly with increasing 𝑑. When going to later
evolutionary stages, 𝐼[CII] is low at small 𝑑 (a few pc), then rapidly
increases and eventually slightly decreases again at large 𝑑. This is a
direct consequence of the expansion of the HII regions with time, as
well as of the further ionization of C+ inside such regions (lowering
𝐼[CII] ) and its high excitation in the rims (enhancing 𝐼[CII] ). The
distance within which such a lack of [CII] is observed depends not
only on the age of the HII region, but also on the LOS considered
(see e.g. the various blue lines for 𝑡evol = 4 Myr). We will discuss
this aspect in more detail in Section 4.4.

The FIR intensity (𝐼FIR, central panel of middle row) at early evo-
lutionary stages is very high, reaching ∼ 0.1 erg s−1 cm−2 sr−1, in
proximity of the formed stars and then rapidly decreases with in-
creasing 𝑑 due to the colder and less dense medium. At later stages,
the dust density is less peaked around the star and hotter at large
distance due to the presence of other stars: this turns out in a less
pronounced (but still existing) decreasing trend of 𝐼FIR with increas-
ing 𝑑. The additional peaks in 𝐼FIR (those at 𝑑 = 5 − 7 pc) are due to
other neighbouring stars.

The features of 𝐼[CII] and 𝐼FIR together lead to a 𝐼[CII]/𝐼FIR overall
progressively increasing with 𝑑. Such increase is sharp at early stage,
reaching a roughy constant value of ≃ 10−2 at 𝑑 ≃ 5 pc. At later
stages, we find a central region where 𝐼[CII]/𝐼FIR spans between ≲
10−3 and ∼ 10−6, depending on the snapshot and the LOS, followed
by an increase up to values of ≃ 10−3. These are consequences of
the lack of [CII] inside the HII region and of the enhanced 𝐼FIR in
the part of the cloud surrounding it, respectively.

The profiles of 𝐼[CII] , 𝐼FIR, and 𝐼[CII]/𝐼FIR averaged over areas
with 𝐷 ≤ 𝑑 (bottom row of Fig. 4) follow approximately the same
trend as those averaged in radial bins. This is due to the fact that,
in the averaging process, the outer bins contribute with more points
than the inner bins as they contain more pixels. However, really high
values in the inner bins can still lead to values at high 𝑑 much larger
than those obtained by averaging in radial bins (this is the case, for
instance, of 𝐼FIR at 𝑡evol = 2 Myr).

The behavior of 𝐼[CII] , 𝐼FIR, and 𝐼[CII]/𝐼FIR described above is
referred to a specific HII region within MC2-HD. However, the same
physical phenomena, namely the dust heating, the clearing of the HII
regions due to ionizing radiation, the C+ excitation and ionization,
produce similar trends in the other HII regions as well. Differences in
stellar population and surrounding environment produce, however,
quantitative differences among different HII regions.

For this reason, in Fig. 5 we now show 𝐼[CII]/𝐼FIR as a function
of 𝑑 for all HII regions identified in our simulations. Each bubble is
characterized by a different stellar population. For each snapshot, we
identify the main star of the HII region with the procedure described
above. Table 2 presents the association of each snapshot with the
corresponding main star. In the table, the temperature 𝑇★ and the age
𝑡★ of the main star at each snapshot are also shown. Comparing this
table with the 𝐼[CII]/𝐼FIR plots in Fig. 5 we identify the following
results:

• At small 𝑑, 𝐼[CII]/𝐼FIR drops, as we anticipated already in Fig. 4,
to very small values. The lowest reached values, however, is not de-
pendent on the main star temperature: for instance, in their earliest
snapshot in MC1-MHD, bubbles 2 and 3 have the lowest 𝐼[CII]/𝐼FIR
equal to 10−4 and 10−6, respectively, but very similar star tempera-
tures. Vice versa, both MC1-HD, bubble 1, and MC2-HD, bubble 2
reach 𝐼[CII]/𝐼FIR ≃ 10−5, but the main star temperatures are of about
2.8 × 104 and 4.6 × 104 K, respectively. The spatial extension of the
low 𝐼[CII]/𝐼FIR regime is somewhat related, at early evolutionary
stages, to the extension of the ionization front of the HII region. This

Table 2. Cloud name and bubble name, evolutionary time, as well as the
temperature and age of the main star (see main text for its definition) for
all bubbles and snapshots analysed. The main star is defined as the most
luminous (therefore also the hottest) star within the oldest sink particle in a
given bubble.

cloud bubble 𝑡evol [Myr] 𝑇★ [Myr] 𝑡★ [Myr]

MC1-HD 1 2 27853 0.139
3 46064 0.956
4 45988 1.956

MC1-HD 2 3 25552 0.150
4 42959 0.734

MC1-HD 3 4 33551 0.310

MC2-HD 1 2 50137 0.317
3 51357 1.317
4 53643 2.317

MC2-HD 2 2 45983 0.152
3 44513 1.152
4 44202 2.152

MC1-MHD 1 4 39970 0.276
5 40934 0.965

MC1-MHD 2 4 39498 0.330
5 38795 1.330

MC1-MHD 3 4 40115 0.924
5 39391 1.924

MC2-MHD 1 5 40085 0.33

does not hold at later stages, where the ionizing radiation permeates
large portions of the cloud.

• A robust relation between stellar age and 𝐼[CII]/𝐼FIR is not
recognisable. We can associate, in some cases, a very low [CII]/FIR
ratio with particularly young stars: this is the case, for instance, in
MC2-HD, bubble 2, or MC1-HD, bubble 1. Also, HII regions at
later stages have in general a higher 𝐼[CII]/𝐼FIR at small 𝑑 as the dust
density, and thus the FIR intensity, is lower (see the discussion above).
In any case, we cannot determine, for a given stellar temperature, an
reliable relationship between 𝐼[CII]/𝐼FIR and 𝑡★. Moreover, we do
not fine a clear correlation between 𝐼[CII]/𝐼FIR and the luminosity of
the main star nor the local column density evaluated within a radius
of 2 pc.

• The low [CII]/FIR ratio extending up to a radius of 5 − 10 pc
shown in Fig. 3 is clearly visible only in MC2-HD, bubbles 1 and
2 and, to a smaller extent, in MC1-HD, bubble 1. These bubbles
are characterized by an extremely hot star (45 000 − 50 000 K) and a
large number of stars in the HII region. This causes an extended HII
region with a lack of [CII] emission, which is the reason of the low
𝐼[CII]/𝐼FIR ratio on such scale (Sec. 3.2). However, the geometry and
the LOS from which we observe have a great impact on whether this
feature is observable or not (see also Section 4.4 for a more detailed
discussion).

• The value of 𝐼[CII]/𝐼FIR at 𝑑 > 5 − 10 pc depends neither on
the main star temperature, nor on its age. In general, this value de-
creases within approximately the first Myr of an HII region’s lifetime,
transiting from ∼ 10−2 to ∼ 10−3. This is a consequence not only
of the ionizing radiation of the main star, but also of the presence, at
late stages, of numerous other stars in the investigated HII regions,
as well as in other parts of the cloud. The progress in star formation
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Figure 5. 𝐼[CII]/𝐼FIR as a function of the distance 𝑑 from the main star of all HII regions in the investigated clouds. At small 𝑑, 𝐼[CII]/𝐼FIR drops to 10−6 − 10−4,
depending on the regions and snapshots. At larger radii, this ratio is ∼ 10−2 at early stages, and ∼ 10−3 at later stages. The drop of this ratio at later stages is
mostly due to the overall dust heating in the entire cloud determined by the various stars which have already formed.

thus leads to an increased dust heating, increasing the FIR emission
and thus lowering the 𝐼[CII]/𝐼FIR ratio.

In Fig. 6 we show the distribution of 𝐼[CII] and 𝐼FIR for all pixels
of an image, color-coded according to the distance of the main star,
motivated by the analysis of Orion A presented by Pabst et al. (2021).
In all 3 panels we can identify a “main branch”, characterized by a
high 𝐼[CII] for a given 𝐼FIR. At early stages (𝑡evol = 2 Myr), the pixels
at small distance constitute the portion of this branch with largest 𝐼FIR
and 𝐼[CII] . When moving to later evolutionary stages, however, the
pixels at small distance are not on the “main branch” any more: they
form a sort of separate branch which is located, in this diagram,
below the main one.

This corresponds to the drop of the 𝐼[CII]/𝐼FIR ratio over time
discussed before. The reasons for this are, as stated before, the stellar
ionizing radiation and the consequent second ionization of carbon.
The ionizing radiation disperses the cloud: therefore, the density
of both dust and C+ drop at small 𝑑, and also 𝐼FIR and 𝐼[CII] as
a consequence. The second ionization of carbon causes an extra
reduction of 𝐼[CII] , because the C+ which is still present is converted
into C2+. Therefore, at small 𝑑, 𝐼[CII] is reduced more than 𝐼FIR, and
this creates the separated branch, characterized by a lower 𝐼[CII] for
a given 𝐼FIR.

The example we show in Fig. 6 is particularly evident, but for other
bubbles and/or LOS we reproduce these two branches only partially.
This is mostly due to projection effects (see also Sec. 4.4), i.e., to
other parts of the MC located on the same LOS.

Table 3. Conversion between 𝑡evol and 𝑡sf . Note that for the MC1-MHD the
first snapshot, at 𝑡evol = 3 Myr, is before the onset of star formation.

cloud 𝑡sf [Myr]

MC1-HD 𝑡evol − 1.837
MC2-HD 𝑡evol − 1.684

MC1-MHD 𝑡evol − 3.363
MC2-MHD 𝑡evol − 2.104

3.4 The [CII]-deficit on molecular clouds scales

In this section we explore the relations between the [CII] and FIR
luminosity in the entire clouds (which we refer to as 𝐿 [CII] and 𝐿FIR,
respectively) their ratio, 𝐿 [CII]/𝐿FIR, and the time evolution of the
clouds, their total mass and their total stellar luminosity.

In order to better compare different clouds, we introduce the new
variable 𝑡sf , defined as the time passed since the onset of star forma-
tion in a specific cloud. In this way, 𝑡sf = 0 has the same physical
meaning for all clouds, whereas 𝑡evol is only a simulation parameter.
Table 3 shows the relation between 𝑡evol and 𝑡sf for our clouds.

In Fig. 7 we show the relation of 𝐿 [CII] , 𝐿FIR, and 𝐿 [CII]/𝐿FIR
with 𝑡sf . The [CII] luminosity generally increases with time, as al-
ready pointed out in Ebagezio et al. (2022). This is consistent with
the common usage of 𝐿 [CII] as a star formation tracer. For MC1-HD
and MC2-HD we note that, in both cases, 𝐿 [CII] is constant at low
values till the onset of star formation. Then, it increases with time.
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Figure 6. Distribution of 𝐼[CII] as a function of 𝐼FIR for all pixels within 10 pc from the main star of MC2-HD, bubble 2, on the 𝑥 − 𝑧 plane. The color bar
indicates the distance from the main star. Time evolution is associated with a decrease in both 𝐼[CII] and 𝐼FIR, leading to a clear separation, in this diagram,
between a “main branch”, formed by distant pixels, and a branch of close pixels, located below the main one.
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Figure 7. Evolution of 𝐿[CII] (left), 𝐿FIR (center), and 𝐿[CII]/𝐿FIR (right) as a function of 𝑡sf . The 4 clouds are represented with different colors and the 3 LOS
with different symbols. Overall, we observe a general tendency of a decreasing 𝐿[CII]/𝐿FIR with increasing 𝑡sf . There is, in any case, a large scatter in the values
for different clouds at given 𝑡sf .

The increase is monotonic for MC1-HD, with a smaller slope after
𝑡sf ≃ 1.5 Myr. In MC2-HD, we note that 𝐿 [CII] reaches a plateau at
𝑡sf ≃ 1 Myr, and then slowly decreases up to 𝑡sf ≲ 2 Myr, when it
sharply increases again. This is due to the excitation of C+ ions in
larger regions of the cloud. This diffuse excitation is possible since
the stellar radiation permeates now larger portions of the cloud be-
cause of the fractal structure of the cloud. There are, in other words,
low-density areas where the radiation can easily penetrate (Seifried
et al. 2020, Fig. 20). A new star formation phase contributes to this
late increase of 𝐿 [CII] as well. For MC1-MHD and MC2-MHD the
increase is monotonic with time, although with different slopes.

Concerning the relation between 𝐿FIR and 𝑡sf , we first note that it
is monotonically increasing for the two MHD clouds, with different
slopes in the same way we noted for 𝐿 [CII] . For both HD clouds,
𝐿FIR reaches a maximum and then starts decreasing again. This
maximum occurs at approximately 𝑡sf ≃ 2 Myr for MC1-HD and
approximately 1 Myr for MC2-HD. Furthermore, 𝐿FIR increases
again after 𝑡sf ≳ 2 Myr in MC2-HD, as a consequence of the new
star formation phase.

Now, we consider the 𝐿 [CII]/𝐿FIR ratio. Due to the stronger in-
crease of 𝐿FIR compared to that of 𝐿 [CII] , this results in an initial
decrease of 𝐿 [CII]/𝐿FIR with 𝑡sf , up to a roughly constant value of
≃ 10−3, with a scatter of a factor of a few. In MC2-HD, at 𝑡sf ≳ 1.5
Myr, 𝐿 [CII]/𝐿FIR increases again and this is due to the aforemen-
tioned sharp increase of 𝐿 [CII] . Concerning MC1-HD, we note a

very slight increase of 𝐿 [CII]/𝐿FIR for 𝑡sf ≥ 2 Myr as a consequence
of the decrease in 𝐿FIR.

The different behavior of the MHD clouds with respect to the HD
clouds, at given 𝑡sf , is due to the more rapid evolution that the HD
clouds experience: magnetic fields, indeed, slow down the evolution
of MCs as they act against gravitational collapse (Girichidis et al.
2018; Seifried et al. 2020; Ebagezio et al. 2022). Therefore, the
entire star formation process is slower in MHD clouds than in HD
clouds. As a consequence, a given 𝑡sf is representative of an earlier
evolutionary stage in a MHD cloud than in a HD cloud.

Next, we investigate the dependence on 𝐿 [CII]/𝐿FIR on the total
hydrogen ionization fraction. This is defined as

𝑥H+ =
𝑀H+

𝑀H,tot
, (3)

where 𝑀H+ is the total mass of H+ in the cloud, and 𝑀H,tot is the total
hydrogen mass. he dependence of 𝐿 [CII] , 𝐿FIR, and 𝐿 [CII]/𝐿FIR on
𝑥H+ is shown in Fig. 8. Symbols and colors have the same meaning
as in Fig. 7.

As a preliminary note, we point out that for each cloud 𝑡sf and 𝑥H+
are correlated: because of the stellar ionizing radiation, 𝑥H+ increases
with 𝑡sf . The relations of 𝐿 [CII] , 𝐿FIR, and 𝐿 [CII]/𝐿FIR with 𝑥H+ are
thus qualitatively similar for each cloud to those with 𝑡sf . However,
the differences among the clouds are much smaller when 𝑥H+ , instead
of 𝑡sf , is used.

We note that 𝐿 [CII] increases with 𝑥H+ up to 𝑥H+ ≲ 10−1. Then,
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Figure 8. Same as Fig. 7, but as a function of 𝑥H+ . We note a general increase of 𝐿[CII] with increasing 𝑥H+ and a maximum in 𝐿FIR at 𝑥H+ ≃ 10−1 in the two
HD clouds. As a consequence, 𝐿[CII]/𝐿FIR decreases for increasing 𝑥H+ up to this point, and then increases again.

the values for MC1-HD remain roughly constant, and for MC2-HD
there is first a slight decrease followed by a sharp increase again due
the excitation of the C+ ions and the formation of new stars. The
MHD clouds do not reach 𝑥H+ = 0.1 within the simulated time.

The evolution of 𝐿FIR increases with 𝑥H+ up to 𝑥H+ ≲ 10−1 as
well. At that point, both MC1-HD and MC2-HD exhibit a decrease
in 𝐿FIR, which is then followed, in MC2-HD, by a slight increase in
the last snapshots.

The evolution of 𝐿 [CII]/𝐿FIR with 𝑥H+ is qualitatively similar to
the relation with 𝑡sf , but now for both MC1-HD and MC2-HD the
minimum of 𝐿 [CII]/𝐿FIR is reached at a similar value of 𝑥H+ ≃ 0.1.
Furthermore, all three relations (𝐿 [CII] , 𝐿FIR, and 𝐿 [CII]/𝐿FIR with
𝑥X+ ) have a significantly smaller scatter than the analogous relations
with 𝑡sf .

This suggests that 𝑥H+ is indeed a better parameter to describe the
evolution of 𝐿 [CII] , 𝐿FIR, and of 𝐿 [CII]/𝐿FIR, than 𝑡sf . This is due
to the fact that all these quantity depend in turn on the effectiveness
of stellar feedback: stellar radiation excites the C+ ion, leading to a
brighter [CII] line, heats the dust, determining more FIR emission,
and ionizes hydrogen, leading to a larger 𝑥H+ .

The amount of stellar feedback is determined, to some extent,
by the stellar luminosity. We now define 𝐿★,tot as the sum of the
bolometric luminosity of all stars with a mass 𝑀★ > 8𝑀⊙ and we
use it as the quantity to use for studying the evolution of 𝐿 [CII] , 𝐿FIR,
and 𝐿 [CII]/𝐿FIR. This is done in Fig. 9.

The relation of 𝐿 [CII] with 𝐿★,tot is qualitatively similar to the
relations with 𝑡sf and 𝑥H+ : there is a first monotonic increase followed
by, in the case of MC2-HD, a slight decrease and a last sharp increase.
However, the values for different clouds are more scattered, for a
given 𝐿★,tot, than in the case of 𝑥H+ . The relation between 𝐿FIR and
𝑥H+ is similar to the ones already discussed, as well. Here, MC1-HD
reaches the maximum of 𝐿FIR at 𝐿★,tot ≃ 5 × 106 L⊙ and MC2-HD
does so at 𝐿★,tot ≃ 4 × 106 L⊙ .

The relation between 𝐿 [CII]/𝐿FIR and 𝐿★,tot shows an initial de-
crease of 𝐿 [CII]/𝐿FIR for increasing 𝐿★,tot for all clouds. Then, in
the case of MC2-HD there is an increase for 𝐿★,tot ≳ 4 × 106 L⊙ ,
which corresponds to the high C+ excitement and new star forma-
tion phase already mentioned. Apart from the data points associated
to this phase, however, the scatter of 𝐿 [CII]/𝐿FIR as a function of
𝐿★,tot is reduced respect to the cases of 𝑥H+ and 𝑡sf . This relation can
be well modelled with a power-law, as shown in the figure. We fit
this relation, taking into account all the snapshots apart from those
at very late stages of MC1-HD and MC2-HD, i.e., those after 𝐿FIR
reaches its maximum (𝑡sf = 1 Myr for MC2-HD and 𝑡sf = 2 Myr for

MC1-HD). The best fit we obtain is

𝐿 [CII]/𝐿FIR = 4.15 ×
(
𝐿★,tot
𝐿⊙

)−0.56
. (4)

This fit provides a potential method to assess the total stellar lumi-
nosity of a cloud by using [CII] and FIR luminosity measurements.
This relation holds up to when 𝐿FIR increases. As we will discuss
in detail in Section 4.1, this corresponds to the phase of life of MCs
when the stellar feedback heats the dust in the dense regions close to
the star formation sites, but has not dispersed these regions enough
to move a significant fraction of the dust towards colder regions of
the MC.

4 DISCUSSION

4.1 Time evolution of dust luminosity

The FIR luminosity of a HII region does not change monotonically
with time. Shortly after a sink particle forms, the area in the vicinity
of the formation site is very bright in FIR. We showed two examples
of this in Fig. 3, where the HII region in MC2-MHD (top) and one
in MC2-HD (bottom, green rectangle) are associated with newly-
formed stars and show a compact, but bright peak in 𝐼FIR. In the
same figure, the bubble highlighted with the red rectangle shows a
more evolved HII region, where there is diffuse FIR emission, but at a
much lower intensity than at earlier stages. As we will show in detail
in the following, this is essentially due to the fact that 𝑇d remains
roughly constant with time in the HII regions, but the density drops,
leading to an overall decrease in 𝐿FIR, even though it becomes more
extended.

We explicitly show such evolution in Fig. 10, where we show the
LOS-averaged, mass-weighted dust temperature ⟨𝑇d⟩, the dust col-
umn density 𝑁d, and 𝐼FIR for MC2-HD, bubble 2 (see Tab. 2) at
𝑡evol = 2, 3, and 4 Myr. As speculated before, ⟨𝑇d⟩ in the bubble is,
indeed, roughly constant over time, remaining around ⟨𝑇d⟩ ≲ 50 K.
The size of the bubble (i.e., of the “hot” region with ⟨𝑇d⟩ ≲ 50 K)
increases with time (top row), but the bubble becomes less dense
(middle row), as the stellar feedback pushes the dust towards the
shell of the bubble, where ⟨𝑇d⟩ is much lower. There are thus two
phenomena which act in opposition to each other: (i) the enlarge-
ment of the hot regions leads to an increase of 𝐿FIR, and (ii) the
redistribution of dust towards cooler areas leads to a decrease.

The net result of these two processes is shown in the bottom row:
there is a first phase when 𝐿FIR increases, as the enlargement of the
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Figure 10. Mass-weighted dust temperature along the LOS (< 𝑇d >, top),
dust column density (𝑁d, center), and FIR intensity (𝐼FIR, bottom) of a portion
of MC2-HD centered around bubble 2 (see Tab. 2) at 𝑡evol = 2 (left), 3 (center),
and 4 (right), respectively. The expansion of the bubble progressively enlarges
the region with warm dust, characterised by ⟨𝑇d ⟩ ≲ 50 K. However, the dust
density 𝑁d in the warm region is reduced by the expansion of the bubble,
which pushes the dust towards the much cooler shell of the bubble. As a
consequence, 𝐼FIR arises from a progressively larger, but less FIR-bright,
area. This is also reflected in the total 𝐿FIR, reported for each snapshot in the
𝐼FIR maps.

hot areas overcomes the decrease of 𝑁d , and a second phase when
𝐿FIR decreases again, as the redistribution of dust now takes over.

This explanation and the maps of Fig. 10 refer to a single bubble.
The evolution of 𝐿FIR of an entire cloud can, however, be explained
as the combined effect of several bubbles evolving in the manner
described above. Indeed, the first phase when 𝐿FIR increases (see
Figs.7, 8, and 9) corresponds to a phase when, in average over all
the bubbles present in the cloud, the phenomenon (i) is dominant.
Then, the phase when 𝐿FIR decreases is the phase when, in average,
the phenomenon (ii) dominates. The final of MC2-HD, when 𝐿FIR
increases again, is the consequence of a new star formation phase,
thus the formation of new bubbles, which cause the phenomenon (i)
to be dominant again.
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Figure 11. Mass-weighted 2D histogram of the fraction of C+ ions in the
2𝑃3/2 level (𝑛𝑢/(𝑛𝑢 +𝑛𝑙 ) as a function of the dust temperature 𝑇d. The color
bar is in logarithmic scale. The solid red line represents the mass-weighted
average of 𝑛𝑢/(𝑛𝑢 +𝑛𝑙 ) for a given 𝑇d bin, and the dashed line represents the
median. The thin, dotted black line represents 𝑛𝑢/(𝑛𝑢 + 𝑛𝑙 ) = 2/3, i.e., the
maximum possible value. We represent the cells of MC2-HD, at 𝑡evol = 4 Myr,
with 18 K ≤ 𝑇d ≤ 55 K. On average, C+ saturates at 𝑇d ≃ 40 K. This con-
firms that, in vicinity of stars, the [CII] line is saturated, causing, in part, the
[CII]-deficit.

4.2 Saturation of [CII] in HII regions

The origin of the [CII]-deficit has been often attributed to the satura-
tion of [CII] (Kaufman et al. 1999; Muñoz & Oh 2016; Rybak et al.
2019; Bisbas et al. 2022) caused by stellar radiation, which prevents
the [CII] emissivity from increasing above a certain amount, no mat-
ters how strong the radiation field becomes. On the other hand, the
stellar radiation, reprocessed by dust and emitted in the FIR, keeps
increasing with stellar radiation.

In order to test this hypothesis, we use RADMC-3D to calculate
the level population of the C+ ions and analyse its dependence on the
dust temperature. More specifically, let 𝑛𝑢 be the number density of
C+ ions in the upper level, 2𝑃3/2, and 𝑛𝑙 the number density of those
in the lower level, 2𝑃1/2. Then, we investigate the fraction of ions
in the upper level, 𝑛𝑢/(𝑛𝑢 + 𝑛𝑙) as a function of 𝑇d. This is done in
Fig. 11, where we show this relation for MC2-HD at 𝑡evol = 4 Myr.
We consider here only the cells with 18 K ≤ 𝑇d ≤ 55 K and we plot
𝑛𝑢/(𝑛𝑢 + 𝑛𝑙) and 𝑇d in a mass-weighted 2D histogram. We overplot
the mean and the median (solid and dashed red line, respectively).
We choose to restrict the plot in this temperature range as for𝑇d < 18
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K the main heating source is the ISRF, in which we are not interested
now. The number of cells with 𝑇d > 55 K is low, making the mean
and median very noisy.

The fraction of ions in the excited state remains very low
(𝑛𝑢/(𝑛𝑢 + 𝑛𝑙) ≃ 0.03) up to 𝑇d ≃ 23 K, then slowly increases
till 𝑇d ≃ 40 K, where saturation is reached. We point out that
max (𝑛𝑢/𝑛𝑙) = 2, because of the statistical weights of the upper
and lower level, and therefore (𝑛𝑢/(𝑛𝑢 + 𝑛𝑙))max = 2/3. The [CII]
line, therefore, saturates for𝑇d ≥ 40 K. Since the regions with this𝑇d
are those close to bright stars (Figs. 2 and 10, top row), we conclude
that in vicinity of bright stars the [CII] line is saturated.

4.3 Origin of the [CII]-deficit

We now use our results about the evolution of the dust luminosity
(Sec. 4.1) and the saturation of the [CII] line to explain the evolution
of 𝐿 [CII]/𝐿FIR with 𝐿★,tot and the onset of the [CII]-deficit. We
distinguish between three evolutionary stages of MCs as follows.

(i) Recently formed HII regions: The dust temperature and density
are large in the regions surrounding the newly formed stars. Thus,
𝐼FIR is very large in these regions. There, 𝐼[CII] is saturated. As a
consequence, the 𝐼[CII]/𝐼FIR is low close to the newly-formed stars.
The other regions of the clouds have low 𝐼[CII] and low 𝐼FIR values.
The 𝐼[CII]/𝐼FIR ratio is, in these other regions, higher than in vicinity
of the stars. The overall 𝐿 [CII]/𝐿FIR ratio in the clouds is ∼ 10−2.

(ii) Evolved HII regions: The 𝐿 [CII]/𝐿FIR decreases in this phase,
and the main reasons are the [CII] saturation and the second carbon
ionization. In this phase, the [CII] emission from within the HII
regions is very weak because a significant fraction of the C+ is
converted into C2+, and the remaining [CII] is saturated. The [CII]
emission from the other regions of the clouds increases because of
the excitation due to stellar radiation. Overall, 𝐿 [CII] moderately
increases. The dust luminosity keeps increasing (more sharply than
𝐿 [CII] ) in the first part of this phase, and then starts decreasing (see
Section 4.1). The combined evolution of [CII] and FIR lead first to a
decrease of 𝐿 [CII]/𝐿FIR and then to roughly constant values, when
𝐿FIR stops increasing. In this phase, 𝐿 [CII]/𝐿FIR ∼ 10−3.

(iii) Larger scale [CII] excitation and formation of new stars: In
this last phase, the stellar radiation, which now permeates the entire
cloud, excites the C+ lines also in regions of the cloud distant from
the HII regions. This leads to an increase of 𝐿 [CII] . Furthermore,
the eventual onset of a new star formation leads to an increase of
𝐿 [FIR] because of the sharp increase of 𝑇d in these new, still dense,
star formation regions. The increase of 𝐿 [CII] is, however, dominant,
therefore 𝐿 [CII]/𝐿FIR slightly increases in this phase. We encounter
this phase in the latest snapshots of MC2-HD.

4.4 Projection effects

Molecular clouds and their substructures do not have, in general, a
spherical geometry. Instead, they present often a filamentary or sheet-
like structure (Bally et al. 1987; André et al. 2014; Kainulainen et al.
2022). This is verified for the simulations analysed in this paper, too
(Ganguly et al., in prep.). This means that the aspect ratio of a cloud
is, in general, very different according to the LOS trough which it is
observed. As a consequence, HII regions also have different shapes
depending on the LOS. For instance, a star-forming region in a sheet-
like structure exhibits a ring shape when observed face-on, with the
formed stars approximately in the center. If the same HII region is
observed edge-on, it may even be not observable at all due to the

attenuation by the gas in the sheet (sitting in the foreground). We
showed already a consequence of this in Fig. 5, where the profiles
of 𝐼FIR, 𝐼[CII] , and 𝐼[CII]/𝐼FIR are different for different LOS. In
some cases, for instance in MC2-HD, bubbles 1 and 2, these profiles
strongly differ for different LOS, mostly at late evolutionary stages.

The impact of projection effects is evident in Fig. 12, where we
draw the 𝐼[CII] emission maps of MC2-HD for all LOS. With green
and light blue circles, we highlight the stars responsible for the cre-
ation of bubble 1 and bubble 2 and we note that, indeed, the shape
of these bubbles is significantly different along the three LOS. In
particular, bubble 2 (light blue circle) cannot be seen at all in the
𝑥 − 𝑦 plane, but is evident in the 𝑥 − 𝑧 and 𝑦 − 𝑧 planes. The bubble
has a diameter of ∼ 40 pc and is deeply devoid of [CII] emission
inside, due to the large amount or radiation coming from the several
hot stars contained. Bubble 1 (green circle) exhibits different shapes
when observed from different LOS as well, even if there no LOS
where the bubble is not visible. Nevertheless, the apparent size of
the bubble changes significantly for different LOS. This explains the
variations in the profiles, for different LOS, shown in Fig. 5.

Projection effects can also cause apparent bubbles, similar to those
associated to expanding HII regions, with no stars inside. Such an
apparent bubble could be “created” by a dense fore/background layer
which “separates” the part of the bubble containing the driving stars
from a more distant region of the same bubble. An example of such
an apparent bubble is given in Fig. 13, a zoom-in of the rightmost
panel of Fig. 12. In the center of the figure there is a region with very
low 𝐼[CII] surrounded by a much brighter ring, which in combination
resemble the structure of the other actual HII regions shown in this
paper. However, there are no stars embedded in this structure: the
apparent bubble is a result of the extensive stellar radiation coming
from the stars of the large HII region left to it, which also ionize that
region of the cloud.

Apparent bubbles with no stellar counterparts are also found in
real observations of MCs and HII regions: for instance, Beuther et al.
(2022) find several of such bubbles in [CII] emission maps of NGC
7538. In general, we point out that apparent bubbles should be a
reason of caution when attempting to identify bubble structures on
intensity maps of regions affected by stellar feedback.

4.5 Comparison with real observations reporting [CII]-deficit

A very well studied MC in solar neighborhood is the Orion Molecu-
lar Cloud 1 (OMC 1): it lies, in our LOS, beyond the Orion Nebula
cluster and is at a distance of ≃ 414 pc from us (Genzel & Stutzki
1989). It is an actively star forming cloud, similar to ours despite
being more massive (about one order of magnitude). A study of the
[CII]-deficit in this MC has been performed by Goicoechea et al.
(2015), which used Herschel HIFI data to obtain, among other re-
sults, a 𝐼[CII]/𝐼FIR map of such cloud. They measure the radial
change of 𝐼[CII]/𝐼FIR with distance to their reference center (the
HII region around the Trapezium cluster). On the smallest scale of
0.1 pc they obtain 𝐿 [CII]/𝐿FIR = 9.3 × 10−4. This ratio increases to
𝐿 [CII]/𝐿FIR = 3.8 × 10−3 when averaged over the entire cloud. We
can compare this values with the same analysis we performed for our
simulated clouds, shown in Fig. 5. As discussed already in Sec. 3.3,
there is a large scatter in values both at small and at large radii due
to different stellar population, geometry, and global characteristics
of the clouds. Nevertheless, the general behavior of an increasing
𝐼[CII]/𝐼FIR with larger portions of clouds considered is in agreement
with the OMC 1 results of Goicoechea et al. (2015). Our typical
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Figure 12. [CII] emission map of MC2-HD at 𝑡evol = 4 Myr for 3 different LOS. The green circle highlights the stars responsible for the formation of “bubble
1” and the light blue circles highlight the stars responsible for “bubble 2”. Because of the complex structure of the cloud, the shape of such HII regions is very
different for different LOS. As an example, “bubble 2” is not visible at all when looking along the LOS perpendicular to the 𝑥 − 𝑦 plane. This explains the
variations of the [CII]-deficit as a function of the bubble radius (Fig. 5) for different LOS

.

-20 -10 0 10 20
x [pc]

20

10

0

-10

-20

y 
[p

c]

10 1

100

101

102

103

I [C
II

] [
K

 k
m

 s
1 ]

 

Figure 13. [CII] emission map of a portion of MC2-HD at 𝑡evol = 4 Myr,
centered on an apparent cavity in the [CII] emission, which does not contain
any star. Projection effects can cause apparent bubbles similar to expanding
HII regions.

values of 10−5 − 10−4 at small radii, and 10−3 − 10−2 at large radii
are in rough agreement with their results as well.

Values of 𝐿 [CII]/𝐿FIR ranging between 10−3 and 10−2 have also
been found by Suzuki et al. (2021) in the star-forming region RCW
36. In particular, they observe a decreasing 𝐿 [CII]/𝐿FIR value for
increasing 𝐿FIR, which is consistent with the model of saturation of
the [CII] line as the reason of the [CII]-deficit as we discussed before.
Somewhat lower values are measured by Jackson et al. (2020) in the
analysis of 4 star-forming clumps in the Milky way. They measure
𝐿 [CII]/𝐿FIR ≃ 10−4 − 10−3, apart from one clump characterized by
a very low, atypical ratio of ≃ 10−6 because of the extremely low
𝐿 [CII] measured, for which several possible explanations are given.
The lower values observed are probably due to the fact that they
observe at smaller scales (∼ 1 pc): we typically obtain smalelr values
for smaller scales as well (Fig. 5).

The relation between 𝐿 [CII] and 𝐿FIR has been analysed for ex-
tragalactic observations as well. Several works, like Smith et al.

(2017); Herrera-Camus et al. (2018); Pineda et al. (2018), find
𝐿 [CII]/𝐿FIR ≃ 10−3 − 10−2. This is the case, for instance, of the
study of M 51 performed by Pineda et al. (2018), who found
𝐿 [CII]/𝐿FIR ≃ 0.003 in the center of the galaxy, and somehow
larger values in the interarm regions. Observations of dwarf galax-
ies from Smith et al. (2017); Herrera-Camus et al. (2018) show
𝐿 [CII]/𝐿FIR between a few 10−4 and 10−2 as well. Such obser-
vations highlight a correlation between 𝐿 [CII]/𝐿FIR and the SFR,
following the prescription of Muñoz & Oh (2016). Recent numerical
simulations (Smith et al. 2017; Bisbas et al. 2022) fit the relation be-
tween 𝐿 [CII]/𝐿FIR and the star formation rate surface densityΣSFRby
means of a power-law with an exponent of−1/4.7. We could not find,
however, a robust correlation with the SFR in our simulations. Con-
versely, we find 𝐿 [CII]/𝐿FIR being much strongly correlated with the
total stellar mass within the cloud and, even more, with the stellar
luminosity (see Fig. 9). Indeed, we find that 𝐿 [CII]/𝐿FIR and 𝐿★,tot
are related by a power-law (Eq. 4). We plan to benchmark this relation
against real data in a subsequent work.

5 CONCLUSIONS

In this paper we present an analysis of simulations of star-forming
MCs including stellar feedback and an on-the-fly chemical network.
In particular, we consider 4 MCs within the SILCC-Zoom Project
(Seifried et al. 2017) and analyse the [CII] 158 𝜇m line and the FIR
dust continuum emission. Two of the 4 clouds include an external
magnetic field. The aim of this paper is to investigate the origin
and the evolution of the so-called [CII]-deficit, i.e., the observed
drop in the 𝐼[CII]/𝐼FIR ratio in vicinity of star formation regions. We
summarise our main results as follows.

• At an early evolutionary stage of the HII regions, i.e., when
the cloud has not been significantly dispersed yet, 𝐼FIR is very large
in proximity of the newly-formed stars because of the high dust
temperature and density. The [CII] line is saturated in these regions,
and 𝐼[CII] cannot thus increase beyond a certain limit, no matter
how strong the stellar radiation is. This causes a particularly low
𝐼[CII]/𝐼FIR in these regions.
• At late evolutionary stages, HII regions are characterised by
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a lower dust and gas density respect to earlier stages because stel-
lar radiation disperses the cloud. Therefore, 𝐼FIR is diminished with
respect to earlier stages, even though the dust temperature is compa-
rable. In any case, 𝐼[CII] is also strongly diminished, not only because
of general drop in gas density, but also since C+ is largely converted
into C2+ by stellar radiation. This is then the main reason of the
observed low 𝐼[CII]/𝐼FIR in developed HII regions.

• The evolution of 𝐿FIR is a consequence of the evolution of single
HII regions. It increases as long as the dust heating dominates over
the cloud dispersal. Later on, the dispersal of HII regions determines
an overall decrease in 𝐿FIR.

• The [CII] luminosity monotonically increases with time. As
long as MCs evolve, the [CII] emission coming from the HII regions
progressively reduces, and the emission coming from the other re-
gions of the clouds increases because of the C+ excitation provided
by stellar radiation.

• The evolution of 𝐿 [CII]/𝐿FIR can be divided in three phases.
The first phase (young HII regions) is characterized by 𝐿 [CII]/𝐿FIR ≃
10−2, with peaks of 𝐼FIR close to the newly formed stars. The second
phase is characterized by a mild increase of 𝐿 [CII] and a sharper
increase of 𝐿FIR, which leads to a decrease of 𝐿 [CII]/𝐿FIR down
to ≃ 10−3. In the third phase, several combined phenomena (dust
pushed towards colder regions, larger excitation of C+, and onset of
new star formation) lead to a slight increase of 𝐿 [CII]/𝐿FIR.

• The 𝐿 [CII]/𝐿FIR ratio as a function of the total star luminosity
𝐿★,tot follows a relation that can be fitted with a power-law (Eq. (4)).
This relation is valid before the stellar radiation disperses the hot HII
regions, and 𝐿FIR decreases consequently.

• Projection effects significantly change the appearance of HII
regions and quantities connected to them significantly. Depending
on the geometry of the cloud and on the LOS, a certain HII region
may be not visible at all, or, conversely, apparent bubbles which are,
however, not associated to any massive stars, can be observed.
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6

A COMPARISON BETWEEN SIMULATIONS WITH
NL97 AND NL99 CHEMICAL NETWORK

In Paper I and Paper II we analysed numerical simulations which include a chemical
network, which we referred to as “NL97”. This network is based on the chemical
reactions described in Glover & Mac Low (2007a,b), integrated with the model for
CO formation of Nelson & Langer (1997). In this chapter, we compare those sim-
ulations with other ones of the same clouds, but performed with a different, more
complex chemical network, which we to refer with “NL99”.

The goal of this chapter is to highlight the differences that the two chemical
networks produce on the simulated clouds and to assess the reliability of the im-
plementation of the NL99 network in our simulations.

We first explain the characteristics of the NL99 network in Section 6.1. We then
analyse the abundance of the carbon-bearing species in the simulations with this
chemical network included and we compare with the corresponding simulations
performed with NL97 and with data from real observations (Section 6.2). After
this, we study the emission maps resulting from these simulations, again with com-
parisons with other simulations and real data (Section 6.3).

We only use simulations of molecular clouds without stellar feedback for this
analysis, i.e., MC1-HD-noFB, MC2-HD-noFB, MC1-MHD-noFB, and MC2-MHD-
noFB, according to the nomenclature criterion we explained in Section 3.4. This is
sufficient to understand the differences that the two chemical networks lead to and,
as we will show, to motivate the choice of using NL97 in Paper I and Paper II. We
point out that the work described in this chapter has been actually been done before
starting the analysis of the simulations which lead to Paper I and Paper II.

6.1
Simulation with the NL99 chemical network

6.1.1

The NL99 chemical network

Our NL99 chemical network is largely based on the network described in Glover
& Clark (2012), with which combines a model for hydrogen chemistry taken from
Glover & Mac Low (2007a,b) and a model for CO chemistry introduced by Nelson
& Langer (1999). We introduce some modifications, such as the grain-surface reac-
tions, to these networks based on more recent works (e.g., Gong et al., 2017). The
X-ray reactions and rates are taken largely from Yan (1997) and Meijerink & Spaans
(2005). The entire network is described in detail in Mackey et al. (2019): we refer to
this paper for a more comprehensive description of the network. Here, we focus on
the main aspects and differences respect to the NL97 network.

The NL99 network models the evolution of 18 chemical species: H+, H, H2, OHx,
C, C+, CO, CHx, HCO+, He, He+, M, M+, O, O+, H+

2 , H+
3 , and e−. Some of them
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Table 6.1: Elemental abundances in the gas phase by number with respect to hydro-
gen nuclei, YR

Species YR
H 1
He 0.1
C 1.4 × 10−4

O 3.1 × 10−4

M 1 × 10−5

are not physical species, but proxies for several different physical species with sim-
ilar chemical properties and reactions, which are therefore considered as a single
one for simplicity. This is the case for CHx, which represents simple hydrocarbons
such as CH, CH2, CH3, and so on, as well as OHx, which includes OH, H2O,... In
addiction, ions, such as CH+ and OH+, are included in CHx and OHx, respectively.
All metals which do not appear explicitly in the above list are treated with a proxy,
M, which is supposed to have two possible states of ionization: M and M+. There
are several methods applied to calculate the abundance of the aforementioned spe-
cies in this network. The evolution of some of them is calculated by numerically
solving an ordinary differential equation of the same type of Eq. (3.20), that is, for
these species the production and destruction rates are tabulated and the changes
in their abundance can be calculated depending on the physical parameters of a
given cell (gas temperature, density, ionizing photons...) and on the abundance of
the other reactants. Conversely, the abundance of other species is inferred by the
total abundance conservation principle. This is the case, for instance, foe neutral
He and neutral M, whose abundances are calculated as the difference between the
total abundance of helium and metals, which is constant, and the abundance of the
ionized species He+ and M+. Finally, the abundance of other species is tracked by
assuming equilibrium abundances or instantaneous further reactions. A description
of the treatment of each modelled species is summarized in Mackey et al. (2019),
Table 1.

The total abundance of H, He, C, O, and M is constant. Table 6.1 summarizes
these elemental abundances, YR, with respect to total hydrogen. These are particle
fractional abundances, i.e., there are, for instance, 0.1 helium nuclei for each hydro-
gen nucleus.

Some of the reactions included in the network take place on the surface of dust
grains, which act as catalysts for these reactions. We will explore the differences
which including/excluding these grain-assisted reactions produce in the chemical
abundance of the species of our interest.

6.1.2

Overview of the simulations

As a first step in our analysis, we look at the column density maps of CO, C, and
C+ of the clouds simulated with the NL99 network, in order to understand how
these species are spatially distributed. This is done in Fig. 5, where we show the
column density maps in the x − y plane of CO, C, and C+ (NCO, NC, and NC+ ,
respectively, from left to right) for MC1-HD at tevol =2, 3, and 4 Myr (from top to
bottom). We overlay, with black lines, the H2 column density contour plot, where
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Figure 5: Column density maps of CO, C, and C+ (from left to right) of MC1-HD
at tevol =2, 3, and 4 Myr (from top to bottom), simulated with the NL99 chemical
network. The black lines represent isocontour lines of H2 column density for NH2

= 1017, 1018, 1019, 1020, 1021, and 1022 cm−2.
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we draw isocontour lines for NH2 = 1017, 1018, 1019, 1020, 1021, and 1022 cm−2.
A nested CO - C - C+ structure is evident when looking at these column density

plots. The regions with a significant CO column density are rich in C and C+

as well. There are, however, large portions of the cloud where NCO is negligible,
whereas NC and NC+ are much larger. In the same way, there are regions where NC
is small, but there is a moderate amount of C+ instead. This is the case, for instance,
of the two cavities located in the center of the image, on the top and bottom sides,
separated by a denser bridge filament.

If we now compare these column density maps with the H2 column density,
whose isocontour lines are drawn in black in the figure, we note that the CO,
C, and C+ are associated with different H2 densities. The CO column density is
NCO ≤ 1014 cm−2 in the vast majority of the cloud, and only sharply increases to
1017 − 1019 cm−2 in those regions with the largest H2 column density. This confirms
the well-known fact that the CO does not trace the entire H2 present in a cloud, but
only the regions with very high density. This is essentially a consequence of the
higher energy required to photodissociate H2 (14.16 or 14.68 eV, Allison & Dal-
garno, 1969, for ortho- and para-H2, respectively) than CO (11.09 eV, Visser et al.,
2009). This feature is well-known in literature, both in simulational and observa-
tional works (e.g. van Dishoeck & Black, 1988; Lada & Blitz, 1988; van Dishoeck
et al., 1992; Wolfire et al., 2010; Glover & Mac Low, 2011; Ackermann et al., 2012;
Duarte-Cabral et al., 2015; Glover & Clark, 2016; Donate & Magnani, 2017; Seifried
et al., 2020, and many more) and the fraction of molecular gas with no CO coun-
terpart is called “CO-dark” gas fraction, as there is no CO emission coming from
those regions.

Neutral carbon is present in vaster areas of the cloud. Its column density peaks
where NH2 peaks as well, but there are regions which contain molecular hydrogen
with no (or very little) CO, and a moderate NC instead. This is the case, for instance,
of the leftmost part of the cloud at tevol = 2 and 3 Myr. Indeed, neutral carbon has
been proposed in the literature as an alternative tracer to CO for atomic hydrogen,
for instance by Gerin & Phillips (2000); Papadopoulos & Greve (2004); Offner et al.
(2014); Glover et al. (2015); Clark et al. (2019).

Ionized carbon is widespread in the cloud. The maximum column density val-
ues in the simulation shown reach NC+ ≲ 1018 cm−2, i.e., somehow lower than the
highest column densities of CO and C. Furthermore, a comparison with the NH2

isocontour lines shows that the regions with the largest NH2 cannot be effectively
identified in the C+ column density maps. Instead, NC+ seems to be roughly con-
stant above a certain NH2 threshold. On the other hand, NC+ is non-negligible in
diffuse regions with low H2 column density and very little amount of CO and C
(e.g., the bottom-right region of the map shown). Again, numerous literature works
(e.g. Langer et al., 2010, 2014b; Pineda et al., 2013; Franeck et al., 2018) describe this
behavior and emphasize that, at cloud scale, most of the [CII] emission (which is
strictly correlated with the C+ column density) comes from the atomic regions of
the cloud, and only a small fraction comes from the molecular part (Franeck et al.,
2018).

We can appreciate these properties more quantitatively by looking at NCO, NC,
and NC+ as a function of NH2 . This is done in Fig. 6, where we show these quantities
for MC1-HD at tevol = 2, 3, and 4 Myr. We consider all pixels with NH2 ≥ 1017 cm−2

and we divide the resulting range value of NH2 in 100 bins, equally spaced in log-
space. Then, we take the mean value of the column density of the carbon-bearing
species for each NH2 bin.
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Figure 6: Column density of CO, C, and C+ as a function of the H2 column density
NH2 for MC1-HD at tevol = 2, 3, and 4 Myr (from left to right). We consider the
column density maps pixels with NH2 ≥ 1017 and we divide them in bins equally
large in log-space. The values on the y-axis are the mean values for each of these
bins.

As we anticipated, NCO is the species which traces high H2 column densities
most effectively, as NCO keeps increasing for increasing NH2 in high-density regime
and drops to very low levels for NH2 ≲ 1021 cm−2. On the other hand, both NC and
NC+ are roughly constants for NH2 ≳ 1021 cm−2. Moreover, as we noted already
when analysing the column density maps before, C+ is also present in regions
with very little H2: indeed, we note that NC+ only drops by about two orders of
magnitude (from ∼ 1018 to ∼ 1016 cm−2) where NH2 drops by about 4 orders of
magnitude (from ∼ 1021 to ∼ 1017 cm−2).

Furthermore, we note that the relation between NH2 and the column density of
C+, C, and CO has only a weak dependence on the evolutionary stage of the cloud.
If we compare the plots for 2, 3, and 4 Myr (left, center, and right plot of Fig. 6,
respectively), we realize that the profiles of NCO and NC+ are essentially the same
for all the evolutionary stages. Nevertheless, the profile of NC does change at high
NH2 : the average C column density at tevol = 4 Myr is approximately one order of
magnitude lower than at tevol = 2 Myr.

We point out that, for NH2 ∼ 1021 − 1022 cm−2, the column density of neutral
carbon is (depending on the snapshot considered) either the highest among the
carbon-bearing species, or at least comparable with those of CO and C+. We will
get back to this consideration in Section 6.2, where we discuss the abundance of the
carbon-bearing species.

These general considerations, even if already well-known in literature, are useful
foe us to have a first overview of the regions traced by CO, C, and C+ and give
us a confirmation that, at least at a general, qualitative level, the NL99 network
reproduces the known features of these three elements.
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Figure 7: Fractional abundance of CO, C, C+ (with respect to total carbon), and H2
(with respect to total hydrogen) as a function of the total gas density nH,tot. The
plots refer to MC1-HD simulated with the NL99 network at tevol = 2 (left) and 4
Myr (center), as well as to the same cloud simulated with the NL97 network at
tevol = 4 Myr (right), for comparison. The solid and the dotted lines represent the
mean and the median values of the distributions for each nH,tot bin. Neutral carbon
is the dominant species around nH,tot ∼ 103 cm−3. A comparison between the plots
for tevol = 2 myr and tevol = 4 Myr also shows the late formation of CO and H2 in
the cloud.

6.2
Abundance of the carbon-bearing species

6.2.1

Results from the NL99 simulations

In the previous section we analysed the column density of CO, C, and C+ as a
function of the H2 column density. The column density N is a projected quantity:

N =
∫ s1

s0

n(s′)ds′ , (6.1)

where n is the number density, s′ is the path length, and s0 and s1 are the limits
of the column considered. The column density is thus an useful parameter, as in-
formation on projected quantities are in general the most straightforward to obtain
from real observations. Nevertheless, it is worth to consider the number density n
instead of the column density N in the analysis of the NL99 chemical network.

We show this analysis in Fig. 7, where we plot the mean (solid lines) and the
median (dashed lines) of the fractional abundances of CO, C, C+, and H2 as a func-
tion of the total hydrogen number density. The left and the middle plots represent
MC1-HD simulated with NL99 at tevol = 2 and 4 Myr, respectively, and the right
plot represents, for comparison, the cloud simulated with NL97 at tevol = 4 Myr.
The fractional abundances of the carbon-bearing species are intended with respect
to total carbon, while the fractional abundance of H2 is with respect to total hydro-
gen. We followed a similar binning procedure as we described for Fig. 6. All cells of
the simulation have the same weight in this process, i.e., we did not mass-weighted,
or volume-weighted, the quantities.

The most important information that we can obtain from Fig. 7 can be summar-
ized as follows:

• The distributions are in general, for a given nH,tot bin, highly asymmetric: this
is proved by the large differences between the mean and median values.
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• C+ is by far the dominant carbon-bearing species at low density, namely for
nH,tot ≲ 102 cm−3.

• CO is the dominant species at high density, namely for nH,tot ≳ 104 cm−3.

• The overall abundance CO and H2, which are mostly present in dense regions
of MCs, increases with tevol. The time scale for the formation of H2 and CO in
MCs is of the order of several Myr.

• Neutral carbon is the dominant species for nH,tot ∼ 103 cm−3. This is the case
both for tevol = 2 Myr and 4 Myr, but for tevol = 2 Myr, C actually constitutes
more than 80 per cent of total carbon for nH,tot ≈ 2 × 103 cm−3, and is the
dominant species for a nH,tot range larger than an order of magnitude. At
tevol = 4 Myr, this phenomenon is mitigated by the larger amount of CO
formed, but C nevertheless constitutes, in this density regime, about 50 per
cent of total carbon. We discuss this aspect in detail in Section 6.2.2.

• The abundances of CO and C+ in the NL97 network are higher than in the
NL99, as the total carbon fractional abundance is the same (it is equal to
1.4 × 10−4 with respect to total hydrogen) and there is no neutral carbon. The
neutral carbon modelled in NL99 is “distributed” between both CO and C+

in NL97.

• The fractional abundance of H2 presents, as a function of nH,tot, a much
shallower increase than CO. In other words, there are regions (those with
nH,tot ≲ 103 cm−3) which contain a non-negligible amount of H2, but prac-
tically no CO. This is a confirmation of the existence of the aforementioned
“CO-dark” areas in MCs.

Next, we look at the cumulative fractional mass of the carbon-bearing species as
a function of nH,tot. We define the cumulative fractional mass of the species X,
MX/MX,tot, as

MX/MX,tot

(
ncrit

H,tot

)
=

∑i mX,i

MX,tot
, (6.2)

where the sum runs over all the cells with nH,tot ≤ ncrit
H,tot, and mX,i is the mass of the

species X in the i-th cell. Practically, this means that we calculate how much mass
of a certain species X (with respect to the total mass of X in the cloud) comes from
those regions of the cloud with a total density lower or equal than a given density
threshold. This is done in Fig. 8, where we show the cumulative fractional masses
of CO, C, C+, and H2 for MC1-HD with NL99 at tevol = 2 and 4 Myr, as well as for
the cloud with NL97 at tevol = 2 Myr, for comparison.

We note that all the C+ mass is located in regions with nH,tot ≲ 103 cm−3,
and all the C mass comes from regions with nH,tot ≲ 104 cm−3. On the other
hand, MCO/MCO,tot keeps increasing up to ncrit

CO = 106 cm−3, which means that the
densest regions of the cloud still contribute significantly to the total CO mass.

This result is consistent with the column density profiles as a function of NH2

that we showed in Fig. 6 and, in particular, with the fact that only NCO keeps
increasing for the highest NH2 values. Both results indicate, indeed, that CO is the
only tracer (among the carbon-bearing species) of the densest parts of the cloud.
Furthermore, the cumulative fractional mass plots of Fig. 8 highlight once more
that C is mostly associated with an intermediate nH,tot regime between those traced
by C+ and CO, confirming the considerations we made for the fractional abundance
profiles of Fig. 7.
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Figure 8: Cumulative fractional mass, MX/MX,tot, of CO, C, C+, and H2 for MC1-
HD simulated with the NL99 network at tevol = 2 and 4 Myr, and with the NL97 at
tevol = 4 Myr, for comparison. All the C+ and C mass are located in regions with
nH,tot ≲ 103 and 104 cm−3, respectively. A non-negligible contribution to the mass
of CO is given by regions with density up to nH,tot ≈ 106 cm−3. Atomic hydrogen
does not follow precisely any of the profiles of the simulated carbon-bearing species.

It is also interesting to note here that MH2 /MH2 ,tot does not closely follow any
of the profiles of the carbon-bearing species. Although CO is the best tracer for H2
at high density, this is not true in lower density regime, where the abundance of H2
is not closely associated with any of the simulated carbon-bearing species (see also
Fig. 7).

As a final remark, we note that the relations between the different MX and
ncrit

H,tot do not change in general significantly with tevol. Nevertheless, while at
tevol = 2 Myr we have MCO ≈ 1 for ncrit

H,tot = 106 cm−3, there is a few 10 per cent of
the CO and H2 mass coming from regions with nH,tot > 106 cm−3 at tevol = 4 Myr
(note the log-scale on the y-axis). This is an immediate consequence of the fact
that more very dense structures are present in the cloud at late stages than at early
stages.

6.2.2

Comparison with other simulations and observations

A first, simple check of the reliability on the NL99 in giving the correct amount of
CO, C, and C+ can be performed by comparing the total mass of these species in our
simulated clouds with the total mass of the same species in real MCs. To do so, we
use the data of Beuther et al. (2014), where 4 different infrared-dark clouds (IRDCs)
are analysed. Two of the clouds, namely G11.11 (Henning et al., 2010; Kainulainen
et al., 2013) and G48.66 (Ossenkopf et al., 2011; Pitann et al., 2013) are relatively
isolated clouds, with modest star formation activity. The third source, IRDC18223,
is an infrared dark filament that has already formed a high-mass protostellar object
with ∼ 104 L⊙ at one end (Beuther et al., 2010), and the last one, IRDC18454, is a
starless dark cloud (Beuther et al., 2013). We remind that our simulated clouds with
NL99 do not have any stellar feedback included, so the fact that some of these real
clouds to which we are comparing the carbon-bearing abundances do have some
ongoing star formation is a caveat to take into account. In any case, as they are still
infrared-dark, we assume that the star formation process is at an early stage and,
because of this, that the stellar feedback has not changed the chemical composition
of those clouds dramatically yet.

In Table 6.2 we show the mCO/mC+ and mC/mC+ for MC1-HD and MC2-HD,
both with NL97 and NL99, as well as the 4 IRDCs mentioned before. It is worth
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Table 6.2: Total C/CO, CO/C+, and C/C+ mass ratio for the 4 clouds analyzed
in Beuther et al. (2014) and for MC1-HD and MC2-HD at different tevol, both with
NL97 and NL99.

Cloud network tevol [Myr] mC/mCO mCO/mC+ mC/mC+

G11.11 0.07 47.65 3.29
G48.66 0.08 1.76 0.14

IRDC18223 0.11 2.45 0.28
IRDC18454 0.12 0.65 0.08

MC1-HD NL99 1.5 12.06 0.04 0.45
MC1-HD NL99 2 1.78 0.3 0.53
MC1-HD NL99 2.5 0.61 0.69 0.42
MC1-HD NL99 3 0.38 0.89 0.34
MC1-HD NL99 3.5 0.27 1.05 0.28
MC1-HD NL99 4 0.21 1.18 0.24
MC1-HD NL99 4.4 0.17 1.29 0.22

MC2-HD NL99 1.5 5.00 0.07 0.37
MC2-HD NL99 2 0.93 0.42 0.39
MC2-HD NL99 2.5 0.42 0.72 0.31
MC2-HD NL99 3 0.28 0.91 0.25
MC2-HD NL99 3.5 0.21 1.01 0.21
MC2-HD NL99 3.8 0.18 1.07 0.19

MC1-HD NL97 2 0.57
MC1-HD NL97 3 0.80
MC1-HD NL97 4 0.98

MC2-HD NL97 2 0.61
MC2-HD NL97 3 0.86
MC2-HD NL97 4 0.99
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noting that Beuther et al. (2014) point out that the mass estimation is not extremely
accurate (especially for C+), as it depends on the emitting as temperature which
is, in turn, the result of a somewhat rough estimation. Therefore, while the values
reported in the table are definitely useful for a qualitative comparison with our sim-
ulated clouds, they should not be used as an exact comparison due to the relatively
large margin of uncertainty.

We first discuss the mC/mCO ratio. The 4 observed clouds have this mass ratio
in the range 0.07 − 0.12, which is much smaller than the ranges in which the other
two ratios vary. Furthermore, this ratio does not depend on the measurements of
mC+ , which are the most uncertain. Therefore, it is, among the three ratios, the
most robust quantity to compare our simulations with. The values of mC/mCO
that we obtain in our simulated clouds are all higher than the observed ones. This
ratio decreases for increasing tevol (as a consequence of the late formation of CO,
see the discussion relative to Fig. 8) and at the latest time steps it is less than a
factor of 2 larger than the average of the observed values, for both MC1-HD and
MC2-HD. However, if the star formation process were not artificially switched off,
stellar feedback would have started having an effect on the clouds much before than
these last snapshots (we can realize it by comparing the non-feedback runs with the
corresponding feedback runs, see Paper I, e.g. Fig. 2).

The other mass ratios are scattered over a much larger value range in the IRDCs
observations. In particular, G11.11 presents really high mCO/mC+ and mC/mC+

values. Even if we exclude G11.11, however, we obtain values with a scatter of a
factor of 3 − 4. The mCO/mC+ values in our simulated clouds are scattered over
a large value range as well and, apart from the values obtained for the first two
snapshots of both MC1-HD and MC2-HD, they fall in the range covered by the
values relative to the real observations. The mC/mC+ that we obtain are on average
somewhat larger than those coming from real observations (excluding G11.11), but
only of a factor 2 or less.

In conclusion, both the mC/mCO and mC/mC+ ratios of our simulations are lar-
ger than the values measured in the 4 IRDCs analyzed by Beuther et al. (2014),
with the excess in the mC/mCO more significant than the other one because of the
larger difference between the simulated and observed values and the smaller scat-
ter in the observed values. This suggests than the NL99 network overpredicts the
amount of neutral carbon in the MCs by a factor of a few. This is, however, only
a primary suggestion, and robust conclusions cannot be drawn yet, because of the
small number of real observations considered and, more importantly, because this
comparison only considers the clouds as a whole, and ignores other factors (struc-
ture of the cloud, ISRF, and CRIR, for instance) which play a role in determining
the relative abundance of the various chemical species.

In order to investigate this suggested overproduction of neutral carbon, we com-
pare now our results with other simulations which use the same, or similar, chem-
ical network. In particular, it is interesting to make a comparison with the various
networks analyzed in Glover & Clark (2012) (hereafter GC12). There, a number
of different networks are used to run the same simulation, and therefore can be
directly compared. We are particularly interested in the network that they refer to
“G10”: that is the one described in detail in Glover et al. (2010) with grain-surface
reactions included. It is the most similar to the network used in our simulations.
It is worth noting that GC12 also use the chemical network of Nelson & Langer
(1999), which they refer to as NL99 in their work. However, that network does not
include any extra reactions that we have in our simulations (see Mackey et al., 2019,
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Figure 9: Left and central panel: Same as Fig. 7 for MC1-HD at tevol = 3 Myr with
(NL99) and without (NL99ng) grain-surface reactions included. Right panel: results
of Glover & Clark (2012) (GC12) for different chemical network. Comparing our
NL99 with G10 and our NL99ng with G10ng we note that the reduction in the
amount of C is larger in GC12 than in our simulations.

for details) (in particular the dust-surface reactions). This is why the G10 network
is actually the most similar to ours.

The G10 network overproduces neutral carbon with respect to what is observed:
indeed, this gives NC/NCO = 9.3 in the GC12 simulation (NX is the column density
for the entire cloud), whereas the typical observed values are between 0.1 and 3
(Ingalls et al., 1997; Ikeda et al., 2002; Bensch et al., 2003; Beuther et al., 2014). This
confirms the larger C/CO ratio with respect to real observations that we notice in
our simulations, as well.

The excess of C is attributed by GC12 mostly to the grain-surface reactions.
Indeed, simulations run excluding these reactions (“G10ng” network) have a signi-
ficantly lower amount of neutral carbon: the C/CO ratio is, in this case, 2.2, which
is closer to the observed values, although still in the upper range.

In order to check whether the grain-surface reactions are responsible for the
overproduction of neutral carbon in our simulation as well, we run a simulation of
MC1-HD with a modified chemical network, where we exclude the grain-surface
reactions. We refer to it as “NL99ng”. Then, we compare the fractional abundances
of the carbon-bearing species obtained with the two networks and with the values
obtained by GC12.

The result is shown in Fig. 9. In the left and center plot we show the fractional
abundances of the carbon-bearing species as a function of nH,tot for MC1-HD at
tevol = 3 Myr with (left) and without (center) grain-surface reactions included, ana-
logously to what we did in Fig. 7. The right plot is adapted from GC12 and shows
the fractional abundances as a function of nH,tot for their simulations. The different
colors represent the different network (see legend in the plot), and the different line
styles represent the different species. In particular, solid lines represent CO, dashed
lines represent C+, and dash-dotted lines represent C. We are interested in compar-
ing their run with the G10 (green) network with ours with NL99 (left), and their
run with G10ng (yellow) with ours NL99ng (center). We summarize the relevant
points as follows:

• CO: in our simulations, excluding grain-surface reactions leads to a decrease
in the fractional abundance of CO at nH,tot ∼ 103 cm−3 and, to a small ex-
tent, also at nH,tot ≳ 104 cm−3. The differences between G10g and G10ng in
this density regime are negligible. Overall, GC12 find a lower CO fractional
abundance at low nH,tot.

• C+: Our simulations show a larger C+ fractional abundance at nH,tot ∼ 103

cm−3 if grain-surface reactions are excluded. The same happens for GC12 as
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well.

• C: Excluding dust-grain reduces the fractional abundance of about one order
of magnitude at nH,tot ≤ 102 cm−3. The fractional abundance is reduced
to a progressively lower extent up to nH,tot ≈ 2 × 103 cm−3. The peak of
the fractional abundance is slightly shifted towards higher nH,tot. In high-
density regions, nH,tot > 104 cm−3, the fractional abundance of C is slightly
larger when grain-surface reactions are excluded. GC12 obtain a much larger
reduction of the fractional abundance of C even at nH,tot ∼ 103 cm−3, and
their peak is slightly shifted to the right, too.

• C/CO: The NC/NCO integrated over all the cloud that we obtain is 0.89 in
NL99, and 0.75 with NL99ng. It is 9.3 and 2.2, respectively, in GC12.

The results obtained with the KOSMA-τ PDR models (Röllig et al., 2006) confirm
a scenario where neutral carbon is not the clearly dominant carbon-bearing species
at any nH,tot. In those models, indeed, the fractional abundance at C is at most
similar to the abundance of CO and C+. The extinction coefficient AV at which
the C fractional abundance peaks depends on the value of G0 assumed, but the
behavior described does not change. Similar results have also been recently found
by Bisbas et al. (2023) with the novel PDFchem tool (with relevant differences for
different ISRF and CRIR values).

From these considerations we conclude that excluding the grain-surface reac-
tions leads to a reduction of the amount of C in our simulations, but to a lower
extent than in GC12. Neutral carbon is particularly abundant in density regimes
of nH,tot ∼ 103 cm−3, where it is clearly the dominant species with up to approx-
imately 80 per cent of total carbon in form of C at early evolutionary stages. The
amount of C in our simulations is in excess with respect to what generally observed
in MCs at these density regimes. However, the NC/NCO values that we obtain are
more in agreement with observations than the value obtained by GC12.

We use our NL99 network (with grain-surface reactions) for the synthetic emis-
sion maps that we describe in the next section.

6.3
CO, [CI], and [CII] emission maps

6.3.1

Overview of the emission maps

We now present the synthetic emission maps that we obtain with the NL99 simula-
tions and analyse some of their properties.

We produce the emission maps using the same procedure described in Section
3.5. The collisional partners we used are again para-H2, ortho-H2, H, and He for
CO and para-H2, ortho-H2, H, and electrons for C+. Furthermore, we use para-H2,
ortho-H2, H, H+, He, and electrons as collisional partners for C. The collisional data
concerning neutral carbon are all taken from the LAMDA database (Schöier et al.,
2005).

In Fig. 10, we show the 12CO (1 − 0) (hereafter only CO), [CI] (1 − 0) (hereafter
only [CI]), and [CII] emission maps for MC1-HD at tevol = 2, 3, and 4 Myr, in the
same way we showed the column density maps in Fig. 5 (from left to right: CO,
[CI], [CII]; from top to bottom: tevol = 2, 3, 4 Myr). We recognise the nested CO-
[CI]-[CII] structure that we already pointed out when analysing the corresponding
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Figure 10: Synthetic emission maps of 12CO (1 − 0), [CI] (1 − 0), and [CII] (from
left to right) of MC1-HD at tevol = 2, 3, and 4 Myr (from top to bottom), simulated
with the NL99 chemical network. The intensity is expressed in K km s−1.
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column density maps. However, in the case of the emission maps this structure
seems less evident. This is a consequence of the fact that the the intensity of [CI]
is in general lower than the intensity of CO, and, even more, the [CII] intensity
is much lower than those of [CI] and CO. We point out, however, that given two
species A and B, IA can be larger than IB in one unit system (e.g., K km s−1), but not
in another unit system (e.g., erg s−1 cm−2 sr−1). In any case, the following analysis
permits us to assess from which parts of the clouds the emission of CO, [CI], and
[CII] come.

6.3.2

Origin of the CO, [CI], and [CII] emission

We are, now, interested in understanding which density regimes in MCs are asso-
ciated with emission of CO, [CI], and [CII]. In order to do so, we use a procedure
similar to that used to produce Fig. 8:

1. We select a number of density thresholds ncrit
H,tot.

2. For each ncrit
H,tot we create a new collection of RADMC-3D input files where

we set the density of all cells which have a “real” density nH,tot > ncrit
H,tot to

zero. Practically, we eliminate all the emission coming from regions with
nH,tot > ncrit

H,tot.

3. We create emission maps for CO, [CI], and [CII] for each ncrit
H,tot and calculate

the total luminosity of the three species.

4. We produce cumulative luminosity plots, where the fraction of the total lu-
minosity which comes from regions with nH,tot < ncrit

H,tot, to which refer as
LX/LX,tot, where X is the species of interest, is shown as a function of ncrit

H,tot.

This process is extremely computationally onerous, as it requires 3 separate
RADMC-3D runs for each density threshold (one for each species), and the pro-
cedure is repeated for all the snapshots that we investigate. Therefore, we only
do this operation for MC2-HD, tevol = 2 Myr and for MC1-MHD, tevol = 4 Myr.
The analysis in Section 6.2, and in particular Fig. 8, showed that the species abund-
ances as a function of nH,tot changes only marginally for different clouds and tevol.
Therefore, we are expect the general trend not to change, at least in its fundamental
features. The result of this operation is shown in Fig. 11 for MC2-HD at tevol = 2
Myr, and MC1-MHD at tevol = 5 Myr. the dashed, vertical lines represent the ncrit

H,tot
associated to LX/LX,tot = 0.5. The colored areas represent the interquartile range,
i.e., the ncrit

H,tot region where 0.25 ≤ LX/LX,tot ≤ 0.75, so, practically, the density re-
gime from which most of the emission of the species X comes. The values of ncrit

H,tot
associated to a specific LX/LX,tot = 0.5 are achieved through interpolation.

We clearly recognise that [CII], [CI], and CO are associated, in this order, with
progressively denser areas, as suggested already by looking at the column density
and emission maps (Figs. 5 and 10) and the fractional abundance plots (Figs. 7 and
9). More specifically, we note in Fig. 11 that the [CII] emission is associated with
nH,tot ≲ 102 cm−3, the [CI] emission is associated with nH,tot ∼ 102 − 103 cm−3,
and CO is associated with nH,tot ∼ 103 cm−3. The position of the interquartile
range, however, changes by a factor of a few between MC2-HD and MC1-MHD: the
values given above about the typical density regimes associated with the different
species are thus only a general indication. The interquartile ranges are different
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Figure 11: Cuumulative luminosity LX/LX,tot as a function of ncrit
H,tot for CO, [CI],

and [CII] for MC2-HD and MC1-MHD at tevol = 2 and 5 Myr, respectively. Each
data poin represents the traction of the total luminosity coming from the regions of
the clouds with nH,tot < ncrit

H,tot. The shaded areas represent the interquartile ranges,
and the dashed lines represent the ncrit

H,tot associated with 50 per cent of the total
luminosity. The nested CO-[CI]-[CII] structure is recognisable, with differences in
values of a factor of a few between the two clouds.

for different clouds mostly as a consequence of the overall density and structure of
the cloud: in our case, MC2-HD is more compact than MC1-MHD (because there
is no magnetic field, see Seifried et al., 2020; Ganguly et al., 2022). Therefore, the
emission of all these species comes, on average, from denser regions, especially that
of species which trace high-density regimes (CO, in our case). In any case, these
changes are of a factor of a few at most, and do not change the picture of the nested
CO-[CI]-[CII] emission.

This analysis is conceptually similar to the one performed in Fig. 8, where we
showed the cumulative mass, instead of the luminosity, as a function of ncrit

H,tot. In-
deed, the values that we obtain, for a given species, of MX/MX,tot are comparable,
within a factor of a few, to the values of LX/LX,tot at the same ncrit

H,tot. This can
intuitively be explained by the fact that the emission coefficient jν depends on the
number density of emitters in the upper level nu (Eq. (2.13)), which depends in turn,
on LTE, the gas temperature and the total density n (Eq.(2.21)). Assuming that the
temperature where the emitters of a certain species are located within the cloud is
roughly constant (as they trace gas with similar properties), we can approximate
jν ∝ nu. This approximation is not valid any more if the gas is far from equilibrium
or if the temperature range within which the emitters find themselves is large. For
instance, we expect that the similarities between Fig. 8 and Fig. 11 would break
down if we considered runs with stellar feedback included.

As a final remark, we note that optical thickness can, in principle, have an im-
pact on the results coming from the procedure described above: if a line is optic-
ally thick above a certain ñcrit

H,tot, the total luminosity calculated with two different
ncrit

H,tot > ñcrit
H,tot will be very similar as a consequence of optical thickness, and not

because of the lack of emitters at high nH,tot. A method to estimate the effect of
optical thickness is described in Franeck et al. (2018). There, the same analysis we
performed is made also by considering, for each ncrit

H,tot, the cells with nH,tot > ncrit
H,tot,

i.e., using the reverse logic. Then, by comparing the results obtained with the two
methods, the impact of optical thickness can be estimated. However, onlythe [CII]
is investigated there. Franeck et al. (2018) find that this impact is limited for [CII].
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Figure 12: XCO, X[CI], and X[CII] (from left to right, respectively) as a function of
the H2 mass fraction, MH2 /MH,tot, for 4 MCs simulated with NL99. We analyse,
for each cloud, several snapshots at different tevol. The lines join the values for
the different snapshots. Three different LOS (x-, y-, and z-axis) are shown for each
cloud. The green, dotted line represents the XCO factor for the MW determined by
Bolatto et al. (2013).

We speculate, however, that it can be somewhat larger for CO, as it is more optically
thick in our clouds than [CII] (see Paper I).

6.3.3

The XCO, X[CI], and X[CII] factors

In this section and in the following one we use the simulations with NL99 to repro-
duce some of the results of Paper I and highlight the most important differences.

In Paper I, we find that the XCO factor for the simulated clouds ranges from 0.5−
4.5 × 1020 cm−2K−1 km −1 s (feedback runs are included in Paper I). We show in
Fig. 12, left panel, the results obtained for the simulations with NL99. Although the
dependence of XCO on MH2 /MH,tot does not change in general (roughly constant
values for the HD clouds, and much larger values for the MHD clouds at low
MH2 /MH,tot), the XCO factor with NL99 is overall 4 − 5 times larger than in the
simulations with the NL97 network. Because of this, we always obtain values larger
than the commonly used “standard” XCO for the MW, equal to 2 × 1020 cm−2 K−1

km−1 s (Bolatto et al., 2013). This reference value is, on the other hand, within the
range obtained in our simulations with NL97.

Similar considerations apply for the X[CII] factor as well (Fig. 12, right panel),
especially at low MH2 /MH,tot. Indeed, we find values within the range 0.5 − 12
cm−2 K−1 km−1 s with NL97, and higher of a factor 2 − 4 with NL99. The increase
in X[CII] for increasing MH2 /MH,tot is evident with both networks, as well as the
slightly higher values for the MHD runs than for HD runs, at a given MH2 /MH,tot.

With NL99 we can calculate the X[CI] as well, which is not possible in NL97.
This is shown in Fig. 12, central panel. The values we obtain range from 1 to 5
cm−2 K−1 km−1 s, with only a shallow dependence on MH2 /MH,tot (X[CI] slightly
increases with increasing H2 fractional abundance), and somewhat larger values for
MHD runs than for HD runs at given MH2 /MH,tot. The X[CI] is therefore, according
to the simulations with NL99, a more robust estimator of the amount of molecular
hydrogen in a MC than XCO and X[CII], as the values obtained cover a smaller
range than for the other two conversion factors (we refer to Paper I for more details
on the usage of the X factors). However, this result needs to be considered with
great caution, since an analysis of runs with stellar feedback included would be
necessary as well, and the accuracy of the NL99 in modelling the abundance of C
is, as we already discussed, questionable. Possibly because of the overproduction
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Figure 13: Total luminosity ratios as a function of MH2 /MH,tot for 4 MCs simulated
with NL99. From left to right: LCO/L[CII], LCO/L[CI], and L[CI]/L[CII]. The meaning
and the color coding of the plotted lines are the same as in Fig. 12

.

of C, the values of X[CI] that we obtain are significantly lower than those found
in other similar works: as an example, Offner et al. (2014) find X[CI] = 1.1 × 1021

cm−2 K−1 km−1 s for simulated Galactic clouds. They also find XCO = 3 × 1020

cm−2 K−1 km−1 s for the same cloud, which is fairly close to the reference value
of Bolatto et al. (2013). This suggests that the post-processing with 3D-PDR used
in Offner et al. (2014) might be more accurate in determining the abundance of the
carbon-bearing species than our NL99 network. This is, anyway, only a speculation,
and more detailed analysis should be performed to draw more robust conclusions.

6.3.4

Line ratios as tracers of molecular hydrogen

Next, we investigate the capability of total luminosity ratios to trace the H2 mass
fraction MH2 /MH,tot in MCs. In Paper I, we analyse the LCO/L[CII] ratio for clouds
simulated with NL97, we motivate the reason why we choose to use this quantity as
a diagnostic tool for MH2 /MH,tot, and comment on the result obtained, including
some comparison with real data of observed MCs. We refer to Paper I for more
details on this aspect. Here, we repeat this analysis with the NL99 network, and
highlight the relevant differences. In Fig. 13, left panel, we show LCO/L[CII] as a
function of MH2 /MH,tot for the 4 simulated clouds. The luminosity ratio mono-
tonically increases with the H2 mass fraction. The LCO/L[CII] values obtained, for
any given MH2 /MH,tot, have a scatter within a factor ∼ 2. We do not note evident
differences in the behavior of the MHD clouds with respect to the HD clouds, at
least within the available data. In Paper I, Fig. 7, the same relation is shown for
NL97. The values of LCO/L[CII], for given MH2 /MH,tot, are comparable within the
two networks. However, even excluding the feedback runs (present in Paper I, but
not here), we note that the scatter is larger in NL97 than in the runs analyzed here.

The NL99 network permits to calculate LCO/L[CI] and L[CI]/L[CII] as well. These
are shown, as a function of MH2 /MH,tot, in the central and right plot of Fig. 13,
respectively. The LCO/L[CI] ratio increases with increasing MH2 /MH,tot in similar
manner to LCO/L[CII], described before. The values obtained for MC1-MHD are
significantly different from the values obtained for the HD clouds, and this suggests
that the CO/[CI] ratio might be a less robust tracer of the molecular content of a
MC than the CO/[CII] ratio, which does not exhibit significant differences between
HD and MHD clouds. In any case, a more quantitative analysis and the inclusion of
feedback runs, would be needed to draw more reliable conclusions on this aspect.
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The L[CI]/L[CII] ratio, shown in the right panel of Fig. 13, does not present any
visible correlation with the H2 mass fraction, and there is not a common trend
among the different clouds. Therefore, it is unlikely that this line ratio can be
meaningfully used as an H2 mass fraction tracer in MCs.

6.4
Summary on the comparison between NL97 and NL99

In this chapter, we analysed the relative abundance of the carbon-bearing species
in our simulations performed with the NL99 chemical network, namely CO, C,
and C+, as well as some quantities related to the line emission maps associated
with these carbon-bearing species. We compared our results with the analogous
ones obtained with simulations which include the simpler NL97 network instead
(most of these results are described in detail in Paper I) and to other simulation and
observational works, in order to assess the reliability of NL99.

We find that NL99 qualitatively reproduces the general properties of CO, C, and
C+ in molecular clouds well: a nested CO-C-C+ structure is easily recognizable in
column density maps (Fig. 5), in fractional abundance plots (Fig. 7), in synthetic
emission maps (Fig. 10), and in cumulative luminosity plots (Fig. 11).

Even if the distribution of CO, C, and C+ qualitatively matches this well-known
nested structure, the abundance of neutral carbon in our simulated clouds is prob-
ably overpredicted by a factor of a few. It is difficult to draw concrete conclu-
sions about this, because the relative abundance of the various carbonaceous spe-
cies changes between different (real) clouds as a consequence of numerous factors:
metallicity, CRIR, ISRF, magnetic fields, density and structure of the clouds. There-
fore, comparisons between our simulated clouds and real observations should be
made with great caution. In any case, the reasons we claim that C is actually over-
predicted can be summarized as follows:

• The mC/mCO and the NC/NCO ratios in our clouds are by a factor of a few
larger than in several different Galactic clouds;

• This discrepancy is observed (even to a larger extent) for other simulations,
by other authors, which use chemical networks similar to our NL99;

• Neutral carbon is, in our simulations, the dominant carbon-bearing species at
nH,tot ∼ 103 cm−3, with even up to 80 per cent of total carbon in form of C.
Several PDR models show a lower carbon abundance in this density regime.

• The XCO factor, calculated in the NL99 simulations, is several times larger
than the observed typical Galactic value, even though our simulations are
performed in solar neighborhood conditions. The same simulations, run with
NL97, provide XCO values closer to the observed Galactic value.

Since C is overpredicted, CO and C+ are necessarily underpredicted in our NL99
simulations, since the total amount of carbon is fixed. Therefore, it is likely that the
simulations performed with NL97 provide more reliable abundances of CO and
C+, which are the two carbon-bearing species used for the research work of Paper I
and Paper II. The simulations used in those papers are, indeed, performed with the
NL97 chemical network.
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SUMMARY AND CONCLUSION

7.1
Summary

In this work, we produce and analyse synthetic emission maps of simulated mo-
lecular clouds in order to determine a correspondence between observable quantit-
ies and important characteristics of the clouds, which are not directly measurable.
In particular, we focus our attention on the fraction of molecular gas in the clouds
and on the impact of stellar feedback on the structure of the clouds. To do so,
we use some of the simulations performed within the SILCC-Zoom project, which
study formation of dense, molecular gas in a supernova-driven, turbulent interstel-
lar medium in a stratified galactic disc with the size of a few hundred parsecs in
solar neighborhood conditions. Feedback from stellar ionizing radiation, external
magnetic fields, interstellar radiation fields, cosmic rays, and a chemical network for
some of the most relevant species observed in the interstellar medium are included.
The chemical evolution of the clouds is calculated on-the-fly.

In Chapter 6 we study the accuracy of one possible chemical network, available
for our simulations, in reproducing some observed features of the carbon-bearing
species in molecular clouds. This network, which we refer to as “NL99”, includes
18 chemical species, among which, crucially, carbon monoxide (CO), neutral carbon
(C), and ionized carbon (C+).

We analyse the abundance of these three species in several simulations and we
find that this network qualitatively reproduces the distribution of such species ob-
served in real clouds and in other simulation works. In particular, we find a clear
nested CO-C-C+ structure in our cloud, i.e., CO is mostly present in the diffuse
regions of the cloud, C in denser regions, and CO is mostly located in the densest
cores of the clouds. We note this by looking at column density maps of our simu-
lated clouds (Fig. 5), and, more quantitatively, at the fractional abundance of these
species as a function of the total hydrogen density (Fig. 7). This structure is reflected
in the resulting 12CO (1 − 0), [CI], and [CII] synthetic emission maps (Fig. 10).

These emission maps enable to calculate the XCO, X[CI], and X[CII] conversion
factors, i.e., to investigate the correspondence between a measured line luminosity
and the amount of molecular hydrogen in the cloud. We find XCO ∼ 3 − 20 × 1020

cm−2 K−1 km−1 s, therefore, on average, a factor of a few larger than the typical
Galactic value. We also find X[CI] ∼ 1− 5× 1020 cm−2 K−1 km−1 s, and X[CII] values
strongly dependent the evolutionary stages of the cloud. This leads us to identify, in
principle, the X[CI] factor as the most reliable one. We also associate the LCO/L[CII],
LCO/L[CI], and L[CI]/L[CII] with the H2 mass fraction of the clouds, and we find
that LCO/L[CII] and LCO/L[CI] trace, to some extent, the molecular fraction of the
clouds (at least in the simulations without feedback considered here), although with
significant uncertainty.

A comparison between the total CO, C, and C+ mass in our simulated clouds
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with data from real clouds, as well as between our data, other simulated clouds
and PDR models, shows that C is overproduced in our simulations, and CO and
C+ are consequently underproduced. Overall, there is a probable excess in C
mass of a factor of a few. The overproduction mostly happens in regions where
nH,tot ∼ 103 cm−3. This overproduction is reflected in the higher values of XCO
obtained (as CO is underproduced) with respect to the standard Galactic value.

In Paper I, we repeat the analysis performed in Chapter 6 including, now, also
simulated clouds with stellar feedback included. We use the simpler NL97 chemical
network, which provides more reliable abundances for CO nd C+ (but it does not
include neutral carbon). In order to accurately model the amount of C+ in the
HII regions, we post-process the simulations with a novel tool based on CLOUDY
models which calculates the amount of C+ converted into C2+ by the stellar ionizing
radiation. We find that this post-processing step is relevant, as it reduces the total
C+ luminosity by up to 60 per cent (Paper I, Fig. 6).

We find that the presence of stellar feedback undermines the correlation between
LCO/L[CII] and the H2 mass fraction that we find in Chapter 6 (and in Paper I as
well for non-feedback runs). Therefore, we cannot use this line ratio as a tracer of
the molecular content of a cloud. An analysis of a pixel-by-pixel correlation between
ICO/I[CII] and the column density ratio NH2 /NH,tot leads to analogous conclusions.

Our results also show that evolving the chemistry to equilibrium leads to signi-
ficant differences in terms of species abundance with respect to a non-equilibrium,
on-the-fly during the simulations (Paper I, Fig. 12). This is particularly true for
clouds at early evolutionary stages. At equilibrium, the H mass decreases and the
H2 increases by up to a factor of 2. The changes for CO and C+ are somewhat lower.
Significant differences between equilibrium and non-equilibrium cases are present
for the total CO and [CII] luminosity as well (Paper I, Fig. 13).

In Paper II, we focus our attention on clouds with included stellar feedback and
study the [CII] and the FIR continuum emission from within the HII regions. Then,
we enlarge our view to the entire clouds, and investigate how L[CII], LFIR, and their
ratio L[CII]/LFIR change with the evolution of the clouds as a consequence of the
stellar feedback.

We find that, with some simplification, the evolution of a HII region, when
observed in [CII] and in FIR emission, can be divided in two phases. The first
phase is characterized by small HII regions with very high IFIR as a consequence of
the dust heating, determined by the stellar radiation, and the high dust density in
the region. The [CII] line is bright, but is saturated, and this leads to I[CII]/IFIR ∼
10−5 − 10−4, well below the values obtained for the rest of the cloud. The second
phase, which corresponds to a later evolutionary stage, is characterized by larger
HII regions with moderate FIR emission, and very little [CII] emission. This is due
to the redistribution of gas and dust towards colder regions because of the stellar
feedback (causing a decrease both in I[CII] and IFIR) and the further ionization of
C+, converted then into C2+, causing a further reduction of I[CII].

The evolution of L[CII], LFIR, and their ratio on entire clouds is essentially a
consequence of the evolution of the various HII regions present in the cloud. A
first phase, where the low I[CII]/IFIR ratio is only observed in the small, young
clouds, is characterized by overall L[CII]/LFIR ∼ 10−2. Then, a second phase cor-
responds to the enlargement of the HII regions: most of the [CII] emission comes
from the excited C+ ions in the regions far from the formed stars, and the dust is
progressively pushed towards the colder regions of the cloud. In this phase, typic-
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ally L[CII]/LFIR ∼ 10−3. A last phase can be identified with the excitation of most
of the C+ present in the cloud, which leads to an increase of L[CII]/LFIR. New star
formation phases in the cloud can also affect the evolution of L[CII]/LFIR. Overall,
this leads to a relation between L[CII]/LFIR and L⋆,tot which can be fitted with a
power-law. This relation holds up to a point where a significant part of the dust
is pushed towards cold regions of the cloud, and most of the C+ ions are excited
because of the stellar radiation.

Furthermore, we note that projection effects can change the shape of the HII
regions significantly, and even create apparent HII regions, i.e., cavities devoid of
[CII] emission in the center, and very [CII]-bright in the rims, which are actually
the result of the complex geometry of the clouds and not of the presence of massive
stars in their center.

7.2
Conclusion

This project arises from the necessity to build bridges between numerical simula-
tions and real observations of the ISM and molecular clouds. To pursue this goal, we
first investigate the characteristics of the chemical networks adopted in our simula-
tions; then, we produce synthetic emission maps, whose features we try to associate
with specific properties of the clouds.

The complexity of molecular clouds is the characteristic which most prominently
emerges from the work described in this thesis. Complexity is a feature of the sim-
ulations analyzed in this work as well: indeed, the initial onset of instabilities in the
simulated interstellar medium by means of turbulence produced by SN explosions,
the detailed treatment of heating and cooling processes, self-gravity, chemistry, and
stellar feedback make the simulations we analysed very rich in terms of phenomena
reproduced. This must be considered an advantage of these simulations, as it per-
mits to face with the real complexity of the clouds, and therefore makes it unlikely
to find, for instance, a certain relation which holds in a simplified model, but does
not for more realistic ones.

A primary consequence of this complexity is the difficulty in finding observable
quantities which can be clearly and unambiguously associated with some properties
of the clouds. The large scatter in the XCO or the LCO/L[CII] values that we found for
given H2 mass fraction (Paper I) is a good example of this, as it indicates that the CO
and the [CII] emission are not only a function of the H2 abundance, but of a lot of
other factors as well. In other words, that the chemical and the dynamical evolution
of the cloud do depend on each other in a complex interplay. Indeed, most of the
results of this work are, more than precise laws which associate a certain quantity
with another one, trends which highlight some of the physics of the interstellar
medium. This is the case, for instance, of the nested CO-C-C+ structure in MCs
and the changes in L[CII], LFIR, and L[CII]/LFIR with the evolution of the clouds.

There are, however, some important take-home messages from this work. We
list them in the following, in form of answers to the scientific questions we posed
at the very beginning of this work (Chapter 1). We refer to Section 7.1 for a more
detailed summary of all the results obtained.
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• To which extent the chemical networks we use are reliable in predicting the observed
abundances and properties of the species of our interest?

We performed our simulations with two different chemical networks: a sim-
pler NL97 and a more complex NL99 network. For us, the most relevant dif-
ference is that NL99 includes neutral carbon, while NL97 does not. Both net-
works qualitatively reproduce the known typical distributions of the carbon-
bearing species in MCs, but NL99 gives abundances quantitatively inaccurate
by a factor of a few, and more in specific density regimes. The NL97 is likely
to reproduce the abundances of CO and C+ more accurately.

• How can be the molecular hydrogen in the interstellar medium be traced adequately
by the other chemical species that we model?

The distribution of molecular hydrogen is not well traced by any of the carbon-
bearing species we analyzed in the entire clouds. Instead, each of the used
carbon-bearing species traces a different density regime of the cloud, and
therefore the molecular hydrogen present in those density regimes. We could
not find a line ratio capable of accurately tracing molecular hydrogen in mo-
lecular clouds, especially when we consider the effects of stellar feedback.

• Which physical phenomena must be taken into account to accurately reproduce the
observed [CII] line emission coming from HII regions?

The reactions modelled in the chemical network used are essential to repro-
duce the correct abundance of C+. Besides this, the HII regions are permeated
by strong radiation coming from the massive stars that they contain. This radi-
ation can further ionize C+ into C2+. It is essential to model this phenomenon
when considering the [CII] emission from HII regions. Otherwise, the emis-
sion could be strongly overestimated.

• Which information can be obtained about the evolution of HII regions and star-
forming molecular clouds by analysing their [CII] and FIR continuum emission?

Stellar feedback has a primary role in determining the evolution of the [CII]
and FIR luminosity of a molecular cloud across its life cycle in a quite complex
way, with different phases and different phenomena involved. However, we
identify a relation between L[CII]/LFIR and the total stellar luminosity of the
cloud, which is valid for the first part of the life cycle of the cloud. This
relation can be fitted by means of a power-law.

7.3
Outlook

We propose that this work can be extended in three different ways: by increasing the
number of simulated and analyzed clouds, by considering more chemical species
in the analysis, and by investigating more in detail the dynamics of the clouds.

We considered 8 MCs in this work, of which 4 are with stellar feedback included
and the other 4 are with no feedback. In both cases, 2 of the clouds are simulated
with an external magnetic field, and 2 of them without it. This means that we
analyzed 4 pairs of clouds with the same characteristics. Since our simulations are
very complex in terms of modelled physical phenomena, even the clouds with the
same characteristics are actually quite different to each other. As an example, the
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average density of MC2-MHD is much lower than the density of MC1-MHD, which
leads to a much lower star formation rate in MC2-MHD. Similarly, star formation in
MC2-HD is faster than in MC1-HD, and more massive stars are formed. Therefore,
the evolution of MC2-HD is faster and the HII regions cover, in the last steps of
our simulations, a much larger portion of MC2-HD than in MC1-HD. This means
that it is somewhat difficult to identify which are the typical properties of MCs,
which are common to most of them, and those which are, instead, the result of the
peculiar configuration of a specific cloud. In this context, a larger number of clouds
to analyse, even if really expensive in terms of both computational and analysis
time, would be beneficial.

The analysis of the distribution and the emission of other chemical species would
also throw new light on the thermal and chemical phases of MCs. For instance, OH
could be a good tracer of the CO-dark areas, and possibly a gas thermometer as
well. Furthermore, other molecules and molecular ions, like ArH+, HCO+, HF,
HCl, HCN, and many more, could efficiently trace the densest parts of the clouds,
for which the CO lines easily become optically thick. A large number of obser-
vational works have been published in recent years concerning these species, so a
comparison with real observations would be potentially doable as well.

In this work, we only considered the moment 0 maps of our synthetic emission
maps. In other words, when studying line emission we neglected the information
about the velocity of the gas along the LOS. This kind of information, however, can
help in distinguishing between different emitting sources along the same LOS, and
can provide useful information about the dynamics of the clouds. This is partic-
ularly true for the HII regions, for which velocity information provide important
insights on their evolution.
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APPENDIX: THE C+ → C2+ PHOTOIONIZATION
POST-PROCESSING PIPELINE

In this Appendix, we provide the technical description of the post-processing pipeline
used to model the second ionization of carbon in regions affected by stellar radi-
ation. We refer to Section 3.6 for the theoretical description of the physics beyond
it.

These script must be used after creating the RADMC input file with the pipeline
mentioned in Section 3.61. It is very important to make sure to use the version of this
pipeline which also writes down the Eion values for each cell (ionizing_flux.inp), as
well as the cell size (cell_size.inp) and the position of the cell centers (cell_centers.inp),
otherwise these scripts do not work.

This pipeline is composed of 5 files. We describe them in the order they shall be
used.

1. Creation of the CLOUDY input files (Create_cloudy_input.py)

The first part of the post-processing routine consists in the creation of the CLOUDY
input files. The user defines the range of Eion (euve), ngas (gdens), Tg (temp_cell),
and T⋆ (temp_star) and the number of steps in which the range should be divided.
The routine then creates one input file for each possible parameter combination.
The elemental abundance and the CRIR are, in this version of the routine, hard-
coded.

import numpy as np
import math
import astropy . cons tants as const
import os

#The f i r s t term i s t h e minimum value , t h e s e c o n d i s t h e
#maximum value , and t h e l a s t one i s t h e number o f s t e p s .

# Ranges a r e g i v e n in log − s c a l e :
# euve = np . l i n s p a c e ( −18 , −8 , 21) means
#10^−18 <= euve <= 10^−8 in 21 log − s p a c e d s t e p s .

euve = np . l i n s p a c e ( −18 , −8 , 21) # I o n i z i n g d e n s i t y e ne r gy
# as g i v e n in f l a s h
gdens = np . l i n s p a c e ( −26 , −20 , 19) #Gas d e n s i t y in g / cm^3
temp_cel l = np . l i n s p a c e ( 1 . 5 , 4 . 5 , 19) # in K
temp_star = np . l i n s p a c e ( 3 . 5 , 5 . 5 , 21) # in K

# Th i s i s t h e assumed s t a r − c e l l d i s t a n c e .

1https://astro.uni-koeln.de/walch-gassner/downloads/flashpp-pipeline

https://astro.uni-koeln.de/walch-gassner/downloads/flashpp-pipeline
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# I t has t o be >> than t h e s i z e o f t h e c e l l .
#By d e f a u l t i t i s 100 pc .
s c _ d i s t = 100

def Planck_funct ion ( x ) :

return x * * 3 / ( math . exp ( x ) − 1 . )

# Th i s r e t u r n s t h e b o l o m e t r i c f l u x , g i v e n t h e i o n i z i n g
# f l u x ( >13 .6 eV ) , a t e m p e r a t u r e T and b l a c k b o d y assumpt ion .
def compute_bol_flux ( ion_f lux , T ) :

from sc ipy . i n t e g r a t e import quad
nu_ion = 3290034591619891 # in Hz c o r r e s p o n d s t o 1 3 . 6 eV
import astropy . cons tants as const
h = const . h . value *1 e7
c = const . c . value *1 e2
k_B = const . k_B . value *1 e7
expo = h* nu_ion /(k_B *T )

const_value = ( 2 . / c * * 2 ) * ( ( k_B *T ) * * 4 /(h * * 3 ) )

small , smal l_er r = quad ( lambda x : Planck_funct ion ( x ) , 0 , expo )
small = const_value * ( ( math . pi ) * * 4 / 1 5 . − small )
l a r g e = const_value * ( ( math . pi ) * * 4 / 1 5 . )

return i o n _ f l u x /( small/ l a r g e )

# Th i s r e t u r n s t h e l u m i n o s i t y o f a s t a r wi th g i v e n t e m p e r a t u r e
# which p r o d u c e s t h e g i v e n euve (= i o n i z i n g ene rgy d e n s i t y )
#when l o c a t e d a t s c _ d i s t ( s e e a b o v e ) .
def give_luminosi ty_from_f lux ( f lux , temp ) :

r e a l _ f l u x = f l u x * const . c . value *1 e2
b o l _ f l u x = compute_bol_flux ( r e a l _ f l u x , temp )
d i s t a n c e = s c _ d i s t * const . pc . value *1 e2
lum = b o l _ f l u x * 4 * math . pi * d i s t a n c e * d i s t a n c e

return lum

# hdens i s t h e t o t a l number hydrogen d e n s i t y and i t i s b a s e d
#on t h e g ivan t o t a l gas d e n s i t y
hdens = [ ]
for i in range ( 0 , len ( gdens ) ) :

gdens [ i ] = math . pow( 1 0 , gdens [ i ] )
gdens [ i ] = ( gdens [ i ] / ( const . m_p . value *1 e3 ) ) / 1 . 4
hdens . append ( math . log10 ( gdens [ i ] ) )
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# Cloudy n e e d s t h e s t a r t e m p e r a t u r e in l i n e a r v a l u e .
for i in range ( 0 , len ( temp_star ) ) :

temp_star [ i ] = math .pow( 1 0 , temp_star [ i ] )

#HERE THE CLOUDY INPUTS ARE WRITTEN DOWN
#One f i l e p e r e v e r y p o s s i b l e p a r a m t e r c o m b i n a t i o n i s c r e a t e d .
import glob

t r y :
os . mkdir ( ’ ./ Cloudy_input ’ )

except :
print ( ’ Cloudy_input d i r e c t o r y e x i s t s ’ )

input_done = glob . glob ( " Cloudy_input / * . in " )
count = 0

for i in range ( 0 , len ( euve ) ) :
for j in range ( 0 , len ( hdens ) ) :

for k in range ( 0 , len ( temp_cel l ) ) :
for t in range ( 0 , len ( temp_star ) ) :

id = s t r ( count )
name = ’ Cloudy_input/ c e l l _ ’ + id + ’ . in ’

# I f i − th i n p u t f i l e i s a l r e a d y in t h e
# d i r e c t o r y , i t i s not o v e r w r i t t e n .
skip = Fa l s e
for x in range ( 0 , len ( input_done ) ) :

i f input_done [ x ] == name :
skip = True
print count

# Here t h e i n s t r u c t i o n f o r CLOUDY a r e
# w r i t t e n in e a c h i n p u t f i l e
i f skip == Fa ls e :

f = open ( name , ’w’ )

# Th i s i s t h e ’ ’ t i t l e ’ ’ o f e a c h i n p u t f i l e
t i t l e = ’ c e l l _ ’ + id
f . wri te ( ’ t i t l e ’ )
f . wri te ( t i t l e )
f . wri te ( ’\n ’ )

#We assume t h a t s t a r s emi t a s a b l a c k b o d y
f . wri te ( ’ blackbody ’ )
f . wri te ( s t r ( temp_star [ t ] ) )
f . wri te ( ’ K ’ )
f . wri te ( ’\n ’ )
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#The i o n i z i n g f l u x ( euve ) i s c o n v e r t e d i n t o
# b o l o m e t r i c l u m i n o s i t y
t h i s _ f l u x = math .pow( 1 0 , euve [ i ] )
lum = give_luminosi ty_from_flux ( t h i s _ f l u x , temp_star [ t ] )
luminosi ty = math . log10 ( ( lum/1e7 )/ const . L_sun . value )
f . wri te ( ’ luminosi ty ’ )
f . wri te ( s t r ( luminosi ty ) )
f . wri te ( ’ s o l a r ’ )
f . wri te ( ’\n ’ )

#We i n c l u d e t h e CMB ( a l t h o u g h i t p r o b a b l y
# has ve ry l i t t l e e f f e c t )
f . wri te ( ’CMB’ )
f . wri te ( ’\n ’ )

#The t e m p e r a t u r e o f t h e c e l l i s t h e T_gas
# t h a t we use
f . wri te ( ’ constant temperature ’ )
f . wri te ( s t r ( temp_cel l [ k ] ) )
f . wri te ( ’\n ’ )

#The d i s t a n c e from t h e s t a r t o t h e c e l l
# i s s e t t o 100 pc
d i s t a n c e = math . log10 ( 9 9 . 5 * const . pc . value *1 e2 )
f . wri te ( ’ radius ’ )
f . wri te ( s t r ( d i s t a n c e ) )
f . wri te ( ’\n ’ )

#The d e n s i t y o f t h e c e l l i s t h e n_gas
# t h a t we use
h_density = hdens [ j ]
f . wri te ( ’ hden ’ )
f . wri te ( s t r ( h_density ) )
f . wri te ( ’\n ’ )

# Th i s i s a s t o p i n s t r u c t i o n t o CLOUDY
# ( s t o p when t e m e r a t u r e d r o p s be low 10 K)
f . wri te ( ’ stop temperature 1 ’ )
f . wri te ( ’\n ’ )

#The d e p t h o f a c e l l i s f i x e d t o 1 pc
depth = math . log10 ( const . pc . value *1 e2 )
f . wri te ( ’ stop depth ’ )
f . wri te ( s t r ( depth ) )
f . wri te ( ’\n ’ )

#CRIR , c a r b o n and he l ium abundances
cr = math . log10 ( 3 . * 1 e −17)
cab = math . log10 ( 1 . 4 * 1 e −4)
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heab = math . log10 (1 e −1)

carb = s t r ( cab )
f . wri te ( ’ element abundance carbon ’ )
f . wri te ( carb )
f . wri te ( ’\n ’ )

hel = s t r ( heab )
f . wri te ( ’ element abundance helium ’ )
f . wri te ( hel )
f . wri te ( ’\n ’ )

# oxygen abundance
f . wri te ( ’ element abundance oxygen −3.49485\n ’ )

cosmic = s t r ( c r )
f . wri te ( ’ cosmic ray r a t e ’ )
f . wri te ( cosmic )
f . wri te ( ’\n ’ )

# Th i s r e g u l a t e s t h e a c c u r a c y o f t h e c a l c u l a t i o n
f . wri te ( ’ i t e r a t e to convergence ’ )
f . wri te ( ’\n ’ )

# Th i s r e d u c e s t h e amount o f ou tpu t g e n e r a t e d
f . wri te ( ’ p r i n t quie t ’ )
f . wri te ( ’\n ’ )

# Th i s makes c l o u d y s a v e a l l t h e " good "
# v a l u e s , an not a l l t h e i t e r a t i o n s
# p r i o r t o c o n v e r g e n c e
f . wri te ( ’ save l a s t i t e r a t i o n ’ )

nameovr = ’ c e l l _ ’ + id + ’ . ovr ’
# Th i s d e t e r m i n e s t h e t y p e o f ou tpu t g e n e r a t e d
f . wri te ( ’ overview " ’ )
f . wri te ( nameovr )
f . wri te ( ’ " ’ )
f . wri te ( ’\n ’ )

f . c l o s e ( )

count += 1

2. Run CLOUDY models (run_cloudy.py)

This script runs CLOUDY for each input filed constructed. It uses a variable number
of cores, which can be set by the user, to speed the process up.

# Th i s s c r i p t runs Cloudy f o r e a c h . in f i l e p r e s e n t
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# in t h e d i r e c t o r y .
# Th i s f i l e must t h e r e f o r e be in t h e same d i r e c t o r y
# where t h e . in f i l e s a r e .

import numpy as np
import math
from j o b l i b import P a r a l l e l
from j o b l i b import delayed
from sc ipy . s p e c i a l import zeta
import astropy . cons tants as const
import sys
import os

num_of_cores = 16

def run ( f i l e s ) :
os . system ( ’ cloudy −r %s ’ % f i l e s )

def run_cloudy ( num_of_cores ) :

import os
import glob

f i l e s = [ ]
f i l e s o u t = [ ]
rawin = glob . glob ( " * . in " )
rawout = glob . glob ( " * . out " )
print len ( rawin )
print len ( rawout )
# s y s . e x i t ( )
for x in rawin :

f i l e s . append ( x [ : − 3 ] )
for x in rawout :

f i l e s o u t . append ( x [ : − 4 ] )

f i l e s _ t o _ p r o c e s s = [ ]
for i in range ( 0 , len ( f i l e s ) ) :

skip = Fa l se
for j in range ( 0 , len ( f i l e s o u t ) ) :

i f f i l e s [ i ] == f i l e s o u t [ j ] :
skip = True
# p r i n t ( f i l e s [ i ] , ’ ’ , f i l e s o u t [ j ] )

i f skip == Fa lse :
f i l e s _ t o _ p r o c e s s . append ( f i l e s [ i ] )

t o t a l = len ( f i l e s _ t o _ p r o c e s s )
print ( ’ Got %d models ’ % t o t a l )

del f i l e s
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f i l e s = f i l e s _ t o _ p r o c e s s

# do i t in p a r a l l e l
i f num_of_cores == 1 :

for i in range ( 0 , len ( f i l e s ) ) :
run ( f i l e s _ t o _ p r o c e s s [ i ] )

e l i f num_of_cores > 1 :
P a r a l l e l ( n_ jobs=num_of_cores , verbose =100) ( delayed ( run ) ( f i l e s )
for f i l e s in f i l e s )

# os . c h d i r ( dpa th )

run_cloudy ( num_of_cores )

3. Database creation (make_table_of_results.py)

This routine reads the raw CLOUDY output files and creates the database to be
used in the next steps. The database consists in different files, each of them is a
table containing the fractional abundance of the different species. When using this
file, it is important to note that:

• The parameter range has to be specified by the user in the first lines of the
file. These have to be identical to those specified in create_cloudy_input.py,
described before.

• The length of the cell has to be specified as well. Therefore, this file has to be
run 4 times if, like in our case, one wants to create 4 different databases for
cells with a size of 0.12, 0.24, 0.48, or 0.96 pc.

import numpy as np
import math
import astropy . cons tants as const

#ATTENTION : Make s u r e t h a t t h e f o l l o w i n g 4 l i n e s a r e i d e n t i c a l t o
# t h e c o r r i s p o n d i n g ones in C r e a t e _ c l o u d y _ i n p u t . py
euve = np . l i n s p a c e ( −18 , −8 , 21) # I o n i z i n g d e n s i t y e ne r gy as g i v e n in f l a s h
gdens = np . l i n s p a c e ( −26 , −20 , 19) #Gas d e n s i t y in g / cm^3
temp_cel l = np . l i n s p a c e ( 1 . 5 , 4 . 5 , 19) # in K
temp_star = np . l i n s p a c e ( 3 . 5 , 5 . 5 , 21) # in K

# Th i s i s t h e c e l l s i z e f o r which you want t o c r e a t e t h e d a t a b a s e .
t h i s _ c e l l _ s i z e = 0 . 9 6 # in pc

#The f o l l o w i n g r o u t i n e r e a d s an ou tpu t f i l e from c l o u d y
#and r e t u r n s t h e c+ and c++ abundances . Th i s i s done by
# a v e r a g i n g t h e abundances g i v e n by c loudy , which a r e a s
# a f u n c t i o n o f t h e d e p t h o f t h e pdr ,
#up t o t h e r e q u i r e d d e p t h ( t h i c _ c e l l _ s i z e )
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def g e t _ c i i _ c i i i ( f i l e , f ina l_d ept h ) :
f i na l _de pth = f i na l _d ept h * const . pc . value *100
depth , hden , co , c i , c i i , c i i i =
np . l o a d t x t ( f i l e , unpack=True , comments= ’ # ’ ,
useco l s =(0 , 3 , 11 , 12 , 13 , 1 4 ) )
depthnew = [ ]
hdennew = [ ]
conew = [ ]
cinew = [ ]
ciinew = [ ]
c i i inew = [ ]

for i in range ( 0 , len ( depth ) ) :

# 1 . 4 e −4 i s t h e t o t a l c a r b o n f r a c t i o n a l abundance
# r e s p e c t t o c a r b o n . In a f o l l o w i n g v e r s i o n , t h i s s h o u l d
# be m o d i f i e d so t h a t i t i s not hard −c o d e d any more

conew . append ( ( co [ i ] * 1 . 4 e −4)* hden [ i ] )
cinew . append ( ( c i [ i ] * 1 . 4 e −4)* hden [ i ] )
ci inew . append ( ( c i i [ i ] * 1 . 4 e −4)* hden [ i ] )
c i i inew . append ( ( c i i i [ i ] * 1 . 4 e −4)* hden [ i ] )

mean_co = conew [ 0 ]
mean_ci = cinew [ 0 ]
mean_cii = ciinew [ 0 ]
mean_ci i i = c i i inew [ 0 ]
dx = depth [ 0 ]

#The f o l l o w i n g l o o p c a l c u l a t e s t h e a v e r a g e
i = 1
while dx < f i na l _de pth and i < len ( depth ) :

mean_co += conew [ i ] * ( depth [ i ] − depth [ i − 1 ] )
mean_ci += cinew [ i ] * ( depth [ i ] − depth [ i − 1 ] )
mean_cii += ciinew [ i ] * ( depth [ i ] − depth [ i − 1 ] )
mean_ci i i += c i i inew [ i ] * ( depth [ i ] − depth [ i − 1 ] )
dx += ( depth [ i ] − depth [ i −1 ] )

i += 1

mean_co = mean_co/dx
mean_ci = mean_ci/dx
mean_cii = mean_cii/dx
mean_ci i i = mean_ci i i/dx

return mean_co , mean_ci , mean_cii , mean_ci i i

#The t a b l e i s c o n s t r u c t e d : t h e f i r s t 4 columns
# a r e t h e 4 q u a n t i t i e s g i v e n as i n p u t ( euve ,
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#n_g , T_gas , T _ s t a r )

#The hydrogen number d e n s i t y i s a c t u a l l y w r i t t e n in t h e
# d a t a b a s e , not t h e t o t a l gas mass d e n s i t y

hdens = [ ]
for i in range ( 0 , len ( gdens ) ) :

gdens [ i ] = math . pow( 1 0 , gdens [ i ] )
hdens . append ( ( gdens [ i ] / ( const . m_p . value *1 e3 ) ) / 1 . 4 )

i n t _ l e n g t h = i n t ( t h i s _ c e l l _ s i z e * 1 0 0 )
s t r _ l e n g t h = s t r ( i n t _ l e n g t h )
name = ’ r e s u l t s _ t a b l e _ ’+ s t r _ l e n g t h + ’ . dat ’
f = open ( name , ’w’ )
f . wri te ( ’ euve hdens T _ c e l l T_s tar ndens_CO
ndens_CI ndens_CII ndens_CIII ’ )
f . wri te ( ’\n ’ )

count = 0

# Th i s i s t h e l o o p o v e r a l l t h e i n p u t p a r a m e t e r s , e a c h o f them
# a s s o c i a t e d t o one c l o u d y ou tpu t .

for i in range ( 0 , len ( euve ) ) :
for j in range ( 0 , len ( hdens ) ) :

for k in range ( 0 , len ( temp_cel l ) ) :
for t in range ( 0 , len ( temp_star ) ) :

name = ’ Cloudy_input/ c e l l _ ’ + s t r ( count ) + ’ . ovr ’
t r y :

co , c i , c i i , c i i i = g e t _ c i i _ c i i i ( name , t h i s _ c e l l _ s i z e )

f . wri te ( s t r ( euve [ i ] ) )
f . wri te ( ’ ’ )
f . wri te ( s t r ( hdens [ j ] ) )
f . wri te ( ’ ’ )
f . wri te ( s t r ( temp_cel l [ k ] ) )
f . wri te ( ’ ’ )
f . wri te ( s t r ( temp_star [ t ] ) )
f . wri te ( ’ ’ )
f . wri te ( s t r ( co ) )
f . wri te ( ’ ’ )
f . wri te ( s t r ( c i ) )
f . wri te ( ’ ’ )
f . wri te ( s t r ( c i i ) )
f . wri te ( ’ ’ )
f . wri te ( s t r ( c i i i ) )
f . wri te ( ’\n ’ )
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# Th i s i s a warning in c a s e some c e l l s a r e m i s s i n g
# or have i n v a l i d v a l u e s
except :

print ( ’ Warning : f i l e ’ , count , ’ with euve = ’ ,
euve [ i ] , ’ , hdens = ’ , hdens [ j ] , ’ , t _ c e l l = ’ ,
temp_cel l [ k ] , ’ , t _ s t a r = ’ , temp_star [ t ] , ’
f a i l e d ’ )

count += 1

f . c l o s e ( )

4. Interpolation of the database (Write_new_input_file.py)

The creation of the database, which is done by using the files described above,
should be done only once. Provided that the typical variability range of the sampled
parameters is the same, or similar, for all the clouds of interest, the database can
be created once and then used for all the clouds and snapshots for which the
post-processing is required. This is, indeed, the procedure we followed for post-
processing the feedback runs analyzed in this thesis work.

On the other hand, the file described here has to be run for each snapshot that
one wants to post-process. This file reads the original RADMC input files and, for
each cell with with Eion ̸= 0, interpolates the database and determines the new
number density of C+. The command which runs the methods in this file is at the
very end of the file, and it has 5 important options, which we describe now:

• method: it can be either “simple” or “full”. We refer to Section 3.6 for the
differences. It determines, however, the method used to calculate the new C+

density, after interpolating the database.

• star_file: it is the star file given from FLASH with the information on the stars
in the investigated snapshot. It is normally named “stars_xxxx.dat”.

• id_number: It determines the name of the output file. For instance, if “method”
is set to “simple” and “id_number” is set to “1”, the output file is named
“numberdens_co_simple_1.inp”. This is done because it takes very long to
post-process one entire snapshot. Therefore, this process can be somehow
parallelized by launching multiple scripts, each of them post-processing one
portion of the original “numberdens_cp.inp” (see next point).

• begin and end Indicate the start and the end point of the post-processing, in
fraction of the total file.

An example clarifies the mechanism. If we are interested in splitting the post-
processing of a certain snapshot in 4 parts, we launch this script 4 times. The 4
scripts will have the following parameters:

1. id_number = 1; begin = 0; end = 0.25;

2. id_number = 2; begin = 0.25; end = 0.5;

3. id_number = 3; begin = 0.5; end = 0.75;

4. id_number = 4; begin = 0.75; end = 1;
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This creates 4 output files named “numberdens_cp_simple_X.inp”, where X goes
from 1 to 4.

import numpy as np
import math
from j o b l i b import P a r a l l e l
from j o b l i b import delayed
from sc ipy . s p e c i a l import zeta
import astropy . cons tants as const
import sys

# Th i s c r e a t e s t h e new . inp f i l e . I t n e e d s 4 d a t a b a s e s , r e s p e c t i v e l y
for 0 . 1 2 , 0 . 2 4 , 0 . 4 8 , and 0 . 9 6 pc .

# Th i s i s hard −c o d e d in t h e w r i t e _ n e w _ c p _ f i l e _ n d _ i n t e r p o l a t o r method .
# See t h e end o f t h i s f i l e f r o t h e command d e s c r i p t i o n .

# Th i s c a l c u l a t e s , f o r e a c h c e l l , which s t a r has t h e
# l a r g e r f l u x , i . e . , which one s h o u l d be c o n s i d e r e d
# f o r t h e d a t a b a s e i n t e r p o l a t i o n
def f i n d _ c l o s e s t _ s t a r ( x , y , z , sx , sy , sz , l , t ) :

min_distance = 1 e50
max_flux = 0

index = 0
index2 = 0
lum = 0
temp = 0
dist_from_max_flux = 0
for i in range ( 0 , len ( sx ) ) :

d = math . s q r t ( ( x−sx [ i ] ) * * 2 + ( y−sy [ i ] ) * * 2 + ( z−sz [ i ] ) * * 2 )

l_W = l [ i ] * const . L_sun . value
l _ e r g = l_W*1 e7
f l u x = l _ e r g / ( 4 . * math . pi *d * * 2 )

i f f l u x > max_flux :
max_flux = f l u x
index = i
lum = l _ e r g
temp = t [ i ]
dist_from_max_flux = d

i f d < min_distance :
min_distance = d
index2 = i
lum2 = l _ e r g
temp2 = t [ i ]
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return index , lum , temp , dist_from_max_flux

This i s the ‘ ‘ main ’ ’ funct ion of t h i s s c r i p t
def wri te_new_cp_f i l e_nd_interpola tor ( method , s t a r _ f i l e , id_number ,
begin , end ) :

import glob
import os
import astropy . cons tants as const
from sc ipy . i n t e r p o l a t e import LinearNDInterpolator

t r y :
os . rename ( ’ numberdens_cp . inp ’ , ’ numberdens_cp_nocloudy . inp ’ )

except :
print ( ’ ’ )

# Here a l l t h e r e l a v a n t f i l e s a r e l o a d e d
cp_old = np . l o a d t x t ( ’ numberdens_cp_nocloudy . inp ’ , unpack=True ,
skiprows =2)
print ( ’ cp loaded ’ )

hdens = np . l o a d t x t ( ’ gas_densi ty . inp ’ , unpack=True , skiprows =2)
for i in range ( 0 , len ( hdens ) ) :

hdens [ i ] = ( hdens [ i ] / 1 . 4 ) / ( const . m_p . value *1 e3 )
print ( ’ hdens loaded ’ )

euve = np . l o a d t x t ( ’ i o n i z i n g _ f l u x . inp ’ , unpack=True , skiprows =2)
print ( ’ euve loaded ’ )

t c e l l = np . l o a d t x t ( ’ gas_temperature . inp ’ , unpack=True , skiprows =2)
print ( ’ t c e l l loaded ’ )

s tar_x , s tar_y , s tar_z , luminosity , T_e f f = np . l o a d t x t ( s t a r _ f i l e ,
skiprows =1 , unpack=True , useco l s =(0 , 1 , 2 , 4 , 5 ) )
print ( ’ s t a r s loaded ’ )

x , y , z = np . l o a d t x t ( ’ c e l l _ c e n t e r s . inp ’ , skiprows =2 ,
unpack=True , useco l s =(0 , 1 , 2 ) )
print ( ’ c e l l c e n t e r s loaded ’ )

c e l l s i z e = np . l o a d t x t ( ’ c e l l _ s i z e . inp ’ , skiprows =2 , unpack=True )
print ( ’ c e l l c e n t e r s loaded ’ )

d_euve12 , d_hdens12 , d _ t c e l l 1 2 , d_ts tar12 , d_co12 , d_ci12 ,
d_c i i12 , d _ c i i i 1 2 = np . l o a d t x t ( ’ r e s u l t s _ t a b l e _ 1 2 . dat ’ ,
skiprows =1 , unpack=True )
d_euve24 , d_hdens24 , d _ t c e l l 2 4 , d_ts tar24 , d_co24 , d_ci24 ,
d_c i i24 , d _ c i i i 2 4 = np . l o a d t x t ( ’ r e s u l t s _ t a b l e _ 2 4 . dat ’ ,
skiprows =1 , unpack=True )
d_euve48 , d_hdens48 , d _ t c e l l 4 8 , d_ts tar48 , d_co48 , d_ci48 ,
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d_c i i48 , d _ c i i i 4 8 = np . l o a d t x t ( ’ r e s u l t s _ t a b l e _ 4 8 . dat ’ ,
skiprows =1 , unpack=True )
d_euve96 , d_hdens96 , d _ t c e l l 9 6 , d_ts tar96 , d_co96 , d_ci96 ,
d_c i i96 , d _ c i i i 9 6 = np . l o a d t x t ( ’ r e s u l t s _ t a b l e _ 9 6 . dat ’ ,
skiprows =1 , unpack=True )

print ( ’ database loaded ’ )

for i in range ( 0 , len ( d_hdens12 ) ) :
d_hdens12 [ i ] = math . log10 ( d_hdens12 [ i ] )

for i in range ( 0 , len ( d_hdens24 ) ) :
d_hdens24 [ i ] = math . log10 ( d_hdens24 [ i ] )

for i in range ( 0 , len ( d_hdens48 ) ) :
d_hdens48 [ i ] = math . log10 ( d_hdens48 [ i ] )

for i in range ( 0 , len ( d_hdens96 ) ) :
d_hdens96 [ i ] = math . log10 ( d_hdens96 [ i ] )

# f and f s t a r a r e c o m b i n a t i o n s o f t h e q u a n t i t i e s g i v e n in
# t h e d a t a b a s e . 12 , 24 , 48 , 96 r e f e r t o t h e c e l l s i z e .
# f_ in t e rpXX and f _ s t a r i n t e r p a r e t h e ou tpu t o f t h e
# i n t e r p o l a t i o n r o u t i n e
f s t a r 1 2 = [ ]
f12 = [ ]
for i in range ( 0 , len ( d _ c i i 1 2 ) ) :

f s t a r 1 2 . append ( d _ c i i 1 2 [ i ] / ( 1 . 4 e −4*math . pow( 1 0 , d_hdens12 [ i ] )
− d_co12 [ i ] − d_ci12 [ i ] ) )
f12 . append ( d _ c i i 1 2 [ i ] / ( 1 . 4 e −4*math . pow( 1 0 , d_hdens12 [ i ] ) ) )

i f method== ’ f u l l ’ :
f s t a r _ i n t e r p 1 2 = LinearNDInterpolator ( l i s t ( zip ( d_euve12 ,
d_hdens12 , d _ t c e l l 1 2 , d _ t s t a r 1 2 ) ) , f s t a r 1 2 )

e l i f method == ’ simple ’ :
f _ i n t e r p 1 2 = LinearNDInterpolator ( l i s t ( zip ( d_euve12 ,
d_hdens12 , d _ t c e l l 1 2 , d _ t s t a r 1 2 ) ) , f12 )

f s t a r 2 4 = [ ]
f24 = [ ]
for i in range ( 0 , len ( d _ c i i 2 4 ) ) :

f s t a r 2 4 . append ( d _ c i i 2 4 [ i ] / ( 1 . 4 e −4*math . pow( 1 0 , d_hdens24 [ i ] )
− d_co24 [ i ] − d_ci24 [ i ] ) )
f24 . append ( d _ c i i 2 4 [ i ] / ( 1 . 4 e −4*math . pow( 1 0 , d_hdens24 [ i ] ) ) )

i f method== ’ f u l l ’ :
f s t a r _ i n t e r p 2 4 = LinearNDInterpolator ( l i s t ( zip ( d_euve24 ,
d_hdens24 , d _ t c e l l 2 4 , d _ t s t a r 2 4 ) ) , f s t a r 2 4 )

e l i f method== ’ simple ’ :
f _ i n t e r p 2 4 = LinearNDInterpolator ( l i s t ( zip ( d_euve24 ,
d_hdens24 , d _ t c e l l 2 4 , d _ t s t a r 2 4 ) ) , f24 )
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f s t a r 4 8 = [ ]
f48 = [ ]
for i in range ( 0 , len ( d _ c i i 4 8 ) ) :

f s t a r 4 8 . append ( d _ c i i 4 8 [ i ] / ( 1 . 4 e −4*math . pow( 1 0 , d_hdens48 [ i ] )
− d_co48 [ i ] − d_ci48 [ i ] ) )
f48 . append ( d _ c i i 4 8 [ i ] / ( 1 . 4 e −4*math . pow( 1 0 , d_hdens48 [ i ] ) ) )

i f method== ’ f u l l ’ :
f s t a r _ i n t e r p 4 8 = LinearNDInterpolator ( l i s t ( zip ( d_euve48 ,
d_hdens48 , d _ t c e l l 4 8 , d _ t s t a r 4 8 ) ) , f s t a r 4 8 )

e l i f method== ’ simple ’ :
f _ i n t e r p 4 8 = LinearNDInterpolator ( l i s t ( zip ( d_euve48 ,
d_hdens48 , d _ t c e l l 4 8 , d _ t s t a r 4 8 ) ) , f48 )

f s t a r 9 6 = [ ]
f96 = [ ]
for i in range ( 0 , len ( d _ c i i 9 6 ) ) :

f s t a r 9 6 . append ( d _ c i i 9 6 [ i ] / ( 1 . 4 e −4*math . pow( 1 0 , d_hdens96 [ i ] )
− d_co96 [ i ] − d_ci96 [ i ] ) )
f96 . append ( d _ c i i 9 6 [ i ] / ( 1 . 4 e −4*math . pow( 1 0 , d_hdens96 [ i ] ) ) )

i f method== ’ f u l l ’ :
f s t a r _ i n t e r p 9 6 = LinearNDInterpolator ( l i s t ( zip ( d_euve96 ,
d_hdens96 , d _ t c e l l 9 6 , d _ t s t a r 9 6 ) ) , f s t a r 9 6 )

e l i f method== ’ simple ’ :
f _ i n t e r p 9 6 = LinearNDInterpolator ( l i s t ( zip ( d_euve96 ,
d_hdens96 , d _ t c e l l 9 6 , d _ t s t a r 9 6 ) ) , f96 )

read = open ( ’ numberdens_cp_nocloudy . inp ’ , ’ r ’ )
s t r 1 = read . r e a d l i n e ( )
s t r 2 = read . r e a d l i n e ( )
read . c l o s e ( )

min_euve = min ( d_euve12 )
max_euve = max ( d_euve12 )
min_hdens = min ( d_hdens12 )
max_hdens = max ( d_hdens12 )
m i n _ t c e l l = min ( d _ t c e l l 1 2 )
max_tce l l = max ( d _ t c e l l 1 2 )
min_ts tar = min ( d _ t s t a r 1 2 )
max_tstar = max ( d _ t c e l l 1 2 )

i f method== ’ f u l l ’ :
name = ’ numberdens_cp_full_ ’+id_number+ ’ . inp ’
w r i t e _ f u l l = open ( name , ’w’ )
w r i t e _ f u l l . wri te ( s t r 1 )
w r i t e _ f u l l . wri te ( s t r 2 )

e l i f method== ’ simple ’ :
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name = ’ numberdens_cp_simple_ ’+id_number+ ’ . inp ’
write_simple = open ( name , ’w’ )
write_simple . wri te ( s t r 1 )
write_simple . wri te ( s t r 2 )

nanc_s = 0
yesc_s = 0
nanc_f = 0
yesc_ f = 0
warning = 0

# Here t h e o r i g i n a l numberdens_cp . inp f i l e i s r e a d
# in t h e p o r t i o n pos t − p r o c e s s e d by t h i s s c r i p t .
for i in range ( i n t ( begin * len ( cp_old ) ) , i n t ( end * len ( cp_old ) ) ) :

warning = 0
# i f t h e c e l l i s empty or euve \s imeq 0 , t h e c e l l
# i s not i n t e r p o l a t e d
i f cp_old [ i ] < 1e −40 or euve [ i ] < 1e −40:

i f method== ’ f u l l ’ :
w r i t e _ f u l l . wri te ( s t r ( cp_old [ i ] ) )
w r i t e _ f u l l . wri te ( ’\n ’ )

e l i f method== ’ simple ’ :
wri te_simple . wri te ( s t r ( cp_old [ i ] ) )
wri te_simple . wri te ( ’\n ’ )

e lse :
star_number , lum , temp , d i s t = f i n d _ c l o s e s t _ s t a r ( x [ i ] ,
y [ i ] , z [ i ] , s tar_x , s tar_y , s tar_z , luminosity , T_e f f )

euvelog = math . log10 ( euve [ i ] )
t c e l l l o g = math . log10 ( t c e l l [ i ] )
hdenslog = math . log10 ( hdens [ i ] )
templog = math . log10 ( temp )

# Th i s a s s u r e s t h a t t h e v a l u e s a r e w i t h i n t h e d a t a b a s e
# l i m i t s . Otherwise , e r r o r s a p p e a r .

i f euvelog < min_euve :
euvelog = min_euve+1e−4
warning = 1

i f euvelog > max_euve :
euvelog = max_euve−1e−4
warning = 1

i f hdenslog < min_hdens :
hdenslog = min_hdens+1e−4
warning = 1
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i f hdenslog > max_hdens :
hdenslog = max_hdens−1e−4
warning = 1

i f t c e l l l o g < m i n _ t c e l l :
t c e l l l o g = m i n _ t c e l l +1e−4
warning = 1

i f t c e l l l o g > max_tce l l :
t c e l l l o g = max_tcel l −1e−4
warning = 1

i f templog < min_ts tar :
templog = min_ts tar +1e−4
warning = 1

i f templog > max_tstar :
temp = max_tstar −1e−4
warning = 1

i f warning == 1 :
print ( ’ Limit a t i = ’ , i )

s i z e = c e l l s i z e [ i ] / ( const . pc . value * 1 0 0 )

# Here t h e i n t e r p o l a t i o n i s a c t u a l l y p e r f o r m e d .
# f _ i n t e r p or f s t a r _ i n t e r p a r e t h e i n t e r p o l a t e d
# v a l u e s s u i t a b l e f o r t h e c e l l u n t e r e x a m i n a t i o n
i f s i z e < 0 . 1 8 :

i f method== ’ simple ’ :
f _ i n t e r p = f _ i n t e r p 1 2 ( euvelog , hdenslog , t c e l l l o g ,
templog )

e l i f method== ’ f u l l ’ :
f s t a r _ i n t e r p = f s t a r _ i n t e r p 1 2 ( euvelog , hdenslog ,
t c e l l l o g , templog )

e l i f s i z e >= 0 . 1 8 and s i z e < 0 . 3 6 :
i f method== ’ simple ’ :

f _ i n t e r p = f _ i n t e r p 2 4 ( euvelog , hdenslog , t c e l l l o g ,
templog )

e l i f method== ’ f u l l ’ :
f s t a r _ i n t e r p = f s t a r _ i n t e r p 2 4 ( euvelog , hdenslog ,
t c e l l l o g , templog )

e l i f s i z e >= 0 . 3 6 and s i z e < 0 . 7 2 :
i f method== ’ simple ’ :

f _ i n t e r p = f _ i n t e r p 4 8 ( euvelog , hdenslog , t c e l l l o g ,
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templog )
e l i f method== ’ f u l l ’ :

f s t a r _ i n t e r p = f s t a r _ i n t e r p 4 8 ( euvelog , hdenslog ,
t c e l l l o g , templog )

e lse :
i f method== ’ simple ’ :

f _ i n t e r p = f _ i n t e r p 9 6 ( euvelog , hdenslog , t c e l l l o g ,
templog )

e l i f method== ’ f u l l ’ :
f s t a r _ i n t e r p = f s t a r _ i n t e r p 9 6 ( euvelog , hdenslog ,
t c e l l l o g , templog )

# Here t h e o u t pu t f i l e i s w r i t t e n
i f method== ’ simple ’ :

towri te_s imple = f _ i n t e r p * 1 . 4 e −4* hdens [ i ]
wri te_simple . wri te ( s t r ( towri te_s imple ) )
write_simple . wri te ( ’\n ’ )

e l i f method== ’ f u l l ’ :
t o w r i t e _ f u l l = f s t a r _ i n t e r p * cp_old [ i ]
w r i t e _ f u l l . wri te ( s t r ( t o w r i t e _ f u l l ) )
w r i t e _ f u l l . wri te ( ’\n ’ )

i f method== ’ simple ’ :
wri te_simple . c l o s e ( )

e l i f method== ’ f u l l ’ :
w r i t e _ f u l l . c l o s e ( )

wr i te_new_cp_f i l e_nd_interpola tor ( method=method , s t a r _ f i l e = s t a r _ f i l e ,
id_number= ’ 1 ’ , begin =0 , end = 0 . 0 5 )

# method −−> ’ s i m p l e ’ o r ’ f u l l ’
# s t a r _ f i l e −−> t h e f i l w where t o g e t i n f o r m a t i o n a b o u t t h e s t a r s in

the s imulat ion
# id_number −−> t h e c r e a t e d f i l e w i l l be c a l l e d f o r example

numberdens_cp_simple_3 . inp , i f id_number = ’ 3 ’
# b e g i n and end −−> where t o s t a r t and f i n i s h with r e s p e c t o f t h e
o r i g i n a l . inp f i l e . I f begin = 0 and end = 1
# i t p r o c e s s e s t h e e n t i r e f i l e . The i d e a i s t h a t v a r y i n g id_number ,

begin and end you can p a r a l l e l i z e the job .

5. Joining the post-processed files (join_input.py)

This routine is needed in case the post-processing has been parallelized and several
files have been created. This routine simply joins them together in one single file,
which has exactly the same format as the original, unprocessed, numberdens_cp.inp
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import numpy as np
from glob import glob

# Th i s c r e a t e s an unique . inp f i l e in c a s e you p a r a l l e l i z e d t h e
previous step by c r e a t i n g s e v e r a l f i l e s .

minimum = 1
maximum = 20
method = ’ simple ’

f i l e s = [ ]

for i in range ( 1 , maximum+ 1 ) :
number = s t r ( i )
s t r _ s i m p l e = ’ numberdens_cp_simple_ ’+number+ ’ . inp ’
s t r _ f u l l = ’ numberdens_cp_full_ ’+number+ ’ . inp ’

i f method== ’ simple ’ :
f i l e s . append ( s t r _ s i m p l e )

e l i f method== ’ f u l l ’ :
f i l e s . append ( s t r _ f u l l )

i f method== ’ simple ’ :
t o t = open ( ’ numberdens_cp_simple . inp ’ , ’w’ )

e l i f method== ’ f u l l ’ :
t o t = open ( ’ numberdens_cp_full . inp ’ , ’w’ )

for i in range ( 0 , len ( f i l e s ) ) :
i f i == 0 :

read = np . l o a d t x t ( f i l e s [ i ] , unpack=True )
for j in range ( 0 , len ( read ) ) :

i f j == 0 or j == 1 :
t o t . wri te ( s t r ( i n t ( read [ j ] ) ) )
t o t . wri te ( ’\n ’ )

e lse :
t o t . wri te ( s t r ( read [ j ] ) )
t o t . wri te ( ’\n ’ )

e lse :
read = np . l o a d t x t ( f i l e s [ i ] , unpack=True , skiprows =2)
for j in range ( 0 , len ( read ) ) :

t o t . wri te ( s t r ( read [ j ] ) )
t o t . wri te ( ’\n ’ )

print ( i +1 , ’ done ’ )
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