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Abstract

This thesis consists of two parts which deal with the low-energy electric dipole response
(LEDR) of atomic nuclei and the development and commissioning of a digital data
acquisition system for nuclear-structure experiments, respectively. A term commonly
found in the literature for the overall LEDR of atomic nuclei is Pygmy Dipole Resonance
(PDR), which was historically used to imply the picture of a neutron-skin oscillation.
Since the underlying mechanisms in the LEDR region have been found to be diverse,
the term PDR was avoided within this thesis, unless referring explicitly to a neutron-
skin oscillation. Part I tries to uncover the generating nuclear-structure features at play
in the LEDR of '?°Sn below the neutron-separation threshold via two complementary
experiments and their theoretical comprehension. The conducted '*Sn(a,a’y) and
98n(d, py) experiments are presented and nuclear-structure calculations performed
within the Quasiparticle-Phonon-Model (QPM) are introduced, together with two cor-
responding reaction-theory approaches. The a-scattering experiment was performed at
the Research Center for Nuclear Physics in Osaka, Japan, utilizing the combined particle
and v-ray spectrometer setup CAGRA+GR. Experimental results indicate the presence
of isoscalar excitations with a surface-mode character in the LEDR of ?°Sn, resembling
a neutron-skin oscillation. The Sn(d, py) transfer experiment was performed with
the SONIC@HORUS setup at the University of Cologne and constitutes a novel tool
to study the microscopic character of individual LEDR states. The remarkable agree-
ment between theoretically obtained (d,py) cross sections and the experimental data
allows to benchmark the predictive power of the QPM and therein employed Energy-
Density-Functional calculations. Furthermore, the QPM reproduces the key structural
aspects of the LEDR in '?°Sn suggested by previous experiments, including the summed
B(E1)?T strength and a transition to more complex configurations at higher excitation
energies. It was enforced that theory and experiment are consistently compared via
identical observables and striking agreement is found for several experimentally acces-
sible values on a quantitative level. The microscopic information, obtained for the first
time in this thesis, complements the knowledge on the relevant nuclear-structure phe-
nomena present in the LEDR of '*Sn.

Part II covers a state-of-the-art digital data acquisition system which was designed and
commissioned within this thesis. The flexible system exhibits significantly reduced dead
time and reaches excellent energy resolution for y-ray spectroscopy. It fully replaces the
predecessor system and is suitable for all nuclear-physics experiments performed today
and in the near future at the 10 MV FN-Tandem accelerator laboratory of the University
of Cologne.






"There is not a discovery in science, however revolutionary, however sparkling
with insight, that does not arise out of what went before.

And to learn that which goes before does not detract from the beauty of a
scientific discovery but, rather, adds to it; just as the gradual unfolding of a
flower, as seen by time-lapse photography, is more wonderful than the mature
flower itself, caught in statsis.”

from Adding a Dimension by Isaac Asimov
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Part1

Investigation of Microscopic Structures
in the Low-Energy Electric Dipole
Response of 12°Sn using Consistent

Experimental and Theoretical
Observables

1 Introduction

Atomic nuclei are a challenging, yet fascinating laboratory for the behavior of nuclear
matter on nearly the smallest scales known today. The nuclear force, which rules the
interactions between protons and neutrons inside a nucleus, makes it possible that nu-
clear matter displays various pronounced features throughout the isotopic chart. Rang-
ing from the lightest nuclei, which can be described by ab-initio methods today, to the
heaviest nuclei reaching nucleon numbers that demand a more statistical description,
nuclear matter obeys the rules of many-body quantum systems. It chooses to exhibit
different features depending, at times acutely, on the number of nucleons available and
their basic interaction. On a vastly different scale, astrophysical objects such as neutron
stars are understood as nuclear matter too, underlining the importance of the nuclear in-
teraction over several orders of magnitude. The transitional regime between few-body
systems and the statistical regime poses one of the challenges that the field of nuclear
physics has been facing over the last century and still is today. Building on the pioneer-
ing works performed by the likes of Sir James Chadwick [1], Hans Bethe [2], or Maria
Goeppert-Mayer [3] in the early 20" century, immense knowledge about the nuclear

landscape has since been obtained.

The atomic nucleus consists of positively charged protons and uncharged neutrons.
These nucleons embody the largest mass in an atom, albeit being concentrated in an
object five orders of magnitude smaller than the overall atom. The nuclear interac-
tion between nucleons has been found to be dominantly attractive and of short range
type, overcoming the Coulomb repulsion of protons inside the nucleus. A highly repul-

sive behavior is exhibited at very small distances which, in combination with the Pauli
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principle, causes the general incompressibility of nuclear matter. Especially the latter
enables a quasi-free movement of nucleons in the mean-field potential of the nucleus
that is being generated by all nucleons simultaneously, allowing the development of
both single-nucleon and collective motion inside the system. The gross features of (sta-
ble) atomic nuclei, such as their masses, binding energies, overall stability, and even the
rough magic numbers, are largely dictated by the mean field. It is the residual interac-
tion, extending beyond the average behavior, that gives rise to distinct phenomena in
the excitation spectra of nuclei and opening the field of nuclear-structure physics.

Common types of excitation in nuclei are rotations and vibrations, in which the motion
is shared among many, sometimes all, nucleons. This collective behavior was histor-
ically described in macroscopic models, such as the rigid-rotor or harmonic-oscillator
model. In the case of rotation, a deformation of the nucleus is essential, since a spherical
quantum system cannot be rotated. Depending on the amount of deformation and the
rigidity of the nuclear rotor body, characteristic rotational bands form in the excitation
spectrum. Special attention is attracted when a given nucleus exhibits different levels of
deformation, which form distinct rotational bands built on top of each underlying de-
formation and express a so-called shape coexistence in the nucleus. The interplay between
rotational forces and the nuclear force can be investigated by considering excitation en-
ergies of rotational-band members and transition strengths of the corresponding v de-
cays de-exciting the initial rotation. Likewise, studies can be performed on vibrational

bands, which follow rules similar to a harmonic oscillator.

A prime example of collective nuclear excitation are quadrupole vibrations. For spher-
ical even-even nuclei above a certain mass, this typically manifests in a low-lying state
with spin of J = 2 and positive parity, commonly the first excited J™ = 2" state. The pic-
ture quickly becomes more complex for nuclei with odd nucleon numbers. On the other
side of the collective excitation spectrum are giant resonances, typically well above the
particle threshold [4, 5]. Different types of resonances have been found in nuclei, dis-
tinguished by their multipole order and isospin character, i.e., whether protons and
neutrons oscillate in-phase or out-of-phase. A common example for such pure reso-
nances is the IsoVector Giant Dipole Resonance (IVGDR), which was first observed in
1937 by Bothe and Gentner [6] and interpreted as a giant resonance by Migdal in 1944
[7]. Other resonances were later discovered thanks to the advent of high-energy cy-
clotron beams in the 1970s. Well-studied examples are the IsoScalar Giant Monopole
Resonance (ISGMR) [8] and the IsoScalar Giant Dipole Resonance (ISGDR) [9]. In all
three cases, the entire proton and neutron bodies vibrate in-phase or out-of-phase in
a motion corresponding to their multipole order. A dynamic dipole moment is gen-
erated by the out-of-phase oscillation of all protons against all neutrons (IVGDR), and
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the compressional in-phase oscillation of all protons and neutrons inside the nucleus
(ISGDR). The ISGMR is also called breathing mode, relating to the in-phase expansion of
both nucleon bodies without generation of a multipole field. For the IVGDR case, the
strength exhausted by it in medium to heavy-mass nuclei is typically more than 90 % of
the Thomas-Reiche-Kuhn sum rule [10, 11]. The latter had been introduced in atomic
physics to estimate the electric dipole interaction of atoms.

Below the neutron-separation threshold (.S,,), and typically well below the IVGDR, a sec-
ondary accumulation of electric dipole (£1) strength is commonly found in nuclei above
a certain mass. For the case of even-even nuclei, this manifests in an accumulation of
discrete excited J™ = 1~ states around and below S,, and forms the center of attention
in this thesis. It was first reported on in 1961 by Bartholomew et al. and has historically
been referred to as the Pygmy Dipole Resonance (PDR) [12]. The term pygmy here de-
notes the small summed strength, compared to the IVGDR, of only a few percent. Early
interpretations described it as an oscillation of the excess-neutron skin againstan N = Z
core within the three-fluid-model [13]. Alternative approaches for the cause of low-lying
E1 strength in atomic nuclei include toroidal nucleon motion [14, 15] and the formation
of a clusters at the nuclear surface [16, 17]. However, the precise generation mechanisms
at play in the PDR region are diverse and not completely understood [18, 19]. Still to-
day, the term PDR is often used in the literature to imply the picture of a neutron-skin
oscillation. It was, thus, chosen to use the term Low-energy Electric Dipole Response
(LEDR) throughout this thesis when referring to the general F1 strength below S,, and
to avoid the term PDR, unless referring explicitly to a neutron-skin oscillation.

The nature of LEDR strength has attracted a lot of interest over the past two decades,
not only due to its relevance for nuclear structure, but also thanks to its connection to
astrophysical applications [18]. Independent of the underlying structure of the LEDR,
its importance for neutron-capture reactions has been pointed out already in the 1960s
[20]. The effect for rapid neutron-capture nucleosynthesis (r process) is even more pro-
nounced. As the r process drives matter away from the valley of stability, neutron-
separation energies decrease and the LEDR is then expected to be just above S,, and to
have higher total strength due to the large neutron excess, impacting the resonant cap-
ture of neutrons. It has been shown that calculations using only IVGDR strength under-
estimate r process production rates and that additional LEDR strength has to be taken
into account for reactions on exotic neutron-rich nuclei in astrophysical applications
[21-25]. Furthermore, specific (n, v) reaction rates become important during the late and
cooler stages of the hot r process, once a statistical equilibrium between (n,v) = (v,n)
reactions is no longer valid [26]. For these scenarios, the experimentally unaccessible
(n,7) cross sections are statistically modelled based on the general photon-strength
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distributions exploiting the 5-Oslo method [27] or ~-ray strength-function method [28].
However, a pronounced dependence on nuclear-structure effects might have significant
impact on (n,y) reactions which is not reflected in the photon-strength function alone.
In general, a more direct access to radiative neutron-capture cross sections is desired
for nuclei with lifetimes or natural abundances unfeasible for direct (n, ) studies [29].
Only recently, the (d, p) reaction has been established as a surrogate reaction for the de-

termination of (n, ) cross sections for astrophysical applications [30, 31].

Secondly, the formation of a neutron skin provides valuable guidance for parameters of
the equation-of-state for nuclear matter around saturation density [32-35]. Especially
the slope parameter of the nuclear symmetry-energy has been shown to be correlated to
the dipole polarizability ap of nuclear matter and the neutron-skin thickness (r,, — r,)
[36]. While ap can be determined from the E1 photoabsorption cross section [37], the
neutron-skin thickness is only unambiguously measurable around ground-state den-
sity, e.g., in parity-violating electron scattering experiments [38, 39]. Such scattering
experiments are sensitive to the weak interaction between electrons and neutrons and,
therefore, suffer from considerably low cross sections and statistics. It is, thus, desirable
to identify the neutron-skin content in the overall LEDR strength and find a quantitative
description for it both experimentally and from theory.

The overall strength and distribution of states in the LEDR region below S, is typi-
cally investigated in real-photon scattering (v,7) experiments, exploiting the cleanness
of the probe compared to hadronic scattering experiments. Since real photons inter-
act with the whole nucleus irrespective of the structure of excited states and purely
via the electromagnetic interaction, they allow to chart the general E1 strength of a
nucleus in a model-independent way. The necessary photon beam is commonly gener-
ated via a high-energy electron beam impinging on a dedicated radiator target, which
produces a continuous bremsstrahlung spectrum with the endpoint energy equal to
the electron beam energy, i.e., in the order of several MeV. By collimating the brems-
strahlung radiation onto the target material of interest, nuclear states are excited in
it and their decay is observed with ~-ray detectors. Hence, the method is known as
Nuclear Resonance Fluorescence (NRF), in analogy to the similar process within the
atomic shell. The continuous nature of the initial photon beam induces unwanted back-
ground in the recorded v-ray spectra due to atomic scattering and weak transitions can
be difficult to observe. However, NRF experiments have the advantage of delivering
the majority of E1 strength within one experiment. Dedicated ''B flux-calibration tar-
gets allow to determine absolute values by calibrating the beam shape and accumu-
lated beam flux. Feeding and decay branching can be partially identified by measuring
at different electron-beam endpoint energies and comparing extracted yields. How-
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ever, bremsstrahlung NRF experiments deliver the most reliable information for strong
E1 excitations with a dominant decay back to the ground-state. Detailed informa-
tion on other y-decay branches and also genuinely weaker excitations are investigated
in (v,7') experiments using quasi-monoenergetic photons beams produced by Laser-
Compton-Backscattering. In these modern experiments, an optical laser collides with
ultra-relativistic electrons of several GeV and is boosted to several MeV via Compton
scattering around 180°. Depending on the chosen electron energy and scattering angle,
v-ray beams with a fine-tunable centroid energy and narrow bandwidth are obtained
and used to sample the target material in incremental regions of excitation energy. How-
ever, such experiments need calibration information from a preceding bremsstrahlung
measurement and are more complex and time consuming. Both types of experiments
are, among others, used in the field of nuclear photonics. Further details can be found
in a recent review article on the topic [40]. Especially the bremsstrahlung NRF method
has been used for decades in studies on nuclear dipole excitations and is responsible for
the abundant information on the LEDR strength available today throughout the valley
of stability.

The first experimental evidence for a manifold structure in the LEDR was found about
15 years ago [41] when comparing data from high-resolution («, ') coincidence exper-
iments to existing (,~’) NRF data. The a-scattering experiments were performed with
a comparably high beam energy of E, = 136 MeV and scattering under forward angles
around 3.5° with the Big-Bite spectrometer of the Kernfysisch Versneller Instituut (KVI)
at the University of Groningen in the Netherlands. The ground-state y decay of excited
and identified J™ = 1~ states was observed via large volume High-Purity-Germanium
(HPGe) detectors. An energy splitting in the response to (o, ') was found in several
nuclei between **Mo and *°Ce, which separated the LEDR states into two groups. The
lower-energy group could be excited in both («, ') and (,7’), while the higher-energy
group was only observed in NRF. This behavior was soon related to an isoscalar and
neutron-skin character of the lower group and a more complex structure, related to the
IVGDR, of the higher-lying group [42, 43]. This so-called isospin splitting was most

clearly observed in '**Sn and is shown in Fig. 1 for reference.

The « particles, being both an isoscalar probe and sensitive to surface excitations under
the employed kinematics [4], helped to identify the PDR-like content within the overall
LEDR. From this point on, the searing question for the number and types of underly-
ing structures in the LEDR arose. Shortly after, experiments using 7O scattering as an
isoscalar surface probe found the same behavior [44, 45], as well as (p, p’7y) at interme-
diate energies of E, = 80MeV [46]. All experiments probed the surface character of
the excitations which reflected the macroscopic and somewhat collective picture of a
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Figure 1: () Singles cross sections for the excitation of J™ = 1~ in '*Sn deduced from the
(a, a'v) experiment at E, = 136 MeV. The solid line represents the sensitivity limit. (b)
The B(E1)T strength distribution obtained in NRF. Reprinted figure with permission
from J. Endres et al., Phys. Rev. C 85, 064331 (2012) [42]. Copyright (2012) by the
American Physical Society.

neutron-skin oscillation. However, the possible contribution from strong single-particle
configurations within the LEDR suggested by theory [47, 48] was not observed experi-
mentally so far. The current picture of the LEDR is that there are at least two kinds of
nuclear-structure mechanisms apparent below S,, and the degree of collectivity of both
kinds is still a matter of debate. A recent overview of studies on nuclear dipole strength
with focus on the isospin character of the LEDR is given in Ref. [19].

It is the scope of this thesis to investigate the surface-mode character of the LEDR in
1205 using («, a’y) data and to search for new structural information on the microscopic
character of the LEDR through a '"Sn(d, py) experiment. The (d, py) reaction was em-
ployed already in the 1960s and found an increased y-ray strength below S, in several
nuclei [49]. However, it was performed with modern instruments within this thesis and
could be established as a new tool to study the fine structure and single-particle con-
tent of the LEDR. Both experiments, and the consecutive comparison to theory, profited
from the rich NRF data available from a recent high-sensitivity study on 2°Sn(v,~’)
using bremsstrahlung [50]. Nuclear-structure calculations based on the Quasiparticle-
Phonon-Model (QPM) were investigated and a novel reaction theory approach was em-
ployed to predict experimental (d, py) yields. Theoretical calculations on the LEDR are
typically compared to experiments based on their predicted B(£1)1 strength, while this
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value is often not directly accessible in experiments such as (v,+’). Similarly, early cal-
culations performed on the **Sn(«, a’7) reaction only gave access to the isoscalar F'1
strength in terms of B;g(E1), instead of realistic cross sections. Therefore, a consistent
comparison to theory was performed within this thesis by enforcing that theoretical for-
malisms yield the same observable as accessed in the experiments. Consequently, the
need for further abstraction could be eliminated in the case of '*Sn.

Chapters 2 and 3 of Part I present the experimental setups employed for the '*Sn(a, o)
and '”Sn(d, py) measurements, respectively, and explain the necessary analysis steps.
The '*Sn(«, a’) experiment was performed with the combined CAGRA+GR spectrom-
eters at the Research Center for Nuclear Physics (RCNP) in Osaka, Japan, and the com-
plementary "?Sn(d, py) experiment was performed with the SONIC@HORUS setup at
the University of Cologne (UoC). An overview of performed QPM calculations and the
two theoretical approaches for cross-section predictions is given in Chapter 4. Results
and details of all experimental and theoretical data are discussed in Chapter 5, together
with future perspectives for the novel (d, py) approach and the general search for struc-

tural information on the LEDR.

Part II of this thesis presents the digital data acquisition system NuDAQ, which was
envisioned, tested, and commissioned throughout this work. Chapter 6 introduces the
general system and discusses the conducted performance tests. While it was not used
to take data during the experiments presented in Part I, the design work and tests per-
formed within this thesis establish it as a high-resolution and low-dead-time data ac-
quisition solution for the experiments commonly performed at the 10 MV FN-Tandem
laboratory at UoC.






2 108n(a, o/y) Experiment at the CAGRA+GR Setup

In fall of 2016, a large experimental campaign was conducted at the Research Center for
Nuclear Physics (RCNP) in Osaka, Japan. Over 1100 h of beam time were accumulated
during the campaign, measuring several (o, a'y), (p,p’y), and (°Li, °Li ) reactions un-
der forward angles. The local Grand Raiden magnetic spectrometer (GR) was coupled to
the Clover Array Gamma-ray spectrometer at RCNP for Advanced research (CAGRA),
consisting of twelve HPGe Clover-type detectors and four large-volume LaBr detectors.
Eight HPGe Clover detectors were mounted in a ring around the target position at an
angle of 90° relative to the beam axis, and four were mounted under backward angles
of 135°. The four LaBr detectors were mounted under forward angles of 45° relative to
the beam. During the °Sn(a, a/) experiment, the AVF cyclotron provided a pulsed
‘He’" beam at an energy of E, = 130MeV and at a frequency of 12.4 MHz, resulting in
a time between bunches of 80.65ns. The GR was rotated to a central scattering angle of
©, = 4.5° in order to increase sensitivity to £1 excitations and an average beam current
of 2.5 pnA impinged on a self-supporting '*Sn target of 2.7 mg/cm? thickness for a total
measurement time of approx. 65h. The target ladder was rotated by 22.5° around the
vertical axis in order to remove unnecessary absorbing material between target nuclei
and the HPGe detectors. While both the GR and CAGRA spectrometer had individ-
ual data acquisition systems (DAQs), their clocks were synchronized and the CAGRA
DAQ could be set to coincidence mode with a trigger on detected particles in the GR
spectrometer in order to reduce data readout.

The following chapter describes the experimental setup, explains the available informa-
tion from both the particle and ~-ray spectrometer, and shows the analysis steps nec-
essary to perform a precise coincidence analysis of the recorded data. Finally, absolute
cross sections will be presented. A detailed discussion and comparison to other exper-
iments will be given in Chapter 5. A theoretical prediction of (o, a’) excitation cross
sections based on the same QPM input used for 9Sn(d, p) will be presented in Chapter
4.3.

2.1 The Grand Raiden Magnetic Spectrometer

Located at the West Experimental Hall of the AVF and RING cyclotron facility at RCNP,
the GR has been established as a high precision tool for studies of inelastic scattering
and charge exchange reactions at small angles including 0°. Employing the dispersion
matching mode of the spectrometer, an excitation energy resolution of few keV can
be reached independent of the excitation energy, exceeding even the energy resolution

commonly obtained with HPGe detectors at higher energies [51]. During scattering
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Figure 2: Sketch of the Grand RAiden Forward mode (GRAF) beamline. The un-
scattered beam is transported about 25m downstream from the target position and is
stopped in a shielded Faraday cup. Reprinted figure with permission from Ref. [52].
Copyright (2019) by Springer Nature.

experiments including 0°, ions which were not scattered from the target are transported
to a Faraday cup within the spectrometer where they are prevented from reaching the
focal plane detector system and the accumulated charge can be read out. However,
the transportation mode used during the CAGRA+GR campaign was changed in order
to increase the acceptance of the spectrometer while maintaining a sufficient excitation
energy resolution in the order of 100keV and to transport the un-scattered beam to a
shielded beam dump about 25m downstream from the target position. The latter is
especially important when using ~-ray detectors close to target position, as these would
otherwise suffer from the 7 and neutron radiation produced in the beam dump. The
extended Grand RAiden Forward mode (GRAF) beamline was, thus, implemented for
the CAGRA+GR campaign, see Ref. [52] for further details. Figures 2 and 3 show the
the complete GRAF beamline and the configuration used during the experiment with
the CAGRA array coupled to the GR spectrometer at target position. To make space for
both the CAGRA array and the GRAF beamline, the first sextupole magnet of the GR
spectrometer (GR-SX in Fig. 2) could not be used, which affected the scattered particle
transport through the spectrometer and the determination of the precise scattering angle
within the GR acceptance (see Chapter 2.2.3).

The GR spectrometer consisted of three dipole magnets, two quadrupole magnets and
a multipole magnet in a QQDMDD configuration, with the focal plane detection system

located behind the last dipole magnet. In addition, the Large Acceptance Spectrometer
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Figure 3: Sketch of the CAGRA ~y-ray spectrometer coupled to the GR magnetic spec-
trometer and the GRAF beamline at target position. Reprinted figure with permission
from Ref. [52]. Copyright (2019) by Springer Nature.

(LAS) was coupled to the target chamber at a larger scattering angle and was used for
online monitoring of the beam position. The focal plane detection system was rotated
at 45° relative to the ideal ion track and consisted, in the order in which particles passed
the detectors, of two multi-wire drift chambers (MWDC1, MWDC2) and two plastic
scintillation counters (PS1 and PS2). A coincidence between PS1 and PS2 was used to
generate an online trigger for the GR data acquisition and also the CAGRA data acqui-
sition when set to coincidence mode. The local MyRIAD system was used to distribute
synchronized timestamps among both data acquisitions. An overview of the overall
signal path and triggering logic of both GR and CAGRA spectrometers is shown in Ap-
pendix A.1 and a more detailed explanation of the explicit signal read out and routing
can be found in Ref. [53].

Figure 4 shows in a simplified way how scattering at target position affects the ion track
through the spectrometer. After correction for kinematic and ion-optical effects, the
a particle energy E, will later be determined from the position X on the focal plane.
The precise determination of the penetration point of each particle on the focal plane
(X, Y) and its angle relative to the ideal ion track in the dispersive (©,4) and the non-
dispersive (®,) direction, as well as particle identification based on the energy loss in
PS1 and PS2 (AE; and AE,) is possible with the combined information from MWDC1,
MWDC2, PS1, and PS2. The time difference RF between the triggering PS detector and
the AVF cyclotron pulse can be used to determine the time-of-flight of detected particles
through the spectrometer. A designated angle calibration measurement called sieve-slit
measurement allows to determine each « particle’s scattering angle at target position in

the rotation direction of the spectrometer (6;,;) and perpendicular to it ($,4).
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Figure 4: Schematic o particle tracks within GR. Both MWDC systems give intersection
of particle track with MWDC plane in X (along the focal plane) and Y (perpendicular
to the dispersive plane). Left: Determination of different scattered « particle energies
E; and E, based on X position on focal plane. Right: Correlation of target scattering
angle ©,, and detection angle ©,. Interpolation between intersection points in MWDC
detectors gives O, relative to the central particle track. PS1 and PS2 are used for particle
identification via AE — E method.

2.2 Kinematic and Ion-Optical Corrections

2.2.1 MWDC Drift Time Calibration

Each MWDC contains a vertical wire plane (X) and a tilted wire plane (U) at an angle of
48.19° relative to the vertical X plane, with an active area of 1150 mm by 120 mm and a
thickness of 20 mm. The spacing between sense wires is 6 mm on the X plane and 2 mm
on the U plane, while the largest possible drift distance perpendicular to the X and U

T T T T T T T T 5000
10000 - (a) X1 inverted drift time | (b) X1 drift distance
s 4 4000
8000 | | MMW E
S o
S 6000 . i 1300 %
= 2
g 4000 - 1T 7 2000 5
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TDC X1 [Ch] Drift distance [mm]

Figure 5: (a) Calibration of drift time to distance on the X1 plane based on the distribu-
tion of measured drift times. (b) After the correction, the distribution of drift distances is
flat and a precise determination of X1 is possible. Identical calibrations were performed
for the Y1, X2, and Y2 planes.
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planes is 10 mm in both directions (see Ref. [51] for a detailed explanation of the MWDC
setup). A more precise position information on each plane can be determined based
on the time difference between signals on two or more adjacent sense wires and the
triggering PS detector, which were measured using a Time-to-Digital Converter (TDC).

Due to the increased electric field strength close to the sense wires, the distribution of
measured drift times peaks at high TDC values, representing short drift times. Figure
5 (a) shows the TDC drift time distribution for the X1 plane. Assuming a flat distribu-
tion of physical drift times over all sense wires, a look-up table can be generated via
the GRUTINIZER analysis software provided by the CAGRA collaboration. The drift
time TDC values are then transformed to physical drift distances between the a parti-
cle’s track and the sense wires based on the generated look-up table, which is shown
for the X1 plane in Fig. 5 (b). From the drift distances relative to two or more ad-
jacent sense wires, the precise crossing point of the ion track and each wire plane is
determined within GRUTINIZER. Using the interaction points on all four wire planes,
a precise position on the focal plane and the penetration angle can later be determined,
even if the exact focal plane is not parallel to the orientation of the MWDCs. This flexi-
bility is crucial for a high-resolution measurement as the excitation energy is eventually

determined from the ion’s position on the focal plane.
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Figure 6: Correlated 'Sn(a, o) spectrometer data. (2) Energy AE; and AE, deposited
in PS1 and PS2. (b) a detection angle O, and energy AE, deposited in PS2. (c) RF time
and energy AE, deposited in PS2. (d) X position on focal plane and a detection angle
Og. (e) a detection angle ©, and RF time. (f) X position on focal plane and RF time.
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2.2.2 Time-of-Flight Correction

To identity valid spectrometer hits induced by « particles that stem from target position
and have not been scattered, e.g., on the inside walls of the spectrometer, a number
of correlated information were investigated based on recorded *Sn(«, /) data. Since
the spectrometer data are rather complex, Figs. 6 to 9 try to visualize the embedded

correlations and break down the iterative data preparation procedure.

Figure 6 shows the six different correlations relevant for particle identification and the
following time-of-flight correction. The vertical and slightly bent shapes visible in Pan-
els (d) and (f) of Fig. 6 already reveal discrete excitations in '*°Sn at negative X val-
ues. All panels of Fig. 6 show a contamination from part of the elastically scattered
beam that could not be prevented from entering the spectrometer, located at approx.
AE,; = 400a.u. in Fig. 6 (a) - (c), below X = -500 mm in Fig. 6 (d) and (f), and at approx.
©4 = 0 in Fig. 6 (e). This contamination amounts to about 45 % of the statistics. The
weak distribution of events in Fig. 6 (a) below AE; = 150 a.u. represents deuterons that

are produced in a '**Sn(«, d)'#?Sb reaction at target position.

Fig. 7 shows the same data after a X > —500mm condition was applied in order to
remove the unwanted contamination. The strong concentration of hits at AE, = 400 a.u.
and the vertical bands in Fig. 7 (a) - (c) have vanished and Fig. 7 (¢) now only shows
valid events contaminated by a horizontal band. The latter is caused by a significant
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Figure 7: Correlated *Sn(a, o/) spectrometer data after applying a cut on X > —500 mm.
Labeling in Panels (a) to (f) identical to Fig. 6
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Figure 8: Correlated '2°Sn(«, o’) spectrometer data after applying a cut on X > —500 mm
and a graphical cut on clean events in ©,—RF matrix (compare Fig. 6 (¢) and Fig. 7 (e)).
Labeling in Panels (a) to (f) identical to Fig. 6

part of the elastically scattered beam that reached the focal plane detectors by scattering
on the inside walls of the spectrometer. These events also cause continuous diagonal
distribution in Fig. 7 (d). To eliminate these misleading events, a polygon cut was
applied on the tilted shape in Fig. 7 (e), after which Fig. 8 is obtained.

After applying the two conditions mentioned above, the majority of contaminations
have been ruled out and only 31 % of the initial statistics remains as physically relevant
data. A second polygon gate on AE;—AE, can then be determined from Fig. 8 (a) for a
clean particle identification in the final «— coincidence analysis. However, the polygon
cut on ©,—RF (Fig. 8 (¢)) is unfavorable for the coincidence analysis, since the precise
placement of the cut may affect the treatment of events depending on the excitation
energy and the proximity to the polygon edges. Therefore, in addition to the particle
identification using AE; —AE,, an independent time-of-flight value ToF(RF, ©4, X) was
determined for an additional condition to be placed on the coincidence data. Figure 9
(a) and (b) show the dependence of RF on O, and X and are identical to Fig. 8 (¢) and
(f). In a first correction step, a linear dependence of RF on ©, was fitted to the diagonal

bands seen in Fig. 9 (a), resulting in the corrected intermediate time-of-flight:

ToF'(RF, ©,)[ns] = RF[ns| — 148.3588 - ©,4[rad] (2.1)
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After the first correction, the tilted bands are horizontal in Fig. 9 (c) and the broad
diagonal has transformed to a narrow band in Fig. 9 (d). Again, a linear dependence of
ToF'(RF, ©,) on X can be fitted for the final time-of-flight correction:

ToF = ToF(RF, O4, X)[ns] = ToF'(RF, ©4)[ns] + 0.01514791 - X [mm] (2.2)

Fig. 9 (e) and (f) show the time-of-flight information now independent of ©, and X. Us-
ing the corrected ToF, a cut on 53.7ns < ToF < 59.4ns is later applied in the coincidence

analysis.
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Figure 9: Time-of-flight (ToF) determination based on RF time and X position on the fo-
cal plane. Panels (2) and (b) show the initial data after applying conditions shown in Fig.
8. Panels (c) and (d) show the corrected time-of-flight ToF'(RF, ©,) correlated to ©, and
X, respectively. Panels (¢) and (f) show the final corrected time-of-flight ToF(RF, 0,4, X),
now independent of ©, and X.
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2.2.3 Sieve-Slit Calibration

The a-scattering angle at target position relative to the beam axis (O,4) can be deter-
mined from the detection angle ©, and the Y position on the focal plane, as described in
more detail in Ref. [51]. A 5 mm thick brass plate, the so-called sieve-slit, was mounted at
the entrance of the spectrometer and the calibration measurement was conducted with a
®4Ni target and beam settings identical to the '*’Sn coincidence measurements. Figure 10
shows the sieve-slit with its five-by-five grid of boreholes at known distances, represent-
ing relative scattering angles of A©,;, = 0°,+0.45°, +0.9° and A®,,, = 0°,+1.08°, £2.16°.
The central borehole represents a scattering at a horizontal angle of ©,,, = 4.5°, equal
to the central angle of the spectrometer, and a vertical scattering angle ®,,, = 0°, i.e.,

within the horizontal plane.

In order to calibrate the target scattering angles ©,,, and ®,,, the dependence of O, on
X has to be corrected first. Figure 11 (a) shows the uncorrected data with five prominent
diagonal bands representing the five ©,, angles dictated by the sieve-slit. Figure 11 (b)
shows the corrected data which have been calibrated to the horizontal target scattering
angle via

Ot|°] = 22.6266 - O4[rad] — 0.001242 - X[mm)] + 4.348. (2.3)

Fig. 11 (c) shows the correlation between Y and the uncorrected detection angle O,.
Since the data are not yet aligned in terms of ©,4, there are no sharp peaks forming.
After calibration to the known scattering angles of the sieve slit, Fig. 11 (d) shows dis-
tinct accumulations which correspond to the five ©,, and ®,, angles expected in the
sieve-slit measurement. The GR-SX sextupole magnet, which is part of the GR standard
configuration, had to be removed from the spectrometer in order to fit the CAGRA ar-
ray and GRAF forward beamline. Consequently, the data are strongly compressed in
Y, making a precise calibration difficult. However, for four of the five ©,, groups all
of the five expected @, peaks could be identified and the single accumulation showing
for ©,,, = 3.6° was used for ¢,,; = 0°. Using a polynomial correction following the ap-
proach presented in Ref. [51], the Y position can be calibrated to the vertical scattering

angle ®,,, via Eq. 2.4 with the parameters p;; listed in Appendix A.2.

2

2
Dige = > > pij Ol Y (2.4)

i=0 j=0

Fig. 11 (e) and (f) show the calibrated target scattering angles for the **Ni sieve-slit
measurement and the '?°Sn production data, respectively. Due to the missing GR-SX

magnet and the induced compression of the data towards smaller ©,, values, a pre-
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Figure 10: Sketch of the Sieve-Slit plate with a grid of five-by-five boreholes used for the
calibration of scattering angles. The plate was mounted at the spectrometer entrance
at a distance of 638 mm from target position. The distance between the boreholes is
given as well as the resulting angle A©,,, (horizontal) and A®,,, (vertical) relative to the
central spectrometer angle and the corresponding ideal scattering plane.

cise expansion of the Y values in this region is difficult. However, an estimation of the
spectrometer acceptance is possible for the comparison to theoretical cross sections pre-
sented in Chapter 4.3. For the a—v coincidence analysis, an artificial cut on the target
scattering angles was chosen with 3.5° < ©,, < 5.5° and ®;;; < +2°, as shown in Fig.
11 (f). Due to the orthogonal nature of the (0,4, ®,,) coordinate system and the small
angles, the spectrometer solid angle can be determined via

AQ, = AB, x Ad, = 2.51 msr.

In a later analysis step, the a-scattering angle ©, and its rotation around the beam axis
¢, will be determined from the calibrated target scattering angles. On the ®,,, = 0°
plane, the a-scattering angle ©,, is identical to the horizontal angle ©,,. For other ®,,
angles, the rotation of ©, around the beam axis has to be taken into account. Figure 12
shows the geometrical definition of the two coordinate systems and Eqgs. 2.5a and 2.5b

describe the transformation.

©, = arccos (cos (Ot + Ocr) - cos Dyyy) (2.5a)
tan @t t )

®, = arctan | — g 2.5b

(sm (Ot + Ocr) ( )
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Figure 11: Sieve-Slit data taken with a ®Ni target and the sieve plate shown in Fig.
10 placed between target and spectrometer. Panels (2) and (b) show the effect of the
X(©4) correction necessary to align the data and obtain the target scattering angle ©,;.
Panel (c) shows the correlation between ©,4 and Y before the correction. Panel (d) shows
the aligned data calibrated to ©;, and in correlation to Y with the points used for the
polynomial sieve-slit correction marked in black. Panels (¢) and (f) show the calibrated
scattering angles at target position ©,, and @, for the ®*Ni sieve data and production
1205 data, respectively. The black box in (f) indicates the software acceptance of 3.5° <
Oyt < 5.5° and P,y < £2° used in coincidence analysis.
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Figure 12: Coordinate system definition. The a-scattering angle ©, is determined by
the direction of the scattered « particle and the beam axis, which also span the reaction
plane. Its rotation around the beam axis is given by ®,. For the sieve-slit calibration,
a different coordinate system was used. The target scattering angle ©,,, is given by the
projection of the scattered « particles direction on the laboratory floor frame. It is equal
to ©, when the reaction plane is parallel to the laboratory floor, i.e.,, ®, = 0. ¥y is
spanned by the « particle direction and its projection onto the laboratory floor frame.
Coordinates in the (O, ®,,;) system can be converted to the (0,, ®,) system via egs.
2.5a and 2.5b.
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Figure 13: GR software acceptance in the center-of-mass frame in terms of 05" and
®SM. The rectangular acceptance of 3.5° < ©,,, < 5.5° and &, < +2° is transformed
via Egs. 2.5a and 2.5b and shifted to the center-of-mass frame in order to translate the
rectangular acceptance to the coordinate system that is used for the DWBA calculations
presented in Chapter 2.4.
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Figure 14: NatSi(a, ') data used for calibrating the X“"(©,,;) correction given by Eq.
2.6. Panel (a) shows the uncorrected X and ©,,, data with the points used for calibration
marked by black crosses. All data points were calibrated to the value at ©,, = 4.5°.
Panel (b) shows the corrected data, now independent of ©,.

2.24 Correction of X(0;,)

Due to the ion optics of the spectrometer and the different flight paths of scattered o
particles depending on ©,,, the resolution in the final excitation energy spectrum can be
greatly improved by correcting the X position for its dependence on ©,,. A calibration
measurement using a NatSi target was conducted with beam settings identical to the
12080 measurement. Figure 14 (1) shows the recorded NatSi data with several isolated
excitations throughout the spectrometer X range, mostly stemming from 2%Si, the Si
isotope with the highest natural abundance of 92.2 %. The marked shapes in Fig. 14 (a)
were used to generate a set of parameters that minimize the spread in X using Eq. 2.6
with the parameters listed in Appendix A.3. The resulting corrected data are shown in
Fig. 14 (b).
3 3
X =33 "p; - X' 0, (2.6)

i=0 j=0
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2.2.,5 Calibration to Excitation Energy

For the sake of brevity, the calibration procedure will only briefly be described here. A
rough calibration of the excitation energy was performed based on the known excited
states of ®Si [54] in the NatSi measurement, which could be used for a first analysis of
the a— coincidence data. However, due to the different target-nucleus mass a different
energy loss in inside the target, a more precise calibration was necessary for the '2°Sn
data. Several ground-state transitions of known excited states in '2°Sn were identified
in the y-ray coincidence spectra and were used to calibrate the corrected X' infor-
mation to excitation energy. The known states at 1171.25keV, 2420.9 keV, 2930.5keV,
3158.0keV, 3284.6keV, and 4006.5keV [55] were identified unambiguously. In addi-
tion, an excited state at 4524 keV was used for calibration, as it was also observed in the
98n(d, py) experiment presented in Chapter 3. The excitation energy Ex in 'Sn was
then calibrated assuming a linear dependence on X“™ given by

Ex[keV] = 6343.579 + 11.03605 - X [mm]. 2.7)

The justification of a simple linear calibration throughout the accessible energy range
was validated by investigating the residual energies determined from the NatSi calibra-
tion. These deviated only within +5keV from the calibrated values, which is negligible
within the corrected spectrometer resolution of FWHM(Ex) ~ 120 keV throughout the

energy range.

2.3 The CAGRA Clover-Array

The following section describes the data preparation needed for the best possible energy
and time resolution of the y-ray detectors, as well as the full-energy-peak efficiency and
dead time determination. The mounting rig of the CAGRA array was designed espe-
cially for the CAGRA+GR campaign and detectors were brought to RCNP by members
of the Clover Share collaboration. Eight of the twelve HPGe Clover detectors were pro-
vided by Argonne National Laboratory (ANL, USA), two by the U.S. Army Research
Laboratory (ARL, USA), and two by the Institute for Modern Physics (IMP, China). All
twelve Clover detectors were mounted inside active BGO Anti-Compton shields. Four
additional 3"x8" LaBr;:Ce detectors were supplied by the Instituto Nazionale di Fisica
Nucleare (INFN) in Milano, Italy. The LaBr detector positions at 45° relative to the beam
axis were labeled as CAGRA positions 14, the HPGe Clover positions at 90° were la-
beled as positions 5-12, and the detectors at 135° were labeled as positions 13-16 Each
Clover leaf was then labeled A, B, C, or D. A complete list of all detector positions is

given in Appendix A.4. While the LaBr detectors were read out by the resident GR data
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acquisition system, the 48 Clover crystal signals were sampled by digitizers developed
for the GRETINA spectrometer [56] with a special firmware used for Gammasphere
[57]. These featured a 100 MHz 14 bit analog-to-digital converter (ADC) per channel
and an onboard digital filter algorithm that allowed to store individual timestamps, fil-
ter sums, and additional sample information used for offline energy determination of
each detector hit. During the 2°Sn(«, o’7) experiment, the Clover crystals were operat-
ing at average count rates of approx. 15kHz per crystal, while the overall trigger rate in
coincidence with the GR spectrometer was 4-5kHz. All vy-ray detectors were shielded
with passive Pb and Cu absorbers of varying thickness in order to reduce the overall
detector rate. For an independent dead time determination, a pulser signal at a rate of
103 Hz was connected to the test input of 30 Clover crystal preamplifiers and the CA-
GRA DAQ trigger input. Out of the 48 available HPGe crystals, 44 were functioning
properly and 42 of them could be calibrated and used in the analysis.

2.3.1 ~-ray Energy Resolution

All experiments performed during the CAGRA+GR campaign suffered from subopti-
mal HPGe energy resolution in the order of 10-12keV at 1 MeV v-ray energy, as has
been reported in the results published since the campaign [58-60]. In the following,
a procedure to obtain the best possible resolution will be presented together with an

explanation for the cause of the deteriorated resolution.

Figure 15 shows the information stored by the digitizer firmware and available in the
offline analysis. A digitial leading-edge trigger provides a timestamp for each hit and
triggers the read out of two continuously acquiring filter sums which integrate over
the signal before and after the rising edge (pre_sum and post_sum). The length of the
integration window is shown as Tgyape in Fig. 15, in analogy to conventional analog filter
amplifiers, and was set to 3.5 us during data taking. The separation window between
the two filter sums results from additional time windows that position the summing
windows relative to the trigger. It is simplified as T}, here and amounted to 1.26 ps.
For very low rate scenarios, the pulse height E of the signal can be obtained by simply
subtracting the two filter sums:

E = post_sum — pre_sum (2.8)

At realistic count rates of several kHz, however, pulses will stack on top of each other
and additional corrections have to be applied. Assuming two pulses close in time, but
separated well enough to process both of them, the second pulse is in reference to an

exponentially decaying baseline instead of a constant one, as shown in Fig. 15. Thus,
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Figure 15: Pulse height determination for the second shown pulse with the informa-
tion available in the CAGRA raw data. The digitizer firmware stores the timestamp of
the leading-edge discriminator (not shown here), the two filter sums before and after
the rising edge of the detector signal (pre_sum and post_sum), the ADC values at the
beginning and end of each summing window (pre/post begin/end), and the average
global baseline determined from the online filter algorithm. Both filter sums integrate
the full signal over a time window Tg,.pe and are separated by the time T),s.. Note that
the areas pz and E are calculated during the offline analysis.

when subtracting the two filter sums, the energy is underestimated by the area labeled
as pz in the figure, again in analogy to the pole-zero correction used in analog signal
processing. This underestimation can be corrected for based the exponential decay time
7 of the preamplifier signal, the average global baseline (bl), and the time between the
two summing windows Ar:

pre = pre_sum — bl

post = post_sum — bl

AT = Tpause + Tshape

pz = exp (%) (2.9a)

E = post — pre - pz (2.9b)

For an optimal compensation of this rate effect, the 7 parameter has to be optimized.
Recorded detector traces from a 2%Pb(«, o/y) measurement were investigated and the

exponential decay time 7 was fitted. However, the fitted parameters did not yield the
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Figure 16: Parameter scan for Clover crystal 8D. Resulting peak shapes at 511keV are
shown for exemplary 7 parameters including the optimal value of 46 ps. The best reso-
lution achievable is FWHM = 10.4 keV for this crystal and is representative for all other
crystals.

best possible energy resolution. Instead, a parameter scan for each crystal was per-
formed over a range of T = 30-60 ps in steps of 0.5 us using '*°Sn(a, o/) data. Figure 16
shows exemplary peak shapes for the 511 keV peak of one crystal. The optimal 7 value
for each crystal was chosen based on the best FWHM and the most symmetrical peak

shape.

Even though the 7 parameter was optimized and the rate and baseline dependence was
diminished, the obtained energy resolution of all crystals was approx. 11 keV at 511 keV
and stayed rather constant at higher energies (13keV at 1171keV, 15keV at 3152 keV).
This behavior could be traced back to an improperly set time window for the separation
between the trigger and the second filter window. Since the digitizer firmware was set
up to store a number of samples, the beginning of the post_sum window was found
to be too close to the rising edge of the signal. Figure 17 shows a signal of detector
12A with negative polarity from the 2®Pb(«, o’y) measurement. No such traces were
recorded during the *°Sn(a, o/v) measurement. It has to be concluded that this unfor-
tunate setting, which affects all measurements of the campaign, cannot be corrected in
the offline analysis and a high-resolution state-by-state analysis of the data in the high-

energy region is not possible.
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Figure 17: Recorded signal trace of detector 12A with negative polarity from the
20Pb(cr, a’y) measurement. Time is given relative to the trigger timestamp of the sig-
nal. An improper placement of the beginning of the second filter window on the rising
edge is observed.

2.3.2 Time-Walk Correction

A common effect of data acquisition systems using leading-edge triggers is the pulse
height dependent time-walk or amplitude walk [61]. Assuming two signals are emitted
at the same time with different pulse heights, the smaller pulse will exceed the trigger
threshold later than the larger pulse, causing a shift towards later timestamps and a
broadened prompt peak in the coincidence time spectrum. A similar effect can be in-
duced by different signal shapes of the rising edge depending on the interaction point
of the y-ray inside the detector, but is not accounted for here. In order to quantify and
correct the pulse height dependent time-walk, the time difference between each Clover
crystal and the RF signal from the AVF cyclotron (Ar = T, — Trp) was investigated in
correlation to the pulse height (q) using '*°Sn(a, o) data. Figure 18 shows the original
and corrected time-pulse-height matrices calibrated to y-ray energy. However, the time
walk correction depends only on the pulse height in channels, regardless of the physical
v-ray energy. A simple exponential dependence has been fitted to the data in order to
correct the time-walk effect:

(c+q)

A“"(q) =a+b-exp — y (2.10)

The corrected time difference AT™ = Ap — A®™(q) was used to apply a prompt and

background gate in the coincidence analysis presented in Chapter 2.5.
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Figure 18: HPGe time walk of detector 8D calibrated to y-ray energies for visualization.
Left: original dependence of trigger time on pulse height. The black line indicates the
fitted exponential correction (Eq. 2.10). Right: Corrected timing with no dependence on
pulse height and adjusted for the constant offset of 247 ticks = 2.47 ps. The accumulation
of hits at 1171 keV originates from the decay of the first excited state in °Sn.

2.3.3 ~-ray Efficiency Determination

The absolute Full-Energy-Peak (FEP) efficiencies of each y-ray detector have been de-
termined up to 3.45MeV using a ®’Co source of known activity and a **Co source. The
activity of the *Co source was scaled to the ®*Co source assuming identical efficiencies
for the two transitions at nearly identical energies of 1173.2keV and 1175.1keV. The
summed efficiency of all 42 operating HPGe detectors was eppp = 1.405 % at 1.332 MeV
and eppp = 0.277 % at 6 MeV. The extrapolation for energies above 3.45MeV was per-
formed using a simple exponential behavior, which is validated by the distinct -ray
angular distributions observed at high energies (see Chapter 2.4). Since only the ®°Co
measurement is giving absolute efficiencies, a dead time correction is desirable and the
dedicated pulser was connected to the crystals during the measurement. The analysis
of integrated pulser counts yielded a dead time of approx. 95 % for each crystal and it is
thus assumed that the pulser settings listed in the log books were incorrect. However,
the average count rate per crystal was rather low at approx. 300Hz and a negligible
dead time is assumed for this measurement. Chapter 2.4 explains how the dead time

correction for coincidence data was performed.



28 2.4 DWBA Prediction of «—v Angular Correlations and Dead Time Correction

24 DWBA Prediction of a«—v Angular Correlations and Dead Time

Correction

The calculation of a—+ angular correlations based on Distorted-Wave-Born-Approxima-
tion calculations (DWBA) is a standard procedure for spin and parity assignment in a-
scattering experiments at forward scattering angles [41, 62-64]. In this work, the codes
CHUCKS [65, 66] and AngCor [67, 68] have been used to determine the expected y-ray
intensities for each detector and, thus, identify the electric dipole character of transitions
in the high energy region. In addition, a dead time correction has been implemented
based on the expected y-ray distribution for the first excited state in *Sn and the exci-
tation cross section known from the GR singles data. A collection of both codes, analysis

scripts, and documentation has been published online recently [68].

DWBA calculations have been used extensively to investigate the angular dependence
of direct scattering and transfer reactions, as well as to correlate, e.g., the scattering angle
to the emission angle of any decay product (y-ray or particle) [69-71]. Here, the simpli-
fied case of inelastic scattering of a particles and y-ray emission into the J™ = 0 ground
state of an even-even nucleus is assumed [72, 73]. After the scattering reaction, excited
nuclei are polarized and the magnetic m-substates describe the projection of the nuclear
spin to the quantization axis, which is chosen to be perpendicular to the reaction plane.
CHUCKS3 was used to calculate the scattering amplitudes 77", which describe both the
population of an excited state with spin j and the m-substate distribution depending on

the a-scattering angle ©,:

Tim = pi. <ng ) | (2.11)

Here, p/, describes the m-substate population of a state with spin j. The optical-model
potential parameters needed for DWBA calculations were adopted from a global para-
metrization [74]. ANGCOR was then used to take the scattering amplitudes and, espe-
cially, the p?, populations to calculate the correlation function of y-rays in the center-of-

mass frame: ,

W(©,,2,) =) [Z(—l)m P e d),,(05) (2.12)

m

The sum over o relates to the possible polarization of the v-rays which was not ob-
served by the y-ray detectors and the polar and azimuthal angles ©, and ®., are defined
in analogy to the (©,, ®,) system shown in Fig. 12. ANGCOR takes into account the
finite opening angle of y-ray detectors via angular-correlation attenuation factors [75]
and generates a W (0,, ®,) distribution for a given ©,. Due to the finite opening angle

of the GR spectrometer, the output of ANGCOR has to be averaged over the acceptance
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Figure 19: DWBA ~-ray angular distributions in the laboratory frame for the first excited
(J™ = 27) state of 'Sn at 1171 keV (a) and a generic J™ = 1™ state at 6600 keV (b). Panels
(c) and (d) show the distributions averaged over the acceptance of the spectrometer.
Note that the dampening effect is more pronounced for the J™ = 27 state.

(see Fig. 13). While ©, can simply be adopted from the transformed acceptance, each
®., value was shifted by the rotation of the a particle direction around the beam axis
®, to account for the different relative placement of each v-ray detector. The averag-
ing procedure samples over the rectangular acceptance in the (0, ®;,) system and
weights each point by the DWBA cross section given by CHUCK and by sin(©,) due

to the transformation to the spherical coordinate system (0, ®,). Figure 19 shows the
final y angular distributions in the laboratory frame for the first excited J™ = 2% state
in '%Sn at 1171keV and a generic J™ = 1~ state at 6600 keV. Since the a particles are
not polarized, the distributions are mirror symmetric to the reaction plane and only the
range from ®, = 0-180° is shown. The dampening effect due to the GR acceptance is
evident for the J™ = 27 state, but less pronounced for the J™ = 1~ state. Figure 20 shows
the expected distributions for the ©, = 90° and 135° Clover detector rings, which are
clearly distinguishable. Due to the ground-state decay gate applied in the coincidence
analysis and the favored excitation of natural-parity states in « scattering, only these
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Figure 20: Averaged DWBA ~-ray angular distributions at precise Clover detector po-
sitions at ©, = 84°,96°,129°,140° for ground-state decays of the first J™ = 27 state at
1171keV (left panel) and a generic J™ = 1~ state at 6600 keV (right panel). Black squares
indicate individual positions at respective ©, angles for all 48 Clover leafs.

two types of states have to be investigated. Even though the averaged distributions
differ slightly for the actual Clover leaf positions (0., = 84°,96°,129°,140°), all leafs in
a ring were analyzed using the precise angles, but are added to groups of detectors la-
beled with ©,, = 90° or ©, = 135° in the analysis in order to increase statistics per angle

group.

Dead time determination

A reliable dead time information was not available for all HPGe crystals. The DWBA ~
angular distributions were, thus, used to scale the efficiency corrected vy-ray yield of the
direct excitation and decay of the first J™ = 2% state at 1171 keV in the coincidence anal-
ysis. The excitation cross section within the GR acceptance could be determined from a
singles analysis of the same '*Sn(a, o/v) data set and amounted to aé{; =75.7 mb. Since
the first J™ = 2" state can only decay to the ground state, the cross section determined
from each v-ray detector J?,f has to be equal to Ugj;, when taking into account the dead-
time free efficiency e and angular distribution W (©.,, ®,). The deviation (5?) was then
attributed to dead time effects and the live time 7/*° of detector i was determined from
the integrated counts A; via

. 0.5 A,L . Gi_l : W(@Z y q)z )_1
T = = e (2.13)
1 AGIR . TGR_l
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where A?R are the integrated counts of the 2 state in the GR singles data and 7qp, is the
GR live time. Since no dead time correction could be performed for the ®°Co efficiency
calibration measurement, 7"° values greater than 1 can occur and indicate that the Co
measurement was affected by dead time effects.

The experimental y-ray angular distributions obtained with the normalization proce-
dure described above are depicted in Fig. 25 an will be discussed in Section 2.5.

2.5 Coincidence Analysis

With the data conditioning described in the previous sections, a coincidence analysis
was performed for the full '®Sn(«a,a’y) data set. The time difference At between -
rays and spectrometer hits was used to select prompt and background events. Figure
21 shows the time difference spectrum with the prompt range chosen as Ar < £50ns
and the background range as -200ns < Ap < -100ns. The background range was
chosen to be only on the negative side of the spectrum to exclude possible false back-
ground events from long-lived isomeric states. Valid spectrometer events inside the
chosen software acceptance and y-ray hits are then sorted into spectra and matrices
with a weight of +1 for prompt events and -1 for background events. Figure 22 shows

the background-subtracted coincidence matrix with the excitation energy on one axis

3 T T T T T T T T T
Timespectrum ——

Background

251 Prompt

10° Counts / 10 ns

0 | | | | | | | | |
-400 -300 -200 -100 0 100 200 300 400

At [ns]

Figure 21: Time difference spectrum between -rays and spectrometer hits after time-
walk correction. Coloured regions mark the prompt and background range of equal width.
The pulsed cyclotron beam causes the oscillating structure with a time between bunches
of 80.65ns.
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Figure 22: Left: Complete 2°Sn(«, ') coincidence matrix for all HPGe detectors. Right:
Same matrix in the region above 4 MeV. Grey lines indicate the £150 keV wide diagonal
gate on ground-state v decays.

and the v-ray energy on the other. Statistics drop off sharply at the neutron-separation
threshold of S,, = 9.1MeV. A projection of the full matrix to the excitation energy axis
can be found in Fig. 23, which shows the excitation of discrete states at lower energies
and the excitation of a region with much higher level density above 5MeV up to S,,.
The center diagonal in Fig. 22 represents the direct excitation of a given state and con-
secutive v decay back to the ground state. It is, thus, called the ground-state diagonal.
Off-diagonal events represent a given excitation and y-decay branching to intermediate

10
> 24* 12080 (,a'y) - all a-y coincidences
,AUZ) 8 B 21+
=
> °r
L 27 |n
0 I | I\
1 2 3 4 5 6 7 8 9
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Figure 23: Sn(a, o/) Excitation energy spectrum of all a—v coincidences after time-
background subtraction. This spectrum is equal to the projection of the coincidence
matrix to the excitation-energy axis. Strong excitations of known states in '*Sn and the
neutron-separation threshold are marked.
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Figure 24: ~-ray spectrum gated on ground-state decays and after time-background
subtraction. Known states in ?°Sn and the neutron-separation threshold are labeled.
The inset shows the statistics in the high-energy region.

states. A diagonal gate in this matrix was applied with the condition
[Ex — E,| <150keV (2.14)

to exclude decays to intermediate states and Compton-edge events in the HPGe detec-
tors. The remaining events were then projected to the y-ray energy axis. This analysis
filter has proven to be very useful for the investigation of high-energy J™ = 1~ states
in particle-y coincidence experiments [42, 44, 46, 60, 76] as it picks out decays from
J = 1,2 states in even-even nuclei. At high excitation energies, a given J™ = 2" state is
expected to have a high decay branching to intermediate states, so the contribution to
the ground-state diagonal gate is much reduced. In addition, the (¢, o) reaction favors
the excitation of J™ = 1~ states at the chosen conditions [4]. It can be concluded that, if
no distinct nuclear-structure features are present in the high-energy region that generate
J™ = 2% states with a dominant ground-state decay, the complete high-energy region of
the ground-state diagonal can be attributed to the decay of J™ = 1~ states.

The full ground-state decay spectrum is shown in Fig. 24. At lower energies, it shows
decays of known J™ = 27 states. At 4524keV, a distinct peak is found which was
observed as well in the "”Sn(d, py) experiment and shows the v angular distribution
of a J™ = 27 state in both experiments. In the region above 5MeV only a continuous
distribution is observed due to the suboptimal HPGe resolution and the expected high
level density. The inset of Fig. 24 shows the high energy region with only about 0.5-
2 counts/keV. However, due to the random-background subtraction and the narrow

diagonal gate, all counts in this region can be attributed to ground-state decay v-rays.
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Figure 25: Experimental v-ray angular distributions for ground-state decays compared
to the expected DWBA distributions for J™ = 2" states at 1171 keV, 2420 keV, 2930 keV,
3157 keV, 4524 keV, and integrated between 6000 and 6500 keV where pure E1 decay
is assumed. The 1171keV state was used to normalize detector live times. The state
at 4524 keV was identified as a J™ = 27 state in the 'Sn(d, py) experiment. Error bars
show the statistical error in each angle group. Average distributions above 5MeV can
be found in Appendix A.5.
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A similar analysis of the ground-state decays has been performed using the four LaBr
detectors mounted under forward angles. However, they were placed at angles where
the y-ray distributions of £2 and E1 decays cannot be distinguished. They were in-
tended to observe intermediate y-rays due to decay branching instead of ground-state
transitions. It was, thus, decided to not further investigate the ground-state decays with
these detectors.

The ~ angular distributions for five discrete J™ = 2% states and the range from 6000 keV
to 6500 keV are shown in Fig. 25. The decent agreement to the expected DWBA distri-
butions confirms the validity of the efficiency and dead time determination presented
in Chapter 2.4, even above the energy range accessible in the **Co calibration measure-
ment. Absolute values for double differential cross sections, folded with the average

ground-state decay branching in the integrated energy region (by) = (%), were deter-

d*o Aj
b _ i . 2.15
< 0 andQ) Ny No AQq (E,) T6% &1

mined via

where A; are the integrated counts in detector i, IV, is the effective target thickness taking
into account target rotation, IV, is the accumulated number of beam particles, and A(2,
and 73y are the opening angle of the spectrometer and its live time. Finally, ¢;(E,) is
the DWBA normalized efficiency of detector i which encapsulates the dependence on
the HPGe detector opening angle (A(2,) and the respective detector live time (7;*°). The
angular distributions shown in Fig. 25 can then be determined by averaging over the
double differential cross sections within each angle group.
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Figure 26: *°Sn(a, o/v) integrated ground-state decay cross sections in 200 keV bins be-
tween 4.8 MeV and 9.1 MeV. Error bars indicate statistical errors only.
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The final integrated differential cross section, folded with the ground-state decay branch-
ing by, is given by normalizing to the DWBA distribution W (0., ®,) and averaging over
all detectors:

do R d*o 1
<b° an> N Z Nt {<b0 andQ)L W(ei, o) (2.16)
Fig. 26 shows the integrated ground-state decay strength determined via Eq. 2.16 in
bins of 200 keV from 5 to 9 MeV. See Appendix A.6 for a version with 500 keV wide bins.
Due to the aforementioned conditions and assumptions on the ground-state diagonal,
the observed strength is interpreted as pure E1 strength. Due to the low statistics, the
errors are comparatively large and no sharp drop above approx. 7MeV is observed,
as could be expected from the data on '*Sn [42]. However, the strength does decrease
towards higher energies. A detailed discussion of these results and a comparison to
other measurements will be given in Chapter 5.
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3 ™W8Sn(d, py) Experiment with SONIC@HORUS

A preliminary analysis of the data set discussed in this Chapter was presented in a pre-
vious work [77]. In this thesis, however, and resulting from the development of the
employed analysis software psonar [78], major improvements were made in the analy-
sis. A Doppler correction was implemented which allowed the identification of three
times as many individual transitions as in the previous work. The novel approach
to y-ray angular distributions developed in this work enabled, for the first time with
SONIC@HORUES, the identification of spin J = 1 for states in the LEDR region. Due to
recent (p,p’) and (v, ') measurements on '?°Sn [79, 80], an M1 contribution in the region
below 8 MeV could be excluded and a pure J™ = 1~ character of the states observed in
this experiment can be assumed. The setup and analysis steps identical to the previous
work will only briefly be covered here and the improved steps will be explained in more
detail. Final results were published in Ref. [76], together with the theoretical description
presented in Chapters 4.2 and 4.4. A detailed discussion of the experimental results and
a comparison to other data sets and the theoretical prediction is given in Chapter 5.

3.1 Setup and Measurement

The SONIC@HORUS setup has proven to be a powerful tool for nuclear-structure ex-
periments [81-88]. A detailed explanation of the setup can be found in Refs. [89] and
[90]. The "Sn(d, py) experiment was performed with an average deuteron beam cur-
rent of 20nA at E; = 8.5MeV impinging for 137h on a self-supporting '*Sn target of
0.39mg/cm? thickness and an isotopic enrichment of 93.2%. The @ value of the re-
action was ) = 6.88MeV, resulting in a maximum proton energy of 15.38MeV. The
SONIC chamber was in its initial configuration (SONIC-V1) with four silicon telescope-
detectors mounted in two groups under backward angles of 122° and 131° relative to
the beam axis and at a distance of 45 mm to target position. In order to perform particle
identification using the AE — E technique, the first layer silicon detectors (AE detectors)
were 300 pm thick and the second layer detectors 1500 pm (E detectors). Since the active
area (150 mm?) and distance of the second silicon detector (55 mm) within each telescope
determines the opening angle after successful particle identification, the overall angular
coverage for detected protons was 1.57 % or 197 msr. The HORUS ~v-ray spectrometer
was equipped with 14 single-crystal HPGe detectors, of which six were mounted inside
active Anti-Compton BGO shields. The summed full-energy-peak efficiency of the y-ray
detectors was 1.86 % at 1.3MeV and 0.48 % at 6 MeV. Both silicon and HPGe detectors
were read out using a digital data acquisition built around the DGF-4C, Rev. F modules

by XIA LLC, the predecessor of the system presented in Chapter 6. An online multiplic-
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ity filter was used with an M > 2 filter condition, allowing only hits to be written to disk
when at least two channels triggered within a coincidence window of 1 ps, regardless of

the triggering detector type. A detailed explanation of the data acquisition system can
be found in Ref. [84].

3.2 Data Preparation

The following section explains the data preparation performed before the coincidence
analysis. As a first step, the raw data were corrected for differential non-linearities in
the digitizer ADCs. This correction is necessary for all data taken with the XIA acqui-
sition system and is especially important in high dynamic energy-range conditions, i.e.,
when measuring y-rays at energies around and above 6 MeV with HPGe detectors. The
initially severe full-energy-peak distortion could be restored by employing a previously
developed correction procedure, which uses additional pulse-shape information stored
by the digitizer firmware. The correction procedure is explained in more detail in Refs.
[81, 91]. After restoring the HPGe energy resolution, an energy-shift tracking was per-
formed in which the gain shift of each detector over time is determined and all data are
aligned to the initial gain via a linear recalibration. This, again, improved the resolu-
tion in the accumulated spectra of each detector and the summed spectra. Since short
prompt time windows are favorable in any coincidence analysis, a time-walk correction
was applied similar to the case explained in Chapter 2.3.2. Since a continuous beam
was used during the experiment, one of the AE detectors was used as a reference detec-
tor for generating the time-energy matrices used for time-walk calibration of the HPGe

detectors. The amplitude-dependent time walk A (q) was calibrated via the function

AP (q) = ——+c, (3.1)
b-q

where q is the uncalibrated pulse height and «, b, ¢ are fitted parameters. In a second
step, a time-walk-corrected HPGe detector was chosen as a reference detector for the
generation of the time-energy matrices of all silicon detectors. Thereby, the time re-
sponse of all detectors was corrected and the coincidence window used during the event
building could be halved from +375ns to +187.5ns. The prompt window for the coinci-
dence analysis of built events could be reduced from +150ns to +62.5ns.

Following the event building, proton events were identified via the AE — E technique
and calibrated to excitation energy, as was presented in [77]. Despite the linear gain
of silicon detectors, the excitation energy was calibrated with a polynomial of 3™ order
due to the non-negligible energy losses already inside the target and in the dead layers

of both detectors, especially at low proton energies or high excitation energies. The ob-
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Figure 27: Summed FEP ~-ray efficiency of the HORUS array measured with **Ra and
**Co sources. The filled area represents the optimized simulation of the efficiency per-
formed with G4AHORUS [93].

tained excitation-energy resolution (FWHM) was 88 keV at Ex = 1.117 MeV and 105 keV
at Ex = 6.6 MeV. The v-ray energy resolution after Doppler correction is discussed in

Section 3.4 and the final coincidence matrix is shown in Appendix B.2.

3.3 Efficiency Simulation

Full-energy-peak v-ray efficiencies were determined with a **Ra source of known ac-
tivity and a **Co source. The **Co data were scaled to the **Ra source data to account
for the decreasing activity of the source with a half-live of T/, = 77.2d throughout the
measurement. For the extrapolation to higher energies, a GEANT4 [92] based simula-
tion was performed using the G4AHORUS simulation package [93], which implements
the SONIC@HORUS setup and precise detector geometries. Pb and Cu absorbers in
front of HPGe detectors were added to the simulation and detector distances from tar-
get position were adjusted slightly to optimize the shape and height of the simulated
efficiency of each detector. Figure 27 compares the measured and simulated total effi-

ciencies up to 10 MeV.

3.4 Doppler Correction and Ground-State Decay Gate

A significant improvement in -ray energy resolution was obtained by implementing a
correction for the Doppler shift of y-rays depending on the emission angle relative to
the direction of the recoiling nucleus, i.e., the Doppler angle 6. The SONIC@HORUS
data set contains the complete reaction kinematics, i.e., the energy and direction of the
beam, the reaction ejectile, and the emitted -ray. Therefore, the direction of the recoiling
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nucleus can be calculated event-by-event. A detailed derivation of the formalism for
calculating the Doppler shift depending on the excitation energy and detection angles
is given in Appendix B.1. The relation between the lifetime of an excited state and the
time scale of the slowing-down process is expressed by the experimental attenuation
factor F'(7), which can be between 0 and 1. This value is commonly used to determine
nuclear level lifetimes in Doppler-Shift-Attenuation (DSA) experiments [83, 94]. A value
of F(7) = 1 means that the recoiling nucleus still has the full initial kinetic energy, while
F(1) = 0 means that the nucleus is fully stopped at the time of y-ray emission. For
the correction applied in this work, it is assumed that the excited states have very short
lifetimes compared to the slowing-down process, i.e., F'(7) = 1. This assumption is
validated for the high-lying J™ = 1~ states by the great improvement of the energy
resolution after Doppler correction, but is incorrect for the lower-lying J™ = 2" states
with lifetimes in the order of ps to ns [55]. The lifetimes of excited J™ = 1~ states in
the LEDR region can be approximated from their width I'. Typical values in '2°Sn were
found to be in the order of 50-500 meV, resulting in lifetimes in the order of a few fs
[50].

The unshifted y-ray energy EY can be determined via

0 _ E’Y(QD)
By = (1+ F(r)-*2 . cosp)’ (3-2)

where E, () is the observed ~-ray energy, 6 is the Doppler angle, and v, is the initial
velocity of the recoiling nucleus. Assuming a '"Sn(d, py) reaction at the given beam
energy of 8.5MeV, an ejectile (proton) detection angle of 130°, and an excitation energy
of Ex = 6 MeV, the recoiling nucleus has a kinetic energy of 354 keV (5 = 0.0025) and is
traveling in a direction 20.8° relative to the beam. The resulting Doppler shift of a y-ray
with E, = 6 MeV emitted in-flight is then up to +5keV, depending on the emission an-
gle. This strongly affects the summed v-ray energy resolution when adding up spectra
from different detectors.

Figure 28 illustrates the effect of the Doppler correction on the summed v-ray spectra af-
ter gating on ground-state decays. The energy resolution (FWHM) is greatly improved
from approx. 20keV to below 10keV at approx. 6.5 MeV 7-ray energy, which is close to
the nominal resolution of single HPGe detectors at such energies. In several cases, indi-
vidual peaks only appear after the correction and could not be analyzed in the previous
work [77]. This Doppler correction was integrated into the analysis software psonar
developed in this work [78] and is now a standard procedure for all SONIC@HORUS
experiments investigating high-lying J™ = 1~ states, as the energy shift is also evident
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Figure 28: Effect of the Doppler correction on *Sn(d, py) ground-state decays. In the
marked region below 6300 keV four transitions emerge only after the correction. The
FWHM of the two strongest transitions at 6408 keV and 6644 keV are marked before
and after correction. These two lines were used to recalibrate and align all HPGe spectra
before and after the correction, respectively.

in (p,p'vy) experiments. In addition, the correction procedure can be used to determine
experimental F'(7) values unequal to 1 for very weak transitions via the alternative DSA
method recently developed [95].

The full data set has been sorted into an Ex—E, coincidence matrix with a prompt
window of +62.5ns, similar to the analysis presented in Chapter 2.5. The full matrix
with all its details can be found in Appendix B.2. Figure 29 presents the final ground-
state decay 7-ray spectrum obtained with the condition that |[Ex — E,| < 100keV af-
ter Doppler correction and random-background subtraction. At low energies, several
known J™ = 27 states and a J™ = 17 state can be observed. Starting at approx. 5MeV, a
resonance-like accumulation of discrete transitions is found, which is most pronounced
between 5.5MeV and 7.5MeV but extends up to the neutron-separation threshold at
Sn = 9.1MeV. While this bell-shaped structure was already observed in the previous
analysis, in this work a total of 92 single transitions could be identified in the summed
spectrum, instead of the previous 31. From these transitions, 69 were also observed and
assigned with J = 1in a recent high-sensitivity (,7) experiment using bremsstrahlung
[50]. The residual 23 transitions were likely not observed in the NRF experiment due to
their low strength.

Note that at around 8.5 MeV, the sensitivity decreases for approx. 300 keV because the
detected low-energy protons do not pass the first silicon detector and are stopped in its

dead layer. For even higher excitation energies, the protons are fully stopped inside the
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Figure 29: '”Sn(d, py) total ground-state decay spectrum after Doppler correction. Data
from AE—~ coincidences were scaled and included above 8.5MeV. At lower energies,
known transitions are labeled and above 5MeV a resonance-like accumulation of dis-
crete transitions emerges. The neutron-separation energy of S,, = 9.1 MeV is marked
and the inset marks the region of interest. Figure adopted from Ref. [76].

active detection volume of the first detector and a coincidence analysis was performed
without particle identification for these events. No discrete transitions could be iden-
tified in the ground-state decay gate. However, the summed spectrum was scaled ac-
cording to the slightly different solid angle of the first-layer silicon detectors and added
to Fig. 29.

Due to the very selective conditions imposed on the data (particle identification, random-
background subtraction, () value and Ex—E, condition), the ground-state decay spec-
trum is completely free from contaminations and decays that stem from nuclei other
than '*Sn. For example, typical contaminations from elastic scattering on *C and '°O
are excluded due to the particle identification. Due to the target enrichment and the
reaction () value, contaminations from other Sn isotopes can be excluded. Finally, the
excitation-energy resolution is good enough to impose a very narrow diagonal gate on
ground-state transitions, which removes the detector response, i.e., Compton edges and
escape peaks, from the spectrum. It can, thus, be concluded that every count in the spec-
trum is related to a high-lying excitation in '*Sn and a potential J™ = 1~ LEDR state in
1206, even if no pronounced peak is formed. This combination of the ground-state diag-
onal gate and the (d, p) reaction allows a level of selectivity which exceeds the previous
PDR studies with hadronic probes [44, 46, 96].
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3.5 Angular Distributions

To further investigate the nature of the observed transitions, p-y angular correlations
were investigated in a novel approach. In previous works, angular correlations were cal-
culated for SONIC@HORUS data sets with the DWBA codes CHUCK3 and ANGCOR in
an attempt to identify spin and parity of excited states in several nuclei [97, 98]. How-
ever, a constant shift was observed between the calculated and experimental correla-
tions and an assignment of J™ was only possible for transitions with high statistics since
each detector combination had to be investigated separately. In order to be independent
of a theoretical prediction and the reduced statistics at higher excitation energies, the
data were sorted according to the Doppler angle 0, of ground-state decay vy-rays in this
work. Thus, the two-dimensional angular correlations are reduced to one-dimensional
v-ray angular distributions within a reference frame that changes for each event. These
distributions were obtained for several states with known spin and parity to calibrate

the characteristic distributions in a qualitative manner, as will be discussed later.

Since velocity and direction of a recoiling nucleus change depending on the excitation
energy, a given detector combination observes a v decay under a Doppler angle that,
as well, depends on the excitation energy. For a final one-dimensional distribution,
the number of possible detector combinations per angle group have to be determined.
Figure 30 shows a finely binned normalization matrix generated by psonar [78] which
can be used to normalize the summed efficiency and deadtime corrected yields in each
angle group. It illustrates how the setup covers slightly different angles depending on
the excitation energy.

Absolute «-ray efficiencies are known from source measurements and simulation, but
detector deadtimes during the '”Sn(d, py) experiment could not be determined due to
the way the XIA acquisition system generates statistics information when using an on-
line multiplicity filter [84]. Therefore, a deadtime normalization was performed assum-
ing a mostly isotropic emission of the y-ray de-exciting the 2 state when not in corre-
lation with a detected proton, as the state is strongly fed from higher excitations. Since
singles data were not available, the necessary spectra were filled by demanding that the
time difference between ~-ray and proton was outside the prompt window. The v-ray
is uncorrelated to any proton and, thus, represents the distribution in the (non-existing)
singles data. The intensities of the 1171 keV v-ray were corrected for the (deadtime free)
absolute y-ray efficiency and normalization factors were determined for each HPGe de-
tector. Due to their identical sizes and average count rates, silicon detector deadtimes
were assumed to be similar among the four telescopes and, thus, irrelevant for a spin as-

signment via vy-ray distributions. However, this normalization procedure cannot yield
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Figure 30: Distribution of AE — E and HPGe detector combinations observing v decay
under the Doppler angle 0. For a given beam energy and reaction, the direction of the
recoiling nucleus and, thus, the Doppler angle of a y-ray detected by a given detector,
changes with the transferred kinetic energy. The latter can be related to the excitation
energy Ex due to the measured complete kinematics of the reaction. This matrix is
necessary to normalize the observed yield in each detector combination and determine
the experimental v angular distributions. See Appendix B.3 for this matrix with a ¢p
binning of 10°.

absolute values for excitation cross sections, especially since the accumulated beam cur-
rent cannot be read out with SONIC.

Figure 31 presents the obtained Doppler-angle y-ray distributions for known states in
1205n with an angle binning of 10° obtained with the normalizations described above.
Within each distribution, the yields per angle group are normalized to the highest yield,
respectively. For known states with J™ = 2+ and J™ = 1*/7, clearly distinguishable
shapes are observed which prove the capability to identify J = 1 and J = 2 states in the
ground-state diagonal gate via this procedure. However, the procedure does not allow
to separate states with positive and negative parity, as the distributions for J= = 1%
and J” = 17 appear identical. Note that these distinct distributions were observed
on the ground-state diagonal, where only decays from low-spin states are observed.
Less distinguishable distributions are obtained for decays to the first excited state at
1171keV and for decaying states with higher spin up to J = 4, which can be found
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Figure 31: ~-ray angular distributions for discrete ground-state transitions of known
states with J = 1, 2. The distributions were normalized to the highest yield, respectively,
and allow to unambiguously distinguish between J = 1 states and J = 2 states. The
parity of the excited state does not influence the distribution in terms of the Doppler
angle. Figure adopted from the supplemental material of Ref. [76].

in Appendix B.4. The characteristic shape for J = 1,2 states may depend highly on
the populating reaction. Distributions obtained from, e.g., a (p, p'y) reaction may differ
strongly and are currently investigated [99, 100].

Furthermore, distributions in terms of the tilt angle ¢, between the reaction plane and
the y-ray emission plane were investigated. However, due to the symmetry of the
SONIC@HORUS setup, the available angles cover only a range from 60° to 90° and are,
thus, deemed insensitive to any spin or parity dependence. The tilt angles ¢, possible
with the used SONIC-V1 target chamber are depicted in Appendix B.3.

The ~-ray distributions shown in Fig. 32 were obtained in a continuous manner in
200keV wide bins for ground-state decays between 52MeV and 8.3MeV. A domi-
nant J = 1 character is observed up to approx. 7.5MeV, while the distributions are
less pronounced towards higher energies. The majority of the discrete transitions have
been observed in the (v,7') experiment as well and were assumed to be of E1 char-
acter there. Furthermore, the M1 contribution below 8 MeV in 2°Sn was found to be
negligible in a (p, p’) experiment using Coulomb excitation [79] and a recent '*°Sn (v, 7)
experiment using a linearly-polarized monochromatic v beam [80]. Therefore, it can

be assumed that all transitions observed up to 7.5MeV originate from J" = 1~ states.
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The less pronounced distributions and the generally decreased spectral quality above
7.5MeV cannot be explained unambiguously. While the overall level density certainly
increases with excitation energy, the behavior may be caused by a change in the un-
derlying structure of the excited states towards higher energies, as was suggested in
Ref. [79]. However, it is also possible that the kinetic energy remaining after such high
excitation is too low for a sufficient alignment of the recoiling nuclei within the solid
angles covered by detectors, which deteriorates the measured angular distributions. A
sudden increase in £2 strength is, however, unlikely in the ground-state decay gate as
no considerable amount of such strength was observed in the monochromatic (7, ')
experiment [80].
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Figure 32: v-ray angular distributions for ground-state decays of excited states between
5.3MeV and 8.3 MeV in bins of 200 keV. The distributions were normalized to the high-
est yield, respectively. The distributions show a dominant J = 1 character up to approx.
7.5MeV. Above 7.5MeV, a less pronounced distribution is observed. As shown in Refs.
[79] and [80], the M1 contribution below 8 MeV is negligible and pure E1 character of
the observed ground-state transitions can be assumed. Figure adopted from the supple-
mental material of Ref. [76].
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3.6 Relative Cross Sections

After the dominant E'1 character was identified in the previous section, relative yields
can be determined for the discrete transitions which represent the excitation cross sec-
tion 0(4 ) folded with the ground-state y-decay branching ratio by. The integrated peak
areas were corrected for detection efficiency and normalized to the strongest transition
observed in the experiment at 6644 keV. Note that the yield of this transition is approx.
three times higher than of the 2] state. Figure 33 depicts the relative yield of all 92 tran-
sitions observed in (d, py) as well as the energy integrated cross section Ig from (,7’)
[50]. A list of all transitions observed in the ”Sn(d, py) experiment and their deter-
mined relative yields can be found in Appendix B.5. The sensitivity limit given in the
tigure was determined with a 30 % uncertainty limit, as it was derived in Ref. [63] and
is common in this type of analysis. A detailed discussion and comparison of the relative
yields to the (,7') and («, o/) data presented earlier is given in Chapter 5.
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Figure 33: (a) Experimental '"*Sn(d, py) yields normalized to the strongest transition at
6644 keV. (b) Energy integrated cross sections from NRF taken from Ref. [50]. The
sensitivity limit given in both panels marks the 30 % uncertainty limit, as described in
[63]. Transitions observed in both experiments are marked in blue in Panel (b) as well.
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4 Theoretical Predictions of Nuclear Structure and Reac-
tion Cross Sections

The following sections address a selection of theoretical concepts that are commonly
used to describe certain nuclear-structure features and observables in the low-energy
electric dipole response (LEDR) of even-even nuclei. An overview of general theoretical
concepts for nuclear structure can be found in Refs. [101, 102] and in-depth details on
the approaches used in LEDR studies are collected in Ref. [103]. The results presented
in Chapter 5 were obtained from these concepts and the explicit calculations are cour-
tesy of Nadia Tsoneva, Edoardo G. Lanza, Gregory Potel, and their collaborators. The
output of QPM nuclear-structure calculations introduced in Chapter 4.2 is coupled to
two different reaction theory approaches in order to extract absolute cross sections for
individual QPM states in Chapters 4.3 and 4.4. Both combined approaches are labeled
as QPM+Reaction theory in the following.

4.1 General Considerations

Atomic nuclei are mesoscopic quantum systems that are governed by the complex nu-
clear and Coulomb interactions between nucleons that form them. Ab-initio approaches
are able to describe nuclear-structure features up to the Sn region nowadays [104, 105]
and very recently reached the description of bulk nuclear properties of 2Pb [106]. How-
ever, the model space needed to describe the LEDR in typical medium to heavy mass
isotopes still exceeds the available computational capabilities. A formalism that has his-
torically proven to be helpful in approximating the nuclear interaction is the mean-field
approach, in which the forces imposed on each nucleon are conveyed by an average po-
tential generated by all nucleons inside the system [102]. This concept was developed
already in the 1920s to describe the motion of electrons in the central Coulomb field of
the nucleus by Hartree and Fock [107, 108] and soon evolved into the independent parti-
cle model for atomic nuclei. The latter is already capable of describing the rough nuclear
ground-state properties, such as binding energies, masses, and a general shell structure
[101].

However, to better describe nuclear excitations, additional interactions between nucle-
ons had to be included and were encapsulated in the so-called residual interaction, that
contains all other, potentially weaker, yet important, interactions. In this approach, the
Hamiltonian describing the system is split up into the central mean-field part H, and
the residual part H;

H=Hy+H =(T+V)+ V. (4.1)
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Here, T" describes the classical kinetic energy and Vj is the average mean-field potential.
Vj is the residual interaction, which is still investigated today and can be implemented,
e.g., as a Skyrme type zero-range interaction [109] or a finite-range Gogny interaction
[110] between individual nucleons.

Following Eq. 4.1, the Schrodinger equation decomposes into
HVU = HyU + H|V = EV. (4.2)

A common approach to solve the Schrodinger equation and obtain final wave functions
for both the ground state and excited states is to expand U in terms of simpler wave
functions ¢;, which form the eigenstates of the mean-field Hamiltonian H,. In the case
of an atomic nucleus, these can be the single-particle states of nucleons in the mean-
tield potential, i.e., omitting residual interaction. Then, the Schrédinger equation is

transformed into a system of coupled equations [101]:

Ey Vig Viz ... Vin ©o Ey Yo
Vj21 Ey Vyag ... VYQ.N _ | : (4.3)
VN1 R EN PN EN YN

The off-diagonal matrix elements represent the interaction between two nucleons act-
ing within a final state. The final wave functions ¥* are obtained within the so-called
Random Phase Approximation (RPA) by solving a set of RPA equations [102] and diag-
onalizing the matrix. These RPA wave functions are called RPA phonons and contain
a superposition of all the simpler single-particle wave functions chosen for the model
space with varying contributions. They can be expressed as

vE = afe, (4.4)

based on the single-particle wave functions ; and the contributions «f. These contri-
butions can interfere and add up coherently, i.e., in phase, or in a more complicated
manner. For the lowest excited states, e.g., in spherical even-even nuclei, a coherent
contribution from many single-particle states is observed and interpreted as a strong
collective character of the final RPA state. This provides a link to the macroscopic picture
of a liquid drop performing a quadrupole vibration, e.g., for a first excited 2* state, de-
scribing such strong and collective excitations within the microscopic picture of coher-
ent single-particle excitations which form one (RPA) state. The extended Quasiparticle-
RPA (QRPA) approach then adds the pairing interaction between two nucleons within
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the Hartree-Fock-Boguliubov theory (HFB) [102]. This addition is especially important
for nuclei away from closed shells, where the interaction between the available valence

nucleons has to be taken into account.

Based on the historic (Q)RPA formalism, two modern approaches are commonly used
to describe the strength distribution and underlying structure of the LEDR. The first is
the Relativistic-Quasiparticle-Time-Blocking-Approximation (RQTBA). It is built on a
relativistic version of the QRPA and is extended by Particle-Vibration-Coupling (PVC),
which couples single-particle states to low-lying vibrations, i.e., to collective (Q)RPA
phonons [111-113]. By coupling 1p-1h states to these low-lying vibrational states, a
higher fragmentation in the energy region of interest (5-10MeV) is achieved while
maintaining the underlying structure of the 1p-1h contributions. RQTBA+PVC calcula-
tions have successfully been used to describe the LEDR of several nuclei and especially
to reproduce the mixed isospin character found in '%Sn [43, 96]. However, the fragmen-
tation obtained with the RQTBA+PVC model is much lower than experimentally ob-
served (cf. Ref. [113]), causing the strength per state to be about an order of magnitude
too large in the model. The second approach, which gives much higher fragmentation
while still maintaining the microscopic structure of each state, is presented in the next

section.

4.2 Nuclear-Structure Calculations — The EDF+QPM Approach

The nuclear-structure calculations presented in Chapter 5 were performed within the
Quasiparticle-Phonon-Model (QPM), which builds on top of the QRPA approach. It uses
modern Energy-Density-Functional (EDF) theory to determine the mean field in a self-
consistent way and it reproduces nuclear ground-state properties and single-particle
energies from microscopic interactions [114]. Figure 34 tries to visualize the two-stage
process that constructs final QPM states from coupled QRPA phonons, which are in
turn constructed from 1p-1h excitations in the single-particle picture of the EDF+QRPA
formalism. Individual QRPA phonons are created by the operator

%——Z( WALGT) — 2 AnD)), (45)

where the set of quantum numbers j = (nimj7) label single-nucleon states, and Aj,
and A,, are the time-forward and time-backward two-quasiparticle operators, creating
or annihilating two quasiparticles coupled to a total angular momentum X\ with projec-
tion  [115]. The time-forward and time-backward amplitudes v;;» and ¢,; are obtained

together with the excitation energy by solving a set of QRPA equations [115]. Each
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Figure 34: Schematic construction of QPM states from QRPA phonons and 1p-1h config-
urations. Starting on the left, a model space of pure 1p-1h configurations is chosen, here
identified by colored circles. The EDF+QRPA approach constructs QRPA phonons from
these and their characteristic 1p-1h content is indicated by the colored bars in the center.
At this stage, certain phonons are found to be rather pure in configuration and they are
labeled with the corresponding 1p-1h configuration as indicated by the colored squares.
The 1+2+3 phonon QPM couples one, two, and three of these phonons to obtain final
states. Each QPM state on the right is characterized by the sets of R, P, and 7" values
representing the contribution from each possible one, two, or three phonon coupling.
Note that an exact color representation is only possible for the simpler cases and that R,
P, and T  values can be negative.

phonon represents a strong single-particle excitation if it is dominantly generated by a
specific 1p-1h configuration. Conversely, a single phonon represents a collective excita-
tion, if several 1p-1h configurations add up coherently to generate the phonon. Within
the scope of the calculations presented in Chapter 5, several QRPA states, or phonons,
were assigned to their main 1p-1h constituent in order to identify the important 1p-1h
configuration in the final QPM states. However, the overall EDF+QPM approach allows

much more complex configurations.

From these QRPA phonons, the QPM model space is then built by the coupling of
phonons and allowing one-, two-, and three-phonon (1ph, 2ph, 3ph) contributions to

the individual QPM states. The final wave function of QPM state v is then expressed
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where R, P, and T are the amplitudes related to specific one-, two-, and three-phonon

couplings, respectively, and ¥, is the ground-state wave function.

For the calculations presented in Chapter 5, the model space for two- and three-phonon
couplings includes QRPA phonons of J™ = 1% — 6 up to Ex = 9MeV. The one-phonon
space was built from single QRPA phonons up to Ex = 35MeV. Overall, several hun-
dred QRPA phonons were included in the model space. All possible 1+2+3 phonon cou-
plings resulted in approx. 50 million combinations and matrix elements to be solved. A
more detailed explanation of the calculations can be found in Refs. [76, 114]. The col-
lectivity of an excited state within the QPM is represented by the coherent coupling of
many QRPA phonons. Conversely, a state is interpreted to have a strong single-particle
character if a final QPM state has a dominant contribution from a single QRPA phonon,
which itself is dominantly generated by one single-particle excitation on the QRPA level.
As will be shown in Chapter 5, this is the case for several states in the LEDR of '?°Sn. The
important features of the QPM are that the microscopic character of underlying single-
particle configurations is transported through to the final states while a realistic level
of fragmentation is achieved by coupling of phonons. In case of the QPM calculations
presented in this work, a total of 475 J™ = 1~ states were obtained below S,, = 9.1 MeV.

Since the QPM provides detailed access to the wave function of each excited state,
both the reduced transition strength B(£1)1 and the y-decay behavior can be calculated
based on the overlap between the wave functions considered [116, 117]. This theoretical
access to experimental observables has been used to study the decay pattern of neutron-
skin modes in the last years [85, 118]. For a stringent comparison to results obtained in
this work, the theoretical B(E1)7 values are converted to energy-integrated cross sec-
tions I for a ground-state transition observed in (,+) using bremsstrahlung, as /s is

the native observable of such experiments. The following relations [40] apply to electric
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dipole transitions to the 0" ground state:
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with the spin factor g = 3755 = 3. Using 1 ¢*fm” = 1.44 MeV fm® and 10eV b = 1keV fm?,

Equations 4.7 and 4.8 can be transformed to

T, B, M
Is [keVim?] = 4.023 - 10~ - y [MeV]

0
T B(E)T [e2m?] *9)

with the partial decay width to the ground state I'y and the total width I' = ). T';.
The I'y /T ratio is typically expressed in terms of the ground-state decay branching-ratio
by = I'y/T". For the conversion of QPM B(E1)1 values to I valus, it is assumed that the
v-ray energy is equal to the excitation energy Ex.

Besides the observables mentioned above, the QPM gives transition densities (TRDs)
for each state, which show the contribution from protons (p,(r)) and neutrons (p,(r)) to
the density distribution as function of radius. Explicit TRDs for %°Sn are presented in
Chapter 5. They are used to interpret the nature of excitations, i.e., how nucleon motion
is shared among protons and neutrons and whether it takes place on the surface of the
nucleus or deeper inside of it. Lastly, the proton and neutron TRDs p,(r) and p,(r) are
needed to calculate (o, ') excitation cross sections within the approach presented in the

next section.

4.3 Theoretical Prediction of (a, o’) Cross Sections

For a consistent comparison between experiment and theory, the true experimental ob-
servable in (o, ), i.e., absolute differential cross sections d‘é—”a integrated over the spec-
trometer solid angle 2, and folded with the ground-state decay branching-ratio b,, were
extracted from the QPM calculations. Therefore, the semi-classical approach described
in Refs. [43, 119] was employed, which solves Coupled-Channel equations [120] describ-
ing the elastic and all inelastic reaction channels simultaneously. The procedure allows
to differentiate between isoscalar and isovector contributions to each state based on the
proton and neutron TRDs [96]. If Coulomb excitation is neglected, the o particles with
N=Z are assumed to be sensitive exclusively to the isoscalar part of an excitation, i.e., to
only the part where proton and neutron TRDs are in phase. At the chosen beam energy

of E, = 130MeV and forward scattering, o particles interact with the nuclear surface
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Figure 35: Deflection function for « particles at E, = 130 MeV on '*Sn. The boundary
center-of-mass « scattering angles ©5" from the experiment are marked by dashed
lines, while the corresponding impact parameters b are labeled at the intersections with
the deflection function.

and the experimentally available scattering angles in the center-of-mass frame ©5* are
translated to classical impact parameters b via the deflection function shown in Fig. 35.
The latter is used in the reaction theory to account for different scattering angles. Both
Coulomb and nuclear interaction are taken into account and it is possible to determine
cross sections for each interaction separately, neglecting interference between them, or
in a combined manner for a physical result. The overall procedure depends heavily
on the TRDs used, especially at the nuclear surface, but has been proven to work on a
qualitative [42] and quantitative level for the comparable case of *Sn(a, /) [43] and
12450170, 7Q) [45]. Taking the QPM as input, the more complex 2ph+3ph configura-
tions are expected to have only second order effects on the direct (one-step) excitation
in (o, ') and are, thus, negligible [121]. Instead, TRDs are generated based on only the

one-phonon contributions to each QPM state.

4.4 Theoretical Prediction of (d, p) Cross Sections

In contrast to the procedure used for (a, '), which relies on a somewhat macroscopic
input in form of TRDs, the reaction theory employed for 'Sn(d, p) uses microscopic
information about the contribution of specific QRPA phonons to final QPM states, i.e.,
the QPM R values. The theory has been developed in order to use the (d, p) reaction

as a replacement, or surrogate, for experimentally inaccessible (n,~) reactions [30, 31].
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Recently, it was also used to describe the excitation of 1~ states in 2’ Pb(d, p), studying
the structure of these states in doubly magic 2°Pb [122]. Within this thesis, the predicted
excitation was for the first time combined with the y-decay behavior determined from
the QPM in order to obtain identical observables from experiment and theory [76].

The ground state of the target nucleus ''Sn is assumed to be a pure 3s;» neutron-hole
state relative to the 1°Sn core, as is supported by experimental findings [123, 124]. The
(d,p) reaction is assumed to excite nuclear states only via one-step processes, i.e., two-
and three-phonon states cannot be excited, and the proton is treated as a spectator only.
Since ground-state correlations are predicted to be negligible in 12°Sn [125], the time-
backward amplitudes ¢;;» from Eq. 4.5 vanish. Within these approximations, a J™ = 1~
state can only be populated by the Sn(d, p)'*°Sn reaction if it contains a neutron in
the 3ps/2 or 3p; /o orbital, i.e., if it has a (3s1/2) " (3ps/2)™ or (3s1/2) 7! (3p1/2) T neutron
configuration. Hence, only one-phonon contributions from these two configurations,
Rsp,,, and Ry, ,, are relevant. The final differential cross section for a state v is then

given by

do, i 4 k 3p1/2
m(e) = (2ﬁh§)2k_f X U’3P1/2R3P1/2(V) lpl/ 7;71/2 (9> +
i 22 (4.10)

3p3/ 2

U3ps /s R3p3/2 (V) l; ’ 7;)3/2 (0)

22

By calculating cross sections for the experimental detector angles and combining them

with the y-decay branching from the QPM, the theoretical yield is obtained for each

state v in units of mb/sr via
. dO',/ FO

=g V)

(4.11)

By employing the two combined QPM+Reaction approaches introduced above, the true
observables of each experiment were obtained from theory within this work, enabling

the one-to-one comparison of laboratory and theory shown in the next chapter.
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5 Nuclear-Structure Insights from Combined Experimen-
tal and Theoretical Results

Deep insight into nuclear-structure phenomena can be obtained from the combined
knowledge about the response to different probes in a multi-messenger approach [46],
referencing the coincident observation of astrophysical events through different instru-
ments [126]. With the two new experimental data sets obtained in this thesis, the de-
tailed QPM+Reaction calculations performed for both experiments, the recent high-
sensitivity (v, 7’) measurement [50], and a (p, p’) measurement using Coulomb-excitation
[127], a plethora of information are available on the dipole response of *Sn. The fol-
lowing chapter tries to break down the information newly obtained in this thesis and
compares it to previously available knowledge.

First, the QPM calculations are compared to two electromagnetic-probe experiments in
Section 5.1, benchmarking the overall reproduction of summed FE1 strength and frag-
mentation. Of special interest is the discrepancy between the B(E1)1 strength deter-
mined from (p,p’) and the bremsstrahlung experiment. Next, detailed information on
the single-particle character of the LEDR in '®Sn will be discussed in Section 5.2 by
comparing the experimental 1°Sn(d, py) results to the QPM+Reaction calculations. The
microscopic information available for each QPM state are analyzed and the evolution
of the LEDR between 4MeV and S,, = 9.1 MeV is investigated. Results obtained from
the (a, o) experiment are put in relation to the other data sets in Section 5.3. The sensi-
tivity to isoscalar surface modes pronounces the macroscopic features of excited states,
allowing to investigate the LEDR from two contrasting points of view, i.e., within the
microscopic or single-particle picture probed in (d, py), and the macroscopic response
to surface probes observed in « scattering. Lastly, general implications on the LEDR in
the Sn region are discussed in Section 5.4, together with future possibilities to deepen
the understanding of especially the (d, py) probe.

5.1 Benchmarking the QPM - Electromagnetic Response

A common measure for the accuracy of LEDR calculations is the summed B(£1) strength
up to S,,. Since usually the B(E1)1 values representing the excitation are determined
from theory;, it is advisable to compare it to experimental data that also probe the ex-
citation directly, independent of the y-decay behavior. Such an experiment was per-
formed using high-energy proton scattering at E, = 295MeV and forward angles at
RCNP, Osaka, where states are excited via Coulomb excitation (CoulEx) [127]. After a
multipole decomposition analysis (MDA), the E'1 strength is extracted in a continuous
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Figure 36: Running sums of the B(E£1)1 strength from (v, 7') using bremsstrahlung [50],
(p,p’) Coulomb excitation [127], and the QPM calculations. The (v,~’) data are missing
strength at higher energies due to experimental reasons. The QPM shows good agree-
ment to the CoulEx data.

manner down to about Ex = 5MeV. During the recent campaign on the Sn isotopic
chain [79], the data from Ref. [127] were confirmed. However, a certain model depen-
dence due to the MDA procedure remains. When extracting B(£1)1 values from brems-
strahlung (v,7’) experiments, a certain amount of strength can be missing due to weak
transitions hiding in the spectrum, or misplaced due to the unclear identification of
ground state transitions. Thus, the summed strength below S, differs strongly between
(7,7') and (p, p’). Figure 36 shows the running sums of the F1 strength determined con-
tinuously from (p,p’) and from the discrete transitions observed in (v,7’). While the
(p,p') data strongly increase in strength towards higher energies, the (v,~’) data exhibit
a comparably slow increase above 8 MeV. It was suggested that this behavior is due to
increasingly complex configurations within excited states at higher energies [79], open-
ing a variety of weaker decay paths for each state and, thus, significantly reducing the
ground-state decay strength.

The summed QPM B(E1)1 strength shown in Fig. 36 is in very good agreement with the
(p,p') data. The total strengths below S, are reported to be ¥B(E1)1 = 0.369(49) e*fm?
for (v,+)[50], EB(E1)t = 1.169(12) e*fm? for (p,p’)[127], and XB(F1)t = 1.066 e*fm?
from the QPM. As reported in Ref. [127], the alternative RQTBA approach gives summed
strengths several times higher than the experiment. A very recent analysis of ?°Sn(~,~/)
data using monoenergetic photon beams also confirms the (p,p’) data [80]. This rather
precise reproduction of both the summed strength and the trend up to S,, supports the
QPM'’s predictive power of the overall LEDR strength, irrespective of the underlying
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structures. Thus, the next sections will investigate more deeply the nuclear-structure
information obtained from the QPM.

5.2 Single-Particle Character of the LEDR

As described in Chapter 4.4, the °Sn(d, py) reaction is assumed to be of direct type and
states are excited in a one-step process. This assumption could have been supported
by the observation of pronounced proton angular distributions and comparison to, e.g.,
DWBA calculations assuming pure configurations. However, only the p—~ coincidence
data are available with proton detection under backward angles. In an effort to un-
derline the direct character of the reaction, the experimental yield of low-lying states is
compared to (d,p) spectroscopic factors obtained from transfer experiments at higher
energies and forward angles [123]. These values are extracted from (d, p) angular distri-
butions and correlate to the single-particle content of a given excitation and are close to 1
when states have a strong contribution from specific 1p-1h configurations. If the (d, py)
reaction measured with SONIC@HORUS was of direct type, instead of a compound-
like reaction, the overall yield should be roughly proportional to the (d, p) spectroscopic
factors.
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Figure 37: Top: Spectroscopic factors of known 27 states in '2°Sn from experiment [123]
and the yield in 'Sn(d, py). The (d, py) data were corrected for y-decay branching and
normalized to the state at 2930keV. Good agreement between the two experiments at
different energies and detection angles is found, supporting the direct reaction character
of the SONIC@HORUS experiment. Bottom: Spectroscopic factors of 2% states obtained
from QPM calculations for comparison.
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Figure 37 presents these spectroscopic factors for several known J™ = 2% states, together
with the (d, py) yield corrected for y-decay branching and normalized to the state with
the highest spectroscopic factor at Ex = 2930keV. The data obtained in this thesis fol-
low the same trend as the spectrometer data, supporting the assumption of a direct
reaction. For completeness, Fig. 37 also shows spectroscopic factors of the first six QPM
J™ = 2% states. A one-to-one comparison to states observed in the experiment based
on the QPM energy ordering is difficult, except for the first excited state. However, the
QPM predicts that the majority of 2* states have small spectroscopic factors, while one
state around 2.5MeV has a high value. Both features are in agreement with the exper-
imental findings. Especially the small factor of the first 2* state is reproduced, owing
to the collective nature of the first quadrupole vibration states commonly observed in

spherical medium to heavy mass nuclei.

Fragmentation of QRPA Phonons

One of the features of the QPM is that microscopic information on the generating single-
particle configurations is transported through to the final QPM states. As described in
Section 4.2, hundreds of QPM states are generated by coupling QRPA phonons to one-,
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Figure 38: Top: Distribution of the squared QPM R values representing contributions
from the six dominant QRPA one-phonon states. Bottom: QRPA excitation energy of
each phonon and the content of the configuration that was used as a tag. The configu-
rations / phonons shown here give significant contribution to final QPM states. Other,
more complex or collective 1ph/2ph/3ph states are omitted here, but were included in
the overall calculation of the 475 QPM states.
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two-, and three-phonon combinations, which in turn all contribute to a given QPM state.
Several of the QRPA (one-) phonon states are dominantly generated by specific 1p-1h
configurations, allowing to assign each phonon to its main ingredient. This separates
them from phonons that are generated by more than one or more complex configura-

tions.

From all assigned 1p-1h phonons, only the six found in Fig. 38 give a significant con-
tribution to the final QPM wave functions. The figure, thus, visualizes the prediction
of a single-particle character of QPM 1~ states and the concentration around 6-7MeV.
This is an interesting finding concerning the open question of the degree of collectivity
in the LEDR [19, 122, 128-130]. The lower panel of Fig. 38 shows the energies of the
pure QRPA phonons and the corresponding 1p-1h content, or purity. The QPM strongly
fragments the strength from each phonon, for the case of (1g7/2)*(2f7/2)! (light blue in
Fig. 38) even over several MeV. Note that less pure one-phonon states as well as two-
and three-phonon states contribute significantly to the QPM, but are not shown here for
clarity.

One-Phonon Contribution and y-Decay Branching

The two configurations accessible in "Sn(d, py) and the interplay between the one-
phonon (1ph) and two-/three-phonon (2ph+3ph) contributions is investigated in Fig.
39. Panel (4) presents the sum of all one-phonon R? values and the contribution from just
the v(3ps2)* and v(3p;/2)! phonons. Here already, the excitation in '**Sn(d, py) can be
predicted to concentrate between 6 and 7 MeV. Panel (b) shows the relative contribution
from 1ph and 2ph+3ph states to the final QPM states. The relative value is obtained for

each state via

Ot =3 "R/ Y (R+ P +T?
CQph+3ph:Z<P2+T2) / Z(R2+P2+T2).

rel

(5.1)

It becomes clear from Panel (b) in Fig. 39 that 1ph configurations dominate the pic-
ture below 7MeV, while 2ph+3ph configurations gain importance towards higher en-
ergies. As expected from these more complex configurations, the y-decay branching to
the ground state b, decreases towards higher energies (cf. Fig. 39 Panel (c)). Both of
these theoretical results fit well to the lack of strength observed in bremsstrahlung ex-
periments and the change in structure towards higher energies that was suggested from

the comparison of (p,p’) and (v,7') [79].
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Figure 39: (1) Summed squared one-phonon R amplitudes for each QPM state, repre-
senting the contribution of a given configuration to the final wave function. Individual
contributions of neutron 1p-1h configurations accessible in '"*Sn(d, p) are shown in dark
blue and green, respectively. (b) Relative Iph and 2ph+3ph contributions to the QPM
wave function, as given in Eq. 5.1. (c) QPM ~v-decay branching to the ground state and
to the two lowest-lying excited 2% states in 1°Sn, averaged over all states in a window
of 500 keV. Reprinted figure with permission from M. Weinert et al., Phys. Rev. Lett.
127, 242501 (2021) [76]. Copyright (2021) by the American Physical Society.

Excitation of J™ = 1~ States in 'Sn(d, p)

The experimental results from 1°Sn(d, p) obtained in this thesis and from 2°Sn(~y, 7/)[50]
are presented in Panels (2) and () of Fig. 40 together with the cross sections predicted by
the QPM and QPM+Reaction calculations in Panels (c) and (d). The (d, py) data were ob-
tained by gating on ground-state vy-ray transitions and identifying excited J = 1 states
via y-ray angular distributions (see Chapter 3). The strength observed in (v,~’) is also
sensitive to the combination of excitation cross section and the ground-state v decay.
The sensitivity limits of both experiments are given as well. Theoretical values were
calculated via the procedures presented in Chapter 4.2 and 4.4. Since no absolute cross
sections could be determined from the SONIC@HORUS data, the observed and calcu-
lated (d, py) yields were normalized to the strongest transition in each panel. See Fig.
44 for absolute theoretical values. Since the QPM gives access to both B(E1)1 values
and ground-state decay branchings by, the theoretical values for (v,7’) could be con-
verted to the same observable seen in the experiment, which is the energy-integrated
cross section Ig (see Eq. 4.8 in Chapter 4.2). Thanks to the observation of v-ray angular

distributions in both experiments and a negligible M1 contribution in ?°Sn below S,
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[79, 80], all values shown in Fig. 40 relate to J™ = 1~ states. A consistent comparison of
theory and experiment is, therefore, possible.

The strength observed in (v,~’) is highly fragmented between 4 and 9 MeV, with in-
creasing level density towards higher energies. In striking contrast to this, the (d, py)
reaction presents a different picture with a concentration of strength between 5.5 and
7.5MeV and very weak excitation above 7.5MeV. This lack of strength towards higher
energies cannot be attributed to unobserved ground-state transitions, as these would
also affect the (v,+’) data. The data instead show that only a specific subset of states are
dominantly populated in '*Sn(d, py).
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Figure 40: (a) relative y-ray yields from "Sn(d, py) and (b) energy integrated cross sec-
tions I for '°Sn(v,~’) adopted from Ref. [50]. All transitions shown in Panel () were
also observed in the NRF experiment. Sensitivity limits are based on a maximum error
on the peak area of 30%. (c) relative ”Sn(d, py) yields from the QPM+Reaction formal-
ism and (d) predicted energy integrated cross sections, both taking into account y-decay
branching predicted by the QPM. Experimental and theoretical (d, py) yields were nor-
malized to the strongest transition, respectively. Reprinted figure with permission from
M. Weinert et al., Phys. Rev. Lett. 127, 242501 (2021) [76]. Copyright (2021) by the Amer-
ican Physical Society.

The QPM reproduces the fragmentation of E1 strength between 4 and 9 MeV well (cf.
Panel (d) of Fig. 40). Due to the limited model space, the experimental level of frag-
mentation is still out of reach and the strength per state is, thus, about a factor 10
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higher than experimentally found. However, as discussed in Chapter 5.1, the summed
B(E1)t strength below S, is reproduced within 10 % of the CoulEx data.

Most importantly, the (d, py) strength obtained from the QPM+Reaction calculations is
concentrated between 5 and 7MeV, resulting in a resonance-like accumulation of 1~
states around a centroid energy of 6.32MeV, where also the experimental centroid is
located (6.49 MeV). This finding shows not only that the QPM reproduces the selective
excitation of 1p-1h configurations in (d, p), but also the correct placement of the relevant
single-particle energies on the EDF and QRPA level.

In further support of the QPM predictions is the quantitative reproduction of energy-
integrated (y,7’) cross sections for the set of states that are observed both in (v, +’) and
(d,pv). The summed experimental value is Y Is = 337(21) keV fm?, with the smallest
relative yield observed in (d, py) in the order of 1 %. Applying similar sensitivity limits
of 1% and 0.5 % to the QPM+Reaction results, summed values for the (v,~’) cross sec-
tion of 3", I§™" = 243keV fm? and 3" _ ., I&7" = 360 keV fm? are obtained, which
are in good agreement to the experimental value.

It needs to be noted that, although visually similar to the comparison of (¢, o’7y) and
(7,7') data previously done for **Sn [41], the different response in '"”Sn(d,py) and
1209n (-, +') observed for the first time in this thesis is caused by a very different nuclear-
structure phenomenon. While in '%Sn(«, o'7) a splitting based on the isospin and surface-
mode character of excited states was found [42—44], the results presented here show that
very specific 1p-1h configurations dominantly generate the very low-lying parts of the
LEDR of '°Sn. The 'Sn(d, p) reaction selects only the two configurations that are ac-
cessible from the ground state of Sn, i.e., the (3s1/2) " (3ps/2) ™" and (3s1/2) ' (3p1/2) ™
neutron configurations. Furthermore, the QPM predicts a strong contribution from sev-
eral other 1p-1h configurations in the low-energy part of the LEDR in '*’Sn. A possible
connection between the two distinct features discussed above is investigated in the fol-
lowing.

Transition Densitites — Connecting the Single-Particle and Macroscopic Picture

Within the QPM formalism, the six relevant (1p-1h) QRPA phonons are additionally in-
terpreted to be related to a neutron-skin oscillation and are, thus, labeled as PDR-like
states. This interpretation is based on the pure neutron character and the rough energy
below S,, [131]. The label PDR was chosen to contrast the neutron-skin oscillation char-
acter with the isovector GDR character assumed to be present in the higher-energy part
of the LEDR [19]. However, the neutron-skin character is also reflected in the transition

densities for these QRPA phonons as can be seen in the left panel of Fig. 41. Except
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Figure 41: Transition densities for the six relevant 1p-1h QRPA phonons also shown in
Fig. 38 (left) and average TRDs (right). PDR-like indicates the average over all QRPA
phonons that were related to the PDR based on their pure neutron character and energy
below S,,. See text for further explanation. GDR-like indicates the average of all QRPA
phonons between 9MeV and 35MeV. Note that the average TRDs do not represent
physical states and are only for visualization.

for the (1g7/2)*(2f7/2)! case, all TRDs represent an in-phase oscillation of protons and
neutrons inside the nucleus, i.e., at smaller radii, and only a neutron contribution ex-
tending to the nuclear surface. This interpretation has previously been used to identify
a neutron-skin character in theoretical wave functions [42, 63]. It is, therefore, possible
to relate the single-particle character of the relevant QRPA phonons to the macroscopic
picture of a neutron-skin oscillation causing (parts of) the electric dipole strength below
Sh.

The right panel of Fig. 41 shows an average TRD for PDR-like states, exhibiting even
more pronounced the in-phase, or isoscalar, behavior inside the nucleus and strong neu-
tron contributions extending further out. In contrast, the GDR-like TRD is averaged over
all QRPA phonons between 9 and 35MeV and shows a strong out-of-phase oscillation
or isovector behavior of protons and neutrons. Both averaged TRDs do not represent
physical states, but are for visualization only. However, it should be noted that the
isovector GDR character above S, is reproduced by the QPM and, especially, that the
six relevant QRPA phonons, i.e., the dominant 1p-1h configurations, do in fact resemble

a neutron-skin oscillation.

From the analysis of the complex QPM results and the comparison to 'Sn(d, py) data
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performed within the scope of this thesis, it can be concluded that the QPM suggests in
the LEDR of '®Sn i) a concentration of comparably pure single-particle configurations
between 5 and 7 MeV, and ii) that these single-particle configurations in fact correspond
to an oscillation of the excess-neutron skin. However, it is not excluded that other, more
complex configurations exhibit the same neutron-skin character. The next section will
discuss the isoscalar response to (a, o) in *Sn and how the six relevant single-particle
configurations contribute to it.

5.3 Isoscalar Response

Experimental °Sn(a, /) cross sections determined in Chapter 2 are contrasted with
the experimental (v, ') cross sections in the following section. Theoretical counterparts
were predicted by the QPM+Reaction calculations introduced in Chapter 4.3.

The reaction part allows to separate the excitation into a Coulomb-only and nuclear-
only part, in addition to the combined nuclear+Coulomb, or total, cross sections. How-
ever, interference between the Coulomb and nuclear parts is possible and their cross
sections do not add up coherently to give total values. Figure 42 presents the three re-
sults obtained from the QPM transition densities and level energies. The given theoret-
ical cross sections have been integrated over the experimental spectrometer acceptance

by use of the deflection function shown in Fig. 35. Comparing the top and mid panel of
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Figure 42: QPM+Reaction (a, o) cross sections for Coulomb interaction only (top panel),
nuclear interaction only (mid panel), and both interactions combined (bottom panel).
Cross sections have been integrated over the experimental spectrometer acceptance.
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Fig. 42 shows the importance of the nuclear interaction, especially at higher excitation
energies. Interestingly, the total cross sections presented in the bottom panel are frag-
mented throughout the energy range. While the cross sections vary over an order of
magnitude between states, no concentration of strong states is predicted. This finding is
in contrast to the theoretical predictions in '**Sn performed with identical reaction calcu-
lations but nuclear-structure input from the RQTBA and an alternative QPM realization
[43, 96].

The employed reaction theory predicts («, o) cross sections based on transition densi-
ties and their response to the isoscalar dipole operator [43]. Final TRDs were obtained
for each QPM state based on the one-phonon contributions, i.e., in first order from the
six relevant phonons presented earlier. This means that the more complex configura-
tions especially present above 7 MeV are not reflected in the state-by-state TRDs. How-
ever, these configurations are expected to have a more isovector character, to take place
deeper inside the nucleus, and, thus, to only have minor impact on the surface-sensitive
(e, @) cross sections. Instead, the six relevant TRDs shown in Fig. 41 resemble a surface

mode with isoscalar contributions inside the nucleus.

Since experimental '2°Sn(«, o’7) cross sections were obtained in bins of 200keV, the
comparison of (a, ’v) and (,7’) in experiment and theory, as shown in Fig. 43, was
also done in a binned manner. Panels (2) and (D) of Fig. 43 present the experimental cross
sections, while Panels (c) and (d) show the theoretical predictions. Both experiments are
(mostly) sensitive to the ground-state v decay. However, the binned (v,+') data were
obtained only from discrete transitions and do not include unresolved strength.

The (a, ') data may overestimate the cross section for 1~ states around and below
5MeV due to the possible population of 2" states which could not be disentangled in
the spectra with the given energy resolution. Note that the highest-lying identified tran-
sition was a 2t — 0] transition at 4524 keV. Contaminations from « scattering on 2C
and '°O could be excluded thanks to the narrow gate on |[Ex — E,| < 150keV and the
kinematic shift due to the much lower masses of these nuclei. Even though statistics are
very low, the visible ground-state diagonal observed and above background in the coin-
cidence matrix (see Fig. 22) indicates that these are in fact y-rays decaying to the ground
state of 129Sn. The errors given in Fig. 43 (a) are the statistical uncertainties based on the
number of events in each bin, after random-background subtraction. Thus, error bars

can reach unphysical values below 0.

Comparison of the («, o) and (7, 7’) experiments shows a rather similar behavior. The
strength is broadly distributed and two shallow peaks form around 6.4 MeV and 8 MeV.
Unfortunately, though, statistical uncertainties are large in (o, a’vy), deeming the data
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Figure 43: Experimental '*Sn(a, /) (a) and 'Sn(v,+’) (b) cross sections and corre-
sponding QPM(+Reaction) cross sections in bins of 200keV (c, d). Experimental (v,~")
values were obtained from only discrete identified transitions and do not include unre-
solved strength.

set inconclusive concerning such finer structures. A distinct concentration at lower en-
ergies, as observed in the continuous '*Sn(«, a’v) and *Sn(70, 7Q') analyses [42, 44],
seems not to be prominent though. However, the overall response to (a, o’) indicates
that there is a non-negligible contribution of isoscalar strength to the LEDR in 2°Sn,
albeit seemingly more fragmented. The data may, thus, allow to suggest a less pro-
nounced concentration of the isoscalar response and the corresponding surface excita-

tions in 2°Sn.

To further investigate this fragmentation of isoscalar strength, theoretical predictions
are consulted. The QPM results presented in the lower panels of Fig. 43 seem to un-
derestimate the binned cross sections at below 6.5MeV. This is due to level density and
binning effects, as will become clear shortly when discussing Fig. 44. Interestingly, the
integrated theoretical (7, 7') and («a, @’v) cross sections shown in Fig. 43 exhibit a similar
behavior, with most of the strength between 6.5 and 9 MeV and two accumulations at
6.8 MeV and 8 MeV. No strong distinction between the two theoretical distributions is
observed. The accumulation of strength around two energies can be expected to flatten
out and move towards lower energies with a larger model space and increased frag-

mentation.
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The summed theoretical («, o/v) differential cross section between 5 and 9.1 MeV, folded
with the QPM ground-state y-decay branching, amounts to 3¢} = 7.8 mb/sr and is
well in agreement with the experimental value of (8.1 + 3.3) mb/sr. Even though a struc-
tural interpretation based on the shape of the experimental response is difficult, the
summed absolute value suffers less from statistics per bin and depends more on uncer-
tainties of y-ray efficiency, dead-time normalization, target thickness, scattering-angle
calibration, and integrated beam-current values. It needs to be noted, though, that the
seemingly great quantitative agreement is elusive, as the mentioned inaccuracies could,
in the worst case, affect the true experimental values by up to a factor of two. However,
the right order of magnitude is certainly reproduced by the QPM. Under the assump-
tion that the summed («, o) cross sections are representative, the agreement between
theory and experiment is an interesting finding. It suggests that a significant part of the
LEDR in 'Sn not only has isoscalar and surface character, but is in fact generated by
strong single-particle configurations.

200 T T T T T T
120 '
150 b QPM only Sn(y,y") 7
~ 100 [ ) §<h
50 4 2
0 T T T T T T
3 : 120 !
g 03¢t QPM + Reaction Sn(a,a'y) A _
3 =
7 02F 1z
C =
= 0.1rp i
=
0 I LI b L U T 1
g | Ik
T 04r 15
3 &
E 0.8 B N E
> 12 L QPM + Reaction 198n(d,py) _
3 4 5 6 7 8 9
Ex [MeV]

Figure 44: State-by-state comparison of QPM cross sections for (v, ') (top panel), (o, o'7y)
(mid panel), and (d, py) (bottom panel). All data were folded with the QPM ground-state
-decay branching.

The fragmentation of isoscalar strength within the QPM is investigated on a state-by-
state basis in Fig. 44. It shows the QPM(+Reaction) differential cross sections for (v, '),
(a, '), and (d, py) for each QPM state, taking into account ground-state decay branch-
ing by and particle-detector solid angles €2, , from the hadronic experiments. Since the
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data are not affected by rough binning, a distribution of states with comparably high
(e, &'7y) cross sections throughout the energy range can be seen in the center panel. Sev-
eral states with a high cross section in («, o) are comparably weak in (v, 7). While the
(d, py) values represent only the (3s1/2) "' (3ps/2) " and (3s1/2) 7' (3p1/2)*" contributions,
and are shown for comparison here, the (o, a7) values are based on all one-phonon
contributions, as explained earlier. Even though 2ph+3ph contributions were excluded
in the TRDs used for (a, o’) reaction calculation, significant isoscalar response is repro-
duced throughout the LEDR of '*Sn and, as discussed above, the summed cross section
even matches the experimental value.

It can be concluded that the low statistics of the *°Sn(a, a/) experiment hamper a
structural interpretation and deem the experimental results unsatisfactory, independent
of the suboptimal v-ray energy resolution. However, a considerable amount of y-ray
ground-state transition strength could be identified above 5MeV and averaged ~-ray
angular distributions support the E'1 character of these decays. The assumed isovector
character within the LEDR, which was attributed to the low-energy tail of the IVGDR
[42], cannot be excited in the employed reaction. Thus, the observation of E1 strength
excited via o scattering proves that an isoscalar and surface character is evident in the
LEDR of *Sn.
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54 Summary and Outlook

Electric dipole excitations are a fundamental mode of excitation in atomic nuclei across
the nuclear landscape. While a vast manifestation of E1 strength is located above the
neutron-separation energy in form of the Isovector Giant Dipole Resonance, additional
nuclear-structure phenomena cause the emergence of weaker transition strengths be-
low S,. This strength is referred to as Low-energy Electric Dipole Response (LEDR)
within this thesis, without further implication of the generating structures. Albeit much
weaker, its importance to our understanding of the interaction between nucleons on
the smallest scales, as well as stellar nucleosynthesis at astrophysical scales is invalu-
able. Common among most of the investigated stable nuclei is a concentration of E1
strength that emerges above 4-5MeV and extends up to S,, = 9.1 MeV, which repre-
sents the majority of the LEDR. Historically, this accumulation of E1 strength, well be-
low the IVGDR, was interpreted in a macroscopic three-liquid model as an oscillation of
the neutron-skin against an isospin-saturated (N=Z) core. For decades, the work-horse
experiments, and responsible for the broad knowledge on the LEDR strength through-
out the isotopic chart, were (,7') measurements using bremsstrahlung photon beams.
However, throughout the last two decades, the excitation of LEDR states via hadronic
probes was exploited in order to investigate the generating mechanisms, in addition
to the overall E1 strength. The complementary investigation of (v,~’) and («, o’v) ex-
periments revealed a structural distinction within the LEDR of '?*Sn and other nuclei,
separating the states into (at least) two groups. In '**Sn, the group at energies below
7.5MeV showed a more isoscalar and surface-mode character, as was supported by the-
ory. The other group, extending up to S, is believed to be generated by complex and
more isovector configurations and was attributed to the low-energy tail of the IVGDR.
In pursuit of the idea to find and understand more generating mechanisms in the LEDR
of atomic nuclei, this thesis dealt with two new experiments and a consistent compari-

son to theory based on the prediction of the true experimental observables.

Within the scope of this thesis two experimental data sets investigating the LEDR of
1208n with hadronic probes were analyzed and compared to results from a high-sensi-
tivity (v,7') experiment. The "Sn(d, py) experiment was the first of its kind to reach
the presented level of sensitivity and, together with the analysis methods developed in
this thesis, constitutes a new tool to study the single-particle content within the LEDR
of atomic nuclei. The combination of ground-state diagonal gate and (d, p) transfer re-
action enables a level of selectivity which is unprecedented in studies on the LEDR
with hadronic probes. The implemented Doppler correction allows to unambiguously

identify ground-state v decays of individual states in an energy region where the high
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level density can make spectral analysis challenging in (v, ') experiments using brems-
strahlung. However, high-sensitivity (v, ~’) data are still preferable beforehand to chart
the LEDR in a given nucleus. A spin determination for each observed state is possible
via the analysis of y-ray distributions relative to the direction of the recoiling nucleus,
i.e., the Doppler angle.

The °Sn (o, o’7) experiment employed an experimental method successfully developed
over the last 10 to 15 years and profited from the even longer experience with « scatter-
ing as an isoscalar surface probe. A considerable amount of isoscalar E£1 strength was
observed above 5MeV, showing that the LEDR in '?°Sn does have isoscalar surface-
mode contributions and separating it from both the IVGDR above S,, and the isovector
part within the LEDR below S,,. The latter is expected to gain importance towards
higher energies. The comparison to (v,+’) data seems to suggest a broad fragmenta-
tion of the isoscalar strength throughout the LEDR of '?°Sn, but for an unambiguous
conclusion and a comparison to the case of **Sn a remeasurement with an optimized
setup will be necessary. As a first step, the reproduction of the '*Sn(«, /) data by the
QPM approach presented here needs to be validated. A systematic investigation of the
(a, a'y) response on all stable even-even Sn isotopes could shed more light on the de-
pendence of the isoscalar strength on neutron excess or shell-structure effects. For this,
a binned analysis might be sufficient and a simpler setup with higher v-ray detection

efficiency using, e.g., LaBr scintillation detectors would be preferable.

The detailed QPM calculations analyzed in this thesis are able to reproduce the over-
all E1 response in 'Sn on a quantitative level and reflect the change of structure to-
wards higher energies and the corresponding decrease in ground-state decay branching.
The latter gives an explanation for the discrepancy between (p,p’) CoulEx and (v,7")
data using bremsstrahlung. Additionally, quantitative agreement was obtained for the
summed strengths populated in (d, py) and (a, a'y), as well as the centroid energy of
the response in (d,py). Fragmentation and decay branching to higher lying states are
expected to increase with a larger model space and are, thus, underestimated due to
technical limitations of the QPM calculations. Single-particle energies were neither de-
termined from nor adjusted to experimental data, but were obtained from the EDF ap-
proach directly. A satisfactory placement of the configurations accessible in '*Sn(d, p)
was found. Furthermore, all of the strong single-particle configurations are predicted to
be concentrated between 6 and 7 MeV in '*°Sn.

The single-particle content of states excited in ''*Sn(d, py) was identified through the
combination of QPM nuclear-structure calculations and dedicated reaction theory. Re-
sults from experiment and theory show that single-particle configurations play an im-
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portant role in the low-energy part of the LEDR in '?°Sn. The theoretical prediction of
both excitation and v decay of LEDR states for such a transfer experiment was done for
the first time in this thesis and enables further studies employing the (d, py) reaction
with the SONIC@HORUS setup.

The investigation of QRPA transition densities revealed that most of the relevant one-
phonon contributions in '*°Sn exhibit the neutron-skin character expected in parts of the
LEDR. Quantitative agreement to («, o/y) was obtained from the QPM+Reaction calcu-
lations based on these one-phonon TRDs. This finding may indicate that the macro-
scopic picture of neutron-skin oscillation, commonly referred to as the Pygmy Dipole
Resonance and historically thought to be the major cause of LEDR in atomic nuclei, is in
fact generated by a few strong single-particle configurations. The latter was suggested
in earlier theoretical studies [47, 48] and the combined results obtained in this thesis
provide the first experimental evidence for this connection between the microscopic
and macroscopic pictures.

While two- and three-phonon contributions are expected to be negligible for the (o, o)
reaction, the limitation to one-phonon TRDs may obscure the interpretation of the full
QPM wave functions. Deeper insight into the complexity of the LEDR will only be
gained once a theoretical formalism is available that determines physical cross sections
based on the full QPM input.

The QPM model space is unlikely to be increased in the near future, as the math-
ematical limitation arises from the high level density and overlapping level energies
instead of computational power [131]. However, the reproduction of general nuclear-
structure features in '*°Sn, as investigated in this thesis, is striking and the level of frag-
mentation is satisfactory. A systematic investigation of the single-particle character of
QPM states throughout the Sn isotopic chain and over a wider mass region is advis-
able. Two (d,py) experiments investigating the LEDR of '¢8Sn were performed with
SONIC-V3@HORUS and are currently being analyzed [132]. They will complete the sys-
tematics in the Sn chain for nuclei accessible via (d, p) reactions on stable targets. The
placement of relevant single-particle energies may vastly differ in lighter nuclei and
measurements on, e.g., *Ca, Ti, and ¢'Ni will help to understand the overall behav-
ior. Additionally, a ?’Pb(d, py) measurement could complement the recent 2’Pb(d, p)
study without v-ray detection [122]. Future experiments may also profit from a con-
ventional magnetic-spectrometer setup using the Super-Enge Split-Pole Spectrograph
available at Florida State University, which is currently being extended by an array of
high-efficiency CeBr; detectors for coincident particle and ~-ray detection [133].

The importance of the 3p, » neutron orbital, which was accessed in 98n(d, py), for semi-
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direct neutron capture in the N = 82 region has been pointed out in Ref. [134]. In
fact, the demanded theoretical prediction of excitations in unstable neutron-rich nuclei
based on this orbital might be satisfied by EDF+QPM calculations in the future. The
aforementioned systematic studies on single-particle energies using SONIC@HORUS
will provide a test of the robustness of QPM predictions in stable nuclei and, thus, help
to extrapolate the behavior to nuclei away from the valley of stability and relevant for

the r process.

Complementary information on other single-particle configurations might be obtained
by studying (p, dy) neutron pick-up reaction, probing the neutron-hole content of ex-
cited states. A '"Sn(p, dv)"8Sn experiment using the BaGeL and K600 spectrometers at
iThemba Labs in Capetown, South Africa, has been proposed and was accepted by PAC
recently. The corresponding reaction theory is currently under development [135] and

a comparison to the aforementioned ''Sn(d, py)''®Sn data is desired.

A comparison of the ground-state decays observed in *Sn(p, p’y) at energies compara-
ble to the 19Sn(d, py) experiments presented here might yield additional information of
the structural evolution in '°Sn. A corresponding data set has recently been analyzed
within the Oslo method [136], but the direct ground-state decay strength is obtainable

from the data as well.

Further confirmation of the (d, p) reaction theory at the used energies and detection an-
gles is necessary. The upcoming >'¥Sn(d, py) data sets were taken triggerless and will,
thus, allow to quantitatively benchmark the QPM+Reaction calculations by extracting
absolute excitation cross sections via a normalization measurement performed with the
target chamber for nuclear astrophysics. Reaction theory already predicts angular dis-
tributions for reaction ejecta, but the experiment presented here only detected protons
at roughly one angle relative to the beam. Proton angular distributions over a wider
angle range and coincident ~-ray detection will help to support theoretical predictions
and may even allow to disentangle specific configurations from each other. However,
a dedicated detection chamber would have to be built exploiting the symmetries of the
HORUS setup and allowing to sample the proton angular distributions on several sen-
sitive angles, also forward of 90°. Alternatively, a combination of y-ray detectors and
the flexible scattering chamber already existing at the 10 MV FN-Tandem accelerator
laboratory of the University of Cologne is possible. In both scenarios, especially the
light nuclei mentioned above seem reasonable candidates, as the strength is collected in
fewer states, increasing statistics per transition and possibly allowing the use of LaBr
scintillation detectors, depending on level density. The latter would not suffer from

neutron damage and less from count-rate effects. Thus, satisfying coincidence statistics
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at each proton detection angle might be acquired within reasonable experiment times,
especially thanks to the highly reduced dead time of the data acquisition system pre-
sented in Chapter 6.
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Part 11

Digital Signal Processing for Nuclear

Physics Experiments

6 NuDAQ - A High-Resolution and Low-Dead-Time Data
Acquisition System

Fully digital data acquisition systems (DAQs) have become state-of-the-art over the last
decade. While some setups still use existing analog electronics, the advantages of digital
DAQs in terms of available channel number, dead time, flexibility, and processing speed
are evident. Within this thesis, a new DAQ system was planned and commissioned for
all nuclear physics experiments performed at the 10 MV FN-Tandem accelerator labora-
tory of the University of Cologne (UoC). It was the aim to build a system that satisfies
the needs of any experimental application, is highly flexible, and easy to use for the
experimentalist. The system is built around three types of commercially available mod-
ules built by CAEN S.p.A. and the corresponding acquisition software CoMPASS. One
of the modules was developed specifically based on the demands posed within this
thesis and excels at high-resolution ~-ray spectroscopy using High-Purity-Germanium
(HPGe) detectors. A centralized server station was set up in the laboratory which al-
lows permanent access to DAQ servers and is connected to each setup via fibre-channel
cables. See Appendix C.1 for an overview of relevant connections in the laboratory.
Since commissioning in early 2020, a number of experiments have utilized the system
[95, 137-140] and first publications on data taken with it are in preparation or have been
submitted [141, 142] at the time of writing this thesis. The following chapter introduces
the system and presents the conducted performance tests.

6.1 Overview

The NuDAQ system is composed of several VX1730 and V1782 digitizers and one V2495
logic module built in the VME-format by CAEN S.p.A . Two firmware versions are avail-
able which allow to process typical preamplifier-shaped signals and to directly sample
fast signals from, e.g., scintillation detectors or multi-channel-plates (MCPs). The DPP-
PHA firmware is intended for pulse height analysis of preamplifier signals and is sup-
ported by both VX1730 and V1782 digitizers. The DPP-PSD firmware allows to integrate
fast signals over two user-selectable time regions and perform pulse shape discrimina-
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tion based on these two integrals. Especially interesting is the digital Constant-Fraction-
Discriminator (CFD) implemented in the DPP-PSD firmware which gives a finer time
information than the sampling frequency (see Fig. 50). The DPP-PSD firmware is only
supported by the VX1730 digitizer. Lastly, the V2495 is a user programmable logic unit
housing an Altera Cyclone V Field-Programmable-Gate-Array (FPGA). It is equipped
with high-density input and output cards and allows to process up to 192 logic signals
simultaneously in real-time. A dedicated firmware was developed within this thesis
which enables an online data reduction based on multiplicity filtering, handles individ-

ual per-channel vetos, and is configurable via USB.

To give an overview of performance demands, the experimental setups currently avail-
able at the UoC 10 MV FN-Tandem accelerator laboratory are introduced in the follow-
ing. Typical nuclear-physics experiments performed at UoC utilize solid-state, scintilla-
tion, or gas detectors for v-ray and particle detection with signals shaped by dedicated
preamplifiers. The three permanent nuclear-physics experimental setups are the Plunger
setup, the Orange spectrometer, and the HORUS spectrometer. The Plunger setup con-
sists of eleven HPGe detectors centered around the Cologne-Plunger device [143] and is
used for nuclear level-lifetime determination via the Doppler-shift of 7-rays being emit-
ted in flight. If the reaction allows, additional solar-cell particle detectors are mounted
inside the Plunger to provide particle-trigger. An upgraded setup with 24 HPGe de-
tectors is currently being built [144]. The Orange spectrometer allows to directly mea-
sure internal-conversion coefficients by detecting conversion electrons together with the
competing v decay [145, 146]. HPGe solid-state or LaBr scintillation detectors are used
in this setup. The HORUS spectrometer consists of 14 HPGe detectors, six of which are
equipped with active Anti-Compton BGO detectors [147, 148]. For a direct measure-
ment of nuclear level-lifetimes in fast-timing experiments, the six HPGe detectors inside
BGO shields are replaced with LaBr detectors and additional LaBr detectors are placed
inside HORUS where space allows [149]. For particle-y coincidence spectroscopy, HO-
RUS is often combined with the Sonic chamber housing 12 Silicon detectors or 24 de-
tectors coupled to 12 telescopes in the AE — E configuration [89]. The v-ray energies
of interest range from below 3 MeV for lifetime measurements up to approx. 18 MeV
for nuclear astrophysics experiments. Additionally, a dedicated gas-ionization-detector
with several preamplified anode signals and fast time-of-flight detectors using MCPs
for signal generation are available at the Accelerator-Mass-Spectroscopy setup. With
the constant modernization of setups, the number of active detectors for an experiment
has reached up to 40 channels and will increase further in the future. For effective ex-
perimental campaigns, a DAQ system has to be capable of processing this number of
channels simultaneously while maintaining high throughput and the best possible time
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and energy resolution.

Two major caveats of the predecessor sytem built around the XIA DGF-4C Rev. F dig-
itizers are ADC non-linearities and a high dead time caused by consecutive readout.
Differential non-linearities were discussed in Refs. [81, 91] and cause severe peak dis-
tortion and unsteady energy calibration. The V1782 digitizers were specifically pur-
chased to eradicate this issue and the linearity of the utilized Analog-Digital-Converter
(ADC) is discussed in Section 6.5. The CAMAC standard used by the XIA system forces
a consecutive read-out of the whole system, during which no new hits can be processed,
whenever one module signals a full buffer. With the number of detector channels cur-
rently required, this may easily cause dead times in excess of 50 %, independent of the
dead time induced by pile-up. Thanks to the modern and independent fibre-channel
connection of each digitizer in the new system, this effect is virtually negligible, as will

be shown in Section 6.8.

In contrast to the XIA system, the new VX1730 digitizers allow direct processing of fast
signals from, e.g., MCPs or scintillation detectors using photomultiplier tubes (PMTs),
without analog signal shaping. The precise time resolution of the digital CFD imple-
mented in the DPP-PSD firmware is currently under investigation, but was reported to
be comparable to the traditional approach using Time-to-Amplitude-Converters (TACs)
[150]. Thus, the established complex signal chain for fast-timing experiments [151] can
be drastically simplified and higher statistics can be obtained. However, a traditional
configuration with TACs being sampled by the V1782 digitizers is still possible and was
found to result in a comparable time resolution [150].

While the drawbacks of the DGF-4C modules are mostly related to the technology stan-
dard available at the time of development [84], the digitizers had two features useful in
experiments with HPGe detectors. First, each channel had a dedicated veto input which
could be fed, e.g., by logic signals from BGO detectors. The logic state on the veto input
could be used to dismiss detector signals online, or stored as a flag in the raw data for
offline vetoing. Secondly, each detector input had a software-selectable electronic coarse
gain and a fine gain adjustment was done in firmware. This feature made the system
very flexible and allowed it to be used for 7 spectroscopy experiments with energies
ranging between 3 MeV and 18 MeV without adjusting preamplifiers. The newly com-
missioned V1782 digitizer features the same flexible input and allows to dismiss hits

online via external veto signals for each detector input.

The two kinds of digitizers available with NuDAQ are presented in Section 6.2 with the
corresponding firmware version being introduced in Section 6.4. An overview of the ac-

quisition software CoMPASS and the established data flow from raw data to final anal-
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ysis is presented in Section 6.3. Several linearity and resolution tests were conducted in
order to quantify performance of the new system and results are shown in Section 6.5.
The implemented logic for direct vetoing and the online multiplicity-filter are explained
in Section 6.6 and Section 6.7, respectively. An estimation of pile-up related dead time
per detector is discussed in Section 6.8, while Section 6.9 gives a direct comparison of
the read-out related dead time between the XIA and CAEN systems. Finally, Section
6.10 summarizes the development and performance of NuDAQ and discusses future

improvements.

6.2 Digitizers and Logic Module

A front view of the VX1730 and V1782 digitizers together with the V2495 logic unit is
shown in Fig. 45. The modules meet the VME standard format, which allows commu-
nication between different modules via the backplane connectors. However, in the case
of NuDAQ), the VME backplane is only used as a power source. All necessary connec-
tions are accessible from the front and communication takes place via fibre channel for
the digitizers or via USB for the logic unit. Both digitizer types share a similar front
panel design shown in Fig. 46, except for detector inputs. Clocks are synchronized via
a Phase-Locked-Loop (PLL) which is forwarded from a chosen clock-master module
throughout the chain of modules via the front CLK Out and CLK In connectors. A clock
signal of 50 MHz or 62.5MHz is generated on each CLK Out connector, depending on
the reference frequency needed by the next module in the chain. While all clocks are
always synchronized, the internal timestamp counters have to be reset simultaneously
at the beginning of a measurement run. This start signal ensures synchronized times-
tamps between modules and is propagated from the clock master module through the
chain via the dedicated Trig Out and Trig In connectors. Communication with acquisi-
tion software and data readout is done via the CONET protocol through fibre-channel
connectors at the front. The CONET protocol allows chaining of up to eight modules per
connection to the host PC and a bandwidth of 80 MB/s is available per link. Digitizers
store data in an onboard ring buffer, which is continuously read out without interrupt-
ing acquisition. This allows for sufficient data throughput for typical experiments via
just one fibre-cable which is chained through the up to eight digitizers. During all ex-
periments performed with the system so far, the total data rate rarely exceeded 20 MB/s.
The clock, Trig-In/Trig-Out, and fibre chains are independent from each other, but con-
vention was made that the left most module in a crate is always chosen as the reference
or master module for all three cases. The internal clock source switch has to be set ac-
cordingly in each module, see Fig. 45. Status LEDs on the front indicate that clock and

tibre chain are properly set up.
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V2495 VX1730

V1782 internals

Figure 45: Front view of logic module and both digitizers (left three). Side view of
V1782 internals (right most) with marked clock-source selector switch in the center and
attenuation jumpers close to each BNC input. Figures adopted from Refs. [152-154].

Each digitizer offers a General-Purpuse-Input-Output front connector (GPIO) which can
be used for special applications. Its behavior depends on the loaded firmware and the
selected firmware settings. In any case, communication takes place via the Low-Voltage-
Differential-Signaling standard (LVDS) on the 34-pin flat-cable connector. Two pins pro-
vide a grounded connection and 16 differential pairs are available for communication
and can be grouped into input or output banks of four pairs each. With NuDAQ, this
connector is used to either receive veto signals directly from BGO detectors or to send
trigger requests to the multiplicity unit and receive trigger acknowledgements from it.
In the latter case, the multiplicity module also handles veto signals.

The V1782 digitizer supports the DPP-PHA firmware (see Sec. 6.4) and offers eight
single-ended BNC inputs for detector signals which are sampled via 16 bit 100 MHz
ADCs (Linear Technologies LTC2208-16). The internal reference clock has a frequency
of 50MHz and the LVDS connecter can be used for direct veto input per channel or
as a split trigger-request output and trigger-acknowledgement input. In both cases,
channels acquire data independently, unless specified via firmware settings. Each de-
tector input has an input impedance of 1k() and a software-selectable electronic gain
in four steps. Additionally, an attenuation factor of 5 can be enabled via an internal

jumper on the digitizer circuit board. The combination allows input voltage ranges of
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BNC Detector Inputs

Figure 46: V1782 front connectors. The VX1730 shares the same inputs but has 16 MCX
detector inputs. Figure adopted from Ref. [153].

0.125/0.25/0.5/1V and 0.625/1.25/2.5/5V, respectively. The latter option offers suffi-
cient flexibility via the software-selectable gain for all typical experiments performed at
UoC and the hardware jumpers do not have to be altered between experiments. The
V1782 was recently developed by CAEN based on the demands presented in this the-
sis and further details on the module can be found in Ref. [153]. As will be shown in
Section 6.5, it delivers optimum resolution for HPGe detector signals and is, thus, the
preferred choice for y-ray spectroscopy with HPGe detectors.

For all other applications the VX1730 digitizer with 16 MCX detector inputs and 14 bit
500MHz ADCs (Intersil ISLA214P50) is used. It supports the DPP-PHA and DPP-PSD
firmware versions for both fast and shaped detector signals. The internal reference
clock has a frequency of 62.5MHz and all inputs have an impedance of 1k(). It offers
two software-selectable input ranges of 0.5V and 2V and has no internal attenuation
jumpers. All 16 channels can acquire data independently, but two neighbouring chan-
nels share internal trigger logic. Thus, a coupled acquisition of, e.g., telescope detectors
can easily be realized with the corresponding firmware settings. The LVDS connector
offers the same 16 signals as the V1782. In order to have the channels acquire data in-
dependently and make use of the multiplicity filter, only every second input (8/16) is
used. In this case, the upper eight LVDS signal pairs emit the trigger-request signal
for each of the eight connected detectors and the lower LVDS pairs receive trigger-
acknowledgement signals. A more detailed overview of the module can be found in
Ref. [152]

The V2495 logic unit offers six 68-pin high-density connectors with three serving as in-
put and three as output. Each 68-pin LVDS connector can handle 32 LVDS logic signals

and special cables were manufactured in order to split up the standard 34-pin flat ca-
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bles and merge them into the corresponding 68-pin connector. The onboard FPGA is
used to implement clocked logic with the system clock of 50 MHz as reference. It can
be programmed directly with synthesized VHDL code, or via the graphical software
SciCompiler [155] available from CAEN S.p.A. The latter allows to easily configure real-
time logic in a visual design suite and automatically generate VHDL code specifically
for the V2495. It was used to implement the multiplicity-filter firmware presented in
Section 6.7.

6.3 CoMPASS Acquisition Software and Data Flow

The CAEN Multi-PArameter Spectroscopy Software (CoMPASS) represents the main
interface for an experimentalist to work with NuDAQ. It manages the set-up of digi-
tizer types and visualizes live detector signals and spectra to help optimizing param-
eters, starts and stops measurement runs, and stores statistics information after a run
has properly been stopped. Being actively developed under Linux, frequent updates
and improvements are currently available and no additional workload due to software
maintenance or development arrises. CoMPASS runs on the centralized acquisition

serves and connects to digitizers at each experimental setup via fibre-channel.

CoMPASS fills energy and, if desired, time-difference spectra with live data when acqui-
sition is running and listmode data are stored to file either in either one continuous file,
several files of a configurable maximum size, or in one file per digitizer channel. Exper-
imental monitoring can be performed with periodic spectra which are filled and written
to disk, e.g., every 10 minutes. These spectra can be investigated from within CoMPASS
or with the spectrum analysis software of choice, such as the in-house developed tool
hdtv [156]. While CoOMPASS allows to apply so-called user-selections, i.e., software coin-
cidence conditions, it is only used to record data and analysis is done near-line or offline

in order to keep the computational load on acquisition servers low.

Several options are available to store digitizer data for offline analysis and three levels
of detail can be chosen. RAW data contain all valid hits, pile-up and saturation events,
statistics information, and special fake-events informing the acquisition software, e.g.,
about an internal counter roll-over. The UNFILTERED data contain only valid hits with-
out additional information and FILTERED data contain only hits which have passed the
software selections applied in CoMPASS, if desired. The RAW data should be chosen
in any case to conserve as much information as possible. In all three cases, stored data
will be referred to as raw data in the following, unless specified otherwise. These raw
data can be stored in comma-separated-text files, in a proprietary binary format, or in
a ROOT tree. The latter option uses a data format inherited from the ROOT frame-
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Raw Data binary listmode files ROOT-tree listmode files
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Figure 47: NuDAQ data flow chart from acquisition to analysis. Raw data taken with
CoMPASS are stored in binary format or ROOT-tree files. Both socov2 [158] and nd-
buildevents [157] can be used to build events and store them in the socov2 event-file for-
mat. Alternatively, events can be stored in another ROOT-tree file by nd-buildevents or
converted via soco2root [159]. The general event structure is identical in both cases. Final
analysis, e.g., filling of coincidence spectra and matrices, can be done with either socov2
or psonar [78].

work and makes access to listmode data straightforward. Within this thesis, the stan-
dalone event-building software nd-buildevents was developed [157] which makes use of
the ROOT file format and allows built events to be stored either in another ROOT tree
or in a binary data format which is compliant with the in-house developed analysis
software socov2 [158]. Recently, the binary CoMPASS data format was also integrated
into the event-building stage of socov2 [150]. Both socov2 and nd-buildevents are actively
maintained and developed at the time of writing this thesis and follow slightly different
approaches to event-building. However, the minute differences are beyond the scope
of this thesis and should be taken from corresponding documentation found in Refs.
[78, 157, 158].

An overview of the workflow from raw data to analyzed spectra is depicted in Fig.
47. Tt explains how data taken with NuDAQ can be sorted and timestamp-matched by
both socov2 and nd-buildevents. Files containing built events can be converted in either
direction to make use of both analysis softwares socov2 and psonar. The latter was de-
veloped within this thesis specifically for the analysis of SONIC@HORUS experiments
[78]. Both tools allow to apply complex conditions to built events and fill spectra or

matrices depending on the desired application.



6.4 Available Firmware Versions 85

6.4 Available Firmware Versions

6.4.1 DPP-PHA Firmware

Both digitizers support the Digital-Pulse-Processing firmware for Pulse-Height-Analysis
(DPP-PHA). It is intended for use with typical preamplifier signals with short rise times
in the order of 100ns and an exponential decay with a decay constant in the order
of 10-100ps. Figure 48 illustrates how the preamplifier signal is transformed into a
trapezoidal shape. The incoming signal is integrated over two time windows of equal
length Ty, which are separated by Tri70p. The difference of the two integrals is con-
stantly calculated and forms the running filter sum. Typical values are T;;. = 51s and
Triarep = 1ps. Additionally, the algorithm corrects for the exponential decay of the
incoming signal which ensures the trapezoid is flat and enables a precise energy de-
termination independent of rate effects. The exponential decay constant 7 is a crucial
parameter for optimum resolution and is in the order of 50 ps for the HPGe detector
preamplifiers used in-house. While a flat trapezoid indicates a roughly correct 7 val-
ues, fine tuning is typically done by inspecting spectral energy resolution. In a second
step, the continuously calculated filter sum is averaged over a region before the rising
edge and a region on the flat top of the trapezoid. The length of the first region B L,

determines how many filter samples are averaged to give the baseline information, and

Decay Time
/
Preamp Signal

Tpeak | Ns
' BLye
Trapezoid —
| |
TRise TFlatTop TRise

00 short /\
£ 100 long /\/

Figure 48: DPP-PHA firmware trapezoid filter (black) generated by integrating pream-
plifier input signal (blue). Several filter parameters are visualized and the time scale
spans several ps. For further details see text. Figure adopted from [160].
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the value Ng gives the number of samples to be used for pulse height determination.
The second window can be delayed and moved along the flat top via the so-called
peaking time (Tp.q). This ensures the Ng region is not affected by ballistic deficit or
rise-time effects of the detector signal, which may distort the beginning of the flat top.
The difference of both integrals gives the final pulse height, or energy value.

Triggering is done via an RC—CR? filter, in which the input signal is integrated once
(RC) and differentiated twice (CR?). It suffers less from pulse-height effects compared
to a leading-edge trigger. The trigger is armed when the RC—CR? filter exceeds its
threshold and released on the following zero-crossing. It takes the input rise time IRT as
a parameter and crosses zero 1.5- IRT after the signal started to rise. For HPGe detectors
used in-house, this rise time is about /RT = 100 -120 ns, depending on detector size. A
timestamp is stored which is equal to the clock cycle number at the zero crossing and
is resolved in 10 ns with the V1782 digitizer or 2 ns with the VX1730 digitizer. A hit has
been successfully processed by the trapezoid filter at the flat-top end and an additional
hold-off time T can be set before new triggers are accepted. This minimum time

between two triggers amounts to 7T}, = Trise + Triatrop + THoO-

Figure 49 displays how the time difference between to trigger signals Ay = Ty — T} is
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Figure 49: DPP-PHA firmware pile-up handling. Input signal (blue), RC—CR? filter
(yellow) and trapezoid filter (black) for four scenarios. (a) Two hits are well separated in
time, both are processed correctly. (b) Second hit closely follows the first one, but does
not affect the first trapezoid. Both hits are triggered, energy information is only valid
for the first hit. Second hit is marked as pile-up. (c) Both hits are triggered separately,
but neither trapezoid information is valid. Both hits are marked as pile-up. (d) Two hits
are so close in time that the RC—CR? filter cannot distinguish them. They are processed
as one hit with a distorted trapezoid information. Figure adopted from [160].
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used to identify and tag pile-up. The four panels correspond to the following scenarios:

a) Ar > Thrise + Triatrop + To = Trun — Both hits are processed properly

b) Trise + Triarrop < A1 < Ty — First hit valid, second is identified as pile-up

c) 1.5 IRT < Ar < Trise + Triatrop — Both hits are triggered, but unvalid / pile-up
d) Ay < 1.5-IRT - Both hits are processed as one with distorted energy information

All mentioned parameters may be optimized depending on the input count rate, desired
resolution, and general signal quality. However, it is beyond the scope of this thesis to
give a general guideline on how to set filter parameters. Further information can be
found in Refs. [153, 160].

6.4.2 DPP-PSD Firmware

The fast VX1730 digitizer supports the Digital-Pulse-Processing firmware for Pulse-Shape-
Discrimination (DPP-PSD). It is intended for fast charge signals from, e.g., photomulti-
pliers and makes use of the fast sampling frequency of 500 MHz. Figure 50 explains
how information are obtained in this firmware. The incoming signal is triggered via a
Constant-Fraction-Discriminator (CFD) and is integrated over two windows of length
ShortGate and LongGate. Since the trigger is released slightly after the input rising edge, a
part of the sampled signal is stored and the integration windows start at a time PreGate
before trigger release. A simple pulse shape discrimination can be performed in the
recorded data based on the ratio of the integrated values. For the experiments per-
formed at UoC, however, this feature is typically not necessary and only the LongGate
window is used for total energy determination. Similar to the DPP-PHA firmware, a
trigger hold-off time can be set which extends beyond the longer integration window
and pile-up is handled accordingly. However, the integration times are in the order of
a few 100ns, e.g., for LaBr detectors, and pile-up occurs much less compared to the

slower DPP-PHA trapezoid filter at a given count rate.

Thanks to the digital CFD, the time information stored is much finer than the clock cycle
length of 2ns. The CFD zero crossing is interpolated between two adjacent samples,
see the right panel of Fig. 50, and a timestamp is stored in units of 2 ps for the case
of the VX1730 digitizer. However, the effective time resolution, i.e., the prompt time
resolution, is certainly larger and is currently being investigated [150]. Further details
on the DPP-PSD firmware can be found in Refs. [152, 160].

6.5 ADC Linearity and Energy Resolution

One major drawback of the established XIA system was the non-linearity of the ADC
used for signal sampling. With this issue in mind, careful attention was put on the spec-
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Figure 50: Left: Working principle of DPP-PSD firmware. Trigger is armed when CFD
crosses threshold and released when consecutive zero-crossing is detected. Fast detec-
tor signals are integrated over ShortGate and LongGate intervals, starting at time Pre-
Gate before trigger release. The ratio of both integrals can be used for pulse-shape-
discrimination. Further triggering is inhibited while Holdoff is high. Time scale spans a
few hundred ns. Right: Interpolation of fine time information at zero-crossing between
two CFD samples S; and S;;;. Figures adopted from Ref. [160].

tral linearity and rate-independent resolution of the new system from the beginning.
One way to quantify ADC non-linearity is to take spectra of small artificial pulses with
identical height and scan the DC offset, a constant voltage offset which is applied to
the signal before sampling. With a perfectly linear ADC, the peak position in the energy
spectra would be constant, i.e., independent of the DC offset. Any deviation from a cho-
sen reference value indicates a non-linearity in the ADC transfer function and falsely
shifts the determined pulse height to higher or lower values. Since preamplifier sig-
nals have an exponential decay, new signals often occur on the tail of a previous pulse
and, thus, may have different reference baselines. Thereby, signals of identical pulse
height are sampled in different regions of the ADC input range and are sometimes,
but not always, affected by non-linearities. At low count rates this shift causes a step-
function behavior of the energy calibration function [84], while overall peak shape may
be satisfactory. At realistic count rates of 10-30 kcps, though, a severe peak distortion is

observed, hampering the spectral analysis for any type of experiment.

ADC Linearity Calibration

The calibration procedure has been used to calibrate differential non-linearities (DNL)
of the existing XIA system in Ref. [91] and a more detailed explanation can be found

therein. The observed shifts are quantified in units of channels or least-significant-bit
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Figure 51: VX1730 digitizer ADC linearity scan as described in Ref. [91]. A maximum
deviation of 3 LSB is observed. For further details see text.

(LSB) and reached up to 10 LSB in the DGF-4C modules [91]. Depending on the chosen
input range in V, this corresponds to a certain energy shift in keV. For experiments
with an expected maximum ~-ray energy of 12MeV, the input range is typically set to
approx. 16 MeV, accounting for enough overhead. Both the XIA and CAEN firmwares
store energies as 14 bit integer values, which means that the maximum energy would
correspond to 2'*Ch = 16384 Ch. In this scenario, one LSB would correspond to ap-
prox. 1keV and a shift of 10LSB would cause an energy shift of 10keV in the final
spectra.

Figure 51 presents DNL calibration results for the VX1730 ADC. The input range was
set to 2V and artificial pulses of approx. 20mV pulse height were used to measure
ADC linearity depending on the added DC offset between 0-100 % of 2V. As can be
seen, several shifts of up to 3 LSB occurr, together with dozens of smaller deviations of
approx. 1.5LSB in between. This behavior was found consistently throughout all tested
digitizer input channels. While the maximum shift of 3LSB is an improvement over
the values obtained for the DGF-4C ADCs, it would still cause peak distortion at high
energy ranges. Since the input range is not fine-adjustable, the 2V range would have to
be used for any experiment with expected y-ray energies above 6-8 MeV, depending on
the HPGe detector gain, representing an input range of approx. 20-25MeV. Thus, a shift
of 3LSB would cause an energy shift of 25MeV/2'* - 3 = 4.5keV. As a result, NuDAQ
uses the VX1730 for all preamplifier signals except HPGe detectors, as an optimum

energy resolution is of prime interest there.

Since the VX1730 offers little flexibility and sub-optimal resolution for HPGe detectors,
a request to the manufacturer CAEN S.p.A. was made within the scope of this thesis

to combine features from two different digitizer modules and develop a module per-



90 6.5 ADC Linearity and Energy Resolution

T T T T T T L D prerrrTeeT prerTTTTTT L L
1702 b V1782 ADC 5V Input Range 1702 | V1782 ADC 5V Input Range |
= Coarse Scan = Fine Scan
S S
.5 170 - .5 170 7
2 2
~ L 4
T 169.8 i 169.8
3 8
~ A~
169.6 - T 169.6 - .
1 1 1 1 1 1 I N FE A | TR | FEEETETE | TR | TR
10 20 30 40 50 60 70 80 90 45 46 47 48 49 50
DC Offset [%] DC Offset [%]

Figure 52: V1782 digitizer ADC linearity scan in coarse (left panel) and fine (right panel)
steps, as described in Ref. [91]. A maximum deviation of only 0.3LSB is found. For
further details see text.

fectly suited for flexible high-resolution +-ray spectroscopy. The desired module should
combine the highly linear ADC used in the CAEN V1724 14 bit@100 MHz VME-format
digitizer with the flexible input ranges available in the CAEN N6781 NIM-format Multi-
Channel-Analyzer. Both modules have been tested within this thesis and the combina-
tion of their features was enticing. A prototype was delivered and tested in April 2019
and the first two V1782 production modules arrived in January 2020. The intended
14 bit ADC of the prototype was replaced by a 16 bit ADC, promising an even higher
degree of linearity.

The DNL calibration procedure was also performed with a V1782 digitizer and results
are shown in Fig. 52. Since the new module was not fully supported by automatic test
scripts in the beginning, the DC offset scan was done by hand in coarse and fine steps.
The results show a maximum shift of only 0.3 LSB at the highest possible input range
of 5V, which was consistently observed in all tested digitizer channels. At realistic
experimental conditions, an input range of, e.g., 1.25V would be chosen, for a dynamic
range of approx. 12.5MeV. The low DNL value of 0.3 LSB then corresponds to an energy
shift of approx. 0.2keV, which is negligible for such high range scenarios. In Doppler-
Shift-Attenuation experiments, the dynamic range is typically set lower, and the effect
of DNL is below 0.1 keV, owing to the high linearity of the employed ADC.
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Energy Resolution Tests

The effect of DNL on energy resolution in y-ray spectroscopy measurements is depicted
in Figures 53 and 54 for the XIA DGF-4C modules and the CAEN V1782 digitizers,
respectively. Several HPGe energy spectra were taken with both systems and a standard
226Ra calibration source at count rates between 2-85 kcps. For each count rate, spectra
were taken with three different input ranges, corresponding to typical applications. In
each case, resolution in terms of the full width at half maximum (FWHM) and shape of

the 609 keV peak were investigated.

The measurement shows that satisfying resolution can be obtained with the DGF-4C
modules at the smallest dynamic range of E,,x = 4.5MeV. Here, the DNL shift still
amounts to up to 10LSB, but corresponds to very low energy shifts in terms of keV.
As can be expected for any acquisition system, FWHM increases with increasing count
rates. For the other two dynamic ranges, however, peak distortion occurs already at
Emax = 13MeV and 11 kcps and is severe at all count rates with E, ., = 26 MeV.

The V1782 digitizer exceeds this performance by far and produces symmetric Gaussian

peak shapes at all energy ranges and count rates. In a resolution sensitive scenario,
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Figure 53: XIA DGF-4C Rev. F energy resolution scan. The 609 keV peak of **Ra was
investigated at different count rates and dynamic ranges. Spectra have been shifted
and normalized in height for visualization and FHWM is given for each peak. Overall
deterioration of FWHM is observed with increasing count rate, as expected. Peak dis-

tortion sets in already at a dynamic range of E,,.x = 13MeV and is most pronounced at
Epnax = 26 MeV
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Figure 54: CAEN V1782 energy resolution scan. The 609keV peak of **Ra was in-
vestigated at different count rates and dynamic ranges. Spectra have been shifted and
normalized in height for visualization and FWHM is given for each peak. Strikingly,
a symmetric Gaussian peak shape is preserved even at E,,x = 26 MeV. An expected
increase of FWHM with increasing count rate is observed, but resolution remains satis-
factory even at the highest count rate of 85 kcps.

where lower count rates and low dynamic ranges are typically employed, the FWHM
is equal to the reference value obtainable with analog electronics, i.e., around 1.7 keV.
However, even at unreasonably high rates of 85 kcps and E,,,x = 26 MeV, the FWHM of
the symmetric peak is still only 3.07 keV.

It can be concluded that differential non-linearities are still measureable in the V1782
digitizer, but their effect is negligible for any practical application in the laboratory. The
module enables truly high-resolution spectroscopy with HPGe detectors in combination
with a high flexibility and modern technology standards.

6.6 Direct Veto Handling

Both DPP firmware versions allow to enable a trigger validation window, in which an in-
coming detector signal can be either vetoed or acknowledged. In the case of a HPGe
detector which is shielded by a BGO detector, individual vetos can be handled by dig-
itizers directly and the internal logic is set up in a way that incoming signals are dis-
missed when an active veto signal arrives during the validation window. Logic BGO

veto signals are then fed to each digitizer directly via the LVDS front connector on the
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corresponding signal lane. A schematic overview of signal timing is given in the left
panel of Fig. 55. BGO detectors have a faster response time compared to HPGe detec-
tors and the trigger validation window is opened only after the HPGe trigger has been
released. Thus, BGO signals have to be delayed slightly in order to arrive inside the
trigger validation window. The validation window length has to be set long enough
to account for the time jitter between HPGe and BGO signals, which is in the order of
500ns.

The right panel of Fig. 55 shows the inverted case, where the logic BGO signal is used
to inhibit the trigger validation window, i.e., the trigger request within the V2495 logic
module. Here, the veto signal has to be high on the rising edge of the trigger validation
window and the veto length has to be set according to the time jitter between HPGe and
BGO signals. This solution is discussed in more detail in the next section.

HPGe Signal [ [
HPGe Trigger Nl Il
Validation Window [ 1 [ ]
Jitter Jitter
BGO Shaped Veto | ||| [ 1
BGO Logic Signal I Il
Direct Veto Veto Inhibit

Figure 55: Left: Signal timing for direct vetoing. Trigger validation window is opened at
the HPGe trigger release, during which incoming signals are dismissed when a rising
edge of the BGO signal veto is detected on the corresponding LVDS input. Validation
window length has to be set according to time jitter and logic BGO signals are delayed
accordingly. Right: Timing for veto trigger-inhibition via the V2495 multiplicity filter.
BGO logic signals are not delayed but have to be stretched according to time jitter. A
high veto signal inhibits the trigger request inside the V2495 logic module, which is of
equal length as the validation window.

Performance of the direct veto handling was tested with a BGO-shielded HPGe detector
and a standard '¥Cs source, which emits v-rays of only one energy at 661keV. Spec-
tra were taken for 60 s with and without active veto and the areas of full-energy-peak
and Compton-continuum were integrated. Both spectra can be seen in Fig. 56. With
correct timing settings, the FEP area is conserved, while the Compton-continuum is
suppressed by over 50 %. Most of the remaining Compton-background is found around
the Compton-edge, which represents a scattering of y-rays around 180°. In this case, the
scattered y-ray does not pass the BGO shield and the event cannot be vetoed. The exact
amount of suppression depends on the dimensions of both HPGe and BGO detector,

but values of 50 % to 66 % are typical for the configurations used in-house.
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Figure 56: 1¥Cs spectra taken for 60s raw (left panel) and with direct BGO veto ap-
plied (right panel). Full-Energy-Peak (Apgp) and the number of counts in the Compton-
continuum (Acc) are given in both cases. The FEP area is conserved and Compton-
events are reduced by over 50 %. Mostly the Compton-edge remains in the right spec-
trum which cannot be vetoed by a surrounding BGO detector.

6.7 Implementation of a Combined Veto and Multiplicity Filter

With the number of detectors currently available, a large amount of data has to be read
out and written to disk if data are taken without further trigger or coincidence condi-
tion. While the bare throughput was never a problem in the performed test experiments
with NuDAQ, the large amount of disk space needed per experiment and the corre-
spondingly long computation time in offline analysis induce unnecessary overhead for
local IT infrastructure and scientific work. Typical data rates for triggerless experiments
at the in-house laboratory with 10 to 20 detectors are in the order of 1 TB per week, de-
pending on the exact experimental conditions. This amount can be drastically reduced
for coincidence experiments by implementing an online trigger condition that allows
data only to be transferred to the acquisition server when, e.g., at least two detectors
triggered within a certain time window. The XIA system allowed such a multiplic-
ity condition via the so-called mult-out signal, which emitted a logic signal of approx.
35mV height and configurable length whenever a channel triggered. These signals were
added electronically and a simple threshold condition could be used to detect when at
least two detectors triggered, i.e., when the summed mult-out signal was above approx.
70mV. A detailed explanation of this procedure is given in Refs. [84, 161].

A special firmware was developed for the V2495 logic module within this thesis, which
handles trigger requests sent out by each digitizer channel, determines the current mul-
tiplicity level, and emits trigger acknowledgement signals on the corresponding output,

when the desired multiplicity is reached [162]. For this application, digitizer firmwares
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have to be configured to emit the trigger request signal on the front LVDS port, which
is equal to the trigger validation window explained earlier and functions as an online
coincidence window. Hits are only accepted if a trigger acknowledgement signal is re-
turned on the corresponding LVDS input within the trigger validation window. In this
case, the digitizer trigger logic is inverted compared to the direct veto implementation
presented earlier. The specific digitizer firmware settings can be found in Refs. [163-

165] and a sketch of the necessary cable connections is shown in Appendix C.2.

Since all LVDS signal lanes of a digitizer are used for trigger communication, BGO vetos
have to be applied elsewhere and the V2495 handles them by inhibiting trigger request
signals as shown in the right panel of Fig. 55. In the developed firmware, trigger re-
quest signals are sampled at each FPGA clock cycle, i.e., every 20ns, and their state is
forwarded to the internal multiplicity evaluation stage. If a trigger request signal arrives

and the corresponding veto signal is high on the rising edge of the request signal, it is
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Figure 57: Exemplary cases explaining the evaluation of multiplicity in the V2495
firmware. Trigger request inputs are shown on top, internal logic in the middle and
outgoing trigger acknowledgements on the bottom. Veto 1 corresponds to a BGO detec-
tor shielding the HPGe detector on Ch 1. Left: Two HPGe trigger requests overlap and
M > 2 is detected when summed multiplicity > Mult. exceeds threshold (dashed line).
Center: HPGe-LaBr-LaBr triple coincidence. Validation windows for LaBr detectors are
set shorter due to faster response time. Right: BGO veto signal inhibts HPGe trigger
request and required multiplicity is not achieved. None of the requests are acknowl-
edged.
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prevented from contributing to the multiplicity evaluation. Thus, the trigger request is
inhibited in the V2495. While similar to a direct veto, it requires that veto signals arrive
early enough and cover the rising edge of trigger requests. The additional sampling and
inhibition stage introduces a delay of two clock cycles or 40ns. However, this delay is
negligible for typical coincidence window lengths of 1ps in experiments using HPGe
detectors.

Three exemplary cases are depicted in Fig. 57, which explain how the multiplicity con-
dition is evaluated in the V2495 firmware and when trigger acknowledgement signals
are emitted. In the left panel, two HPGe trigger requests arrive at different times, but
their request signals overlap partially. The summed multiplicity value ¥ Mult. exceeds
the required level of M > 2 as soon as the second request arrives, and correspond-
ing trigger acknowledgement signals are emitted as long as the condition is valid. The
center panel shows an example for HPGe-LaBr-LaBr triple-coincidence measurements.
Due to the faster response of LaBr detectors, their trigger validation windows can be set
shorter and a corresponding triple coincidence is detected as all three trigger requests
overlap. Again, trigger acknowledgements are emitted as long as the required M > 3
condition is valid. Lastly, the right panel shows the case of a veto signal present for one
HPGe detector and a required multiplicity of M > 2. Since the veto signal covers the
rising edge of the first HPGe trigger request, it is inhibited and does not contribute to
the multiplicity condition. In this case no trigger acknowledgements are emitted and
no hits are stored. Under any circumstance, trigger acknowledgement signals are only
emitted to channels which have a valid trigger request state, i.e., it is neither zero nor
inhibited. This ensures only relevant and valid hits are being stored. Should, however,
a third trigger request arrive while two signals are already overlapping and M > 2 is
required, it will receive a trigger acknowledgement, albeit slightly later than the oth-
ers. Thus, no possible coincidences are omitted and the information in the background

window is conserved in the offline analysis.

The V2495 firmware is configured via USB and all input and output banks can be ac-
tivated or deactivated. Additionally, the rates of all trigger inputs, veto inputs, trigger
outputs, and the overall multiplicity rate are reported via USB. The latter can be a use-
ful tool for monitoring an experiment. A multiplicity trigger signal is emitted on a front
LEMO connector of the V2495, which allows to monitor the evaluated multiplicity rate
on an oscilloscope. For ease of operation, a multiplicity of M > 1 can be set, which
makes the system acquire data triggerless while still handling veto signals in the V2945.

The effect of applying an online M > 2 coincidence condition is depicted in Fig. 58. A
measurement was performed with the HORUS spectrometer containing 14 HPGe detec-
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Figure 58: Time-difference spectra between two HPGe hits and data reduction via the
V2495 multiplicity filter. Left: Size of singles data taken with a ?*Ra source and 14 HPGe
detectors over 600's is 410 MB. The prompt peak contains 5.14 - 10° M = 2 events. Right:
With a coincidence window of 1us and M > 2 selected, file size is reduced to 109 MB
while the number of prompt coincidences is conserved. Note how the flat background
of random coincidences steeply drops after +1 ps.

tors and a *°Ra v-ray source. Data were taken for 600 s with the multiplicity condition
setto M > 1 and M > 2, respectively, and the trigger validation window was set to 1 ps.
The time difference spectra between any combination of two HPGe detectors show the
expected prompt peak on top of a flat random background. In the M > 1 case 410 MB
of data were recorded containing 5.14 - 10° M = 2 coincidence events. By applying
the M > 2 condition, only 109 MB of disk space were used which contained the same
amount of M = 2 coincidences. The filtered time spectrum still contains enough back-
ground for an offline subtraction of random coincidences in the prompt window, but
74 % of disk space was saved. In a real experiment, this data reduction will depend
heavily on the number of used detectors, employed online multiplicity requirement,
and the multiplicity of particles and v-rays being emitted from the nuclear reaction of
interest.

For experiments which solely investigate coincidence events, the online data reduction
is easy to set up and saves a considerable amount of storage space and analysis time.
However, it can be useful to have several detectors acquire data triggerless for normal-
ization purposes. In this case, the both DPP firmware versions can be configured to
emit the trigger validation window signal, but not require an acknowledgement signal.
By setting several detector channels accordingly, absolute experimental values, such as

cross sections, can be obtained by normalizing to these triggerless detectors, while their
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multiplicity information is still used for all other detector channels which require trigger

acknowledgement.

6.8 Dead Time Estimation

The term dead time is often used in slightly different ways, but generally indicates the
fact that an acquisition system, including detectors, cannot process signals infinitely
fast and absolute measurement times or peak areas have to be corrected for this dead
time. While it may not be determinable in units of time directly, it can be extracted
from statistics information with digital acquisition systems and is usually expressed in
terms of percentage. The CAEN CoMPASS acquisition software determines dead times
per detector for both DPP firmware versions and stores them in dedicated files after a
measurement has been stopped. It takes into account the number of events written to
tile No,. and events flagged as pile-up Np;i.r/p, and even estimates the number of events
not distinguished by the trigger filter Np,;ss0n, and events missed due to ADC saturation
Ngq.. The latter two are iteratively calculated assuming a Poisson distribution of such
events within the trigger filter time or the time above ADC saturation. A detailed ex-
planation of dead time estimation with CoMPASS can be found in Ref. [160]. Finally,
the number of input events /N, and a dead time 7ge.q is determined per detector via the

following relation:

NIn = NOut + NSatA + NPileUp + NPoisson
Nous (6.1)
Nln

Tdead = 1

While the approaches implemented in CoMPASS are helpful and yield precise esti-
mates, e.g., for simple y-ray spectroscopy, the consulted statistical information are in-
correct when BGO vetos are applied. In this case, additional hits are dismissed and the
number of events written to file Ny, is lowered, though the investigated FEP areas are
conserved. Thus, a HPGe signal being vetoed by BGO should not be treated as dead
time since the system was able to properly process the HPGe signal and doing so re-
sults in an underestimation of 74e.q. To circumvent this issue, a simple estimation can be
performed based on additional flags and meta events present in the raw data stored to
file. Besides valid hits, the raw data contain flags which report the number of triggers
counted in a given channel before validation, as well as all events flagged as pile-up

or saturation events. By counting these flags and events in the offline analysis, values

NRAW

can be obtained for the true number of input events N77;" and the number of valid hits

stored in spectra N54W. Assuming the per-channel dead time is dominantly generated
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by pile-up effects, and no signal distortion or frequent long-term saturation occurs, Tyeaq

can simply be determined via
N RAW

Tdead = 1-— N%%W (62)

Trig

Note that the Poisson-like estimation of missed triggers during saturation or within the
RC — CR? filter time is not applied in this case, but can be implemented in the future.

Attention is needed when employing both BGO vetos and an online multiplicity con-
dition via the V2495 module. In this case, the counted numbers of events are not only
affected by statistical or rate dependent terms, but by the angular correlation between
particles and ~-rays emitted from target position. A dead time correction using Eq. 6.2
can be performed, but angular correlations cannot be taken into account and the de-
termined physics values may be falsely distorted to isotropy. Further development is
needed for this application and the detailed information available in the raw data files
should be exploited for this purpose.

6.9 Data Throughput

The fast connection between acquisition server and digitizers via fibre channel is com-
plemented by an onboard ring buffer, which allows signals to be processed continuously
while stored data are continuously being read out and no global dead time occurs. This
feature is a major improvement over the DGF-4C modules, which could only be read
out sequentially and were forced to do so as soon as one of the modules reported a full
buffer. The advantage of the CAEN system over its predecessor was quantified in an in-

Statistics Increase
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Figure 59: Data throughput with XIA and CAEN systems at three different beam cur-
rents and corresponding count rates. As measure for statistics increase, the 6128 keV
peak area stemming from '°0 is investigated. The relative increase gained by the CAEN
system is given in percent for each case.
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beam measurement with the HORUS spectrometer equipped with 14 HPGe detectors.
A 10 MeV proton beam impinged on a Mylar+Au target in order to produce +y radiation
and high count rates per detector depending on the ion beam current. Data were taken
for 20 min with both systems simultaneously at three different beam currents of 5nA,
15nA, and 25nA. As a measure for the statistics increase, the area under the 6128 keV
peak stemming from %0 in the summed HPGe spectra was investigated. Figure 59
shows the integrated areas determined with both systems at three beam current set-
tings and gives the range of detector count rates observed in each case. The statistics
increase gained by the new system is given in percent. As can be seen, the CAEN system
gains 21 % of statistics even at moderate count rates, i.e., at 5nA in the test experiment.
Since read-out related dead time increases with higher currents, a drastic improvement
of 100 % is found at 25 nA and rates between 15-45 kcps. The effect of read-out induced
dead time in the XIA system will increase even further with a higher number of detector
channels, e.g., when using a combined setup such as SONIC@HORUS. Therefore, it can
be concluded that for current experiments with a number of detectors around 20-30, the
NuDAQ system enables to record at least twice as much statistics per day of beam time
compared to the predecessor system, even at medium count rates. As a consequence,
the necessary number of days per experiment can be reduced by a factor of two and
more systematic investigations of different target materials or beam energies are possi-
ble. Alternatively, much higher statistics can be gained in conventional measurement

times.

6.10 Summary and Outlook

The NuDAQ acquisition system for nuclear-physics experiments at the 10 MV acceler-
ator laboratory of the University of Cologne was designed, tested, and commissioned
within this thesis. High flexibility and compatibility to all common types of experi-
ments performed in-house were desired from the beginning. Several CAEN VX1730
digitizers were already available at UoC and the specialized V1782 digitizers were de-
veloped by CAEN recently based on the demands which arose throughout this thesis.
The fast VX1730 modules are well suited for applications where a large number of chan-
nels have to be processed or where precise digital timing is needed. Complementary,
the V1782 modules provide excellent resolution and linearity for high-resolution -ray
spectroscopy with HPGe detectors. The highly flexible system offers a wide range of
maximum energies or pulse heights and allows various types of detector signals to be
sampled and analyzed. In combination with the centralized acquisition architecture and
CoMPASS control software, the system satisfies all current needs in the laboratory and

has enough headroom for future upgrades.
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ADC linearity of both digitizer types was investigated via an established procedure us-
ing small artificial pulses. The 16 bit ADC implemented in the V1782 modules exhibited
a differential non-linearity of only 0.3 LSB, which is about a factor 30 lower compared
to the previous system. Realistic resolution tests were performed with a standard **°Ra
y-ray source at different count rates and dynamic ranges. Under all conditions, the
achieved energy resolution of the V1782 outperformed the predecessor DGF-4C mod-
ules and a symmetric peak shape was maintained. Overall data throughput and corre-
lated dead time was investigated in an ion beam experiment, using 14 HPGe detectors.
At realistically high count rates, the NuDAQ system detected 100 % more valid hits
than the XIA system. This effect is expected to be even more pronounced with a higher
number of detectors, e.g., when using the combined particle and v-ray spectrometers
SONIC@HORUS. As a result, the new system enables much higher statistics per hour
of beam time and to perform systematic studies on various reactions on conventional

time scales with comparable statistics.

A dedicated firmware was developed for the V2495 FPGA logic module within this
thesis. It offers a combined online veto and multiplicity filter for up to 64 detectors. The
achieved data reduction saves storage space and makes offline analysis considerably
less time consuming. In addition, the logic module can be used to monitor trigger,
veto, and coincidence rates of each detector via a USB connection. Performance of BGO
vetoing was tested with a ¥Cs ~-ray source and showed the expected reduction of
Compton-scattering events of approx. 50-66 %.

Especially interesting for direct timing of fast signals, e.g., in fast-timing experiments, is
the digital CFD implemented in the DPP-PSD firmware available for the VX1730 digi-

tizers. However, its effective time resolution is still under investigation [150].

During commissioning, an error in the V1782 DPP-PHA firmware was found, which

caused timestamps to jump by exactly 2%

clock cycles, approx. 10.7 s, to higher or lower
values. Fortunately, the issue can easily be identified in the raw data and an offline
correction for it was integrated into both available event-building softwares. At the
time of writing this thesis, the issue was solved by manufacturer CAEN in an unofficial

firmware release and no such jumps were observed in corresponding tests.

A recent update of the COMPASS control software allows remote control of the acqui-
sition system via user-writable software. With this feature, specialized applications can
be developed in the future to tailor the experimental workflow to scientific needs and
conventions. Also, exploiting the remote controlled start, stop, and readout of an ac-
quisition run would allow to couple NuDAQ to the automatic measurement software
developed recently for the AMS beamline at the 10 MV FN-Tandem system [166].
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A Appendix A

A.1 CAGRA+GR Data Acquisition Flow Chart

The following flow chart describes the signal paths and triggering logic of the GR and
CAGRA spectrometers. The red dashed lines indicate detector signal connections and
blue arrows show the direction of trigger signals. A coincidence between Plastic 1 and
Plastic 2 is used to generate a trigger for both GR and CAGRA. Figure taken from Ref.

[53].
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A.2 Sieve-Slit Correction Parameters

The sieve-slit correction presented in Chapter 2.2.3 was performed using the polyno-
mial correction given in Eq. 2.4. The following table lists the determined correction
parameters. Note that ©,,, was shifted by the central spectrometer angle Oqr = 4.5° for

the minimization procedure, i.e., A©,, was used instead.

p? = —0.715113188 p'® = 0.304190803 p? = —0.0202445228
p’l = 0.178417640 p'! = —0.226468753 p*' = 0.110116166
p”? = —0.000541271096 p'? = 0.00231584969 p?* = —0.00179646628
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A3 X(Oy,) Correction Parameters

The correction of X position depending on O, presented in Chapter 2.2.4 was per-
formed using the polynomial correction given in Eq. 2.6. The following table lists the
determined correction parameters. Note that ©,, was shifted by the central spectrome-

ter angle ©¢r = 4.5° for the minimization procedure, i.e., A©,, was used instead.

p? = —0.770448688 p'% = 0.998662006

p! = 2.18301802 p'! = —0.00206344186
p”? = 9.96759517 p'? = 0.0122513493
pP = —3.87819139 p'? = —0.00497831199

p?® = —5.53532604 - 1077 p3° = —4.40326541 - 10~1°
p* = —2.56365501 - 1075 p3! = —1.47138637 - 108
p*? =1.99378382-10°  p** = 7.70526229 - 10~
p* =1.35059879 - 1076 p3¥ = —3.25745839 - 1078
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A.4 CAGRA Detector Positions

CAGRA positions of HPGe clover leafs

Det. ©, D, Det. ©, P, Det. ©, D,
5A  96° 73.2° 9A  84° -106.7° 13A  140°  54.0°
5B 84° 73.2° 9B 96° -106.7° 13B 129°  52.3°
5C 84° 61.7° 9C 96° -118.2° 13C  129° 37.6°
5D 96° 61.7° 9D 84° -118.2° 13D 140° 35.9°
6A  96° 28.2° 10A 84° -151.7° 14A  140° -35.9°
6B 84° 28.2° 10B 96° -151.7° 14B  129° -37.6°
6C 84° 16.7° 10C 96° -163.2° 14C  129° -52.3°
6D  96° 16.7° 10D 84° -163.2° 14D 140° -54.0°
7A 96° -16.7° 11A  84° 163.2° 15A  140° -125.7°
7B 84° -16.7° 11B  96° 163.2° 15B  129° -127.4°
7C  84° -28.2° 11C 96° 151.7° 15C  129° -142.5°
7D 96° -28.2° 11D 84° 151.7° 15D  140° -144.2°
8A 96° -61.7° 12A 84° 118.2° 16A  140° 144.2°
8B 84° -61.7° 12B  96° 118.2° 16B  129° 142.5°
8C 84° -73.2° 12C  96° 106.7° 16C  129° 127.4°
8D 96° -73.2° 12D 84° 106.7° 16D 140° 125.7°

CAGRA positions of LaBr detectors

Det. O, P,
1 45° 45°
2 45° —45°
3 45° -135°
4 45° 135°
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A.5 CAGRA+GR Experimental y-ray Angular Distributions
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Figure 61: °Sn(a, o’y) Experimental y-ray angular distributions for ground-state de-
cays between 4-9 MeV in bins of 500 keV with the expected DWBA distribution for £'1

decay.
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A.6 'Sn(a, o’v) Differential Cross Sections in 500 keV wide bins

12090 (a, ') integrated ground-state decay cross sections in 500 keV bins between 5 MeV
and 9 MeV. Error bars indicate statistical errors only.
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B Appendix B

B.1 Derivation of Doppler-angle 0 and tilt-angle ¢,

Based on the derivation for (p,p’y) reactions found in the appendix of Ref. [84], the
derivation is given here for the Doppler-angle 6, between recoiling nucleus and emitted
y-ray, as well as the tilt angle ¢, between the reaction plane and the emission plane spanned

by the direction of the recoiling nucleus and the emitted v-ray.

Since SONIC data are usually calibrated to excitation energy instead of proton energy,
the available information are the excitation energy Ex and the directions of both the
ejectile (©,, ®.) and the emitted y-ray (©,, ®,) in the HORUS coordinate system. The
Doppler-shift of a y-ray with the initial center-of-mass energy EY is given based on the

Doppler-angle 6 and the velocity of the recoiling nucleus vy as

E,(6p) = Eg (1 + F(7) - \%R - COS 9D> : (B.1)

where c is the speed of light in vacuum and F(7) represents the livetime of the excited

state and is usually assumed to be 1 for high-lying J™ = 1~ states. In an experiment, the

shifted energy E. (6p) is detectd and the initial, unshifted energy can be determined via
0 E, (0o )

E. = B.2
v (1+F(T>-VTR-COSQD)’ (B2)

where expressions for vy and cos f are needed.

Derivation of the Doppler-angle 0,

For the general case of a reaction that can be measured with SONIC@HORUS, the pro-
jectile and ejectile do not have to be equal. Following energy and momentum conserva-
tion, we get
Ep+Q=E:.+Er+Ex
|Pg| = |B.| - cos O, + | Pg| - cos Og (B.3)
0=|P.|-sin©, + |Pg| - sin O

with beam, ejectile, and recoil energies Eg, E., Eg, reaction () value, the momentum of
the beam projectile, ejectile, and recoil Pg, P., P, and the polar angle of ejectile and

recoil in the HORUS coordinate system O, ©z. Combining both momentum equations,
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we get
tan@R _ |Pe| .jin@e
|Pg| — |P.| - cos O,

Using | P| = v2mE and rearranging, the polar recoil angle can be expressed as

sin ©,

mpEp
\/ EEE — cos O,

with an expression for E,. still missing. We, again, rearrange eqs. B.3 to get

Og = arctan

p’€2 p’ 2
By 0_py P 1P
2me 2mp

and
|Pg|? + | P.)? — 2| Pg||P.| - cos ©, = |Pg|?

Combining eqgs. B.6 and B.7, we get a quadratic equation for | P.|:

B2 (14 ZR) —9|B.||Py| - cos O, + (|13B|2 — 9mp(Ep +Q + EX)> —0

e

which is gives the physical solution:

L |Ps| - cos®, + /Pyl cos? @, — (1+ 22)(| Pf2 — 2mp(Ep + Q — Ex))

| Fel
mp
(1+58)
Since all residual masses and energies are known, we can now calculate:

_|BP
 2m,
Er=Ep+@Q —Ex —E,

e

(B.4)

(B.5)

(B.6)

(B.7)

(B.8)

(B.9)

(B.10)

Still missing is an expression for cos fp, the Doppler-angle spanned by the direction of

the recoiling nucleus and the emitted v-ray:

cosfp = (€ - €)

(B.11)
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The unit vectors within the HORUS coordinate system are defined as:

sin ©, cos @, sin©g cos Ppr sin ©, cos &,
€y = |sin®, sin®, |, €r = | sinOf sin®p |, €& = | sinO, sin ®, (B.12)
cos O, cos Op cos O,

From momentum conservation within the reaction plane, it follows that & = &, + 7.

x 1

Using Eq. B.5 to eliminate Oy and sin(arctan(z)) = = and cos(arctan(x)) = =

we get

cosfp = [cos ©, — z - (sin O, cos D, cos P, + sin O, sin @, sin P, )] (B.13)

1
V1422

with O
o ST . (B.14)

mpEp
\/ S22 — cos O,

Finally, after applying the trigonometric identities for cos o - cos  and sin « - sin 3, the

angle used for the Doppler-correction can be expressed as

1
V1+ 22

cosbp = - (cos O, —x - sin O, - cos(P, — P, (B.15)
gl gl gl

Derivation of the tilt-angle ¢,

The reaction plane is spanned by the recoiling nucleus and the ejectile. Its normal vector
is defined by:

ﬁReac = 6_»R X 56 (B16)
The emission plane is spanned by the recoiling nucleus and the emitted ~-ray:

ﬁE = gR X éiy (317)

¢; is the angle between the reaction plane and the emission plane and is given by the scalar

product of their normal vectors:

COS th = ﬁE . ﬁReac = (gR X é:y) . (gR X 55) (1318)

- — —

Using the Lagrange identity (@ x b) - (€x d) = (@-&)(b-d) — (b- &)(a@ - d) and the definition
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of the y-ray Doppler angle cos 0, = (€, - €r), Eq. B.18 can be expressed as:

— — —

cos ¢, = (€r - €r) (€, - €) — (€ - €r)(€R - €¢)

(B.19)
= (

—

" - €) —coslp - (€r - €e)

oL

After inserting the unit vector definitions, executing the scalar products, and rearrang-

ing, we get:
cos ¢ = sin O, cos P, [sin O, cos P, — cos f - sin O cos g
+sin O, sin @, [sin O, sin @, — cos b - sin O sin Pp| (B.20)
+cos O, [cosO., — cosb - cos Op]
Using & = ¢, + 7 and sin (z + m) = —sin (z) and cos (z + m) = — cos (z), one obtains:

cos ¢ = sin O, cos @, [sin O, cos P, + cos - sin O cos D, |
+sin O, sin ¢, [sin ©, sin @, + cos - sin O sin O, | (B.21)

+cos O, [cos©., — cosf - cos O]

Applying egs. B.5 and B.14, one can write:

sin ©p = sin(arctan(z)) =
(B.22)

cos O = cos(arctan(x)) =

Substituting Eq. B.22 within Eq. B.21, one obtains:

: : x
cos ¢y = sin O, cos @, |sin ©, cos P, + cos Op - cos @p—}

V1+ 22

[ x
+5sin O, sin ®, |sin ©, sin ®,, + cosp - sin Y, (B.23)
i V1422

[ 1
+cos©, |cosO, — coslp - }

V1422

After rearranging, we finally get:

cos ¢y =sin O, sin O, cos (¢, — P.,) + cos O, cos O,

4 cos (B.24)

[z -8in©, — cos O]

1
V1+ 22
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Figure 62: Distribution of AE — E and HPGe detector combinations observing v decay
under the Doppler angle ¢, in 10° bins. See Fig. 30 and text in Chapter 3.5 for further
explanation.
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Figure 63: Available tilt angles ¢, between the reaction plane and ~-ray emission plane
with SONIC-VI@HORUS. See Chapter 3.5 for further explanation.
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State
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Figure 64: Angular distributions for decays to the first excited state in *Sn at 1171 keV.
For each decaying level the known J™ and excitation energy are given.
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B.5 9Sn(d, py) Relative Experimental Yields

The following table lists experimental '"Sn(d, py) yields normalized to the strongest
transition at 6644 keV. Spin and parity are given for known transitions (, [55]) and
where angular distributions allowed an unambiguous spin identification in this work.
Negative parity is assumed for all high-lying states as discussed in Chapter 3.5. Values

in parentheses indicate a tentative assignment based on unclear angular distributions.

The energy integrated cross section in (v, v’), I, is given where determined [50].

E, JT L) Is
1171.8 272 (0.343(18) -
2355.5 2T 0.126(8) -
24210 20¢ 0.621(33) -
27282 2T 0.172(11) -
2835.1 2T 0.544(30) -
29304 2T 0.892(47) -
3157.5 2%  0.108(8) -
32845 2T 0.066(6) -
3546.7 1,2% 0.082(7) 2.23(28)
3582.2 1,2¢ 0.082(7) 2.22(28)
3741.0 (27) 0.039(4) -
3764.1 2T 0.036(4) -
38350 - 0.024(3) -
3945.6 2F¢  0.024(3) _
3989.2 - 0.023(3) -
40055 (27) 0.013(3) -
40557 - 0011(3) 2.23(26)
4083.6 (27) 0.012(3) -
42237 (27) 0.016(3) -
42502 1= 0.086(7) 5.03(43)
45240 2t 0.035(4) -
48975 1=  0.025(4) 2.70(26)
49633 1~ 0.11809) 0.76(17)
5036.8 1-  0.010(3) 1.71(21)
5290.8 1=  0.020(3) 2.13(28)
5355.1 1= 0.018(3) 1.86(24)
54106 1=  0.025(5) 1.90(23)
54465 1=  0.057(6) 4.56(38)
54909 1= 0.039(6) 4.41(38)
5583.8 1=  0.058(7) -

By J7 Ty Is

56229 1- 0.010(4) 2.28(43)
56367 1- 0.031(5) 3.69(36)
5647.7 1~ 0.050(7) 5.61(46)
5681.0 1~ 0.0718) 3.75(36)
57000 1 0.017(4) 2.46(27)
57784 1 0.086(8) 2.04(25)
5805.6 1 0.236(18) 2.26(27)
58149 1- 0.053(10) 4.37(40)
58278 1°  0.052(7) -

58535 1 0.062(9) -

5862.8 1- 0.092(11) 4.02(37)
5877.1 1°  0.064(8) -

59044 1°  0.086(9) -

5938.7 1° 0.157(14) 6.38(53)
59492 1 0.055(9) 3.95(46)
59692 1~ 0.018(6) 3.71(36)
59889 1 0.067(9)  6.19(64)
60087 1~ 0.073(9) 1.73(27)
60283 1~ 0.126(14) 1.32(25)
60373 1 0083(12) -

60492 17 0.263(19) 2.05(28)
6092.8 1 0.174(15) 4.64(42)
61407 17 0.098(11) 7.22(58)
61586 1 0.32222) 3.95(42)
61780 1~ 0.103(16) -

61865 1 0.196(19) 3.32(35)
61959 1° 0.25521) 2.86(33)
62527 1~ 0.233(18) 7.78(62)
62658 1 0.30022) 11.79(89)
6289.0 1 0.333(23) 6.45(53)
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By 7 lapy Is

63049 1-  0.165(15) 9.22(72)
63512 1°  0.369(25) 9.73(77)
6367.6 1 0.111(12) 3.11(38)
6381.6 1~  0.112(12) -

6407.2 1 0.787(46) 14.7(11)
64233 1 0.101(12) -

64421 1 0.366(25) 9.48(75)
64662 1°  0.168(16) 10.26(80)
64881 1 0.147(16) -

6500.5 1= 0.210(19) 3.71(46)
65579 1°  0.255(20) 3.80(47)
66040 1 0.113(14) 430(42)
6643.5 1 1.000(57) 12.63(97)
6659.1 1= 0.158(17) 3.14(36)
67044 1= 0258(21) 5.10(47)
67265 1= 0347(25) 6.17(56)
67950 1-  0.408(28) 7.18(80)
68251 1°  0.408(29)  3.2(4)
69129 - 0.323(24) -

69540 1-  0.170(16) 3.96(43)
6987.9 (27) 0.283(22) 10.86(89)
70051 1 0.179(22) 6.89(108)
70167 (2%) 0.235(24) -

70299 1°  0.182(20) 5.87(65)
70434 - 0.177(18) -

7096.6 1~ 0.312(28) 6.40(102)
71130 1°  0212(60) 4.46(46)
71222 - 0.120(66) -

71426 1-  0.115(18) 6.74(62)
71565 1°  0.325(27) -

71820 1= 0.077(13) 2.82(38)
7221.0 1~ 0.185(20) 8.27(86)
72356 1°  0.259(24) 7.86(76)
72494 1°  0.257(25) 5.05(63)
72729 1 0.223(22) 3.11(80)
72855 1°  0.129(18) -

73119 1-  0.095(14) 3.67(42)
73535 - 0.162(18) 7.07(66)
7439.7 - 0.107(16) 4.87(54)
7562.7 17 0.103(16) 6.6 (70)
76460 - 0.108(18) 1.36(38)
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C Appendix C

C.1 NuDAQ - Centralized Server Station and Laboratory Cable Rout-

ing
Analyzer Hall Main Experimental Hall
CONET PLUNGER
1
.| VME ETH
I sXIA . Sgg _v\;VzltFels Crate |
creen — — —
! usSB
Fibre PP
ORANGE
1 - VME ETH
XIA — Fox |— WiFi Crate I
Screen - USB — V2495 —
daquiri
1 I N
darkwing Osiris Hall
L ' HORUS
ccount 1
VME
111 ETH xia —| Fox — wiFi Crate ETH
UPS 1Gb/s Screen — USB — V2495 — |

Centralized DAQ servers (daquiri, darkwing, ccount) in the Analyzer Hall are pow-
ered by an uninterruptible-power-supply (UPS) and connected via two fibre-channel
cables to each setup for CONET and USB communication. A 1Gb/s ethernet connec-
tion allows fast transfer of collected raw data to analysis servers. At each experiment,
digitizers are read out via the CONET connection and auxiliary devices are accessible
via USB. Each VME-Crate is remote-controllable via ethernet and the V2495 multiplic-
ity filter is configured via the fibre-channel USB connection. Legacy support for the XIA
system is provided via the fibre-channel USB connection.
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C.2 NuDAQ Multiplicity Filter — Schematic Connections and Signal

Flow
HPGe Si / LaBr
/ N\ l l V2495
BGO veto
9
=
Eo
=
3
.20
=
m=1/2/3

Multiplicity filter signal routing. Flat cables connect the upper LVDS outputs of each
digitizer to the V2495 trigger-request inputs and the trigger-acknowledgement outputs
from the V2495 back to the lower LVDS input on each digitizer. Logic BGO-vetos are fed
into the dedicated veto input as differential LVDS signals. An external global veto can
be fed in via the GO input and the G1 output allows to observe the M=1/2/3 multiplicity

rate via an oscilloscope (not shown).
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