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Abstract 
Imaging subsurface small-scale features and monitoring transport of tracer plumes at a fine resolution 

is of interest to characterize transport processes in aquifers. Full-waveform inversion (FWI) of crosshole 

ground penetrating radar (GPR) measurements enables aquifer characterization at decimeter-scale 

resolution. GPR FWI provides 2D tomograms of the subsurface properties, the dielectric permittivity 

(ε) and electrical conductivity (σ), which can be correlated with hydrological properties.  

In the framework of the thesis, we conducted synthetic and experimental tracer tests that were monitored 

using time-lapse crosshole GPR full-waveform inversion results, to test the potential and limitation to 

reconstruct the tracer plume. For the synthetic test, we generated a realistic high resolution aquifer 

model based on previous hydrological and GPR FWI data from the Krauthausen test site in order 

perform a transport simulation that represents reasonable heterogeneity of the tracer concentration. 

Using petrophysical relations, we converted the concentration distribution to dielectric properties of 

specific tracers: saltwater (increase σ only), desalinated water (decrease σ only) and ethanol (decrease 

in both σ and ε). One important aspect of the GPR FWI is to investigate an optimal way to define 

adequate starting models especially for the time-lapse data. Therefore, we investigated three different 

starting model options in the synthetic test, resulting that ε and σ models from the background provide 

the most accurate FWI of time-lapse data. Hereby, both ε and σ FWI results have shown the potential 

to derive time-lapse changes. The gained insights of the synthetic optimization tests are applied for an 

experimental test. 

To prove the potential of the crosshole GPR FWI also under realistic conditions, we performed an 

experimental salt tracer experiment at the Krauthausen test site. Thereby, we injected to the sandy 

aquifer a salt tracer, and monitored the tracer development using crosshole GPR over a timeframe of  

14 days within 5 crosshole planes in an area of 11x10 m. These time-lapse data are independently 

inverted using the background models of each plane as starting models as proposed from the synthetic 

study to derive the best FWI results. We investigated the consistency of the reconstruction of the plume 

by temporal and spatial continuity across neighboring planes, by correlating with borehole logging data, 

and with expectations based on previous tracer experiments from the same site. One challenge arise 

from the time-lapse GPR data caused by the change of the borehole filling properties over the time and 

transport of the plume. The salt and freshwater mixture in the tubes couple with the borehole antennae 

thus influence the GPR data. Fortunately, the processing for the FWI enables accounting this effect by 

estimating effective source wavelets for each time step and each plane, which compensate for borehole 

filling effects caused by the salt tracer. If these borehole filling effects would not be considered, errors 

in the results would occur. Performing the FWI considering the corrected effective source wavelets 

allows recovery of the aquifer models independently from saltwater-antennae effects. Such effects 

cannot be incorporated using standard ray-based approaches.  In contrast from the synthetic tracer test, 

investigation of the best starting model for experimental data showed that σ homogenous model rather 
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than from FWI background provides more accurate results for FWI of time-lapse data. This can be 

explained that possible errors in the FWI background results caused by measurement or starting model 

uncertainties, are forcing the FWI with these models to be trapped in a local minimum. The time-lapse 

GPR FWI has shown a reliable manifestation of a tracer of about  0.2 m resolution, which was not 

observed before from other geophysical monitoring techniques. These improved and higher resolution 

images of such a tracer transport can help in future to better constraint hydrological properties of interest 

for hydrological models. In this thesis, we have shown for the first time the potential of the GPR FWI 

to characterize and monitor tracer experiments using crosshole GPR data. Especially, the application to 

salt tracers, which traditionally were  investigated with ERT, is now also possible with GPR and higher 

resolution images of the tracer transport are possible to obtain. 
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Chapter 1 

Introduction 

In order to control groundwater quality, monitoring contaminants in the aquifer and prediction of 

possible ones are essential. Detailed knowledge of the flow and transport processes, which control 

migration of fluids, particles, and solutes in the subsurface (hereafter tracers), is necessary, e.g., to 

protect groundwater pumping wells from pollution and operate remediation measures (Maliva, 2016). 

As groundwater system are sensible, any kind of contamination may lead to geochemical and biological 

reactions. This may lead to changes in groundwater constituents and to physical changes of the aquifer 

caused by dissolution and precipitation (Kitanidis and McCarty, 2012), or to groundwater temperature 

changes (Hermans et al., 2015). Important transport characteristics that need to be known are the tracer 

velocity, the tracer plume spreading, and the tracer dilution by mixing with groundwater. These 

transport characteristics depend strongly on the heterogeneity of hydraulic aquifer properties (Bear and 

Cheng, 2010), which are difficult to observe directly because of the intrinsic inaccessibility of the 

subsurface. Tracer experiments that monitor tracer plumes in aquifers can be used to determine transport 

characteristics and infer the underlying hydraulic aquifer properties and their spatial variability (e.g., 

Vereecken et al., 2000). Therefore, the enhancement of the resolution of time-lapse geophysical 

transport imaging, is essential to conceptualize the aquifer more precise and for getting predictions with 

probably less uncertainty (e.g., Scheidt et al., 2018). 

Solutes particles initially that introduced in the aquifer in a form of a “point-source” (closely spaced 

particles) will firstly spread out as velocity at the microscopic level varies in magnitude and direction 

from point to point (Bear and Cheng, 2010). Consequently, the shape of the initial points-cloud will 

gradually change, and so will the fluid volume that occupied by it. At the single tube scale, we observe 

(Figure 1.1a, top) velocity variations in both magnitude and direction across any pore cross-section. At 

the microscopic scale, the void space can be visualized as an assembly of interconnected tubes with 

varying diameters (Figure 1.1a, middle). Between flow paths, we observe streamlines deviate from the 

mean direction of flow. That kind of spreading is called mechanical dispersion. As a result, 

heterogeneous pore system and flow through it generates finger-shape spreading of the tracer particles 

through fast flow paths, and a tailing part of the tracer particles, which are carried by slower velocities. 

In addition to the mechanical dispersion, a second dispersion-causing phenomenon that occur at 

microscopic scale is the molecular diffusion – random motion of the molecules produces an additional 

flux of the component’s particles from regions of higher concentrations to those of lower ones. 

Molecular diffusion fluxes occur intensely at microscopic streamlines transition zones, where high 

concentrations gradient are created, and tends to equalize the concentration across every microscopic 

stream tube (Figure 1.1a, bottom). Simultaneously, lateral molecular diffusion across a streamline, 

which tends to equalize the concentration across pores, are due to a concentration gradient, which is 
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produced also between adjacent stream-tubes. At the larger scales, the layer meter-scale and the field 

kilometer-scale (Figure 1.1b, c), the subsurface is highly heterogeneous with respect to their 

macroscopic coefficients, e.g., porosity and permeability (Bear and Cheng, 2010). Here, mechanical 

dispersion causes the plume spreading as dispersive fluxes, which result from the variability of the 

relevant macroscopic quantities. Like in the microscopic scale, the total flux is again the sum of an 

advective flux and a dispersive one. These larger scales are the ones of interest to monitor when a 

contamination is introduced to the subsurface. 

Traditional techniques for hydrologic characterization, such as pumping tests, provide data on large-

scale aquifer hydraulic properties, but with low spatial resolution (e.g., Li et al., 2007, Butler, 2005). 

Other well-established techniques provide fine-scale information in the vertical direction, such as 

borehole measurements (Englert, 2003), cone penetration tests (Tillman et al., 2008), and measurements 

on sediment cores (Vereecken et al., 2000), but cannot characterize spatial variability in the horizontal 

(flow) direction with high spatial horizontal resolution. Geophysical methods such as electrical 

resistivity tomography (ERT) and GPR can close this gap in observation capabilities and provide 

information on an appropriate scale (up to ~ 5-100 m) and with high spatial resolution in both vertical 

and horizontal direction, while being minimally invasive (e.g., Looms et al., 2008, Binley et al., 2015). 

Both methods have the capability to image the subsurface by sensing changes in the physical parameters 

of a porous medium. In addition, the use of geophysical methods in combination with stochastic 

subsurface hydrology, data inversion techniques, time-lapse approaches have emerged as tools 

("hydrogeophysics") to investigate shallow subsurface heterogeneity, dynamic processes and to link 

with hydrologically relevant properties (Binley et al., 2015). 

 

Figure 1.1: Flow in heterogeneities at different scales (adapted from Bear and Cheng, 2010). 
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Transport processes can be monitored by geophysical observables, when the tracer induces changes in 

hydrogeological state variables. For example, water saturation is strongly correlated with dielectric 

permittivity (Topp et al., 1980), salinity is correlated with electrical conductivity (Sreenivas et al., 

1995), and temperature is correlated with both of them (Seyfried and Grant, 2007). These changes in 

the plume can for example be imaged with time-lapse GPR (Klotzsche et al., 2019a, Looms et al., 2008) 

and ERT (Kemna et al., 2002, Singha et al., 2005, Hermans et al., 2015). As examples, soil water content 

(Klotzsche et al., 2019a), leaking of industrial fluids (Brewster and Annan, 1994) and saltwater 

(Giertzuch et al., 2020) were monitored by GPR, while seawater intrusion (Palacios et al., 2020), hot 

water (Hermans et al., 2015) and saltwater (Müller et al., 2010) were monitored by ERT. The most 

common used tracer types are salt and therefore ERT, which provides electrical conductivity 

distribution, is more frequently used rather than GPR. The occurrence of transport in principle can be 

monitored at the spatio-temporal scale resolution of the geophysical observable. Hydrogeological 

properties and structures, which control state changes are then derived from the geophysical properties 

by a given petro-physical model. However, subsurface structures finer than the resolution of the 

geophysical method, and those affected by constraints of each of the inversion methods in the imaging 

algorithm may be neglected from the image, or at best, their magnitude will be smoothed and presented 

over a larger spatial scale. 

1.1 Geophysical properties of subsurface material 

Subsurface materials are, in large, non-conducting materials that can accommodate a propagating, 

alternating electromagnetic (EM) field. These class of materials are called dielectrics and described by 

dielectric permittivity (ε) and electrical conductivity (σ). Permittivity describes the ability of a material 

to store and release EM energy in the form of electric charge. In atoms, molecules or crystals contain 

bound electric charges (e.g., in the polar water molecule), which become physically displaced or 

polarized in relation to their original position. The EM pulse supplies energy to the displaced charges 

in the form of acceleration which in turn generates small displacement current that produces EM energy 

with a phase delay with the incident pulse. The total result is slowing down of the propagating wave, 

thus permittivity is directly linked to propagation velocity. At the atomic/molecular scale, the 

permittivity of a material depends on its electronic structure and temperature. ε of a material is described 

using the relative permittivity (εr) to the ε0 value of vacuum εr= ε/ε0 with ε0=8.8542⋅10-12 F/m. Note that 

all later mentions of permittivity are reconsidered as relative permittivity. If free charges that increase 

the electrical conductivity are available, e.g., salt solutes in water, under application of EM field they 

will flow through the material and produce attenuation and loss of pulse EM energy. Another property 

is the magnetic permittivity (µ), which describes the ability of a material to involve in magnetic 

polarization. Generally, the εr and σ of porous media of an aquifer vary in space and time (Everett, 

2013), while the µ is often simplified to the free-space value of 1.257⋅10-6 H/m.  
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Above the scale of a single constituent, at the scale relevant for laboratory and field measurements, 

where multiple material phases exist (e.g., crystal grain, water and air), an averaging and empirical 

petrophysical models for permittivity (Birchak et al., 1974, Topp, 1980) and electrical conductivity are 

used (Archie, 1942). On that scale effective properties are called effective permittivity (ε) and bulk 

electrical conductivity (σb). For dielectric properties of common subsurface materials, see Table 1.1. 

Whereas ERT measurements are made using direct current (i.e., 0 to very low frequencies) and provide 

the σ (often also expressed by resistivity, which is 1/σ), GPR operates in a high-frequency range  

between 10-2600 MHz (Daniels, 1996) and uses the propagation of the EM wave in resistive earth 

materials. GPR utilizes transmission and reflection of propagating waves from subsurface material 

contrasts, in addition to attenuation of subsurface constituents. In contrast to ERT, GPR can provide 

both ε and σ (Knight, 2001). High-frequency GPR systems allow higher imaging resolution of the 

subsurface that scales with the wavelength (λ) of the measured signal. For a typical used frequency (f) 

spectra of 10-200 MHz (the range used in this study) of the EM signal and a εr of 12-25 of the media, 

the wavelength scales between 0.3 and 8.5 m (λ (εr,f) = (c0 /√εr )/ f; with c0 =3∙108 m/s as the EM velocity 

in air (Annan, 2009).  

Table 1.1: Typical values of relative permittivity and electrical conductivity for common subsurface 

materials at an antenna frequency of 100 MHz (based on Jol, 2008). 

Material Electrical conductivity 

σ [mS/m] 

Relative permittivity 

 εr [-] 

Air 1 1 

Clay – dry 1-100 2-20 

Clay – wet 100-1000 15-40 

Dry sand 0.01 3 – 5 

Saturated sand 0.1 – 1 20 – 30 

Freshwater 0.1-10 78 (25 °C) – 88 (0 °C) 

Freshwater ice 1-0.000001 3 

Dry salt 0.001-0.01 6 

Seawater 4000 81-88 

Gravel, dry? 0.1-100 4-7 

Soil – sandy, dry 0.1-100 4-6 

Soil – sandy, wet 10-100 15-30 

Soil – loamy, dry 0.1-1 4-6 

Soil – loamy, wet 10-100 10-20 

Soil – clayey, dry 0.1-1 4-6 

Soil – clayey, wet 100-1000 10-15 

Soil – average 5 16 

Limestone 0.5 – 2 6 

Granite 0.01-1 6 

Ice 0.01 3.18 
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Next to spatial resolution, another challenge in geophysical imaging is the translation of imaged 

parameters (dielectric properties ε and σ for GPR) to the property of interest, in our case the tracer or 

substance concentration. To derive soil water content from GPR either empirical- or physical- based 

models can be used. The most famous ones are Topp’s equation (Topp et al., 1980) and the complex 

refraction mixing model (CRIM, Birchak et al., 1974), respectively. Since the relations between the 

dielectric properties and the state variable of interest depend on spatially variable aquifer properties like 

porosity (CRIM model), pore structure (Archie, 1942), and surface charge density of the mineral 

surfaces (Rhoades et al., 1981), the petrophysical relationships are site dependent and spatially variable 

(e.g., Müller et al., 2010). The translation of the imaged electric properties to concentration distribution 

is therefore afflicted by this spatial variability.  

1.2 Basics of GPR  

The GPR acquisition configuration geometry (Figure 1.2) is chosen depending on the subsurface 

question under investigation. The most common configurations are the surface-to-surface reflection 

surveying geometry, with the objective to map subsurface reflectivity versus spatial position (Huisman 

et al., 2003). In common offset profile (COP) survey from surface, the transmitter and receiver antennas 

are moved along the Earth’s surface with a constant spacing. Variations in reflection amplitude and 

time delay indicate variations in velocity, attenuation, and impedance. In Common-midpoint (CMP) or 

wide-angel-reflection-refraction (WARR) mode the antenna separation varies the signal path in the 

ground, while keeping the point of reflection fixed. CMP/WARRs enables to obtain an estimate of the 

radar signal velocity versus depth in the ground by varying the antenna spacing and measuring the 

change in the two-way travel time. While the COP method is very fast and easy to apply in the field in 

transects or grids, a direct conversion from the time to depth axis is often difficult if no hyperboles are 

present in the data (Huisman et al., 2003). In contrast CMP/WARR are more time consuming, but can 

provide a detailed description of the velocity distribution in the subsurface, which can be considered 

for COP data to derive an accurate depth scale. 

With the crosshole survey geometry, the transmitter and receiver antenna are placed in two neighboring 

boreholes and the measurements are performed in trans-illumination mode. In crosshole Zero-offset 

profiling (ZOP) the transmitting and receiving antenna are simultaneously moved together being at the 

same depth. ZOP is a quick way to derive a 1D-velocity profile and to locate velocity and attenuation 

horizontal zones. The second option to measure crosshole data are multi-offset gathers (MOG). 

Thereby, the transmitter is fixed at a certain location in one borehole, while the receiver (Rx) antennae 

are lower/rised in the second borehole with a constant spacing. Afterwards, the transmitter (Tx) 

antennae is moved to a new location in the borehole with a defined offset and the Rx measurements are 

repeated. After all transmitter positions in one borehole were measured, a semi-reciprocal setup 

(Klotzsche etal., 2010) can be achieved when the Tx and Rx switch boreholes, and the measurements 

are repeated. The advantage of this measurement technique is that a large number of angles are passing 
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through the volume between the boreholes. Because of the high amount of the data with a dense ray-

coverage and the known distance between the boreholes, such data are well constrained for inversion 

approaches (MIP paralyzed code, more details in Klotzsche et al., 2010). Therefore, crosshole MOG 

data are used in tomography inversion with ray-based and full-waveform methods, to investigate the 

distribution of subsurface parameters, and allows relatively small acquisition errors (Axtell et al., 2016). 

Vertical radar profiling (VRP) is a technique in which the receiver antenna is located within a borehole 

and the transmitter antenna is placed with a certain distance away from the borehole (Tronicke and 

Hamann, 2013). VRP surveying is used to derive 1D velocity models by inverting the arrival times of 

direct waves. 

 

Figure 1.2: Different acquisition geometries for GPR: a) common-offset profile, b) common-midpoint 

profile, c) crosshole zero-offset profile, d) multi-offset gathers and e) vertical radar profiling survey 

configurations. 
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For applications, where quantification is desired, more complex processing procedures such as imaging 

and/or inversion are necessary. Commonly in crosshole GPR, tomographic inversion is applied which 

reconstructs medium properties.  

The travel-time inversion, which considers the first arrival times of the data, provides information about 

the EM velocity structure, while first-cycle amplitude inversion, which use the first cycle amplitudes of 

the measured pulses, about the EM attenuation (Figure 1.3, red and green). They consider a straight or 

curved-line approximation for the wave propagation, and use smoothing and damping parameters 

during the inversion (e.g., Holliger et al., 2001). Furthermore, the inversions of travel-times and 

amplitudes are implemented separately, rather than intermittently update in an iterative process. 

Moreover, due to inconsistency in travel-time inversion for crosshole GPR, it is a common practice to 

limit the angular aperture (Peterson, 2001) that affects the resolution of the tomograms. Thereby, the 

resolution of the ray-based methods is scaled by the first Fresnel zone √𝜆𝐿, where L is the total path, 

and have been found to smooth structures finer than about 1 m (Gueting et al., 2017). With respect to 

monitoring of plume spread, the relevant scale is the meter scale (Figure 1b). Travel-time inversions 

have been used to map and characterize the subsurface (e.g., Binley et al., 2002) and to derive flow and 

transport due to soil water content changes at a meter scale (e.g., Eppstein and Dougherty, 1998, Looms 

et al., 2008). Specifically, the inversion of amplitudes depend critically on the complex directive 

properties of the antenna (Holliger et al., 2001). The inversion relies on the assumption that the radiation 

pattern corresponds to that of an electric dipole in a homogeneous medium (varies symmetrically with 

the deviation angle from the horizontal). However, the pattern depends on the filling in the borehole 

(air/water) and on the heterogeneities nearby the antenna as the electric dipole couple with interfaces 

between electrical material parameters. The effect on ray-based amplitude inversion from systematic 

radiation pattern error is to shift the inferred attenuation by a constant amount (Holliger et al., 2001). 

Moreover, the inherently under-deterministic character of the inversion problem does not enable to 

invert the radiation pattern and the attenuation structure to a unique solution. As a result, inversion of 

amplitudes is not able to constrain absolute values of attenuation, but it could detect and constrain 

relative changes in attenuation for locating electrical conductivity contrasts. These challenges inherited 

in the inversion of amplitudes restricted its use with crosshole GPR data. One of the few studies, used 

an attenuation feature (difference attenuation) in ray-based tomography inversion was in monitoring of 

a saline tracer transport through a fracture (Day-Lewis et al., 2003). Due to the limitation to derive 

quantitative information about amplitude inversion and hence electrical conductivity, GPR has 

traditionally not applied to monitor salt tracer plumes. Other borehole GPR techniques have been used 

before for monitoring salt tracer in fractures from time-lapse trace differences (Dorn et al., 2011, Shakas 

et al., 2016, Giertzuch et al., 2020), but not using tomography. 
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Figure 1.3: Illustration of the difference between ray-based (first arrival in red, first-cycle amplitude 

in green) and full-waveform (blue). a) Shows an exemplary trace from a single transmitter-receiver 

combination. b) Image plot of a MOG data set of all receiver traces from a single transmitter. 

Waveforms between 6.5-7 m depth show a waveguiding behavior caused by a high porosity layer. 

In contrast to ray-based approaches, which consider only a limited part of the measured signal, the full-

waveform inversion (FWI) uses the entire measured data (Figure 1.3, in blue) to constrain the inversion 

and is therefore able to obtain higher resolution images (Klotzsche et al., 2019b). Over the recent five 

decades, significant developments have been made in the field of seismic waveform inversion (e.g., 

Tarantola, 1984, Pratt and Worthington, 1990, Virieux and Operto, 2009) using time-domain, 

frequency-domain, and hybrid methods (Sirgue et al., 2008, Agudo at al., 2018). More recent, Ernst et 

al. (2007) and Meles et al., (2010) developed an algorithm for time-domain crosshole GPR FWI, which 

was successfully tested in synthetic and experimental studies (overview provided by Klotzsche et al., 

2019b).  The approach of Meles et al. (2010) was further adapted and tested in the last decade (overview 

in Klotzsche et al., 2019b). Until now more than 50 different crosshole GPR datasets have been 

successfully inverted and showed the potential to derive high-resolution images of the permittivity and 

conductivity. Thereby, they were able to resolve sub-wavelength features in high-resolution (decimeter 

scale) and could detect high contrast layers. Note that all these studies have been performed in steady 

state considering no changes over time in the medium properties. In one of these studies, the GPR FWI 

was performed to improve the characterization of a gravel aquifer (Gueting et al., 2017) and the results 

could be linked to previously performed tracer experiments from the same test site. Thereby, a 

hydrogeological facies model that was derived from the FWI models could explain a plume splitting 

imaged by a previous time-lapse ERT data. Note, that applying the FWI to experimental data requires 

several pre-processing steps to guarantee reliable inversion results. Klotzsche et al. (2019b) highlights 
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the challenges, which arise with these steps and provided a guideline how to carefully handle certain 

problems. 

Generally, the time-domain crosshole GPR FWI is an iterative approach that simultaneously estimates 

εr and σ by minimizing the misfit function between measured and modeled GPR data with a gradient-

type approach. It is considered to be multi-parameter inversion since it enables to update permittivity 

and conductivity values within the same descent step (Klotzsche et al., 2019b). Thereby, a 2D finite-

difference time-domain (FDTD) algorithm solves the full Maxwell equations and allows predicting the 

EM wave propagation through the heterogeneous medium. To prevent the misfit function from 

converging to a local minimum, a εr starting model is required that yields synthetic traces that match all 

the observed data within less than half of the wavelength to avoid cycle-skipping (Meles et al., 2010). 

Normally, ray-based inversion results can provide such starting models. In the presence of high 

contrasts, such as a water table or high permittivity zones, ray-based starting models often need to be 

updated to meet this criteria (Klotzsche et al., 2012). Local invasion of tracers may generate high 

contrasts in εr and σ over short distances, which cannot be resolved by ray-based inversions and could 

cause problems in the FWI by using ray-based inversions as starting models. So far, most studies 

analyzed the effect of starting model errors mainly on the εr model and different methods were 

suggested, such as the amplitude analysis approach, to guarantee meeting the wavelength criterion (e.g., 

Klotzsche et al., 2014, Zhou et al., 2020). The definition of the σ starting model is more challenging. In 

common practice, the first cycle amplitude inversion provides a first guess for a homogenous starting 

model (e.g., Klotzsche et al., 2010). Note, that all the previous studies on crosshole GPR FWI were 

performed for steady state conditions, and therefore, how to handle the starting models for time-lapse 

data is not clear. Next to the stating model criteria, the FWI workflow requires an estimation of the 

effective source wavelet (ESW) based on the observed waveforms and using a deconvolution approach 

(Ernst et al., 2007b, Klotzsche et al., 2010). Therefore, inversion of the dielectric models with a priori 

estimated source wavelet reduces uncertainty in the final models. 

1.3 Objectives and outline 

The primary objectives of this thesis are to test the potential, to access the limitations, and to apply the 

crosshole GPR FWI for the first time to time-lapse measured data to characterize and monitor flow and 

transport processes related to tracer experiments. Note, that in tracer tests commonly, changes in σ 

monitored from salt (Kemna et al., 2002) and heat (Hermans et al., 2015) tracers in alluvial aquifers are 

imaged with methods like crosshole ERT. In contrast, ray-based crosshole GPR tomography inversion 

of amplitudes is not used to image attenuation changes, as errors are added to the attenuation model 

because the antenna radiation pattern cannot be estimated accurately. However, GPR full-waveform 

inversion has shown an improved resolution and aquifer characterization and it is able to calibrate 

simultaneously both the εr and σ. From here it is straight forward to hypothesize, that as GPR FWI has 
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shown better subsurface characterization, it will show better time-lapse changes from both εr and σ 

models to eventually reconstruct different kind of tracers. 

In addition, utilizing high-resolution GPR FWI before tracer injection can be used to reduce the 

uncertainty in such petropysical relations. Some petrophysical parameters such as the porosity that is 

used in the CRIM model and the formation factor used in Archie’s Law can be calculated directly for 

each pixel of the background models that are obtained by FWI of GPR datasets that are acquired before 

tracer injection. Furthermore, it is expected that these results are significantly better and higher in 

resolution than traditional time-lapse ray-based inversion approaches.  

Following the introductory chapter, Chapter 2 provides a theoretical background of electromagnetic 

wave propagation, and the crosshole GPR full-waveform inversion. In Chapter 3, we present a derived 

high-resolution aquifer model, that manifests realistic distribution of hydrological and dielectric 

properties, which are used as the aquifer model before the injection ("background"). The aquifer model 

is based on past hydrological measurements from the Krauthausen test site (Germany), from which a 

variogram model (i.e. defining a histogram and correlation lengths) is derived, and then that model is 

used in a stochastic simulation. The aquifer model is developed to generate a flow and transport model, 

which realistically mimics a tracer test. The concentration distribution is affected by the heterogeneity 

of the aquifer model. We present how different types of tracers change the permittivity and conductivity, 

thus in principle these changes can be monitored from time-lapse measurements. Then, the 

concentration distribution is assigned to specific tracers: saltwater, desalinated water and ethanol. 

Adequate petrophysical relations are used to convert the tracer concentration to dielectric properties. In 

Chapter 4, we acquired time-lapse crosshole GPR data, which are used as input data for FWI. Noise 

was introduced to the data in order to add a realistic challenge for FWI. We applied different tracer 

concentration to test the ability of FWI to reconstruct large parameter anomalies and sharp contrasts. 

Eventually, the fate of the plume was recovered from plume reconstruction that was acquired by 

converting back the dielectric properties from FWI to tracer concentration. In Chapter 5, the 

experimental saltwater tracer test in a sandy aquifer is presented. Saltwater was injected through a 

borehole and monitored on a daily basis by crosshole GPR in five different planes. In this study, the 

plume reconstruction was derived by subtracting the FWI background conductivity from the time-lapse 

one. We tested the consistency of the plume reconstruction using neighboring planes, planes on different 

days and with borehole logging data. In the final Chapter 6 the main findings and results of this thesis 

are summarized. We draw conclusions and present an outlook for future work. 

Appendix A provides detailed extension to topics from Chapter 4. Appendix A is adapted from 

Supplementary File of publication Haruzi et al. (2022), WRR. 

Appendix B of thesis includes an additional paper Zhou et al. (2020) that I was involved in my Ph.D. It 

involves a 3D characterization of a gravel aquifer. The layers mapping explain preferential paths 

observed from ERT imaging in a previous tracer test. My main contribution was to administrate the 
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week field trip and its coordination with our hosts in Belgium, taking the responsibility on the GPR 

acquisition and measure the GPR data and verify its credibility. 

Appendix C of the thesis presents an extended abstract accepted to a conference, which shows , to show 

the potential of reconstruction of the plume in a numerical experiment not only by subtraction of 

individual time-lapse FWI models, but also using another time-lapse inversion approach which uses the 

difference between the time-lapse and the background data.   
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Chapter 2 

Theory 

In this chapter, the fundamental and theoretical background of the electromagnetic (EM) wave 

propagation is highlighted. After explaining the ray-based approaches, the details of the GPR FWI are 

described and discussed including the 3D to 2D conversion and the estimation of the effective source 

wavelet for experimental data.  

2.1 Electromagnetic wave propagation  

Maxwell's equations explain the propagation of the electrical and magnetic fields in terms of their 

sources. Considering Maxwell's equations, GPR waves can be explained and information about the 

medium through which the waves travelled can be derived. The classical, differential, time-domain, 

form of Maxwell's equations, in terms of free charges and currents (Griffiths 1981): 

𝛻 × 𝑬 = −𝜕𝑩/𝜕𝑡 Eq. (2.1) 

𝛻 × 𝑯 = 𝑱𝒄 + 𝜕𝑫/𝜕𝑡 Eq. (2.2) 

𝛻 ∙ 𝑫 = 𝜌𝑓 Eq. (2.3) 

𝛻 ∙ 𝑩 = 0, Eq. (2.4) 

where E is the electric field [V/m], H is the magnetic field [A/m], D is the electric flux density 

[C/m²], B is the magnetic flux density [T], Jc is the conduction or free current density [A/m²], ρf is 

the volumetric free charge density [C/m³], and t is time [s].  

The constitutive relationships describe the material responses to EM fields at macroscopic scale. For 

earth material, the constitutive parameters are anisotropic, complex and non-linear (Slob et al., 2010). 

However, for a simplification to modelling it is accepted to regard them linear, isotropic, non-dispersive 

(Jol ,2009). Thus, the constitutive relationships are: 

𝑱𝒄 = 𝜎𝑬 Eq. (2.5) 

𝑫 = 휀𝑬 Eq. (2.6) 

𝑩 = µ𝑯, Eq. (2.7) 

where σ is the electrical conductivity [S/m], ε is the dielectric permittivity [F/m], and µ is the magnetic 

permeability [H/m], and they control the nature of EM wave propagation within a material (see     

Section 1.1).  

The fundamental prerequisite for the successful application of GPR is that EM wave propagation can 

occur. In such state, the displacement currents (𝑱𝒅 = 𝜕𝑫/𝜕𝑡), i.e. the energy storage mechanisms 
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(propagation behavior), dominate over the conduction currents 𝑱𝒄 loss mechanisms (diffusion behavior). 

That transition from diffusion to propagation is defined by the transition frequency 𝑓𝑡 = 𝜎/2𝜋휀. The 

constitutive relationships are also frequency-dependent, due to irreversible process of the conversion of 

EM energy into heat through the conduction and relaxation process, which result from the EM 

interaction with the material. It causes the pulse to change shape and amplitude (in frequency and time 

domains) with propagation distance. However, for a range of frequencies between 10-2600 MHz and 

common geological materials an approximation of frequency-independent is adopted for use in GPR 

applications.  

Through substitution of the constitutive parameters (Equations 2.5, 2.6 and 2.7) into Maxwell's 

Equations (2.1 and 2.2), the EM wave propagation can be described: 

0 = 𝛻2𝑬 − µ휀 ∙
𝜕2𝑬

𝜕2𝑡
− µ𝜎𝜕𝑬/𝜕𝑡 

Eq. (2.8) 

0 = 𝛻2𝑯 − µ휀 ∙
𝜕2𝑯

𝜕2𝑡
− µ

𝜎𝜕𝑯

𝜕𝑡𝑝
. 

Eq. (2.9) 

The solution for a harmonic linear polarized EM plane wave, with eiωt dependence (ω is angular 

frequency), through an electrically conducting dielectric medium of uniform magnetic properties, can 

be described by the propagation (k), attenuation (α), phase coefficient (β), intrinsic impedance (Z) and 

velocity (v) in the direction of propagation. For low-loss dielectrically materials, frequency-

independent, plane wave travelling in the z-direction the solutions are (Jol, 2008):  

𝐸∗(𝑧, 𝑡) = 𝑬𝟎𝑒𝑖(𝜔𝑡−𝑘𝑧) Eq. (2.10) 

and 
 

𝐻∗(𝑧, 𝑡) = 𝑯𝟎𝑒𝑖(𝜔𝑡−𝑘𝑧), Eq. (2.11) 

where 𝑬𝟎 and 𝑯𝟎 are the complex amplitudes containing the wave polarization and phase,. 

The complex propagation constant k*, the attenuation coefficient 𝛼 [Np/m] and the phase coefficient 𝛽 

[rad/m] can be describe with  

𝑘∗ = 𝛼 + 𝑖𝛽 = √(𝜎 + 𝑖𝜔휀)𝑖𝜔µ Eq. (2.12) 

𝛼 = 𝜔 (
µ휀

2
[√1 + (

𝜎

𝜔휀
)

2

− 1])

1 2⁄

 

Eq. (2.13) 

𝛽 = 𝜔 (
µ휀

2
[√1 + (

𝜎

𝜔휀
)

2

+ 1])

1 2⁄  

, 

Eq. (2.14) 
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while the intrinsic impedance of the medium 𝑍 [ohms] and the phase velocity 𝑣 [m/s] is: 

𝑍 = √
𝑗𝜔𝜇

𝜎 + 𝑗𝜔휀
 

Eq. (2.15) 

𝑣 =
𝜔

𝛽
. Eq. (2.16) 

The fields may diffuse or propagate as waves, depending on the frequency magnitude and on the relative 

magnitude of energy loss (associated with conductivity) to energy storage (associated with permittivity 

and magnetic permeability). GPR is viable when conditions yield a wave-like response and realized in 

the following conditions: 

𝜎

𝜔휀
≪ 1, Eq. (2.17) 

under that condition in Equations 2.8 and 2.9 the right-most part becomes negligible, and the solutions 

in Equations 2.13-2.16 reduce to: 

𝛼 =
1

2
𝜎√

µ

휀
= 𝑍0

𝜎

2√휀𝑟
 

Eq. (2.18) 

𝑣 =
1

√휀µ
=

𝑐0

√휀𝑟
 

Eq. (2.19) 

𝑍0 = √
µ0

휀0
= 377 Ω. 

Eq. (2.20) 

2.2 Geophysical inversion theory  

After acquisition (Section 1.2), and after the processing of the GPR data in order to isolate a signal 

(about processing experimental GPR data we will elaborate on the Section 5.3), in order to convert the 

data into other quantities more closely related to the physical properties of the target, imaging and 

inversion techniques are often applied. 

The idea of imaging and inversion is to reconstruct a model of the subsurface under investigation 

(Tarantola, 2005). Geophysical inverse theory assumes that we understand the physics of the problem, 

such if we knew the physical properties accurately (the model properties m(x)) we could predict the 

outcome of possible experiments (forward simulation 𝑔(𝒎) generates modelled data dmod) to 

reconstruct the observation data dobs. In a mathematical notation, the forward problem can be written as 

follows: 

𝒅𝒎𝒐𝒅 = 𝑔(𝒎) , Eq. (2.21) 

where 𝑔 represents the forward operator that describes the underlying physics and geometry.   
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The inverse problem can be described by  

𝒎𝒑𝒓𝒆𝒅 = 𝑔−1(𝒅𝒐𝒃𝒔), Eq. (2.22) 

and its solution is to find an appropriate model mpred, which generates modelled data dmod that fit well 

the observed data.  

In geophysical tomography, where the model is composed of multiple parameters, there are more 

unknowns than observations. The inverse problem is then termed underdetermined, and many different 

models exist that generate a satisfying fit within the uncertainty of the observed data. In most cases in 

tomography, it is not possible to converge the model for heterogeneous medium without additional 

damping and regularization, i.e. to reduce the number of possible solutions to find a physically 

meaningful and realistic model. In addition, the inverse problem of crosshole GPR data for tomography 

is non-linear, i.e. dmod is a function of the unknown model parameters, and therefore the problem is 

needed to be solved iteratively. This optimization in tomography inversion usually uses local search 

algorithms such as gradient-type (Polak and Ribiere, 1969), which are appropriate for large-scale 

model-parameter inversion. These algorithms require a starting model that is subsequently refined or 

updated iteratively in accordance with data misfit between dobs and dmod. The big advantage of the local 

minimization search algorithms is their effectiveness and computational efficiency (Meles et al., 2010). 

For GPR the inversion method uses the georadar data and a forward model 𝑔 of the physics of ray/wave 

propagation (depending on the forward model used). In the inverse problem for GPR tomography, the 

many parameters that characterize the model and the source current density wavelet (or equivalently, 

the antenna radiation pattern) are unknown. In a first step to reduce the ill-posing of the problem, the 

effective source wavelet (ESW) is estimated based on information about the antenna (Holliger et al., 

2001) or from analysis of the measured waveforms (Klotzsche et al., 2019). Then, once the ESW is 

specified, the GPR data is used to estimate a subsurface model through inversion. 

2.3 Ray-based method 

After introducing the ray-based inversion method in Section 1.2, we provide here a more rigorous 

description of the travel-time and the first-cycle amplitude inversions, which provide information about 

the EM velocity and attenuation structure of the subsurface. The inversions use a regular grid of points 

with appropriate spacing, at which the velocities and attenuations are defined, and updated in each 

iteration.  

2.3.1 Travel-time inversion 

The method uses the first-arrival travel times in the data to derive a velocity model for the subsurface. 

In the forward model, ray-paths from the transmitters to the receivers are simulated, using model 

parameters at equidimensional cells m. Modelled data of first-arrival travel time t that the wave travels 

along a ray-path S through a 2D isotropic medium is described as follows: 
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𝑡 = ∫ 𝑢(𝒓(𝑥, 𝑧))
𝑆

𝑑𝑟, 
Eq. (2.23) 

where u(r) represents the slowness (u=1/v) and r(x,z) indicates the position vector. In the grid 

representation, the ith travel time of n observations can be expressed by the linear relationship: 

𝑡𝑖 = ∑ 𝑙𝑖𝑘𝑢𝑘

𝑚

𝑘=1

= 𝐋i𝒖, 
Eq. (2.24) 

where the length lik represents the portion of the ray path i in the k th cell of the model space, and uk is 

the slowness in the k th cell. L should be solved with respect to the slowness field, to provide a curved 

ray path, which has the earliest travel time among the possible ray paths from a transmitter to a receiver. 

As a solver of the forward model that calculates L, the Eikonal equation with finite-difference 

implementation is preferred for heterogeneous mediums (Vidale, 1990). A travel-time misfit function 

𝐶𝑇𝑇 between the observed and modelled 𝑡𝑡𝑟
𝑚𝑜𝑑 data is used until the error is small enough to provide a 

good model: 

𝐶𝑇𝑇 = ∑ ∑
(𝑡𝑜𝑏𝑠

𝑡𝑟𝑛−𝑟𝑒𝑐 − 𝑡𝑚𝑜𝑑
𝑡𝑟𝑛−𝑟𝑒𝑐)2

𝑛
𝑟𝑒𝑐𝑡𝑟𝑛

, 
Eq. (2.25) 

where t and r are transmitter and receiver numbers, respectively, 𝑡𝑜𝑏𝑠
𝑡𝑟𝑛−𝑟𝑒𝑐 and 𝑡𝑚𝑜𝑑

𝑡𝑟𝑛−𝑟𝑒𝑐 are the observed 

and modelled travel times between a transmitter at location xt to receiver at xr, and n is the number of 

data points. For the inverse part in the scheme, the modelled slowness field u is derived. Commonly for 

heterogeneous medium addition regularization constraints are needed in the form of smoothing and 

damping, such Equation 2.24 is written: 

[

𝑡
0

𝒖0

] = [
𝐋
𝐀
𝐈

] 𝒖, 
Eq. (2.26) 

where u0 is a vector of damping constrains, A is a smoothing matrix, and I is the identity matrix. The 

damping is used to minimize the amount of deviations from the input model u0. The smoothing requests 

that differences of neighboring model parameters are small, thus makes sure that distinctive features 

are resolved only if they really present the data. The inversion problem that intents to solve the objective 

function is non-linear, as the ray-path (controlled by u) that is represented by L is unknown, and 

therefore it needs to be solved iteratively.  

2.3.2 First-cycle amplitude inversion 

The method uses the first-cycle amplitudes of the data to derive an attenuation model for the subsurface, 

where the attenuation α is associated with the σ of the medium (Equation 2.18, Davis and Annan, 1989). 

Thereby, it is assumed that the radiation patterns of the borehole antennas can be described by 

infinitesimal dipoles (Holliger et al., 2001). The amplitudes of the electrical fields E in the far-field can 

be described by: 
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𝐸(𝑟) =
𝐴0𝑒𝑥𝑝(− ∫ 𝛼(𝑠)𝑑𝑠

𝑟

0
)𝛩𝑡𝑟𝑛(𝜑

𝑡𝑟𝑛)𝛩𝑟𝑒𝑐(𝜑
𝑟𝑒𝑐)

∫ 𝑑𝑠
𝑟

0

, 
Eq. (2.27) 

where A0 is a normalization factor that symbolizes the source strength (i.e., amplitude radiation pattern) 

and depends on the effect of transmitter and receiver gain and antenna efficiency, and it is generally 

unknown. r is the distance along the ray, ds is the increment along the ray path; Θtrn and Θrec the 

amplitude radiation pattern of the transmitter and receiver antennas, respectively; and φ is the angle 

relative to the horizontal. Ray paths are obtained from the first-arrival travel time inversion. 

To achieve a linear form of Equation 2.26 (similar to Equation 2.24, but with attenuation αk in the kth 

cell instead of slowness uk), for a discretized model we can write: 

𝐴′𝑖𝑗 = ∑ 𝛼𝑘𝐋ijk + 𝐴′0

𝑘

 
Eq. (2.28a) 

𝐴′𝑖𝑗 = −𝑙𝑛 {
𝐸𝑖𝑗 ∑ 𝐋ijk𝑖𝑗

𝛩𝑡 (𝜑
𝑡𝑖

) 𝛩𝑟 (𝜑
𝑟𝑗

)
} 

Eq. (2.28b) 

𝐴′0 = −𝑙𝑛𝐴0, Eq. (2.28c) 

where Eij and A'ij are the amplitude of the electric field and modified amplitude function, along a grid 

of k cells from transmitter i to receiver j; Lijk represents the segment length through the k th cell; A'0 is 

the modified normalization factor. 

The system of linear equations to be solved (Equation 2.21) can now be written by the model parameters 

vector m = (A'0, α1, α2, …, αk, …), which contains the normalization factor A'0 and the attenuation values 

αk. A0 that symbolizes the source strength is approximated and introduced as a constant to the inversion. 

However, the uncertainty in A0 (Equation 2.27) increases the ill-pose of the problem in comparison to 

ray-based travel-time inversion (which does not estimate A0), and causes shifts in the absolute values 

of the attenuation. To stabilize the inversion, damping and smoothing constraints are included in a 

similar way to the travel-time inversion. 

2.4 GPR full-waveform inversion methodology  

GPR full-waveform inversion (FWI) is introduced in Section 1.2, but here the method is presented in 

more detail. The general workflow of the FWI is shown in Figure 2.1. In Part I, we describe the pre-

processing stage. In Part II, the effective source wavelet (ESW) estimation is defined. In Part III, we 

discuss the inversion algorithm and implementation details. Note that Part I and II are only required for 

the applications to experimental data. The crosshole GPR FWI is implemented in 2D, therefore 

Equations 2.1-2.4 determine the propagation of the waves in the x-z plane for the forward model. In 

crosshole cases the vertical component of the electrical field is obtained by the standard vertical antenna 
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orientations. Therefore, in the following the transverse electrical mode of the Maxwell Equations is 

used. 

 

Figure 2.1: Full-waveform inversion workflow showing the three main parts: preprocessing, source 

wavelet estimation and full-waveform inversion. The arrow indicates that these steps should be repeated 

until the misfit between the observed and synthetic data between sequenced iterative steps is below 

0.5%. (adopted from Klotzsche et al., 2010). 



22 

 

 
 
 

2.4.1 Data pre-processing  

The processing part involves three main steps. First noise is removed outside the frequency source 

spectrum by applying a dewow filter and if necessary a band-pass filtering (Figure 2.1, Step A). Second, 

the starting model for the FWI is obtained based on ray-based inversions (Figure 2.1, step B) using the 

first -arrival travel times and first-cycle amplitude inversion, which provide εr and σ from Equations 

2.18-2.19.  

Note that for high contrast changes, especially at the inversion domain boundary often ray-based models 

do not provide starting models within half a wavelength. Therefore, these models needed either 

manually updated by testing (Klotszche et al., 2012, 2013) or applying an amplitude analysis approach 

as introduced by Klotszche et al. (2014). This approach allows detecting and mapping the high contrast 

zones based on measured data already by checking the data for characteristic wave propagation 

behaviour, which are related to high contrast zones. 

2.4.2 3D to 2D data transformation  

The GPR FWI algorithm is implemented in the computationally attractive 2D domain, while the 

observed data was measured in 3D. Therefore, it is required to account for the 3D radiation 

characteristics of electromagnetic wave propagation and to adapt the data to the 2D scheme. The 

geometrical spreading describes the decrease of the energy density along a propagating wave front. The 

wave front area is widening with increasing travel distance. Consequently, the geometrical spreading is 

different in 2D and 3D cases, as for the 3D case the wave front propagates spherically and the amplitude 

A decay is proportional to the travelled distance, while the wave radius r depends on the velocity and 

time t, where 𝑟 = 𝑣𝑡 and 𝐴 ∝ 1 𝑡⁄ . In 2D, the energy is spread over the perimeter of the circle, which 

leads to the geometrical amplitude decay of 𝐴 ∝ 1 √𝑟⁄ ∝ 1 √𝑡⁄  (Liner, 2004). Therefore, it is necessary 

to multiply the 3D data with √𝑡 when using a 2D code. Furthermore, in 2D the sources are implicitly 

considered as infinitive long extended lines of point dipole in the perpendicular direction of the 2D 

plane. This is not true in reality, thus a phase shift must be introduced. 

To compensate for differences in geometrical spreading and pulse shape (Figure 2.1, step C), we apply 

a 3D to 2D transformation technique (Bleistein, 1986), as proposed in the GPR FWI scheme by Ernst 

et al. (2007). The transformation uses a phase shift of π/4 and a scaling factor of 
1

√𝜔
 in the frequency 

domain. The corrected data �̂�2𝐷 for the transmitter at locations 𝒙𝑡𝑟𝑛 and receiver 𝒙𝑟𝑒𝑐. 

�̂�2𝐷(𝒙𝑡𝑟𝑛, 𝒙𝑟𝑒𝑐 , 𝜔) = �̂�𝑜𝑏𝑠(𝒙𝑡𝑟𝑛, 𝒙𝑟𝑒𝑐 , 𝜔)√
2𝜋𝑡(𝒙𝑡𝑟𝑛, 𝒙𝑟𝑒𝑐)

−𝑗𝜔휀𝑚𝑒𝑎𝑛μ
, 

 Eq. (2.29) 

where ω is the frequency, �̂�𝑜𝑏𝑠 is the original data, and 𝑡(𝒙𝑡𝑟𝑛, 𝒙𝑟𝑒𝑐) are the travel times (account for 

3D to 2D geometrical spreading), 휀𝑚𝑒𝑎𝑛 is the mean dielectric permittivity of the media, and ̂  indicates 

the frequency domain. Note that this assumption is only valid in the far field, which is for most crosshole 
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applications achieved (Ernst et al., 2007b). Furthermore, the transformation assumes that the highest 

amplitude is associated with the first arrival time. In cases where this is not fulfilled, like in the presence 

of high contrast layers, this transformation produces errors in the transformed data, which affect the 

final permittivity and conductivity tomograms (Mozaffari et al., 2020). In addition, as in crosshole setup 

the energy is spread in 3D, it is not possible to distinguish between in-plane and out-of-plane events. 

However, the assumption is that most energy comes from in-plane events, which are linked to the media 

in the first few cycles of the traces. In a heterogeneous aquifer with presence of a tracer, that imposes 

large dielectric contrasts over decimeter scale distances this assumption needs to be revalidated. 

2.4.3 Full-waveform forward model 

As part of the GPR FWI scheme, a forward model that simulates the entire EM fields based on Maxwell 

Equations (Equations 2.1-2.4) is required. A 2D finite-difference time-domain (FDTD) solution of the 

Maxwell Equations in Cartesian coordinates is applied to solve the forward problem (for more details 

and mathematical descriptions see Ernst et al. (2007) and Meles et al., (2010)). The forward model is 

necessary for the effective source wavelet estimation and the FWI, thus a large amount of computing 

resources is necessary for the FWI scheme (Figure 2.1). 

2.4.4 Source wavelet estimation  

The source wavelet is unknown, and is necessary to be estimated (Figure 2.1, Steps D,E) prior to the 

FWI, to model the entire waveform correctly and to reduce the ill-pose of the FWI problem. The 

effective source wavelet reflects the current density pattern of the finite length antenna and the antenna 

coupling conditions, e.g., due to the influence of borehole filling, either air or water. The steps of the 

effective source wavelet estimation are adopted from Klotzsche et al. (2010) and illustrated in detail in 

detail in Figure 2.2.  

Part A describes the initial source wavelet estimation. There, the shape of the wavelet is determined 

without considering any amplitude information. Only the horizontal travelling waves are chosen, then 

they are normalized and aligned to estimate an average pulse (Figure 2.2, step 1). These traces are cross-

correlated and as a result, data containing erroneous wave shapes due to for example interfering 

reflections are identified and excluded. Because the electric field is proportional to the time derivative 

of the current density source wavelet (Klotzsche et al., 2013b), to obtain the shape of the initial source 

wavelet, we divide the average Fourier transformed selected electric field pulse by jω in the frequency 

domain (Figure 2.2, step 2). This wavelet is normalized to 1 and the amplitude is optimized in the next 

step. Part B describes the steps for correction of the first initial source estimation. First, synthetic data 

is calculated using the 2D FDTD code for each Tx-Rx pair (Figure 2.2, steps 3-4). Therefore, the 

estimated source wavelet Sini(t), and the ray-based permittivity εray and conductivity σray models are 

utilized. Note that these starting models later also used as starting models for the FWI and if these 

models are updated also the ESW needs to be updated.  
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Mathematically, the GPR data 𝑬𝒐𝒃𝒔(𝑡) can be seen as the convolution of the source wavelet 𝑺(𝑡) with 

the impulse response of the earth G(𝑡) (Green’s function) in the time-domain, or equivalently, as the 

multiplication of the source spectrum �̂�(𝑓) with the Fourier-transformed Green’s function �̂�(𝑓) in the 

frequency )f) domain. Therefore, an effective source wavelet �̂�(𝑓) can be calculated by deconvolving 

the data �̂�𝑜𝑏𝑠(𝑓) with an appropriate Green’s function �̂�(𝑓) calculated using the travel time inversion 

results as input. This is best done using a least-squares approach in the frequency domain (Ernst et al., 

2007b; Streich, 2007b). The Green's function �̂�(𝑓) is calculated by division of �̂�𝑠𝑦𝑛(𝑓) in the frequency 

domain with the initial wavelet spectra �̂�𝑘=0(𝑓) (Figure 2.2, step 5). Then we estimate �̂�𝑘=1(𝑓) by 

dividing the spectral observed data �̂�𝑜𝑏𝑠 by Green's function �̂�(𝑓) using all traces in a least-squares 

sense (Figure 2.2, steps 6). We apply the quantities ηD and ηI as pre-whitening factors to stabilize the 

solution and avoid a division by zero when notches are present in the spectrum of �̂�(𝑓). Next, the time-

domain source wavelet 𝑺𝒌+𝟏(𝑡) is calculated by the inverse Fourier transformation (Figure 2.2, step 7). 

Steps 3-7 can be repeated until the source wavelet has converged and is stable, where k indicated the 

iteration (Loop 1), however one correction is usually enough. Note that after this step the phase and the 

amplitude were updated. Part C (Figure 2.2) describes an additional option to update and refine the 

source wavelet after a few FWI iterations, when the permittivity εk+1 and conductivity σk+1 models have 

been updated (Loop 2).  
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Figure 2.2: Source wavelet estimation flow consisting of three parts: Part A: initial source wavelet 

estimation using averaged horizontal rays (steps 1 - 2), Part B: the source wavelet correction (steps 3 

- 7) with the deconvolution method using all available data (Klotzsche et al., 2019b) and Part C: source 

wavelet refinement during the full-waveform inversion. The source wavelet estimation is always carried 

out before starting the full-waveform inversion (loop 1) and can also be performed after several 

iterations of the full-waveform inversion (loop 2). 
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2.4.5 FWI inversion scheme  

After the initial models and the effective source wavelet are obtained the FWI can be performed. Note 

that the synthetic data based on the initial models and the effective source wavelet need to be within a 

half-wavelength with the observed data, in order to avoid cycle-skipping and to update the inversion in 

the wrong direction. 

2.4.5.1 Inverse problem 

The full-waveform inversion approach uses conjugate gradient method (Tarantola, 1984) and involves 

finding the spatial distribution of the permittivity and conductivity models that minimize the squared 

norm cost (misfit) function 𝐶𝐹𝑊(휀, 𝜎) between the modelled 𝑬𝑚𝑜𝑑 and measured 𝑬𝑜𝑏𝑠 traces for all 

transmitter-receiver combinations within a defined time window (Figure 2.1, Part III): 

𝐶𝐹𝑊(휀, 𝜎) =
1

2
∑ ∑ ∑[𝑬𝑚𝑜𝑑

𝑡𝑟𝑛 (휀, 𝜎) − 𝑬𝑜𝑏𝑠
𝑡𝑟𝑛 ]𝑟𝑒𝑐,𝑡

𝑇

𝑡𝑟𝑒𝑐𝑡𝑟𝑛

∙ 𝛿(𝒙′ − 𝒙𝑟𝑒𝑐 , 𝑡′ − 𝑡)[𝑬𝑚𝑜𝑑
𝑡𝑟𝑛 (휀, 𝜎) − 𝑬𝑜𝑏𝑠

𝑡𝑟𝑛]𝑟𝑒𝑐,𝑡  , 

 Eq. (2.30) 

where 𝐸𝑡𝑟𝑛 stands for the electric field of a particular transmitter and contains the entire space-time 

domain x' and t', superscript T indicates the transposed operator, 𝛿 is the delta function, 𝒙𝑟𝑒𝑐 is the 

receiver location, and trn, rec, and t indicate sums over transmitters, receivers, and observation times. 

In the full-waveform inversion 𝐶𝐹𝑊 the complete traces of the electrical field 𝐸𝑡𝑟𝑛 in time are taken 

into account, whereas in the travel-time 𝐶𝑇𝑇 (Equation 2.25) only the first-arrivals are used the misfit 

function.  

We use a gradient type approach that minimizes the cost function. The gradient indicate in which 

direction the model should be updated to reduce the misfit between the measured and modelled data. In 

addition, specific step-lengths for each cell need to be determined which indicate the magnitude of the 

model updates. 

2.4.5.2 Gradients of the misfit function 

Permittivity and conductivity perturbations 𝛿휀 and 𝛿𝜎 are used to calculate the modelled electric field 

𝑬𝑚𝑜𝑑
𝑡𝑟𝑛  due to small changes in 휀 and 𝜎 (Meles et al., 2010). The Maxwell's equations can now be 

rewritten for small changes in the measured field for a perturbed system, which describes the changes 

in the measured wavefield due to permittivity and conductivity changes as 𝛿휀 and 𝛿𝜎 changes: 

𝑬𝑚𝑜𝑑
𝑡𝑟𝑛 (휀 + 𝛿휀, 𝜎 +  𝛿𝜎) − 𝑬𝑚𝑜𝑑

𝑡𝑟𝑛 (휀, 𝜎) = 𝐺(𝜕𝑡𝑬𝑡𝑟𝑛𝛿휀 + 𝑬𝑡𝑟𝑛𝛿𝜎) 

= [𝑳𝜀
𝑡𝑟𝑛 𝑳𝜎

𝑡𝑟𝑛] [
𝛿휀
𝛿𝜎

] . 

 Eq. (2.31) 

 The operator 𝑳𝑡𝑟𝑛is defined for specific contribution at cell x of permittivity and conductivity: 

𝑳𝜀
𝑡𝑟𝑛(𝒙′) = 𝐺𝛿(𝒙 − 𝒙′)𝜕𝑡𝑟𝑛𝑬𝑡𝑟𝑛  Eq. (2.32) 
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𝑳𝜎
𝑡𝑟𝑛(𝒙′) = 𝐺𝛿(𝒙 − 𝒙′)𝑬𝑡𝑟𝑛  Eq. (2.33) 

The gradients of 𝐶𝐹𝑊 can now be estimated from the first order approximation of 𝐶𝐹𝑊 in Equation 2.30:  

𝐶𝐹𝑊(휀 + 𝛿휀, 𝜎 +  𝛿𝜎) = 𝐶𝐹𝑊(휀, 𝜎) + 𝛻𝐶𝐹𝑊
𝑇 [

𝛿휀
𝛿𝜎

] + 𝑂(𝛿휀2, 𝛿𝜎2) 
 Eq. (2.34) 

To estimate the total gradient ∇𝐶𝐹𝑊, first all the separate contributions for each transmitter, receiver 

and observation time combination terms of Equation (2.30) are calculated. Next, all these gradients 

terms are added. The summation of the misfit function over all transmitters t can be written as: 

[
∇𝐶𝜀(𝒙′)

∇𝐶𝜎(𝒙′)
] = ∑

(𝛿(𝒙 − 𝒙′)𝜕𝑡𝑬𝑚𝑜𝑑
𝑡𝑟𝑛 )𝑇�̂�𝑇𝑹𝑡𝑟𝑛

(𝛿(𝒙 − 𝒙′)𝑬𝑚𝑜𝑑
𝑡𝑟𝑛 )𝑇�̂�𝑇𝑹𝑡𝑟𝑛

𝑡

 
 Eq. (2.35) 

where 𝑹𝑡, is the generalised residual wave field: 

𝑹𝑡𝑟𝑛 = ∑ ∑[∆𝐸𝑡𝑟𝑛]𝑟𝑒𝑐,𝑡

𝑡𝑟

 
 Eq. (2.36) 

where 𝐺𝑇𝑹𝑡𝑟𝑛 can be interpreted as the back-propagated residual wavefield in the same medium as 

𝐸𝑡𝑟𝑛. The spatial delta function 𝛿(𝒙 − 𝒙′) corresponds to the spatial components of the gradients and 

reduces the inner product to a zero-lag cross-correlation in time. The residual wavefield �̂�𝑇𝑅𝑡𝑟𝑛 is back-

propagated from all receivers to the corresponding transmitters through the model, simultaneously 

(Figure 2.1, step H). Finally, the gradient at each point x is obtained by a zero-lag cross-correlation of 

the stored values of 𝐸𝑡𝑟𝑛 with the back-propagated residual wavefield and by summing over all 

tranmitters and times-steps (Figure 2.1, step I, J). 

2.4.5.3 Step lengths 

FWI requires step-length to identify the magnitude of the 휀 and 𝜎 models update that is necessary for 

each iteration. We use two individual step-lengths that allows a simultaneously update of the 

permittivity and conductivity models in each iteration (Meles et al., 2010), while other approaches only 

consider one step length and a factor for the parameters. The updated 휀 and 𝜎 models can be formulated 

as: 

[휀𝑢𝑝𝑑] = [휀] − 휁𝜀[∇𝐶𝜀], Eq. (2.37) 

and  

[𝜎𝑢𝑝𝑑] = [𝜎] − 휁𝜎[∇𝐶𝜎], Eq. (2.38) 

The step lengths 휁𝜀 and 휁𝜎 determine how far we will move alongside the direction indicated by misfit 

function C, too small 휁𝜀 and 휁𝜎 leads to slow convergence while too big cause overshooting of the FWI. 

Therefore, the step-lengths are adjusted by choosing appropriate perturbation factors 𝜅𝜀 and 𝜅𝜎: 
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휁𝜀 = 𝜅𝜀

∑ ∑ ∑ [𝑬𝑠𝑦𝑛(휀 + 𝜅𝜀𝛻𝐶𝜀, 𝜎) − 𝑬𝑠𝑦𝑛(휀, 𝜎)]
𝑟𝑒𝑐,𝑡

𝑇
𝛿(𝑥 − 𝑥𝑟𝑒𝑐, 𝑡 − 𝑡′)[𝑬𝑠𝑦𝑛(휀, 𝜎) − 𝑬𝑜𝑏𝑠]

𝑟𝑒𝑐,𝑡𝑡𝑟𝑒𝑐𝑡𝑟𝑛

∑ ∑ ∑ [𝑬𝑠𝑦𝑛(휀 + 𝜅𝜀𝛻𝐶𝜀, 𝜎) − 𝑬𝑠𝑦𝑛(휀, 𝜎)]
𝑟𝑒𝑐,𝑡

𝑇
𝛿(𝑥 − 𝑥𝑟𝑒𝑐 , 𝑡 − 𝑡′)[(𝑬𝑠𝑦𝑛(휀 + 𝜅𝜀𝛻𝐶𝜀 , 𝜎)) − 𝑬𝑠𝑦𝑛(휀, 𝜎)]

𝑟𝑒𝑐,𝑡𝑡𝑟𝑒𝑐𝑡𝑟𝑛

 
Eq. (2.39)) 

and  

휁𝜎 = 𝜅𝜎

∑ ∑ ∑ [𝑬𝑠𝑦𝑛(휀, 𝜎 + 𝜅𝜎𝛻𝐶𝜎) − 𝑬𝑠𝑦𝑛(휀, 𝜎)]
𝑟𝑒𝑐,𝑡

𝑇
𝛿(𝑥 − 𝑥𝑟𝑒𝑐, 𝑡 − 𝑡′)[𝑬𝑠𝑦𝑛(휀, 𝜎) − 𝑬𝑜𝑏𝑠]

𝑟𝑒𝑐,𝑡𝑡𝑟𝑒𝑐𝑡𝑟𝑛

∑ ∑ ∑ [𝑬𝑠𝑦𝑛(휀, 𝜎 + 𝜅𝜎𝛻𝐶𝜎) − 𝑬𝑠𝑦𝑛(휀, 𝜎)]
𝑟𝑒𝑐,𝑡

𝑇
𝛿(𝑥 − 𝑥𝑟𝑒𝑐, 𝑡 − 𝑡′)[(𝑬𝑠𝑦𝑛(휀, 𝜎 + 𝜅𝜎𝛻𝐶𝜎)) − 𝑬𝑠𝑦𝑛(휀, 𝜎)]

𝑟𝑒𝑐,𝑡𝑡𝑟𝑒𝑐𝑡𝑟𝑛

 . 
Eq. (2.40) 

To avoid numerical artifacts close to the boreholes, caused by high gradients close to the antenna 

positions, we use a methodology proposed by van der Kruk et al. (2015). It applies a gradient 

preconditioning operator 𝑷𝑘 to damp the transmitter and receiver artifacts. For that, the maximum 

values of the forward-propagated field and the back-propagated residual field are used, with 

𝑷𝑘(𝒙) =
𝑏(𝒙)

𝑚𝑎𝑥𝑥𝑏(𝒙)
 , 

 Eq. (2.41) 

𝑏(𝒙) =
1

𝑎(𝒙) + 𝐶𝑠𝑡𝑎𝑏�̅�
 , 

 Eq. (2.42) 

𝑎(𝒙) = 𝑚𝑎𝑥𝑡|𝑬𝑠𝑦𝑛| + 𝑚𝑎𝑥𝑡|𝑹𝑡𝑟𝑛| ,  Eq. (2.43) 

where 𝐶𝑠𝑡𝑎𝑏 represents the stabilization factor that can range between 1 and 100, which needs to be 

estimated for εr and σ gradients. The terms 𝑬𝑠𝑦𝑛 and 𝑹𝑡𝑟𝑛 depend on space x and time t. The term �̅� 

represents the spatial average of 𝑎(𝒙). The first term on the right side of equation 2.43 considers the 

maximum of the synthetic wavefield, and the second term takes the maximum of the residual wavefield 

into account. 

2.4.5.4 FWI convergence criteria 

The 휀 and 𝜎 models at each iteration are updated with the obtained gradient and step-length using 

Equations 2.33 and 2.34 in an iterative process (Figure 2.1, step L) until the following criteria are 

achieved (Klotzsche et al., 2019b):  

1) the root-mean-squared error (RMSE) of the observed and modeled data between subsequent 

iterations changes less than 0.5%, 

2) decrease of at least 50% in RMSE in contrast to the ray-based inversion starting model,  

3) absence of the remaining gradients (in the FWI optimization method) for the final models, and 

4) good fit between the measured and modeled data (direct sample by sample correlation without any 

shift should be better than 0.8). Note that this value indicates a good trend in the data fit and is based 

on experimental data experience. 

It is important to note that all four points need to be satisfied. For example, if the data fit is less good, 

although maybe the other three points are satisfied, it indicates that a model was found which is not 

providing data that fit the entire measured data range (Klotzsche et al., 2014).   
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Chapter 3 

Realistic hydrological aquifer model for tracer modelling 1 

In this chapter, we develop a realistic hydrological model domain of an aquifer in which we simulate 

flow and transport processes to realistically model time-lapse GPR data and perform the FWI for the 

different tracer scenarios. This model represents an aquifer with a high spatial resolution considering 

heterogeneity, which is necessary to demonstrate the potential of the FWI to reconstruct small-scale 

structures and hence plume spreading. This model is based on an extensive database of different 

hydrological and geophysical measurements of the Krauthausen test site in Germany. Thereby, we first 

adopt a 3D hydrological facies model, which was in a second step considered to calculate for each of 

the facies a histogram and correlation lengths of the hydrological properties (porosity and hydraulic 

conductivity) and dielectric properties (permittivity and electrical conductivity). Last, we established a 

stochastic model of the hydrological and dielectric properties for each of the facies. This high-resolution 

aquifer model is then used to mimic realistic flow and transport scenarios, to generate a plume fate from 

which different tracer types, magnitudes and distributions are derived, by using adequate petrophysical 

relations that convert the concentration to dielectric properties. The synthetic tracer fate enables a 

thoughtful consideration for site-specific design and measurement planning. 

  

                                                           
1 Adapted from Haruzi, P., Schmäck, J., Zhou, Z., van der Kruk, J., Vereecken, H., Vanderborght, J., & 

Klotzsche, A. (2022). Detection of tracer plumes using full‐waveform inversion of time‐lapse ground 

penetrating radar data: a numerical study in a high‐resolution aquifer model. Water Resources Research, 

e2021WR030110. 
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3.1 Description of the Krauthausen test site   

The Krauthausen test site is located north to Düren and south to Forschungszentrum Jülich, North 

Rhine-Westphalia, Germany. It is part of the TERENO network and was established 30 years ago. 

Therefore, long and intensive investigations have been performed in terms of hydrology, hydrogeology 

and geophysics. The test site extent is 200 x 70 m and has more than 70 wells used for pumping and 

water sampling which reach to 9 - 12 m depth (Figure 3.1). The site was investigated in multiple studies 

using hydrogeological characterization by cone penetration test (CPT) (Tillman et al., 2008), tracer tests 

(Vereecken et al., 2000, Vanderborght and Vereecken, 2001), soil and water sampling (Englert et al., 

2000), borehole velocity measurements (Englert, 2003), pumping tests (Li et al., 2008), and  

geophysical imaging methods of ERT (Kemna et al., 2002, Müller et al., 2010), GPR (Oberröhrmann 

et al., 2013, Gueting et al., 2015, 2017, Zhou et al., 2020), and spectral induced polarization (Kelter et 

al., 2018).  

The ground water level varies through the year between 1-3 m below surface (Englert, 2003). The 

Krauthausen aquifer is an alluvial sandy-gravel aquifer with a silt and clay content that varies between 

0.5 - 7.5% (Vereecken et al., 2000).The aquifer can be divided into three distinct hydrologic 

compartments (Figure 3.1b). High K layer from water level down to ~4 m of gravel (with large clay 

extent), lower K from approximately 4-6 m of well-sorted medium size sand, and intermediate K of a 

sandy gravel layer, with a general trend of increasing gravel extent and K with depth (Gueting et al., 

2015). Each layer by itself is heterogeneous, manifested by a recent tracer test and high-resolution 

characterization of GPR FWI (Gueting et al., 2015, 2107). The groundwater velocity direction 

distributes spatially and varies between 210°N to 90°N, and the mean flow direction is 340°N 

(Vereecken et al., 2000), with an overall specific discharge of approximately 1 m/day (Müller et al., 

2010). Heterogeneity of K that mostly influences preferential path thickness was derived from lnK (ln 

≡ log10) histograms with variance of 0.6 and correlation lengths (I) in the vertical and horizontal 

directions, Iv=0.18 m (Englert et al., 2003) and Ih=1.75 m (Tillmann et al., 2008), respectively, at the 

main facies below 6 m. With respect to GPR, the aquifer is well suited due to its low to intermediate 

bulk electrical conductivity (σb) between 5 and 20 mS/m (Zhou et al., 2021). 
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Figure 3.1: Krauthausen test site. a) Locations of the wells. Rectangle represents the area, where the 

salt tracer is injected and monitored in Chapter 5. b) Cross-section of the uppermost Krauthausen 

aquifer adapted from Döring (1997) and Tillmann et al. (2008). c) View at the site from the most 

northern point. 
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3.2 Stochastic aquifer model setup 

We modelled the Krauthausen aquifer using information from past studies. As a first step, we adopted 

the 3D facies model (Figure 3.2a) from Gueting et al. (2017 and 2018), which was generated based on 

adjoint tomograms from 2D GPR full-waveform inversions, and subsequently expanded to a 3D cube 

using multiple-point statistics. This model is composed of three facies: Facies 1 of gravel (mainly above 

4 m), Facies 2 of sand (mainly between 4-6 m) and Facies 3 of sandy gravel (mainly below 6 m). The 

model covers a domain size of 20.07 x 30.15 x 4.68 m, from 3.58 to 8.26 m depth and this is composed 

of cubic cells with an edge size of 0.09 m. As a second step, based on available data (see Table 3.1), we 

calculated histograms and correlation lengths to each of the four aquifer parameters (hydraulic 

conductivity (K), porosity (ϕ), εr, σb) in the 3 facies. The CPT data provide local measurements with 

high vertical resolution information about mechanical resistance, natural gamma activity, bulk density, 

matrix density, water content and electrical resistivity. The CPT measurements were used by multiple 

regression (Tillman et al., 2008) to estimate local grain size distributions, from which K was calculated 

using empirical formulas provided in the literature. ϕ in the saturated part of the aquifer is equal to the 

water content. For our hydrological aquifer model, we considered K and ϕ. For our aquifer model of 

dielectric properties which will be used later for GPR modelling, εr was calculated from ϕ (CRIM 

model, Birchak et al., 1974) and σb from electrical resistivity. As a third step, we generated the 

distributions of the aquifer parameters (K, ϕ, εr, σb), in each of the three facies using stochastic Gaussian 

simulation (SGSIM) based on variogram modeling (SGeMS software, Remy et al., 2009).  

For each property and facies (see Figure 3.2b-e, Table 3.1), stochastic simulations were performed over 

the entire model domain. The resulting models were then integrated into one aquifer model domain 

(“cookie-cutter”) based on the 3D facies distribution. K and ϕ models were simulated independently 

with no spatial cross correlation, εr was calculated directly from the ϕ model using the CRIM model 

(Birchak et al., 1974), and σb was simulated using sequential Gaussian co-simulation (COSGSIM) based 

on the εr spatial distribution as a secondary information with correlation r=0.5 in each facies (Gueting 

et al., 2015, 2020). For all the stochastic simulations an exponential variogram model was used 

(Gringarten and Deutsch, 2001). 
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Figure 3.2: Aquifer model domains used for the hydrological flow and transport modelling. (a) Facies 

model (adopted from Gueting et al. (2018), (b) log-conductivity, (c) porosity model, (d) background 

relative permittivity, and (e) electrical conductivity. 
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Table 3.1: Mean values, variance, horizontal and vertical correlation lengths (Ih, Iv) of aquifer 

properties: the porosity ϕ, log hydraulic conductivity lnK, relative permittivity εr and electrical 

conductivity σb of the Krauthausen test site used for stochastic simulation within Facies 1-3. 
 

ϕ* lnK** 

[K in m/d] 

εr*** σb**** 

[mS/m] 

Facies 1 - sand 

    

Mean 35. 8 -7.69 21 17.2 

Variance 7.7 0.1 2.94 2 

Iv [m] 0.13 0.6 0.13 0.13 

Ih [m] 0.56 5 0.56 0.56 

Facies 2 - sandy-

gravel 

    

Mean 31.9 -6.4 18.6 12 

Variance 3.6 0.6 1.24 1.75 

Iv [m] 0.12 0.18 0.12 0.12 

Ih [m] 0.39 1.75 0.39 0.39 

Facies 3 - gravel 

    

Mean 25.7 -5.78 15.2 10.3 

Variance 6 1 1.97 1.5 

Iv [m] 0.12 0.4 0.12 0.13 

Ih [m] 0.6 0.3 0.6 0.6 

* The mean variance of the porosity was calculated from water content point measurements from 

neutron logs at CPT locations (Tillmann et al., 2008). The correlation lengths Ih and Iv were calculated 

(using semi-variogram analysis) after conversion from εr tomograms at multiple GPR FWI planes 

(Gueting et al., 2017, Zhou et al., 2021) using the CRIM model.  

** Mean value of lnK was adopted from a K model based on grain size distribution (GSD) (Bialas and 

Kleczkowski, 1970, Gueting et al., 2017). Variance and Ih of lnK were calculated based on a dense grid 

of vertical CPT with ~1.5 m horizontal separation distance (Tillmann et al., 2008), using a calibrated 

correlation between GSD and CPT geophysical properties (mechanical resistance, natural gamma 

activity and bulk density), where co-located data was available. Iv=0.18 m of lnK in the main Facies 2 

of the model (green facie in Figure 3.2a) was adopted from borehole groundwater velocity measurement 

(Englert, 2003).  

*** εr was calculated directly from the porosity model using CRIM model.  

**** Mean value of σb and variance, Ih and Iv were calculated from σb tomograms at multiple GPR FWI 

planes (Gueting et al., 2017, Zhou et al., 2021).  
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3.3 Tracer transport simulation 

We used a flow and transport model based on the designed aquifer model domain (Figure 3.2, Table 

3.2) to imitate the past positive saline tracer test performed by Müller et al. (2010). The results of Müller 

et al. (2010) are used in our study as reference for the synthetic plume fate reconstruction. The 3D flow 

equation was solved using TRACE (Vereecken et al., 1994) and the transport equation was solved using 

a random-walk particle-tracking algorithm PARTRACE (Bechtold et al., 2011). We simulated a tracer 

injection for 7 days using a uniform water influx source of 20 m³/day between 3.58 - 8.26 m depth in 

the borehole, and a particle injection source of 1∙108 “conservative or non- reactive” particles which 

were injected uniformly through the injection period, resulting in an injection concentration of 7.15∙105 

particles/m3. We modelled the borehole (diam. 50.8 mm, slots 0.5 mm) by a vertical column of grid 

cells (cubic, edge of 0.09 m) assigned with K = 267 m/d (Klotz, 1990) and a porosity of 1. The borehole 

was surrounded by a gravel pack that fills the well (diam. 0.328 m), modelled by 8 grid cell columns 

with K = 2246 m/d (Klotz, 1977) and a porosity 0.4. To solve for the total head and velocity distributions 

in the heterogeneous aquifer, we adopted a natural hydraulic gradient in the aquifer of 0.002 m/m 

(Vereecken et al., 2000) implemented by pressure head boundary conditions at the up and downstream 

boundaries, and zero flux conditions at the lateral, top and bottom boundaries. During the injection 

phase, we used the flow velocity field that was simulated considering the water injection in the well for 

the transport simulation. After the injection ceased, we simulated the tracer transport using a velocity 

field that represents the natural hydraulic gradient of the Krauthausen test site. The heterogeneity of the 

simulated plume was controlled by the stochastically-generated lnK and porosity (Table 3.1), which 

generated a variable fluid velocity. To account for the effect of velocity fluctuations on solute transport 

at the grid-cell scale, we used longitudinal and transverse dispersivities of 0.003 and 0.001 m, 

respectively.  

The high-resolution aquifer model can predict transport processes with high spatial resolution as shown 

for day 15 after the start of the injection (Figure 3.3). In each plane view, the distribution of mass 

represents the sum of particle mass along the perpendicular axis to that plane. A substantial part of the 

plume was transported over a large distance in the lower part of the aquifer (between 7 and 8 m depth), 

whereas a second part of the plume was moving slower between roughly 5 and 6.5 m depth. The plume 

is mainly transported in Facies 2, which has a higher hydraulic conductivity than Facies 1, whereas 

Facies 3 (with the highest conductivity) was barely present within the range of depths where the tracer 

was injected.  

This high-resolution flow and transport model allows us to compare the simulated tracer distribution at 

monitoring planes with the ERT results from the Krauthausen test site (Figure 3.4). Note that injection 

well and injection rate in the simulation were the same as the ones of the real tracer experiment for 

which the ERT images were obtained. For example, 15 days after the injection started, we can observe 

a splitting of the simulated plume in a transverse view, similar to the ERT images (Figure 3.4b,c). The 
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general similarity between simulated and ERT observed patterns suggests that the reconstructed facies 

distribution satisfactorily represents the true distribution. Note that the ERT images did not resolve 

small-scale tracer concentration variations and the results are more smoothed (Figure 3.4d). The 

simulated tracer distribution as imaged in longitudinal view (Figure 3.4d) is characterized by thin 

horizontal lenses of 0.1 m thickness with high concentrations (e.g., at 6.2 m depth), which corresponds 

with the vertical correlation length of Iv = 0.18 m of the hydraulic conductivity in Facies 2.  

 

Figure 3.3: Normalized particles mass in plan (a), side (b) and front (c) view at day 15 after beginning 

of the tracer injection. The mass shown is a sum of mass in a line of cells perpendicular to the view. 

Color maps are normalized to the maximum mass for each.  
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Figure 3.4: Tracer distribution in the monitoring plane. (a) Facies model, (b, d) concentration 

distribution in transverse and longitudinal directions, and (c) ERT image (modified from Müller et al. 

(2010), Figure 5) for the domain of the plane between the two GPR monitoring boreholes 10 m 

downgradient from the injection borehole (see Figure 3.3). The concentration represented the 

distribution after day 15 from the transport simulation normalized to injected tracer distribution. The 

red dashed lines in the perpendicular stitching tomograms (b) and (d) represent the stitching location.  

The electrical conductivity image is derived from the ERT tomogram and borehole loggers from a 

previous tracer test at day 15 after beginning the injection. Note that the logger data was obtained in 

two boreholes (seen as vertical anomalies) with vertical intervals of 0.35 m. The color scale represents 

the bulk electrical conductivity difference. 

3.4 Tracer types and petrophysical relations 

3.4.1 Change only in electrical conductivity: Salt and desalinated water tracer 

The concentration of electrolytes in the groundwater determines the electrical conductivity of the fluid 

phase, whereas it has only minor influence on the permittivity (Sreenivas et al., 1995, Hagrey and 

Mülller, 2000). For pore fluid conductivities that are smaller than ~15 S/m, the fluid electrical 

conductivity is proportional to the equivalent electrical charge concentration (Sreenivas et al., 1995). 

Salt tracers with a higher concentration are not often imaged with GPR in transmission mode, because 

of the high attenuation of the EM wave and the restriction of the ray-based approaches to derive 

quantitative high-resolution results (exception in Day-Lewis, 2003). 



38 

 

 
 
 

3.4.1.1 Implementation of the salt tracer simulation  

We simulated solute transport using particle tracking and one particle was associated with a certain 

equivalent additional charge compared to the background charge concentration in the groundwater. If a 

tracer solution with a lower electrical conductivity than the background groundwater conductivity was 

injected (desalinated water), particles were associated with a ‘negative’ additional charge. Assuming 

that the electrical conductivity of the injected tracer solution σf_tracer_injection is constant during the 

injection and that the background fluid conductivity in the aquifer σf_background is constant in space, the 

electrical conductivity of the fluid at time t in a grid cell centered at a 3D coordinate x, σf (x,t), was 

related to the number of particles in that grid cell np(x,t) at time t, the volume Vcell and porosity ϕ(x) in 

the grid cell, the total number of particles injected np,injection, and the total volume of water that was 

injected Vinjection as:  

σf(x,t) = (σf_tracer_injection - σf_background) ∙ C(x,t) / Cinjection   + σf_background  Eq. (3.1) 

with   

C(x,t) = np(x,t)/(Vcell ∙ ϕ (x))  and Eq. (3.2) 

Cinjection = np injection/Vinjection . Eq. (3.3) 

C(x,t) and Cinjection are the particle concentrations in a cell and in the injected tracer solution, 

respectively. Following Müller et al (2010) we consider a background pore fluid conductivity equal to 

σf_background = 93.7 mS/m. For the electrical conductivity of the injected salt tracer, we considered four 

cases:  

I. Injection of water with an electrical conductivity smaller than the background (negative tracer, 

Desalinated case, σf_tracer_injection = 69.6 mS/m),  

II. Injection with a conductivity slightly higher (positive tracer) than the background (Low salinity 

case: σf_tracer_injection = 117.8 mS/m),  

III. Injection with an Intermediate conductivity (Intermediate salinity case, σf_tracer_injection = 610 mS/m), 

and  

IV. Injection with a High conductivity (High salinity case, σf_tracer_injection = 1525 mS/m).  

The Low salinity case adds the same magnitude of tracer fluid electrical conductivity as the Desalinated 

case subtracts, and the High salinity case adds 2.5 times the tracer fluid conductivity of the Intermediate 

salinity case. The background pore water conductivity and the negative and intermediate tracer 

conductivities were adopted from the tracer experiments carried out by Müller et al. (2010). 
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3.4.1.2 Salt tracer – electrical conductivity petrophysical relations 

The bulk electrical conductivity σb is simplified by an adapted Archie’s Law which considers a model 

of two conductors in parallel: the dissolved ions in the water and adsorbed ions on the soil surface as 

described by Mualem and Friedman (1991): 

σb(x,t)=σf(x,t)/F(x)+ σsurf(x), Eq. (3.4) 

where F(x) is the formation factor of saturated soil and σsurf(x) is the surface conductivity. F(x) is linked 

to the complex geometry of the pore channels and is smaller for a larger porosity and smaller tortuosity 

of the pore network (Archie, 1942; Jackson et al., 1978). σsurf(x)  is controlled by the specific surface 

area, surface charge density, and effective ionic mobility in the electrical double layer around the 

charged surface (Johnson et al., 1986). For low fluid conductivities, σsurf depends in a non-linear way 

on the fluid conductivity σf. But, for sufficiently large σf, σsurf reaches a constant value so that the relation 

between σb and σf is linear (Friedman, 2005), which we assume further in this study.  

For σsurf we based our chosen values on laboratory measurements on soil samples from Krauthausen 

test site (Müller et al., 2010). Surface conductivities were derived from measurements on sieved 

material and may therefore be larger than the true values. Therefore, we choose the lowest value 

observed for the mean σsurf of 1.2 mS/m to better reflect the presence of stony material in the samples 

on the electrical conductivity with a standard deviation of 0.3 mS/m. Using this information, we 

generated a random field of σsurf(x) using with the same correlation lengths as σb (Table 3.1), but with 

no spatial correlation between σsurf and σb (Müller et al., 2010). Then, we calculated F(x) using Equation 

3.4 with σf(x,t)= σf,background.  

The flowchart in Figure 3.5 illustrates and summarizes the steps to obtain the tracer concentrations from 

GPR FWI σb images. First, F(x) is recovered from background GPR FWI σb (Figure 3.5a) using 

σf,background and assuming a constant σsurf, which represents the average of σsurf(x) derived from lab 

measurements. Second, σf is estimated from time-lapse GPR FWI σb (Figure 3.5c). Last, the tracer σf,tracer 

is calculated by subtracting σf,background from σf.  

3.4.2 Change in permittivity and electrical conductivity: Ethanol tracer 

Ethanol is commonly used as an additive in gasoline blends (McDowell et al., 2003, Spalding et al., 

2011), and is currently treated as an emerging environmental contaminant (Gomez and Alvarez, 2009). 

The dielectric properties of ethanol differ from water and these differences can be used to detect ethanol 

in water-saturated conditions in a sand matrix with GPR (Glaser et al., 2012). Pure ethanol has a relative 

permittivity of 26.7 at 10 °C and an electrical conductivity of 0.025 mS/m (Petong et al., 2000, Glaser 

et al., 2012). Note that the properties of the (ground)water at the Krauthausen test site at 10 °C are εr = 

84 (Malmberg and Maryott, 1956) and σ  ~ 90 mS/m (Müller et al., 2010). Water-EtOH mixtures are 

miscible in all proportions as they are both dipolar liquids (Lide, 2004). Ethanol experiences 

polarization relaxation at central frequency of about 1 GHz and dispersive behavior becomes effective 
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from about f > 200 MHz, lower than those of water: 25 GHz and 1GHz, respectively (Petong et al., 

2000). Thus, dispersive behavior is expected for high GPR frequency ranges, but was not considered in 

this study using low frequencies between 10-200 MHz with central frequency of 57 MHz. Regarding 

transport properties, ethanol has a lower density and a higher viscosity than water, and it is 

microbiologically degraded. However, we neglected density, degradation, and temperature effects on 

ethanol transport for our study, which focused on the ability to retrieve the distribution of the tracer 

from time-lapse GPR FWI parameter changes (εr, σb). Therefore, we simulated the ethanol plume 

migration with the same particle tracking method and using the same transport parameters (velocity, 

dispersivity) as the ones used for the salt tracer.  

 

Figure 3.5: Flowchart presenting the recovery of solute (salt and desalinated water) and ethanol 

tracers. a) Formation factor and b) porosity recovery from background GPR FWI. c) Salt and d) ethanol 

recovery from time-lapse GPR FWI. 
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3.4.2.1 Implementation of the ethanol tracer simulation 

We produced heterogeneous ethanol plumes that have the same structure as the salt tracer plumes. For 

the ethanol plume simulations, a particle represents a certain volume of ethanol Veth, and therefore the 

volumetric concentration of ethanol in a cell Seth(x,t) is: 

Seth(x,t) = Seth injection ∙ (np injection / Vinjection )
-1 ∙ np(x,t)/ (Vcell ∙ ϕ(x)), Eq. (3.5) 

where Seth injection is the volume concentration of ethanol in the injected solution, which was 0.5. The 

injection volume Vinjection and the duration of the injection were identical to those of the saline tracer 

simulations.  

3.4.2.2 Ethanol-permittivity petrophysical relations 

We derived an effective mixing model for permittivity of water ethanol mixtures, εr,f , at 10°C by 

fitting a second-order polynomial to experimental data (Wyman, 1931):  

εr,f (x,t) = 84.05 – 42.6∙Seth(x,t) – 15.7∙Seth(x,t)2 Eq. (3.6) 

To derive the bulk relative permittivity εr of the mixture-soil system, we used the Complex Refractive 

Index Model (CRIM) (Birchak et al., 1974) 

εr (x,t)=(ϕ (x)√εr,f 
 (x,t)∙ + (1- ϕ (x)) √εr,s ) 2 Eq. (3.7) 

where εr,s =4.5 is the relative permittivity of the solid grains (Carmichael, 1988). In order to retrieve εr,f 

and eventually S(x,t) from a GPR FWI permittivity model (Figure 3.5d), the porosity must be recovered 

from εr background measurements (Figure 3.5b):  

ϕrecovered(x) = (√εr(x,t0)-√εr,s) / (√εr,f-√εr,s) Eq. (3.8) 

3.4.2.3 Ethanol-conductivity petrophysical relations 

We modeled the electrical conductivity of the ethanol-water fluid mixture following Personna et al. 

(2013):  

σf(x,t) = (Seth (x,t) ∙σeth 
α+(1-Seth (x,t)) ∙ σf,background 

α) 1/α Eq. (3.9) 

Where σeth =0.0252 mS/m is the ethanol electrical conductivity, with α = 0.3 for ethanol volumetric 

concentration Seth ≤ 0.5.  

In order to retrieve σf(x,t) and eventually Seth (x,t) from a GPR FWI bulk electrical conductivity model 

(Figure 3.5c), the formation factor must be recovered from σb(x,t0) background measurements (Figure 

3.5a, Equation 3.2). 
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3.5 Conclusions 

Using the extensive hydrological, hydrogeological, and geophysical dataset from the Krauthausen test 

site a high resolution and realistic 3D aquifer model was established. This model allows to construct 

realistic dimensions and heterogeneity of various tracer plumes and the corresponding electrical 

properties. Using this model we performed several different transport simulations to mimic a real tracer 

experiment at the entire aquifer dimension. The spatio-temporal field of concentration provides a setup 

to derive different tracer options and magnitudes that will change the dielectric properties and allow 

testing the FWI to reconstruct small-scale structures and hence plume spreading. Using this high-

resolution aquifer model, it is not only possible to simulate different types of tracers, but also different 

magnitudes. Specifically, we provided a workflow to implement a recovery of solute and ethanol tracers 

from time-lapse GPR FWI measurements, which can be adapted to other tracers using the appropriate 

petrophysical relationships. 
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Chapter 4 

Detection of tracer plumes using full-waveform inversion of time-

lapse ground penetrating radar data: a numerical study in a high-

resolution aquifer model 2 

In this chapter, the potential of time-lapse crosshole GPR FWI for imaging tracer tests in heterogeneous 

aquifers is analyzed, using a numerical experiment. The setup of the experiment is based on the aquifer 

model that we generated based on Krauthausen test site, which was described in Chapter 3. Different 

tracer scenarios are analyzed using a saltwater, desalinated water and an ethanol tracer. Through 

petrophysical relations the plume concentrations I) of positive/negative salt tracers were converted to 

increases/decreases in σb, and II) of an ethanol tracer to decreases in both σb and εr. Crosshole GPR data 

were generated before and during the plume intrusion. We test the ability of FWI to recover the tracer 

distribution for different tracer concentrations that generated different changes and contrasts in εr and 

σb. To optimize the FWI of time-lapse data, we test different starting models for εr and σb. As the GPR 

FWI provides 2-D images, we investigated of out-of-plane effect (3D) on crosshole GPR data due to 

increase heterogeneity and magnitude in dielectric properties which caused by the tracer. 

  

                                                           
2 Adapted from Haruzi, P., Schmäck, J., Zhou, Z., van der Kruk, J., Vereecken, H., Vanderborght, J., & Klotzsche, 

A. (2022). Detection of tracer plumes using full‐waveform inversion of time‐lapse ground penetrating radar data: 

a numerical study in a high‐resolution aquifer model. Water Resources Research, e2021WR030110. 
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4.1 GPR FWI modeling 

Synthetic GPR data were calculated using the highly resolved parameters of the aquifer model in a 

crosshole setup at 10 m distance from the injection borehole and perpendicular to the main flow 

direction (Figure 3.3, Figure 3.4a,b). The distance between the boreholes was 4.95 m. GPR data were 

derived below the water table (2.4 m depth) between 3.2 - 10 m depth. We added a realistic random 

instrumental noise level to the synthetic traces to evaluate its effect on the inversion performance 

(Appendix A.1). To realistically include reflection and refractions of the GPR data, we describe the 

unsaturated zone above 2.4 m depth with εr = 8 (in the range of εr for “soil sandy dry” in Table 4.1 in 

Daniels (2004)). Similar to previously performed GPR measurements at the Krauthausen test site 

(Oberröhrmann et al., 2013), we used a semi-reciprocal acquisition setup with 35 transmitters and 69 

receivers on each side, spaced with 0.2 and 0.1 m, respectively. With this setup a high ray coverage that 

enhances the electrical conductivity reconstruction can be obtained (Keskinen et al., 2021). We 

considered for our modeling a constant source wavelet (SW) with a central frequency of 57 MHz for 

the background and time-lapse cases (adopted from a previous FWI studies (Gueting et al., 2015, 

2020)). It has been shown in experimental studies that for this operating frequency GPR FWI models 

can be obtained with a vertical resolution as small as 0.2 m (Zhou et al., 2020). Note that changes on 

the effective wavelet caused by the difference in borehole filling caused by the tracers are not considered 

in this study, and will be investigated for the experimental data applications. 

In this numerical study, we concentrate on modeling and inverting 2D data, because of the high 

computational demanding 3D environment). For the inversion and forward modeling, we considered a 

model cell size of 0.09 m and 0.03 m, respectively. Note that the inversion grid has the same cell size 

as the transport simulation (Figure 3.4b). To avoid numerical artifacts in the crosshole GPR FWI that 

are caused by high gradients of the εr and σb near the boreholes, we considered the approach based on 

van der Kruk et al. (2015) that allows an update of the medium properties close to the boreholes by 

using a gradient preconditioning. The choice for the final iteration and to stop the inversion of the time-

lapse datasets were fulfilled based on the FWI convergence criteria (Section 2.4.5.4). 

4.2 GPR FWI results - Background models 

To evaluate tracer changes over time, we derived FWI results for background data, measured before a 

tracer injection. The starting models for this FWI were derived from ray-based inversion results (Figure 

4.4b,g). For the σb starting model, we considered a uniform σb of 15 mS/m provided by the mean of the 

first-cycle amplitude inversion and adaptations of this value based on numerical forward modeling tests 

(Holliger et al., 2001). In contrast to the ray-based inversion results, the FWI results better reconstruct 

the medium parameters and resolve finer structures, which the ray-based inversion is not able to detect 

(Figure 4.1b). Additionally, we performed the FWI for the noise-free and noise-added datasets (Figure 

4.1c,d,h,i). Both εr and σb results show the same structures with decimeter-scale resolution for the noise-
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free and noise-added datasets. The final RMSE of the noise-added and the reconstruction of the 

parameters is only slightly less good in comparison to the noise-free data (Table 4.1). The minor 

differences are caused because the noise-added dataset inversion cannot fit the data below the noise 

level. Since we have seen that the FWI models of both datasets reconstruct almost identical parameters, 

hereafter we consider only the more realistic noise-added dataset.  

Table 4.1: Performance evaluation of the FWI results of the background data and models. 

  Noise-free Noise 

GPR FWI data Number of FWI iterations 67 59 

 RMSEa ⋅10-7 1.26 1.42 

 R2 b 0.9986 0.9983 

 MAEc⋅10-7 4.94 5.41 

 RMSEa ⋅10-7 1.77  1.96 

FWI model εr R2 b 0.768 0.742 

 MAE c 0.659 0.714 

 RMSE a 0.862 0.936 

FWI model σb R2 b 0.648 0.698 

 MAEc [mS/m] 1.24 1.27 

 RMSEa [mS/m]  1.64 1.68 

a – Root-mean squared error of the misfit between real and modelled data.  
b – R-squared of the GPR FWI data fit (between 40 and 250 ns). 

c – Mean absolute error 
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Figure 4.1: Background permittivity (top row) and electrical conductivity (bottom) models. (a, f) real 

models, (b, g) starting models based on ray-based inversion results, and (c, h) FWI models of the noise 

free dataset and (d, i) with noise. (e, j) Show the difference between real and FWI models with noise. 

Transmitter and receiver positions are located on black circles and crosses, respectively near the panel 

side boundaries. Above and right to (d), plots compare the real (blue) with FWI (orange) permittivity 

models (a, d) along vertical profile at 2.5 m distance and horizontal profile along 6.5 m depth (indicated 

by arrows). Below and right to (i), plots compare the real (blue) with FWI (orange) electrical 

conductivity models (f, i). 

Generally, the reconstruction of the permittivity and conductivity is very good by the FWI, which is 

also indicated by the lower RMSE of the modeled data, the FWI data correlation coefficient of almost 

1, and the low FWI εr and σb model errors compared to the real models (Figure 4.1e,j; Table 4.1). It can 

be noticed that the model errors are larger at locations of high contrasts. The RMSE of the background 

models are 0.86 for εr and 1.64 mS/m for σb. The εr FWI models resolved the fine features better than 

the FWI σb models, as indicated in horizontal and vertical 1D profiles and by spectral analysis (Figure 

4.2, (Van der Schaaf and van Hateren, 1998). The illumination of the domain using crosshole acquisition 

results in a better resolution of the vertical than the horizontal structures (Meles et al., 2010). In the 

vertical direction, the ratio of the spectral densities of the FWI to the real model starts decreasing for 

wavenumbers larger than υ = 3 m-1 and υ = 1.13 m-1 (equiv. to wavelength λ of 0.33 m and 0.88 m,           

λ = 1/υ) for εr and σb, respectively. In the horizontal direction, this ratio starts decreasing for 

wavenumbers larger than υ = 0.77 m-1 (λ = 1.3 m) and υ=0.51m-1 (λ = 2 m) for εr and σb, respectively. 
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Figure 4.2: Spectral density of (a) permittivity and (b) electrical conductivity. Curves compare 

between the real models (RM, blue) and reconstructed FWI (orange) models for horizontal (solid line) 

and vertical (dashed line) directions. 

Calculating the porosity ϕrecovered and the formation factor Frecovered distributions using Equations 3.4 and 

3.8 (Figure 3.5) for both background ray-based and FWI results (Figure 4.1 b,d,i), we can see clearly 

that FWI better reconstructs the parameters than the ray-based inversion. The ϕrecovered calculated from 

ray-based shows smoothed and dampened structures, while the FWI ϕrecovered structures show more 

details and are closer to the true model ϕRM (Figures 4.3a-c). The Frecovered calculated from the ray-based 

(attenuation) inversion recovered an erroneously lower value and a smaller variance than in FWI 

(Figures 4.3e-g). Thus, FWI provides a more accurate recovery than the ray-based inversion of these 

parameters, which in turn, through the use of petrophysical relations, reduces the uncertainty of the 

tracer recovery. ϕrecovered shows a better correlation with ϕRM than Frecovered with the true model FRM. The 

mismatch for both parameters is related to the unresolved structures and deviations between FWI and 

real εr and σb models (Table 4.1, Figure 4.1e,j). Low values of ϕrecovered (<0.28) overestimate ϕRM, while 

high values of ϕrecovered underestimate ϕRM (Figure 4.3c), which is a bias originating from FWI results. 

We derived FRM using the σb,background from a previous study by Gueting et al. (2015, 2020). Note that 

this F is larger than the point measurements of Müller et al. (2010), where the soil was sieved and only 
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soil grains smaller than 20 mm were considered. For higher values of Frecovered (>10) we can notice larger 

scatter. Locations with a high F correspond with locations where σb,background is low. Errors in the 

recovered σb,background and deviations between the local σsurf and the mean σsurf, which is used to recover 

F, lead to a larger scatter for high values of Frecovered. 

Analyzing the correlation plots between the true and the FWI recovered distribution of F(x) shows a 

range from 4.5 to 14.5. F is bimodally distributed (Figure 4.3h), reflecting the two main Facies 1 and 2 

(Figure 4.2a, whereas the contribution of Facies 3 is minor). The sand Facies 1 has a mean porosity of 

ϕ1_mean=0.36 and a mean F(x) of approximately 6. The sandy gravel Facies 2 shows a mean porosity 

ϕ2_mean=0.31 and a mean formation factor of 8.5. The gravel Facies 3 has a mean porosity ϕ3_mean= 0.25 

and a mean F(x) value is about 11, which is larger than the laboratory measured value for the disturbed 

samples of Müller et al. (2010) of 4.56 to 6.63, which excluded larger stones. 

 

Figure 4.3: Porosity (top row) and formation factor (bottom row) distribution calculated from 

permittivity and electrical conductivity models, respectively: a) and e) show the true models, b) and f) 

are calculated from the ray-based models, and c) and g) from the FWI models. (d, h) Correlation plots 

between the true and FWI recovered d) porosity and h) formations factors.  
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4.3 Starting model strategies for time-lapse FWI 

As mentioned before, for the FWI of time-lapse data it is highly important to guarantee that the starting 

models of the different time steps hold the half wavelength criterion. Because of the extensive 

knowledge that is already existing on how to optimize the εr starting model (e.g., Keskinen et al., 2021), 

we will concentrate on defining the best strategy for time-lapse σb starting models, which to our 

knowledge has not been investigated before.  

Therefore, we first tested four different FWI starting model strategies for the salt tracer time-lapse GPR 

data. Note that we used for all the strategies the FWI εr background model mt0 as permittivity starting 

model, while for the σb starting model different options were tested: using a uniform σb value (FWI1), 

the background model mt0 (FWI2) and the previous day model mt-1 (FWI3, FWI4). For FWI3 the mt-1 

model was calculated from the day-by-day sequential FWI inversions starting with the background, 

while in FWI4 mt-1 was calculated using a single FWI inversion with starting model mt0. Note that we 

also tested different standard ray-based starting model approaches for the permittivity, which resulted 

in less good results and reconstructions of the tomograms, and we therefore do not present them.  

For all the tests, the real permittivity models are unchanged (Sreenivas et al., 1995) in the salt tracer test 

and therefore only the σb real models are investigated. 

For the FWI starting model tests (Figure 4.4), the time-lapse GPR data are derived for day 15 after the 

salt tracer injection based on the σb distribution shown in Figure 4.4a. Overall, all the 4 FWI recovered 

the main structures of the true model. While FWI1 shows fewer features of the tracer anomaly, FWI2 

provided more accurate structures and performs better based on R2 between the true and FWI model 

and the RMSE of the difference between the two (R2 – 0.64, 0.66, 0,58, 0.69; RMSE [mS/m] – 5.8, 5.6, 

6.5, 5.4 for FWI strategies 1-4, respectively). Although FWI3 provides a more detailed σb structure, the 

R2 and the RMSE of FWI3 compared to the true model resulted in a worse performance than of FWI1 

and FWI2. Analyzing the spectral density in the recovered FWI σb models (Figure 4.5), FWI3 provides 

the most information. These results of FWI3 are explained on the one hand by a better resolution of 

small-scale structures due to the better σb starting model from the previous day mt-1, but on the other 

hand there is a lower accuracy due to model overfitting, most likely caused by accumulation of errors 

in recovered FWI models which are then used as starting models for the following day. 

The structure of FWI4 is similar to FWI2 but does not show as many details as FWI3. The best results 

of the four different starting models are obtained with FWI4, while the spectral analysis information is 

between FWI3 and FWI2. Overall, FWI2 shows robust results and in addition can be applied fast, 

because as a starting model it requires the FWI background and not any following day.  

Thus, all FWI from here (for both salt and ethanol tracer tests) will use FWI2 starting model strategy. 
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Figure 4.4: FWI σb results for the salt tracer using different starting model strategies. (a) σb true model 

at day 15. (b-e) FWI σb models from using starting models’ strategies FWI 1-4, as explained in the text.  

 

Figure 4.5: Spectral density of recovered FWI σb using different starting model strategies. The spectral 

information of the true model is shown by a thick line, and of the FWI from different starting model 

strategies by thinner curves. FWI 1-4 are presented in Section 4.3. (a,b) Spectral density in horizontal 

(solid line) and vertical (dashed line) directions, respectively. 

4.4 Recovery of different salt tracer magnitudes and days 

After we defined an appropriate starting model strategy, we now apply this to four different salt tracer 

scenarios with different σb changes at day 15 after injection. Similar to the tests before, the real 

permittivity models are unchanged for all scenarios and only the σb models are analyzed (Figure 4.6). 

For injections with Intermediate and High salinity tracers, the σb distribution is predominantly 

determined by the distribution of the saline tracers, which generate larger variations in σb than the spatial 

variations of σb_background (Figure 4.6d-e). For the Desalinated (negative) and Low salinity (positive) 

tracers, the changes in σb are in the same order of magnitude as the spatial variation in σb_background. 

(Figure 4.6a-c). The FWI σb models show a recovery of the structures for all cases, but the High-salinity 

case shows a worse recovery, for example at z=6.5 m, x=1 m it misses a main anomaly, probably due 

to the high attenuation of the signal.  
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Figure 4.6: Bulk electrical conductivity FWI recovery from the synthetic salt tracer. Input (top) and 

recovered (bottom) models in the monitoring plane for different cases of injected salt tracer salinities: 

(a,f) Desalinated water, (b,g) Background, (c,h) Low, (d,i) Intermediate and, (e,j) High. The intrusion 

is shown for 15 days after the injection, and the main location of the tracer intrusion are emphasized 

by rectangles in (a). Note that panels (a-c, f-h) have the same colorbar scale, and (d-e, i-j) have different 

ones. Transmitter and receiver positions are located on black circles and crosses, respectively near the 

panel side boundaries. 

Investigating the data fit between the simulated and FWI modeled traces between 4 to 8 m (Figure 4.7, 

Figure A.2 for Desalinated and High salinity cases) for the different salinity cases of day 15 (Figure 

4.6), we generally notice a good overlap of the traces and that FWI traces can recover most details of 

the traces. A higher σb entails lower amplitudes causing gradually decreased amplitudes from 

Background to Intermediate salinity cases (Figure 4.6a-c, compare the Observed data for the transmitter 

shot gathers at 6 m of different cases – note for the amplitude scale). We observed a gradual decrease 

in R2 between the true and modeled traces from Background to Intermediate salinity cases. The FWI 

traces seem to have difficulties to fit the signal amplitude and phase at regions where the tracer intrudes 

in comparison to where there is no intrusion (e.g., between transmitter at 6 m and 9.6 m in Intermediate 

salinity case). This is even more pronounced for the High salinity case (Figure A.2b). At the central 

part of the plume, the High salinity FWI traces at 6 and 7 m show a bad fit (Figure A.3f,h), with 

erroneous amplitudes and phase shifts.  
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Figure 4.7: Observed (real data noise-added), FWI inverted and the difference between inverted and 

observed data for transmitters at the depth of major tracer intrusion (6 m) and at depth, where no 

intrusion occurs (9.6 m). GPR Data is presented for the (a) background (tracer case in Figure 4.6b) 

and (b,c) Low  and Intermediate (tracer case in Figure 4.6c-d) salinity tracer cases. Note that for the 

Intermediate salinity case in (c) for the transmitter at 6 m depth panel where the signal is weaker 

because the wave travels through the increased σ of the tracer, the color scale is 15 times smaller. R2 

quantifies the correlation between FWI inverted and the observed data. The standard deviation of the 

Gaussian random noise was 4.6∙10-8 in all cases. Desalinated and High salinity cases are shown in 

Figure A.2.  
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Note, at high salinities the amplitudes of traces that cross regions with tracer intrusion are much lower 

than those of traces that cross regions without tracer intrusion and can be even lower than the 

instrumental noise level (Figure A.4b). No weighting on the data is applied to enhance the small 

residuals and for all data the squared differences between the measured and modeled traces are 

minimized. As a consequence, a poor match is obtained between the measured and FWI modeled traces 

for the high salinity data having much lower amplitude (Figure A.3f,h). The higher conductivity 

changes result in an increased non-linearity of the FWI, which is more difficult to invert and needs more 

sophisticated FWI techniques using progressively expanded bandwidths of the data and effective source 

wavelet (Zhou et al., 2021), which are beyond the scope of this paper. 

To evaluate the possibility to monitor the σf tracer movement and transport over time, we performed an 

intense study by inverting 50 sequential days for the Intermediate-salinity case (Figure 4.8, 8 days 

chosen from day 6 until day 30). At all days the structures of the plume could be recovered and resolved 

to about 0.2 m scale, thus showing the potential of time-lapse monitoring. 

Figure 4.8: Salt tracer conductivity σf recovered on different days. Top row: real σf from transport 

simulation. Bottom row: recovered σf from GPR FWI bulk conductivity. Only the depths within the 

transport model domain are shown, from 3.67 to 8.26 m.   
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4.5 Recovery of ethanol tracer  

As described in Section 3.4.2, we derived GPR data for a synthetic ethanol tracer experiment. Similar 

to the saline tracer tests, we considered the distribution of the tracer at day 15 after the tracer injection 

and applied for the σb starting model the optimal strategy by considering the background FWI results. 

To define the optimal εr starting model for this time-lapse data, we performed different tests by 

considering the travel time inversion (not shown) and the FWI results of the background data. As 

expected, the background FWI model provided the best results, therefore we choose this strategy for 

the following steps and do not show the FWI results for other tests.  

The true models of εr and σb in the monitoring plane 15 days after the ethanol tracer injection show a 

decrease in both εr and σb (Figure 4.9a,b) compared with the background (Figure 4.1a,e), with maximum 

changes of Δεr = -3.35 and Δσb = -11.95 mS/m at Z = 6.3 m, X = 1 m. This corresponds to the GPR 

traces with increased amplitude, and which are shifted to earlier times by about 1-1.5 ns (examples of 

ethanol FWI and corresponding real traces at the main intrusion depth are shown in Figure A.5). We 

used the FWI results of the background as a starting model (Starting model strategy FWI2). Overall, 

both medium parameters are resolved well, and the main features are detected within high resolution. 

Especially permittivity changes caused by the ethanol tracers around 8 m depth are well reconstructed. 

The final FWI σb recovery is more smoothed than the εr recovery (Figure 4.9c,d), as was also observed 

for the FWI background models (Figure 4.1). This phenomenon is related to a higher sensitivity in εr in 

fitting the phase than in fitting the amplitude of the signal in natural media (Lavoué et al., 2015). 

Modeled FWI traces (blue dashed lines in Figure A.5) for the ethanol case show a good fit to the 

observed traces. 
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Figure 4.9: Permittivity and bulk electrical conductivity FWI recoveries from the synthetic ethanol 

tracer for 15 days after the injection. Real models are shown in (a) permittivity and b) electrical 

conductivity, while (c) and (d) show the corresponding FWI results.  

Also, for the ethanol tracer, we performed a similar study as for the Intermediate salinity case and 

calculated for 50 consecutive days the FWI results using starting model strategy FWI2 (Figure 4.10). 

For these days, we recovered the volumetric concentration of ethanol Seth distributions from time-lapse 

FWI εr and σb models. For both cases, the Seth distributions show a good correspondence to the true 

time-lapse distributions for all days. Because of the better recovery of FWI εr  (see also Figure 4.9), a 

more accurate recovery of Seth distribution is derived from εr than from σb, which is also caused by higher 

uncertainty in σsurf(x) that propagates in the derivation of Seth from σb. In addition, since the uncertainty 

of ϕrecovered is smaller than that of Frecovered (Figure 4.3), less errors propagate in the recovery of Seth from 

εr than from σb. 
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Figure 4.10: Volumetric concentration of ethanol Seth recovered on different days. Top row: real Seth 

derived from transport simulation. Middle and bottom rows: recovered Seth from GPR FWI permittivity 

and conductivity, respectively. 

Further, subtracting εr at day 13 from that in day 15 (Figure 4.11a,b) shows that time-lapse GPR FWI 

can image tracer changes based on time lapse εr images with about 0.2 m resolution, and better than 

from time lapse σb images (Figure 4.11c,d). 

Note that a movie that shows the tracer reconstruction and developments over time for both ethanol and 

salt tracers can be found in (link and description is provided in Appendix A.6). 

 

Figure 4.11: Tracer distribution changes between day 15 and day 13 based on permittivity: a) Real and 

b) FWI recovered models and based on bulk conductivity: c) Real and d) FWI recovered models. 
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4.6 Breakthrough curves at single cells  

The day-by-day tracer FWI recovery results of the Intermediate-salinity and the ethanol tracer allowed 

to calculate the breakthrough curves (BTC) at each single cell (0.09 m) in the crosshole tomogram. 

From these results three FWI parameters can be considered: σb from salt tracer (Figure 4.12a), and εr 

and σb from ethanol tracer (Figure 4.12b). The true tracer properties (σf or Seth), which were derived 

using petrophysical relations from the same synthetic transport simulation, were normalized to the 

highest values, to allow a better comparison. From observing BTCs at 4 random locations (Figure 

4.12a,b) we identify that the shapes of the FWI breakthrough curves are in general recovered. However, 

for the majority of the recovered BTCs the first arrival is too early, the tail is too long, and the 

breakthrough peak is in general too low, but sometimes also too high. That inaccuracy is partly because 

for the given acquisition settings the receiver antenna records a signal which represents roughly the 

volume of the wave path with an effective cross-section of the size of Fresnel zone and with a diameter 

of about 1.25 m (in Section 4.6.1). 

To assess which tracer test and which FWI parameter recovered BTCs the most accurately, we used the 

RMSE of the BTCs at all cells to calculate the cumulative distribution function (CDF, Figure 4.12c). 

Low values of RMSE and a similar CDF are observed for normalized σf (salt) derived from σb and for 

normalized Seth (ethanol) from εr, while for Seth (ethanol) derived from σb RMSE is higher. The larger 

normalized error of σb-derived Seth (ethanol) than the normalized error of the salt tracer is due to the 

larger change in σb caused by the Intermediate salinity tracer than by the ethanol tracer. 

 

Figure 4.12: Recovered tracer breakthrough curves at single cells from FWI parameters. Breakthrough 

curves for days 0-49 drawn at 4 locations in the crosshole plane (see legend) in the plane for the salt 

(a) and ethanol (b) tracers. The breakthrough curves are normalized to the maximal true σf (salt test) 

and Seth (ethanol test) in the entire aquifer volume, respectively. The true tracer, and the tracer 

recovered from permittivity and conductivity are presented by continuous, dotted and dashed lines, 

respectively. (c) Cumulative distribution function (cdf) from all-cells of RMSE of the breakthrough 

curves, for the recovered tracer that was derived from salt (from σb) and from ethanol (from εr and from 

σb). 2444 breakthrough curve locations cells were used for the cumulative distribution function. 
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4.7 Considerations for experimental tracer test  

Overall, we have demonstrated a high potential of the FWI to recover tracer from time-lapse crosshole 

GPR data. Especially in contrast to the ray-based results, the FWI can reconstruct the medium 

parameters with high resolution resolving small-scale structures within the decimeter-scale and allows 

detecting tracers that mainly affect the electrical conductivity. Nevertheless, for the application to 

experimental data, several issues and challenges should be considered. 

4.7.1 3D versus 2D GPR wave behavior  

The crosshole GPR FWI is currently mainly applied in 2D due to computational limitations for 3D 

approaches. Therefore, diffracted energy from out-of-plane scatters, and specifically in the case of 

heterogeneous tracer concentration, cannot be considered. Appling a 2D FWI to 3D measured/simulated 

data, can cause several issues that should be considered in the results evaluation of experimental data. 

Two main problems arise by inverting 3D data with a 2D inversion. First is the out-of-plane effect on 

the GPR signals, which is not simulated with a 2D forward model. Second is the errors introduced by 

the 3D to 2D transformation of measured GPR data for experimental data application (e.g., Klotzsche 

et al. (2019b). Note that for our presented synthetic study both effects are not incorporated.  

To investigate out-of-plane effects on the 3D and 2D data, we can apply two approaches. One way is to 

estimate the zone of influence on the GPR data. The Fresnel zone of the used GPR signals indicates the 

sampling zone for the cross-borehole signals. The Fresnel zone can be described by a 3D ellipsoid 

volume (Fresnel volume), which depends on the distance between the antennas, the center frequency of 

the signals, and permittivity of the medium. Generally, the radius of the first Fresnel zone RFR is 

approximated for a monochromatic wavelength λ (Schuster, 1996): 

𝑅𝐹𝑅 = √
𝜆 ∙𝑥0

2
 , 

Eq. (4.10) 

where x0 is half the crosshole distance [L], and λ [L] is depending on εr and f. To evaluate the effect of 

the Fresnel zone in a tracer experiment due to out-of-plane effects, we compare RFR with the horizontal 

correlation length (Ih) of lnK, which dominates the distribution of the plume in the flow direction. For 

the aquifer conditions and acquisition setup in this study, the minimum, average and maximum of εr 

result in RFR of 0.96, 1.23 and 1.83 m, respectively. Thus, in the main Facies 2 the RFR for the average 

εr is smaller than the horizontal correlation length Ih=1.75 m and, larger than the vertical Iv=0.18 m. 

Therefore, for the size of RFR, there are small spatial variations in out-of-plane direction, but large spatial 

model variations in the in-plane vertical direction. As a result, out-of-plane effects in these crosshole 

measurements have a relatively low weight in the overall signal. Using FWI with 2D data and for an 

RFR of 1.23 m, features with a size of about 0.2 m could be resolved in the vertical direction (Figure 

4.6), and also at a decimeter scale for a real GPR data (in 3D) in Krauthausen aquifer (e.g., Gueting et 
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al., 2017). This shows that FWI of an extensive and dense dataset can get better model resolution than 

expected from the magnitude of the Fresnel zone. 

Additionally, we performed some modeling tests and compared 3D, 2.5D and 2D GPR data of an 

exemplary day after a salt tracer injection to investigate the effect of plume heterogeneity on the data 

itself. A detailed description can be found in the Appendix A.7. Our tests, which considered a day with 

a strong out-of-plane σ contrast, indicate that in 3D and 2.5D data only minor differences are shown in 

the phase and amplitude, mainly where off-plane scatterers are present. Overall, the out-of-plane effects 

on the GPR data seem to be minor (comparing 2.5D and 3D data), and probably related to the zone of 

influence on the signal. It is expected that they will not change the inversion results significantly, since 

the phase and amplitude differences will probably not change gradient directions because the out-of-

plane travel paths cannot be explained by the travel paths in-plane that are used by the FWI. 

A larger effect and hence influence on the final 2D FWI tomograms is associated with the 3D to 2D 

transformation filter of the GPR data to allow a 2D FWI (Bleistein, 1986). We performed for our 3D 

data a 3D-to-2D conversion, resulting in “semi 2D” GPR data (Figure A.6b-d). Mozaffari et al. (2020) 

demonstrated that this transformation mainly affects late arrival amplitudes of the measured data in the 

presence of high contrast layers, which results in a difference of approximately 2% between 2.5D and 

2D FWI results for both εr and σb. A similar behavior can be seen in our tests. Especially in the zone 

where the tracer is present, which causes a high contrast (Figure A.6a, right), late arrival data is affected 

and a mismatch between the 2D and “semi 2D” is present. These errors are introduced by the Bleistein 

filter, because one assumption of the filter is that the highest amplitude of the data is associated with 

the first arrival times. But in the presence of high contrast zones, which can cause wave interferences, 

this assumption is not always valid and hence the amplitudes are not accurately correct towards 2D. 

Note that the Bleistein filter for data outside the tracer region performs well and a good fit between the 

2D and “semi 2D” can be observed (Figure A.6d, receiver at 5.5 m). As expected the “semi 2D” data 

in the presence of the high contrast tracer show some errors in the amplitude of the wavelets (Figure 

A.6d, receiver at 6.58 m, 7.66 m) and hence will affect the electrical conductivity results.  

Overall, it seems that the out-of-plane effects on the GPR data are minor and the errors introduced by 

the 3D to 2D conversion are probably larger. As a result, only 3D GPR FWI and to a lesser extent 2.5D, 

which consider the 3D medium and plume heterogeneity, can minimize such errors. Although a 2.5D 

FWI method in the time domain exists (Mozaffari et al, 2020), to analyze a high number of datasets is 

currently not feasible due to the high computation costs, as just for a single forward run it is 10 times 

larger than for a 2D forward run. 
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4.7.2 Time-lapse data acquisition   

To improve the quantitative values mainly of the σb FWI results and decrease the uncertainties of the 

results, Oberröhrmann et al. (2013) and Keskinen et al. (2021) indicated that a dense transmitter and 

receiver spacing during the acquisition should be used. Such acquisitions are time consuming and 

should not be applied during a tracer experiment, where shorter temporal changes are expected. 

Therefore, we propose to measure a dense background dataset that is able to reconstruct the medium 

with a good accuracy, which is then used as a starting model for the time-lapse data that is sampled with 

a larger spacing. To improve the σb results in the region of the expected tracer, a denser transmitter 

sampling could be used for a limited domain. For large contrasts in permittivity due to tracer changes, 

cycle-skipping between the starting model’s background and time-lapse data should be carefully 

checked to set the wavelength criteria. In case that criterion is not met, another approach should be 

adopted, e.g., ray-based permittivity inversion from that time-lapse data. 

4.7.3 Temporal tracer changes during crosshole GPR data collection 

In our studies, we assumed quasi-static conditions for each FWI and time-step. For experimental data 

acquisition this is of course not the case and if the GPR data collection is slower than the dynamic 

process of tracer transport, this could cause changes in the aquifer for GPR measurements during the 

survey period. From our experience in crosshole GPR field measurements, for the amount of data 

considered in this study (7 m depth interval in both boreholes using a transmitter and receiver spacing 

0.2 and 0.1 m, respectively), data collection takes about 3 hours. From the transport modeling results 

(Figure 4.8, top row) under realistic aquifer conditions the plume’s leading front and center is 

transported at about 3 m/day and 1 m/day, respectively. This results in approximately 0.375 m and 0.125 

m transport distance in 3 hours. These transport distances are shorter than the Fresnel Zone. Thus, 

transport changes in the aquifer during GPR measurements occur across distances shorter than the GPR 

sampling zone, and therefore are not resolved by GPR. Overall, the effect for the Krauthausen test site 

is expected to be minor under the mentioned conditions, but this should be judged independently for 

different aquifers having a higher flow velocity. One approach to reduce the error introduced by data-

collection time for crosshole GPR was performed using space-time parameterization and regularization 

of two sequential datasets (Day-Lewis et al., 2002, 2003), and principally could be applied also to the 

FWI scheme.  

4.8 Conclusions 

In this study, we tested the reconstruction of tracer plumes with crosshole GPR FWI in a numerical 

experiment. We tested the GPR FWI to reconstruct the plume for a saline and desalinated tracers, which 

changed σb, and an ethanol tracer, which changed both εr and σb, and found that the resolution obtained 

with FWI was much higher than ray-based inversion. To mimic field conditions, we added random 

instrumental noise to the synthetic data and found that FWI fitted the data successfully, except for when 
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the tracer attenuated the signal too much. Similar aquifer structures and only a minor statistical degrade 

in comparison to FWI noise-free data was obtained due to instrumental noise. We showed that as long 

as the data amplitude is higher than the level of the random noise, and not attenuated too much due to 

the presence of the tracer, the FWI reconstructs the plume successfully.  

Since all previous crosshole GPR FWI studies were applied under steady state conditions, we tested 

four different strategies to define the optimal starting model of the time-lapse data. Thereby it was 

shown that using the FWI of the previous day (strategy III), the FWI images contain more spectral 

information in comparison to the background starting model, however the tomograms showed a lower 

model accuracy. One reason for this could be that numerical model errors are accumulated in the 

recovered FWI models, which are then sequentially further propagated in the following inversion 

resulting in overfitting causing more numerical artifacts. Therefore, using FWI background (strategy 

II) is found as a robust and practical FWI starting model strategy for time-lapse data, adequate for all 

tracer experiments. FWI Recovery of both permittivity and electrical conductivity distributions resolved 

structures of about 0.2 m. While the electrical conductivity structures are more smoothed and the 

anomalies in the model are more dampened, the permittivity model is able to reconstruct more details. 

Therefore, the reconstruction of the plume from GPR time-lapse datasets and using petrophysical 

relations which depend both on porosity (from FWI permittivity background) and formation factor 

(from FWI electrical conductivity background), provided better reconstruction of permittivity changes. 

The high-resolved reconstructed distribution of the tracer allowed us to calculate breakthrough curves 

which successfully recovered the true ones, at each cell in the cross-borehole plane.  

We showed by estimating the approximated first Fresnel volume (zone which affects the GPR traveling 

wave) and by performing 3D modeling, that out-of-plane effects which include the heterogeneity of the 

elongated plume, do not significantly affect the signal. Because the horizontal distribution of the plume 

is relatively uniform within the Fresnel zone radius, for synthetic 2D data that is generated in a crosshole 

plane perpendicular to the flow direction, out-of-plane effects of the heterogeneity of the plume will not 

dominate the recorded signals. Thus, for the realistic tracer transport heterogeneity, investigating GPR 

FWI with 2D data is acceptable, and saves computation time in comparison to simulating 3D data for 

multiple days in a tracer test. In addition, changes in concentrations during acquisition time were small 

and it was acceptable to neglect these changes. However, in aquifers with a fast transport velocity, this 

assumption would require further testing. 

To summarize, the ability to monitor and locate environmental tracers using two GPR FWI parameters 

at a high-resolution, shows the potential of time-lapse GPR FWI in practical applications, e.g., to locate 

and monitor pollutants and remediation injection liquids. 
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Chapter 5 

GPR full-waveform inversion monitoring of a salt tracer test 3 

In this chapter, for the first time we apply the GPR time-lapse FWI to an experimental dataset acquired 

during a salt tracer experiment. Thereby, we investigate the potential and challenges for time-lapse GPR 

data and discuss several processing steps to derive reliable FWI results for each data set measured 

during the experiment. As already discussed in Chapter 4, important aspects are to have a robust starting 

model strategy and the estimation of the effective source wavelets are carefully investigated. We 

investigated the consistency of the reconstruction of the plume by analyzing the temporal and spatial 

continuity across neighboring GPR FWI planes, by correlating with borehole logging data, by 

comparing to time-lapse ZOP analysis and with expectations based on past tracer tests in the aquifer. 

5.1 Saline tracer test 
For our experimental study, we acquired data at the Krauthausen test site, as described in Section 3.1. 

In April 2019, 4000 L of salt tracer was injected to the sandy aquifer. The tracer was prepared by mixing 

dry CaCl2 salt with pumped groundwater at the site and stored in one-cubic-meter containers. The 

electrical conductivity (σ) in each container was approximately 1200 mS/m (13 times more than 

groundwater of ~ 92 mS/m), which regard to density it is equivalent to about 0.7% denser tracer than 

the groundwater at the injection borehole. The tracer and the groundwater temperature were about 10°C 

with negligible changes with time. The tracer was pumped into the aquifer through borehole B29 

(Figure 5.1a) using an injection pipe at a depth of 5 m and a mechanical pump at a constant rate of 2100 

L/hour (Figure 5.1b). Borehole B29 is screened from 3.1 to 11.1 m below surface and therefore allows 

a direct flow of the tracer into the aquifer along the entire water filled borehole. During the pumping, 

we carefully checked that no rise of the water table height in the borehole occurred to avoid infiltration 

from the unsaturated zone of the aquifer. The tracer was transported from the injection well in the 

aquifer with the natural groundwater velocity.  

Additionally to the GPR measurements, the tracer was monitored at the boreholes in the expected tracer 

transport path using electrical conductivity borehole sensors (CTD-Diver DI27, vanEssen Instruments). 

These tools provided σ and temperature depth profiles, and were measured at the injection borehole 

B29, and at the monitoring boreholes B32, B31 and B34, during the first two weeks after the injection 

once or twice a day, and later every 2-4 days. Borehole B38 has no slots in the tube, is not connected to 

the aquifer and was therefore not measured. The temperature is measured using a semiconductor sensor.  

                                                           
3 adapted from Haruzi, P., J. Schmäck, J. van der Kruk, H. Vereecken, J. Vanderborght and A. Klotzsche, 2022. 

GPR full-waveform inversion monitoring of a salt tracer test, Water Resources Research, in preparation. 
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Figure 5.1: Setup of the salt tracer test scenario at the Krauthausen test site a) Schematic setup of the 

used boreholes for the injection (red circle) and the crosshole GPR measurements. Note that the setup 

is embedded in Figure 3.1b. The seven crosshole GPR planes are indicated with the black lines. The 

green and blue squares indicated the location of the fixed and time-lapse conductivity logs, respectively. 

For a larger view on the test site see Figure 3.1a. b) Picture of the injection pump and salt tracer 

containers. c) Example of a crosshole GPR measurement performed during the tracer test.  



64 

 

 
 
 

The conductivity in the water is measured using a 4-electrode measuring cell (vanEssen product manual 

Diver®). The temperature measurements at each location were used to standardize the corresponding σ 

measurement to σ at 25 °C (see e.g., Hermans et al., 2015). The depth is measured as a sum of the water 

level from the surface, calculated using a water level indicator (dipmeter), and the water column (WC) 

from the pressure measurements. The Diver measures the absolute pressure (pDiver), i.e. the sum of the 

water pressure and the atmospheric pressure (pBaro) pushing on the water. The WC can be expressed as: 

𝑊𝐶 = 9806.65 ∙  
𝑝𝐷𝑟𝑖𝑣𝑒𝑟 − 𝑝𝐵𝑎𝑟𝑜

𝜌 ⋅ 𝑔
 , Eq. (5.1) 

where WC is measured in meters, p is the pressure in cmH2O, ρ is density of the water (1000 kg⋅m-3), 

and g is the acceleration due to gravity with 9.81 m⋅s-2. A slow move-down of the measuring sensor and 

a sampling rate of 1 second produced high-resolution depth profiles within centimeter scale. However, 

the daily GPR measurements with borehole antennae along the water column unavoidably mixed the 

water. As a result of the mixing, the conductivity profile was smoothed. We measured each day with 

the Diver in the morning before the GPR measurements, and after the measurements.  

5.2 Borehole logging 

Thirty minutes after the injection was terminated, we can observe a slightly lower σ in B29 of about 

1180 mS/m than the σ of the injected tracer of 1200 mS/m (Figure 5.2a). Additionally, distinct 

differences of ~30 mS/m can be observed in the σ depth profile. Above 4 m, the lower σ is related to 

dilution in the borehole due to high velocity in that region, in agreement to the gravel facie (Figure 3.1b) 

of high hydraulic conductivity (K). Between 4-5.9 m, high σ values relate to a lower dilution in the sand 

facie, which has a smaller K. Between 6-7.5 m and 8.3-10 m, the low σ correspond with high velocity, 

whereas the high σ between 7.6-8.3 m corresponds to a small K layer. The aquifer facie between 6-10 

m was interpreted as a sandy gravel facie (Gueting et al., 2015); however, the slow flow velocity layer 

at 7.6-8.3 m was not observed in previous measurements that were measured at different locations at 

the site, thus suggesting also horizontal variability. Inside that facie, the vertical variability of the 

velocity magnitude inside is in general agreement with stratification (Döring, 1997), with well water 

velocities from dilution tests (Englert, 2003), and grain size distribution along the profile (Gueting et 

al., 2015). σ abrupt changes of 0.1 m width scale are observed at 7 and 9 m depths, suggesting narrow 

flow paths. High σ below 10 m is due to less dilution, which may be related to a layer of a lower K, due 

to an increase in clay fraction (Tillmann et al., 2008), or also due to sinking of the dense plume to the 

bottom of the well.  
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Figure 5.2: Electrical conductivity measurements in the injection borehole B29. a,b) Electrical 

conductivity depth profile a) 30 minutes and b) 7 days after the end of injection. C) Mean electrical 

conductivity at depths below and above 10.5 m over a time of 15 days. The injection conductivity was 

1200 mS/m. 

Figure 5.2b shows that on Day 7 the σ above 10.5 m is back to the values of the groundwater and ranges 

only within 2 mS/m. In general, for all following days after the injection in B29 (σ logging depth profiles 

on Days 1-6, not shown here), we observed a decrease in σ, but because of unavoidable mixing of the 

water by the moving of the GPR antennae, clear variability was not observed above 10.5 m depth. 

Below 10.5 m σ was high (up to ~500 mS/m) due to tracer density effects. Therefore, for all time-lapse 

logging measurements we averaged the σ for the regions above and below 10.5 m (Figure 5.2c). The 

upper part shows an exponential-like decay with σ back to normal groundwater values at about Day 4, 

and the lower part shows normal groundwater values after 15 days. 

In the monitoring boreholes B32 and B31 (5 m at the sides to the main flow path, Figure 5.1a) on Day 

7, we observe σ variability of about 1 mS/m (Figure 5.3a,b), but it is too small for interpretation for 

velocity variability. We averaged the σ depth profile across the water column. Mean σ changes were 

too small to show a trend (Figure 5.3d), thus we cannot imply that a change is due to a tracer migration 

at these boreholes, and it is indicating that the plume is narrow. B34 at the main flow path on Day 7 

shows variability of σ with depth (Figure 5.3c). On 6 m depth, low σ is probably related to high velocity, 

which causes dilution, but not to migration of tracer due its lower values. In addition, the daily vertical 

mixing by GPR antenna complicates the quantitative interpretation of σ. Still, we recognize three 

distinct layers in the profiles at all days: above 8 m (L1), between 8 and 10.5 m (L2), and below 10.5 

m depth (L3). Similar layers were derived from the grain size analysis from Gueting et al., (2015). First 

arrival of the plume at B34 (10.8 m distance) can be observed after 3 days. For the top two layers, the 

curve breakthroughs after 8 days, and the σ increase from the background with respect to the injection 

σ are 3.5% and 5.8% for L1 and L2, respectively. At bottom part L3 breakthroughs after 18 days with 

22.7% difference to the injection σ, probably related to the dense injection salt water that sunk at B29 

and migrated on the bottom of the aquifer. 
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Figure 5.3: Electrical conductivity logs in monitoring boreholes B34, B32 and B31. a-c) Electrical 

conductivity depth profile 7 days after the end of injection, in borehole B34, B32 and B31, respectively. 

d) Mean electrical conductivity from depth profiles over a time of 30 days. 

5.3 GPR data acquisition 

We measured five crosshole GPR planes with distances between 5 and 6 m with the 200 MHz antennae, 

while for larger borehole distances we utilized the 100 MHz antennae of the Sensors and Software 

(Canada) pulseEKKO Pro system. Note that in this study, we only investigated in detail the 200 MHz 

data.  
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Table 5.1: Detailed overview of the acquisition days and when each crosshole plane was measured, 

and the number of transmitters and receivers used in the acquisition. 

Plane 

 

Back-

ground 

1 2 3 4 5 6 7 8 9 10 11 12 13 14 

3831 ✓  ✓ ✓ ✓ ✓ ✓ ✓ ✓  ✓     

trn. 62   32 44 49 48 49 49 49  49     

rec. 126  126 125 125 125 125 125 125  125     

3238 ✓  ✓ ✓ ✓ ✓ ✓ ✓ ✓  ✓     

trn. 43   43  31  42  50  50  50  50  50      

rec. 135  135  132 132 132 132 132 132 132     

2938 ✓ ✓ ✓ ✓ ✓   ✓  ✓  ✓   ✓ 

trn. 47 44 33 44 56   46   62  62   62 

rec. 142 114 131 129 139   138  137  137   137 

3834 ✓       ✓  ✓  ✓   ✓ 

trn. 47       46   61   63   52 

rec. 142       139  137  137   137 

3134 ✓         ✓      

trn. 55         61      

rec. 144         137      

In crosshole data there is no air wave, hence calibrations measurements are needed to estimate the time-

zero of the GPR data. Therefore, we performed WARR measurements in air, which were repeated 

several times during the acquisition of one crosshole plane to capture time dependent variation on the 

signals (about 3-4 times per plane). In WARR mode, one borehole antenna is held fixed, while the other 

antenna is moved from a starting antenna offset of 0.5 with a 0.1 m spacing to the end of a 6 m long 

profile. ZOP data were measured for the same planes, where MOG data was measured at the same day. 

ZOP data was acquired with a vertical spatial sampling of 0.1 m and temporal sampling of 0.2 ns. 

Considering a water table height of approximately 2.5 m, the ZOP data have 65-80 traces per plane 

depending on the depth of the boreholes.  

Per day, we normally measured between 1-4 crosshole MOG planes using a semi-reciprocal setup 

(Section 1.2). For both background and time-lapse datasets, we always used receiver spacing every 0.1 

m. As shown by Oberröhrmann et al. (2013), a denser transmitter and receiver spacing is providing 

better FWI models as a more spares one. Moreover, the synthetic study showed that starting models for 

time-lapse data, which are closer to the reality of the subsurface provide more accurate FWI results 

(Figure 4.4). Therefore, the background GPR data were measured with a denser transmitter spacing of 

0.2 m than the time-lapse data that were measure with 0.4 m transmitter spacing. For the time-lapse 

data a compromise between spacing and measurement time needed to be found to allow to measure as 
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many MOG planes as possible per day. Note that in the processing of some of the background datasets 

(2938, 3238 and 3834) inconsistencies were observed, which required to use background datasets from 

another tracer experiment performed some months later (Tx spacing 0.4 m).  

The acquisition time of one crosshole plane depends on the amount of data, and for trained persons the 

time was approximately 1-2 hours. Measurements were conducted from 0.5 m below the water table, 

until the maximal depth of available deviation data at 9 - 10.5 m depth. Borehole deviation data were 

used to correct for the lateral antenna location, which are necessary to avoid inversion artifacts. 

5.4 GPR data processing 

Before the inversion of the crosshole GPR data, the following pre-processing steps were performed: 

dewow filtering, time-zero correction, deviation correction of the tubes and first arrival time picking to 

obtain a ray-based start model for the FWI. 

5.4.1 Dewow filter 

In raw GPR data, a low-frequency wow is present (Huisman et al., 2003), which can be removed with 

the so called dewow filter. In the frequency domain, this wow is present for low frequencies (Figure 

5.4a), resulting in the time domain with long wavelength and static amplitude offset (Figure 5.4b) that 

interfere the actual signal of interest. Additionally, the dewow filter shifts all the traces to zero amplitude 

at time t=0. Figure 5.4c shows a raw data image scan with shot gathers from WARR, ZOP and part of 

the MOGs that were measured at the beginning of the measurement in an exemplary plane. The 

dewowed data image scan shows that the wow is removed (Figure 5.4d). Overall, the noise level in 

crosshole GPR data is low, therefore no additional filters are applied. 
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Figure 5.4: Example of the procedure of the dewow filter. a) Frequency spectra and b) time-domain 

plot of an exemplary raw and dewowed trace. c) Raw and d) dewowed data from WARR, ZOP and 

MOG shot gathers as indicated in the figure.  
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5.4.2 Time-zero correction  

The pulse time that is measured at the receiver depends on the subsurface properties where it is 

travelling, and also on the time when the pulse enters the medium (commonly called 'time zero'). This 

starting time is generally unknown, system dependent and time varying, therefore it needs to be defined 

and corrected for each data set (Klotzsche et al., 2019b). Differences in this time zero point can be 

caused by thermal drifts, cable length differences, electronic instability, and variations in antenna air 

gap. Especially for crosshole applications, where no air wave is present in the data, additionally 

calibration measurements need to be performed. Commonly, calibration measurements in air are 

applied, by either measuring the air wave at a fixed offset using Tx and Rx antennas, or by performing 

WARR/CMP measurements at defined profiles. Since the known velocity of the wave in air and the 

known offset, the time zero 𝑡0 can be calculated. Because 𝑡0  can change during the measurements 

(Klotzsche et al., 2019), WARR calibrations were acquired approximately every one hour. 

From WARR acquisition on the surface, where the signal is measured from direct air wave, 𝑡0 is 

calculated from subtracting the expected arrival time of the pulse in air from the actual first arrival time 

𝑡𝑓𝑎: 

𝑡0 = 𝑡𝑓𝑎 − (
|𝒙𝑡 − 𝒙𝑟|

𝑐0
), Eq. (5.2) 

where 𝒙𝑡 (fixed) and 𝒙𝑟 (moving) are the positions of transmitter and receiver antenna, and 𝑐0 is the 

velocity in air. These calibrations measurements are in the best case performed several times during the 

measuring time of the crosshole plane. Using this approach, 𝑡0 of the WARR measurements is 

calculated from the intercept of the linear regression line with the vertical axis. WARR acquisitions are 

performed at the beginning and at the end of each plane, and the 𝑡0 of each individual MOG (or ZOP) 

in between is estimated over time between the exact defined calibration time zeros by a linear 

interpolation from assuming that the 𝑡0 shift is linear (example in Figure 5.5a). However, time zero shift 

can vary during the measurement time, and because the FWI is sensitive to small time zero errors, this 

approach is sometimes not sensitive enough. to capture also small-time changes.   
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Figure 5.5: a) Zero time from WARR calibration. b) Absolute zero time derived from ZOP cross-

correlation (a, red line), with blue and red circles from WARR calibration. 

Oberröhrmann et al. (2013) introduced a new improved time-zero correction method, which uses ZOP 

measurements and one subsequent WARR measurement. This method cross-correlates each ZOP trace 

with the corresponding trace of each MOG, which has travelled the same path between the same 

transmitter and receiver positions (Figure 5.6a,b). Note that the ZOP traces first need to be time 

corrected using the WARR measurement, which is recorded in a short time interval before or afterwards. 

From the highest cross-correlation of the two ZOP and MOG traces shows the time shift that occurs 

over time (Figure 5.4), caused by the time zero changes. This time difference between the ZOP and 

MOG traces (Figure 5.6c) is used to correct the time zero of the single MOG shot data (Figure 5.5b). 

 

Figure 5.6: Time zero correction for MOG data based on ZOP and MOG traces cross-correlation. (a) 

The setup of one MOG data set for one transmitter (TRN) position and (b) the ZOP data set. This method 

cross-correlates each ZOP trace with one trace of every MOG, which has traveled the same path 

between the same transmitter and receiver positions (red lines in a and b). The corresponding red traces 

of (a and b) are shown in (c and d), respectively. The time zero is the time shift Δt, which needs to be 

applied to correct the MOG data (Reprinted from Klotzsche et al., 2019b). 
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5.4.3 Borehole geometry  

In reality, boreholes deviate from straight vertical lines, which influence the distance between 

transmitter and receiver, hence can influence the travel times and the obtained soil properties. Therefore, 

accurate deviation coordinates of each borehole were determined using the QL40, DEV Borehole 

Deviation Probe (ALT, Mount Sopris Instrument). Using this logging tool, the azimuth and the magnetic 

inclination for each antennae position in the borehole is measured and the true coordinates for each 

measurement point can be obtained (Figure 5.7). Additionally, the depth of the measurement is correct 

to the surface by subtracting the height of the tubes and to an overall maximum height of the test site. 

 

Figure 5.7: Exemplary borehole depth and lateral distance projected to the crosshole plane of two 

boreholes.   

5.4.4 Picking of first arrival time of ZOP and MOG traces  

Although the full-waveform approach uses the entire trace information, the first arrival time of each 

MOG trace (Figure 5.8) is needed as input data to constrain the ray-based inversion to derive the 

background starting models for the FWI. To avoid manual picking of thousands of traces, an automatic 

picking routine is used, which requires only picking of some reference traces (Klotzsche et al., 2019c). 

This routine requires for each data type a constant between the first break and the first maxima position 

of the traces. These constants are picked for some exemplary traces and applied with the automatic 

picking routine to all the data. Note that these constants are defined for each crosshole plane dataset. In 

a second step, data that have a high noise level or small amplitudes (normally high angle data) are 

excluded to avoid errors in the ray-based inversion.  
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Figure 5.8: Exemplary first arrival time picking of one MOG trace. Green circle represents the first 

arrival-time, red circle represents the first maxima. The time difference (here in samples) indicated by 

the purple line is the defined constant used in the automatic picking routine.    

5.4.5 Investigation of data consistency 

A GPR signal emitted from a source in a water-filled borehole is coupled with high electrical 

conductivity of salt solutes in water (Liu et al., 1998) which causes frequency-dependent attenuation. 

In a crosshole survey during a salt tracer migration each antennae is located at boreholes with different 

salt concentration, and later the Tx and Rx switch locations. We introduce a new data validation 

approach to investigate the borehole filling effect on the data. In each semi-reciprocal data set, data 

pairs are considered, which have the same Tx-Rx and Rx-Tx locations (Figure 5.9). We tested this 

approach for two planes, one which only has a minor effect and one which has a large effect by the 

temporal σ changes. Plane 3831 is perpendicular to the flow direction, therefore the σ temporal changes 

in B31 are minor, while in B38 water σ is not affected by the tracer (not connected to the aquifer, sealed 

tube). For the plane 2938 significant differences are expected due to that this plane is parallel to the 

flow direction and B29 is the injection borehole. For each plane, we plot the semi-reciprocal traces for 

two locations where the tracer is expected to travel (8.3-10.2 m): one horizontal pair of Tx-Rx and one 

pair with a 20° angle (Figure 5.9).  

All the results show visually and mathematically by calculating correlation coefficient R2 between both 

reciprocal traces, and root mean square error NRMSE (𝑅𝑀𝑆𝐸 (𝐴𝑚𝑎𝑥
𝑜𝑏𝑠 − 𝐴𝑚𝑖𝑛

𝑜𝑏𝑠 )⁄ ), that the semi-

reciprocal traces are almost identical. The good alignment of traces regardless whether the transmitter 

(or receiver) was located in a high or low conductivity borehole suggests that the total effect of the 
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borehole water on the signal is an integration of the borehole effect on both the transmitter and the 

receiver. These findings underline that the contribution of the Tx and the Rx on the GPR data are same. 

 

Figure 5.9: Data quality check for the time-lapse crosshole GPR data. Exemplary GPR traces from 

reciprocal locations of transmitter and receiver antennae during the tracer transport, at time and 

location which the tracer is present at the plane. Left and right columns show the traces in time and 

frequency domain, respectively. R² and NRMSE between the traces are shown to estimate the alignment 

of the reciprocal traces. a,b) Plane 3831, horizontal direction. c,d) Plane 3831, 20° to the horizontal. 

e,f) Plane 2938, horizontal direction. g,h) Plane 2938, 20° to the horizontal.  

In planes 3831 and 2938 the data are from days 4 and 3, respectively (see Table 5.1 for more details). 
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5.5 Crosshole ZOP analysis 

The time-lapse ZOP data with relation to the background ZOP data are used to produce 1D-depth 

profiles of the permittivity and attenuation. With the final ZOP results, we investigate the effect on the 

permittivity and attenuation over time by calculation of the permittivity differences Δεr using  

εr=(c0/ (Δx/tarrival-time))2 Eq. (5.3a) 

and  

Δεr=εr(Day t) – εr(Day 0), Eq. (5.3b) 

where Δx is the Euclidean distance between the transmitter and receiver position, and tarrival-time is the 

wave traveling time between transmitter and receiver (see Section 5.3.2).  

From the ZOP data, we can also derive the differences of the attenuations of each ZOP. The difference 

attenuation dα (calculated in dB) between data measured in time-lapse to background data for a single 

trace comparison is calculated for the respective transmitter and receiver locations (Day-Lewis et al., 

2003): 

𝑑𝛼 = 10 ∙ 𝑙𝑜𝑔10 [
∑ (𝐴𝑖

0)
2𝑛

𝑖=1

∑ (𝐴𝑖
𝑡)

2𝑛
𝑖=1

] , 
Eq. (5.4) 

where n is the number of samples in a single trace, and 𝐴𝑖
0 and 𝐴𝑖

𝑡 are the amplitudes of samples in the 

background and time-lapse data, respectively.  

εr depth profile of all days, and Δεr time interpolation using a color scale, are presented for all ZOP 

depth measurements (Figure 5.10).   

The results of plane 2938 show increased permittivity until Δεr=3 on days 1-3, days when high σ were 

still observed in the borehole (Figure 5.2c), and no changes on later days. This effect could maybe be 

caused by the correlation between high σ and an effect of the borehole filling (i.e. high σ in boreholes 

because of the salt tracer) and the resulted of delay in time on the data. In the planes 3238, 3831 and 

3834 we observe time-lapse Δεr -1.5 and 1.5, but with no clear explanation for depth or correlation to 

other data. In general, no changes in permittivity are expected caused by the salt tracer changes. A 

possible explanation for these observed differences could be explained by acquisition errors (position 

of the antennas in the boreholes) or picking errors.  

Trace energy depth profile of all days, and difference attenuation dα time interpolation using a color 

scale, are presented for all ZOP depth measurements (Figure 5.11).  We note that the measurements and 

interpolation for plane 2938 (B29 is the injection borehole) after Day 1 present a decay shape of dα, 

which were caused by the salt tracer. Before the first time-lapse measurement at Day 1, however, the 

results erroneously show an increase in dα. On Day 0 the background was measured with no tracer and 

thus resulted in low attenuation. After the injection was terminated (after 0.1 day) and until Day 1 data 

was not measured. Therefore, the expected high σ in borehole B29 until Day 1 are not shown in  
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Figure 5.10: Analysis of the time-lapse ZOP relative permittivity data. Top two planes (3831 and 3238) 

were measured perpendicular to flow direction, while the bottom two planes (2938 and 3834) were 

measured in flow direction. a,c,e,g) Depth profiles for the single ZOPs. The colors of the different 

measurement days for a,c,e,g are shown at the bottom of the figure. b,d,f,h) Interpolated relative 

permittivity difference (difference to base line data). The measurement days are indicated with the black 

lines.  
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interpolation curve. Thus, for plane 2938, for the times between 0 and 1 day, we should assume trace 

difference attenuation at values close to those measured at Day 1. 

Figure 5.11b,d,f,h shows dα time interpolation for all time-lapse ZOP measurements. For the planes in 

the flow direction that include boreholes B29 and B34, we expect a significant σ effect caused by an 

energy loss due to the presence of the tracer. For the plane 2938 (Figure 5.11a), which is located at0-5 

m distance in flow direction, the trace energy difference dα is visible at all depths, especially for the 

measurements of Day 1-3. The high dα on these days is related to the tracer in the plane, and to the 

tracer in borehole B29 which was shown to be high on days 1-3 (Figure 5.2c). On the following days, 

of measurements 7,9,11 and 14 the effect of the tracer that remained in B29 was removed. Then, at 

depths, and on days in which dα decays, (Figure 5.11a) the tracer has already effectively finished 

passing through the plane, which generally implies on the hydraulic conductivity of the layer in that 

depth. For example, the main parts of the plume travel at ~9 and 10.5 m depth and leave the plane 2938 

after about 9 days (Figure 5.11b), whereas between 4-5.5 m depth of the tracer did not leave the plane 

at 14 days after the injection, correlating with previous knowledge of the sand facie with a lower K 

(Gueting et al., 2017). In the results of the parallel plane 3834 (Figure 5.11h) of 5-11 m distance in flow 

direction, we observe on Day 7,9,11 (the first 3 time-lapse measurement for this plane) the plume is at 

all depths below 7.5 m. The main plume at 9-10 m depth had left the plane after 14 days, and between 

7.5-8.5 m and below 10.5 m the tracer didn’t leave the plane after 14 days. This stratification is in 

agreement with the σ dilution results at the injection borehole (Figure 5.2a). At Day 14, we observe an 

increase in attenuation between 5.5-7.5 m depth, suggesting that this is a layer with lower hydraulic 

conductivity than the layers below 7.5 m. 

For the planes perpendicular to the flow direction 3238 and 3831 (Figure 5.11c-f), we see especially for 

depths below 7.5 m that the dα increases after a few days, reaching the maxima of this depth, and then 

decreased in a breakthrough-like curve shape. Above ~7.5 m depth the energy is very similar for all 

time-lapse measurements indicating that tracer transport cannot be deduced confidentially in this region. 

Plane 3831 show 3 compartments: 7.5–8.2 m, 8.2-9.5 m and below 9.5 m, and the interpolation suggests 

arrival times after 5, 3 and 1 days, respectively. Based on this, we can assume that the main plume 

traveled below 9.5 m. The results for plane 3238 shows only the two bottom compartments. Larger 

trace difference attenuation at plane 3831 than 3238 suggest that more tracer mass flows thorough 3831, 

in accordance with the previous knowledge on the flow direction (Figure 1a, Vereecken et al., 2000). 
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Figure 5.11: Time-lapse ZOP trace energy data. Top two planes (3831 and 3238) were measured 

perpendicular to flow direction, while the bottom two planes (2938 and 3834) were measured in flow 

direction. a,c,e,g). Depth profiles for the single ZOPs. The colors of the different measurement days for 

a,c,e,g are shown at the bottom of the figure. b,d,f,h) Interpolated trace difference attenuation 

(difference to base line data). The measurement days are indicated with the black lines.  
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Note, that erroneous results with higher energy for time-lapse days than the background are observed, 

but they are small and probably related to acquisition errors (e.g., antenna positioning).  

To sum up and conclude, the ZOP results provide a first insight into the flow patterns of the salt tracer. 

However, the borehole filling effects and changing salt concentrations in the boreholes over time 

prevents the ZOP analysis, which is based on ray-based assumptions, to provide a reliable and 

quantitative reconstruction of the permittivity and conductivity. 

5.6 Time-lapse FWI approach  

As mentioned in Section 2.4, to apply the FWI to experimental data requires several pre-processing 

steps including the definition of the starting models and the estimation of the effective source wavelet 

(ESW). We have seen in the numerical study that special care needs to be taken to find an adequate 

starting model strategy for inverting the time-lapse data with FWI. To enable the use of measured 3D 

GPR data in the 2D forward simulation as part of the full-waveform inversion scheme, we applied the 

3D to 2D conversion to all data sets (Equation 2.29). Similar to the synthetic studies, first, the FWI was 

applied to the background datasets for all the planes. Thereby, the ray-based inversion results of the 

travel time inversion are used as starting models for εr. For σ a homogeneous starting model based on 

extense previous studies was applied (e.g., Zhou et al., 2020). We normalized the background data to 

the maximal amplitude in that dataset, which is not affecting the resulting conductivity results but 

minimizes the computational burdens. Note that the time-lapse data is normalized not to its maximal 

amplitude, but to the background maximal amplitude of the same plane. By that, we assume that for 

each crosshole plane the actual transmitter antenna was identical at all days.  

Based on the starting models, the ESWs are estimated using the two steps deconvolution approach (See 

Section 2.4.4). An accurate estimation of the source wavelet is important for accurate FWI results and 

especially for the background data, which in turn is crucial when it is used as starting model for the 

FWI of time-lapse datasets. To improve the ESW correction, the FWI loop can be stopped, and the 

source wavelet can be updated again using the last FWI models (Klotzsche et al., 2019). Since the ESW 

estimation is depending on the starting models, we decided to keep the conductivity starting model’s 

constant over all time steps and background. Similar to the synthetic study (Section 4.3) we study the 

effect of using different starting model strategies based on the time-lapse FWI (Figure 5.12). Strategy 

S1 applies the same starting model approach described for the background data, i.e. εr from ray-based 

and σ homogenous of the time-lapse data. Strategy S2 uses the FWI background εr and a homogenous 

σ as starting models. Strategy S3 uses both the FWI background εr and background σ as starting models.  

To estimate the ESW (Figure 5.12) we also used the two steps deconvolution approach (Section 2.4.4). 

However, for the first step, while S1 is based on the horizontal rays of the time-lapse data, S2 and S3 

the ESW is adopting the ESW of the FWI background. The second step uses the deconvolution approach 

for all three strategies. 
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Figure 5.12: Sketch of the different starting model strategies tested for FWI of time-lapse data. SW – 

source wavelet; Bkgd – background; homog – homogeneous;  

For the forward modeling and inversion of the FWI, we considered a model cell size of 0.03 m and 0.09 

m, respectively. To realistically include reflections and refractions of the GPR data, we describe the 

unsaturated zone with εr = 8 (in the range of εr for “soil sandy dry” in Table 4.1 in Daniels (2004)) 

above the water table. As Klotzsche et al. (2019b) showed, it is necessary to adjust four inversion 

parameters to tune the FWI. Therefore, we adjusted the εr and σ perturbation factors (Equations 2.39-

2.40) that provided the best inversion update and minimized the cost function best. For most of the 

background, and the saltwater intruded time-lapse datasets, the perturbation factors of 10-3 and 100 for 

εr and σ, respectively, provided the best solution. For days and planes where more tracer was present in 

the planes (e.g., Day 1 of plane 2938), the conductivity perturbation was changed to 101. In order to 

avoid numerical artifacts close to the boreholes, we applied the gradient normalizations which allows a 

medium parameter to be updated in the entire inversion domain with a value of 50 for both parameters 

(Equations 2.41-2.43). According to Section 2.4.5.4, we applied the proposed criteria to define the best 

FWI. Note that for all the following presented results these criteria were fulfilled.  
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5.7 GPR FWI results 

To reconstruct the plume from σ time-lapse changes, we inverted crosshole GPR data from 5 crosshole 

planes (Figure 5.1a): 5 background and 29 time-lapse datasets from Day 1 until Day 14. To characterize 

the saltwater tracer σ from the σ FWI models, which represent the bulk conductivity, we derive the 

plume reconstruction from electrical conductivity difference to the background (rather from 

petrophysical relations, Chapter 4). 

5.7.1 FWI of the background data 

In a first step all the background datasets were inverted using the FWI (exemplary shown for Plane 

3831 in Figure 5.13a,b). To check the robustness of the FWI results, we compare the new background 

results from plane 3831 with a previous study (Figure 5.13c,d) described by Zhou et al., (2020). Note 

that the previous dataset was measured in 2012, while our dataset was acquired 7 years later. The final 

FWI permittivity and electrical conductivity tomograms show very similar structures and values. Small 

local changes are present, which can be explained by the different transmitter and receiver spacing in 

the two data sets. While in the previous study the transmitter and receiver spacings were 0.5 m and 

0.1m, respectively, we have in the current study 2.5 times more data with transmitter and receiver 

spacing of 0.2 m and 0.1m, respectively, which better constrain our FWI results. As Oberröhrmann et 

al. (2013) showed, especially the conductivity results improve with a higher spatial sampling, 

concluding that the new conductivity results are quantitatively better. Nevertheless, the very similar 

results show a great repeatability of the FWI and the results of the test site.  

5.7.2 Starting model strategy for time-lapse GPR FWI 

To make sure we find an optimal strategy for all planes, we investigate the effect of the three starting 

model strategies as described in Section 5.6 for two planes in detail. We first consider plane 3831 

perpendicular to flow direction (Figure 5.16). Although the plume reconstruction in the salt tracer is 

derived from σ changes, to obtain a reliable σ recovery it is required that the εr time-lapse model is 

accurate (,Klotzsche et al., 2019b). As expected, since the salt tracer should only affect εr very minorly 

(Hagrey and Mülller, 2000), the structure of the FWI εr models in plane 3831 of the background and 

strategies S1-S3 for time-lapse data are very similar (Figure 5.16i-l). As expected, the magnitude of 

FWI εr results from S2 and S3 is similar to the εr background. However, the magnitude of FWI εr from 

S1is lower, because it used as starting model from εr from that day ray-based inversion which is different 

than εr background for S2 and S3. The εr final gradient of S2 is the lowest amongst the three strategies 

(Figure 5.14m-p, Table 5.2). In contrast to the background conductivity model, the final time-lapse FWI 

σ models show a large similar increase at 9-10.5 m depth for all three strategies S1-S3 (Figure 5.14q-

t). However, strategy S2 shows the lowest σ final gradient (Figure 5.14u-x, Table 5.2). Note that all 

three inversion strategies resulted in a decay RMSE behavior with proceeding iterations and showed 
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generally a good data fit (not shown). Summarizing the S2 shows also the best RMSE and R2 of the data, 

in addition to the other criteria.  

 

Figure 5.13: Comparison of the FWI background results of plane 3831 from two different acquisitions. 

(a,b) permittivity and electrical conductivity in the current study, and (c,d) from previous study (Zhou 

et al., 2021). Transmitter and receiver locations are indicated by circles and crosses, respectively. Note 

that the conductivity models are plotted with a logarithmic scale.  
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Figure 5.14: FWI results for the 

background and the three starting 

model strategies for plane 3831 

(perpendicular to flow direction), 

at Day 4. B38 is the left and B31 

is the right borehole. a-d) εr 

starting models for the different 

starting model strategies and e-h) 

corresponding σ starting models. 

i-l) Final FWI εr models and 

corresponding m-p) εr gradients. 

q-t) Final σ FWI models and u-x) 

corresponding Final σ gradient. 

Circles and crosses, respectively 

indicate transmitter and receiver 

locations. 
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Following the processing flow (Figure 5.12), for each of the strategies an own ESW was defined and 

considered for the FWI in Figure 5.14. Comparing the ESW (Figures 5.15), we can observe that when 

the same starting models were used, also similar ESW and corresponding frequency spectra were 

obtained (background and S1). Similarly, when the FWI background εr starting model used (S2 and S3, 

Figure 5.14c,d), the ESW phase is similar, but in 2 ns phase delay in comparison to the Background and 

S1 (Figure 5.15a, yellow and green). The central frequency of these wavelets are not much affected 

(Figure 5.15b). The amplitude of the ESW in S3, which used the FWI background σ as starting model 

is lower than the amplitude in S2, which in turn affects the FWI σ model from S2 to have higher values 

than FWI σ model from S3 (Figure 5.14s,t, e.g., red/yellow spots at 6-6.5 m, and at 8 m, in FWI σ from 

S2 and S3, respectively). 

 

Figure 5.15: (a) Source wavelet and corresponding (b) frequency spectra of the final corrected source 

wavelet of the background and three starting model strategies S1-S3, at Day 4 for plane 3831. 
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Similar to the results of plane 3831, the final FWI permittivity models for all strategies S1-S3 and the 

background for plane 2938 are relatively similar (Figure 5.16i-l). The εr final gradient of S1 is the lowest 

(Figure 5.16m-p, Table 5.2) in contrast to S2 and S3. For this crosshole plane the σ FWI models from 

S1 and S2 (Figure 5.16r,s) that used the same homogenous σ starting model (Figure 5.16f,g) are 

relatively similar, although they started with a different εr starting model (Figure 5.16b,c). That 

similarity from S1 and S2 is a sign for the reliability of these FWI σ models. Interestingly to notice is 

that using the background σ starting model in S3, the FWI σ differs in terms of structures and values 

especially in the region where the tracer is expected (Figure 5.16h). The final σ gradients (Figure 5.16u-

x), the RMSE and the R2 of the data (Table 5.2) indicate that strategy S2 shows the best results.  

The magnitude of the final gradients in both εr and σ in plane 2938 (Figure 5.16 i-l,q-t) is lower than in 

plane 3831 (Figure 5.14 i-l,q-t), because the amplitude in 2938 is lower due to the higher attenuation. 

However, the final gradients in both εr and σ in plane 2938 show larger contrasts than in plane 3831, 

because of the higher contrasts in σ that the tracer imposes. In addition, the εr is less good, because of 

the multi-parameter inversion. Similar to other studies (e.g., Klotzsche et al., 2010), we conclude that 

to derive the most robust and reliable FWI results for the conductivity, it is best to start with a 

homogeneous model rather than a model that contains already certain structures. If the changes in 

medium properties are too large between two time steps of the infiltration, the FWI is trapped within a 

local minimum and is not able to converge towards the global minimum. Based on the results of these 

FWI starting model tests for the planes 3831 and 2938, we choose strategy S2 as optimal strategy and 

apply it to all the time-lapse GPR datasets. 
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Figure 5.16: FWI results for the 

background and the three starting 

model strategies for plane 2938 

(in flow direction), at Day 3. B29 

is the left and B38 is the right 

borehole. a-d) Permittivity 

starting models. e-h) Electrical 

conductivity starting models. i-l) 

FWI permittivity models. m-p) 

Final permittivity gradient. q-t) 

FWI electrical conductivity 

models. u-x) Final electrical 

conductivity gradient. 

Transmitter and receiver 

locations are indicated by circles 

and crosses, respectively. 



87 

 

 
 
 

Table 5.2: Performance evaluation of the FWI results for the different starting model strategies S1-S3 

of the GPR data of Day 4 of the plane 3831, and of Day 3 of plane 2938. Iteration num. indicated the 

number iterations required for the inversion, RMSE stands for the root-mean-square error, R² is the 

correlation coefficient between the measured and FWI modeled data, and the last two columns indicate 

the mean value of the final gradient for the permittivity and the conductivity.  

3831 Iteration num. Final RMSE (⋅10-7) * R2 * Grad. ε mean (⋅105) ** Grad. σ mean (⋅10-4) ** 

S1 34 6.76 0.986 0.44 0.85 

S2 31 6.54 0.987 0.33 0.61 

S3 12 7.51 0.983 2 1.61 

 

2938 Iteration num. Final RMS (⋅10-7) * R2 * Grad. ε mean (⋅103) ** Grad. σ mean (⋅10-6) ** 

S1 23 2.194 0.934 1.68 2.99 

S2 17 2.09 0.945 2.77 2.95 

S3 16 2.166 0.936 5.77 9.95 

* Between real and FWI modelled data. 

** The mean over the model, of the absolute of the remaining ε and σ gradients.  

For the plane 2938 of Day 3 with large tracer mass in the plane, the the central frequency of the ESW 

is shifted from 60 to 53-55 MHz in contrast to the background data (Figure 5.17b). This shift is then 

causing an apparent time delay shift of 2.5-4 ns behind the background (Figure 5.17a). S1-S3 also show 

much lower amplitude than the background. S2 and S3, which use the same εr starting model, have 0.5 

ns phase shift (while for S2 and S3 in plane 3831 there was no phase shift). Overall, the effects of the 

salt tracer on the ESW are phase shift to smaller center frequency and reduced amplitude. 

We see an uncertainty in the source corrections for S1-S3, which use the same observed data, but 

involve different starting model pairs of εr and σ in the deconvolution at the pre-processing FWI scheme 

(Figure 2.2, step 6). Thus, choosing a starting model, which is able to explain the measured data best, 

results in a more accurate ESW, which in turn reduces errors from the FWI models. 

 

Figure 5.17: (a) Effective source wavelet and (b) spectra of the final corrected source of the background 

and three starting model strategies, at Day 3 for plane 2938.  
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5.7.3 Time-lapse FWI results 

After we defined the optimal starting model strategies, we inverted all the time-lapse data sets. First, 

we investigate for some exemplary planes and days the actual data fit of the observed and FWI modelled 

data (Figures 5.20, 5.22). Overall, the data fit is good and only minor differences are present. However, 

we can observe for plane 2938, where the tracer mass is large on Day 2 (Figure 5.18b,e), that the FWI 

data fit the measured data less good than at Background and Day 14, seen by a higher ratio between 

difference data to the signal. For a transmitter (in B38) at 5.2 m depth, the data is decreased on Day 2 

(note the colorbar is about 5 times lower than Background and Day 14), and on Day 14 the data suggest 

a full recovery. For a transmitter at 9.6 m depth, we also see a decrease of the amplitudes on Day 2 (the 

colorbar is about 3 times lower than Background and Day 14), which is fully recovery on Day 14. The 

decrease in amplitude is especially pronounced below 8 m, where most of the tracer mass is transported. 

A trend of decreased FWI convergence evaluation (i.e., increase in RMSE-normalized and decrease in 

R2) is in correlation with increased σ at the borehole and in the plane due to the tracer (Table 5.3, see 

the statistics trend for plane 2938 from Day 1 to Day 14). A close observation on Day 2 (Figure 5.19) 

shows there is about 3 ns apparent arrival-time delay in comparison to the background and Day 14 

datasets. This apparent delay in phase correlates with higher saltwater concentration in the injection 

borehole B29 (Figure 5.2c).  

 

Figure 5.18: Exemplary GPR data for different time-lapse days for plane 2938 (in flow direction). 

Measured, FWI modelled data and the difference data are shown for two different antenna locations 

(left (a-c) at 5.2 m, right (d-f) 9.6 m) before the tracer injection (Background, top row), short time after 

the injection (Day 2, middle) and at the last day of monitoring (Day 14, bottom). Red rectangle 

emphasizes the high porosity waveguide. Note the different colorbars for Day 2. Transmitter is located 

at B38, receiver at B29. 
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Figure 5.19: High borehole saltwater effect on the data. GPR measured data for different time-lapse 

days for plane 2938 (in flow direction) with transmitter at 9.6 m depth (zoom-in of Figure 5.18d-f). 

Transmitter is located at B38, receiver at B29. 

In the data difference of plane 3831 we can observe only small residuals. To view the effect of the 

tracer, the black ellipses emphasize small changes in the measured data between the different days. No 

change is observed between Day 4 and the background, while Day 10 shows a decrease in amplitude 

compared to Background and Day 4. This suggests that at 5.3 m depth (Figure 5.20a-c) the tracer did 

not arrive plane 3831 at 5 m down gradient after 4 days, and that after 10 days the aquifer had not been 

yet recovered. This relates to sand facie (Figure 3.1b) of low K and slow velocities. However, these 

small nuances in the data are not preserved that clearly in the FWI modelled data. Similar data plots are 

shown for the transmitter at 9.3 m (Figure 5.20, right). The data fit of the FWI to the measured data is 

good. Rectangles in the measured data emphasize the high amplitudes in background, the lowest 

amplitudes at Day 4 and then increased at Day 10, but not to a full recovery. This early breakthrough 

and fast recovery relates to sandy gravel facie (Figure 3.1b) with average K of 1 m/day (Vereecken et 

al., 2000).   
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Figure 5.20: Exemplary GPR data for different time-lapse days for plane 3831 (perpendicular to flow 

direction). Measured, FWI modeled and difference data are shown for two different transmitter 

locations (left (a-c) at 5.3 m, right (d-f) 9.3 m) before the tracer injection (Background, top row), short 

time after the injection (Day 4, middle) and at the last day of monitoring (Day 10, bottom). Black ellipse 

and rectangle emphasize locations of time-lapse changes in the data. Red rectangle emphasizes the 

high porosity waveguide. Transmitter is located in B38, receivers in B31. The colorbar is for all images 

the same.  

After we obtained all the time-lapse GPR FWI results, we calculate based on Equation 5.3a the 

differences of each time step to the background FWI results. For example, for the plane 2938 for Day 

3 the difference between the FWI results (Figure 5.18k,s) to the background (Figure 5.18i,q) shows that 

at locations, where σ increases also εr increases (Figure 5.21a,b). That is mainly related to the multi-

parameter inversion, which updated both εr and σ parameters simultaneously and hence tries to 

compensate the amplitude fit with changes in the phase hence the permittivity is erroneously updated 

(Klotzsche et al., 2019b). In the Δσ plot, we identify the main flow paths. At depths 4.2-4.6 m and at 

5.1-5.6 m the tracer velocity is slow and Δσ is high due to small dispersion in the sand facie. At depths 

6.5-6.9 m in the sandy gravel facie, we identify higher velocity and lower Δσ more due to larger 

dispersion. At depths 8-10.5 m in that facie, where the grain size is larger (Gueting et al., 2017) the 

velocity is the highest and Δσ is the lowest due to dispersion in the vertical direction seen by vertical 

smearing of the plume.  
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Figure 5.21: FWI difference models for a) permittivity and b) electrical conductivity for plane 2938 

on Day 3. B29 is the injection borehole and B38 is on the main flow direction. 

As a final step, we stitch all the obtained difference images of the conductivity models for all the planes 

together to construct the plume transport over time (different viewing angles on Figure 5.22a,b, and 

corresponding animation of these images can be found in this link). Note that all the inversions are 

performed in 2D and are performed independently. As a reliability measure for the plume 

reconstruction, we check for a spatial continuity of the tracer in given days, and by continuity in time 

that meets with the expected groundwater velocity and tracer spreading and dilution. In addition, we 

summarize the FWI convergence statistics from all datasets in Table 5.3. In the table, note that RMSE 

of the FWI models is normalized to the RMSE of the starting model, where for the FWI background the 

starting model is the ray-based model (Figure 5.18a.e), and for the FWI time-lapse the starting model 

is the FWI background model (Figure 5.18c,g). The RMSE magnitude is also affected by the amplitude 

of the data, therefore in datasets where the attenuation is high because of the influence by the tracer 

RMSE may be low. R-squared (R2) in most of the datasets is above 0.95, where the lowest R2 are 

calculated for Plane 2938 at days 1-3 (0.885, 0.907, 0.945) were also above the accepted threshold of 

0.8 (Section 5.4.2.4), when large mass of the tracer was observed both in B29 and in the crosshole plane, 

causing lower signal-to-noise ratio and large σ contrasts. Therefore, we find R2 as an acceptable measure 

to assess the quality of the inversion and compare between different datasets. 

For plane 2938, close observation on Days 1-4 consistently show infiltration from the injection borehole 

B29 to the aquifer through main trajectories at two facies: i) the sand facie at depths 4.2-4.6 m and 5.1-

5.6 m. ii) the sandy gravel facie 6.5-6.9 m; and iii) at the deeper part of the sandy gravel facie where a 

trend of increasing grain size with depth occurs (Tillmann et al., 2008), infiltration is observed at depths 

https://drive.google.com/file/d/1jwh-sf2S90bozIhasGhUHhF0rqk2PDPO/view?usp=sharing
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8.3-8.9 m, 9.4-9.7 m, and 10.3-10.8 m. High tracer velocities and tracer dilution are observed below 8 

m depth, and also elongating of the plume (longitudinal dispersion) and vertical (transversal) dispersion 

are observed. A continuous plume structure from 9-10.8 with a narrow horizontal barrier at about 9.9 

m depth is observed for all days with good spatial continuity between planes 3238 and 3831, and also 

to Planes 2938, 3834 and the side diagonal Plane 3134 (on Day 9 only). However, at some days and 

planes the magnitude of Δσ shows inconsistency, e.g., at both sides of borehole B38 on Day 5. The 

errors originate either from the background or time-lapse FWI results. However, we could not identify 

the reasons and neither improve the results with adjustment of FWI controlling parameters and 

processing steps.  

In describing the plume fate from the FWI plume reconstruction, the most mass of the tracer is 

transported below 8 m. This facie is also the fastest as on Day 14 it has almost completely passed B34 

(at 11 m distance), where tracer is mainly viewed below 10.5 m of probably tracer that sunk and 

transported at the aquifer surface. Between 5-8 m depth, the anomalies are lower in magnitude and 

sparse, with less continuity within a plane. That can be explained by the low magnitude, which increases 

the uncertainty in Δσ. Between 4-5 m there is an anomaly that dilutes and disperses (seen at plane 2938) 

and transports slowly from B29 towards B38. It is still seen with high Δσ on Day 14, and by that day it 

is not seen at plane 3834. The weak dispersion is explained by that this facie is composed of sorted sand 

and has slow flow velocity. The flow direction on that layer was found to be NW (Vereecken et al., 

2000), while plane 2938 direction is NNW, and plane 3834 is N, which may explain why the plume is 

not seen in 3834. 

We define errors as Δσ anomalies at unrealistic location at the aquifer, and uncertainties where the 

plume is sparse and not continuous. We observe errors, e.g., in plane 2938 on Day 1, where anomalies 

are imaged nearby B38 (i.e. 5 m travel distance over one day) at 5.5-9 m depth. On Day 1, when the fit 

was the lowest of all datasets (R2=0.88) due to the strong attenuation, we interpret these anomalies as 

errors and not as a part of the plume. Also, high anomalies nearby boreholes B31 and B32 seem less 

likely, because σ borehole water measurements showed an increase up to only 2 mS/m (Figure 5.3d), 

suggesting a narrow plume travelling mainly nearby the axes of boreholes 29-38-34. 
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Figure 5.22a: Difference of electrical conductivity FWI results between time-lapse and background 

FWI models, from Day 1 until Day 14. Borehole injection B29 is indicated in red. The conductivity 

differences are plotted on a logarithmic scale. For visualization purposes, the same plume 

reconstruction is shown from two different angles in Figure 5.22 a) and b). 
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Figure 5.22b: Difference of electrical conductivity FWI results between time-lapse and background 

FWI models, from Day 1 until Day 14. Borehole injection B29 is indicated in red. The conductivity 

differences are plotted on a logarithmic scale. For visualization purposes, the same plume 

reconstruction is shown from two different angles in Figure 5.22 a) and b).  
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Table 5.3: Performance evaluation of FWI convergence using strategy S2 for all inverted planes. RMSE 

stands for the root-mean-square error between the FWI modelled data to the observed data, RMSE norm 

(%) is the RMSE with relation to the RMSE between the starting model modelled data to the observed 

data. R² is the correlation coefficient between the measured and FWI modeled data. Iter. num. indicates 

the number iterations required for the inversion.  

  Bkgd 1 2 3 4 5 6 7 8 9 10 11 14 

3831 RMSE 

(⋅10-7) 

7.21 - 5.91 6.33 6.54 7.32 6.71 6.18 5.66 - 6.78 - - 

 RMSE 

norm.(%) 

31 - 31.5 35.4 36.9 48.9 46.8 37.6 27.3 - 42.3 - - 

 R2 0.972 - 0.978 0.974 0.974 0.956  0.962 0.972 0.978 - 0.968 - - 

 Iter. num 23 - 35 30 31 12 13 20 34 - 16 - - 

3238 RMSE 

(⋅10-7) 

4.5 - 6.27 6.51 7.18 7.49 8.32 7.17 6.82 - 7.09 - - 

 RMSE 

norm.(%) 

32 - 34.1 37.1 41.5 31.5 45.7 39.7 39.9 - 39.8 - - 

 R2 0.965 - 0.972 0.969 0.966 0.961 0.959 0.969 0.97 - 0.968 - - 

 Iter. num 42 - 24 25 15 28 16 23 21 - 22 - - 

2938 RMSE 

(⋅10-7) 

8.73 1.16 2.39 2.09 2.33 - - 3.87 - 5.17 - 5.62 9.02 

 RMSE 

norm.(%) 

29 41 48 41 39 - - 34 - 31 - 29 29 

 R2 0.952 0.885 0.907 0.945 0.954 - - 0.966 - 0.968 - 0.971 0.965 

 Iter. num 40 23 22 17 30 - - 30 - 17 - 26 25 

3834 RMSE 

(⋅10-7) 

6.3 - - - - - - 4.17 - 4.28 - 5.03 4.57 

 RMSE 
norm.(%) 

24 - - - - - - 30 - 31 - 32 26 

 R2 0.971 - - - - - - 0.975 - 0.977 - 0.974 0.978 

 Iter. num 39 - - - - - - 30 - 31 - 30 27 

3134 RMSE 

(⋅10-7) 

8.09 - - - - - - - - 5.45 - - - 

 RMSE 

norm.(%) 

38.9 - - - - - - - - 35 - - - 

 R2 0.936 - - - - - - - - 0.974 - - - 

 Iter. num 22 - - - - - - - - 30 - - - 

One very important aspect for all of these FWI time-lapse results is to analyze the ESW of the planes 

over time and how they develop (Figure 5.23). In plane 3831, the ESW phase of Days 4,6,7,8 and 10 

are 1-2 ns earlier than of the Background, Day 2,3 and 5 (Figure 5.23a). The ESW amplitude of the 

frequency spectra (Figure 5.23e) of Days 2,5,6 and 10 are lower than the background, while for Days 

3,4 and 8 the amplitude is similar to the background, and of Day 7 is erroneously higher than the 
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background. We did not notice an increase in Δσ at water borehole B31 (Figure 5.23d), and B38 in not 

connected to the aquifer, therefore we do not expect an effect on the ESW. We suggest that these 

changes were caused during the experiment due to water filling that we did in B38, which lost water 

when the GPR antenna was moved down and up and so forth multiple times during the measurements. 

We filled borehole B38 almost daily (about 1 m of the 8 m water column) either with desalinated or tap 

water, which are lower in σ than groundwater, and then the water column was mixed. We observe too 

high Δσ magnitudes in Day 7 and too low in Days 5 and 6, to which we did not find an explanation. 

However, in general, we do suggest that the deconvolution approach separates between the ESW which 

composes all the effects that happen in the borehole, to the crosshole plane FWI model.  

In plane 3238 the background ESW has the lowest amplitude and the central frequency of 54 MHz 

comparing to all other days which are consistent with of 56 MHz (Figure 5.23f). The ESW of the 

background is compensating due to a cause unknown to us. Note that this background dataset was used 

in replacement of the original dataset measured some months before (for planes 3238, 2938 and 3834, 

see section 5.3).Days 2,3 and 6 have an apparent phase delay of 1-2.5 ns in the ESW comparing to Days 

4,5,7,8 and 10, which show in contrast almost consistent ESW (Figure 5.23b).  

In plane 2938, where high σ were measured at the injection borehole B29 on Days 1-4 (Figure 5.2c), 

we identify an apparent phase delay of the ESW (Figure 5.23c), which increases with σ of the borehole 

water (except of Day 1) until 4.5 ns apparent phase delay on Day 2 (On Day 2 this apparent phase delay 

was also observed in the data (Figure 5.20)). Correlative trend is also observed for increased σ at B29, 

as the central frequency (from 60 MHz at Day 14 to 44 MHz at Day 1) and the frequency spectra 

amplitude were both decreased. Again, the background amplitude is lower than Day 14 amplitude. In 

plane 3834, which was measured on Days 7,9,11 and 14, when σ at borehole B34 is higher than 

groundwater, but lower than Days 1-4 at B29, we see very small difference in the apparent phase of the 

ESW (Figure 5.23d), very similar central frequencies (~ 63 MHz), and similar amplitudes for all the 

time-lapse days, which are lower than that of the background (Figure 5.23h). 

We clearly noticed that effective source wavelet is compensating for all possible borehole filling effects 

and allows a reliable reconstruction of the permittivity and electrical conductivity using the FWI. If this 

would not be the case, the borehole filling effect would propagate into the FWI results and hence 

erroneous reconstructions would be present.  
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Figure 5.23: Effective source wavelets and corresponding frequency spectra used in all the time-lapse 

FWI for planes 3831, 3238, 2938 and 3834. The different colors indicate different measurement days.  

5.7.4 Cell-wise breakthrough curves 

Since we have a plume reconstruction in each cell between the boreholes using the conductivity results, 

we can calculate breakthrough curves for each cell. As an example, we generated such breakthrough 

curves from the results of plane 3831 perpendicular to the flow direction (Figure 5.24). Generally, a 

clear trend for each cell can be observed, however interrupted with differences up to 3 mS/m in Δσ. A 

high heterogeneity in the flow paths can be observed, e.g., for the nearby cells at 4.9 and 5.4 m depth 

(Figure 5.24a,b), on Day 10 they show a Δσ recovery trend and an increase trend in Δσ, respectively. At 

depth below 9.3 m Δσ was higher and (Figure 5.24e,f) and the breakthrough curve at 5 m distance was 

4-5 days. 

 

Figure 5.24: Difference of electrical conductivity between FWI time-lapse and background models at 

specific locations in plane 3831. The title of each subplot relates to the distance from borehole B38, 

and the depth from the surface. Note the different scale at the vertical axis. 



98 

 

 
 
 

5.8 Hydrological interpretation with logging data 

We interpret the logginag results (Section 5.2) while acknowledging the daily borehole mixing in the 

borehole, which occurred due to move of GPR antenna. Measurements of water σ at injection borehole 

B29 above the σ groundwater, at depths below 10.5 m along 13 days after the injection (Figure 5.2c) 

imply that a portion of the tracer mass, which was 0.7% denser tracer than the groundwater, sunk to the 

bottom of the injection well. An indication is seen by higher σ at borehole B34, 10.8 m downstream 

from the injection borehole (Figure 5.3c,d), at depths below 10.5 m for longer periods than above 10.5 

m. In addition, there was a significantly higher concentration at depths between 8-10.5 m than above 8 

m in B34. Regarding a transverse spreading of the plume, the tracer hardly reached the boreholes at 5 

m aside (B31 and B32), suggesting that it was migrated through a narrow path. 

We also test whether the tracer mass that arrived to B34 is in agreement with the transport expectations 

using convection-dispersion equation (CDE). We use the CDE equation in the form of an equivalent 

homogeneous medium for a mean flow in the horizontal direction (Kemna et al., 2002): 

𝑐𝑟𝑒𝑙(𝑥′, 𝑦′, 𝑧′, 𝑡) =
1

8
[𝑒𝑟𝑓 (

𝑥′ + 𝐿𝑥′ − 𝑢𝑥′𝑡

√4𝑢𝑥′λ𝐿𝑡
) − 𝑒𝑟𝑓 (

𝑥′ − 𝐿𝑥′ − 𝑢𝑥′𝑡

√4𝑢𝑥′λ𝐿𝑡
)] 

× [𝑒𝑟𝑓 (
𝑦′ + 𝐿𝑦′

√4𝑢λ𝑇𝐻𝑡
) − 𝑒𝑟𝑓 (

𝑦′ − 𝐿𝑦′

√4𝑢𝑥′λ𝑇𝐻𝑡
)] 

× [𝑒𝑟𝑓 (
𝑧′ + 𝐿𝑧′

√4𝑢𝑥′λ𝑇𝑉𝑡
) − 𝑒𝑟𝑓 (

𝑧′ − 𝐿𝑧′

√4𝑢𝑥′λ𝑇𝑉𝑡
)] , 

Eq. (5.5) 

where 𝑐𝑟𝑒𝑙 is the relative concentration (𝑐 − 𝑐𝐺𝑊) (𝑐0 − 𝑐𝐺𝑊)⁄ , 𝑐 is the concentration varies in time and 

space, 𝑐𝐺𝑊 and 𝑐0 are the background groundwater and the injection concentration, respectively, erf is 

error function. The rest of the variables are described in Table 5.4. 

We use the dispersivities derived by Kemna et al. (2002) from their tracer test in Krauthausen aquifer, 

and the setup parameters of our tracer experiment (Table 5.4), to calculate the breakthrough 

concentration at B34 at 10.8 m distance in the main flow direction. The result from the model is that in 

the breakthrough time after 10.8 days, 4.8% of the injection concentration is expected, while in our 

experiment test the breakthrough occurred after 8 days with 3.5% and 5.8% for L1 and L2 (Section 5.2), 

respectively. The results show that in general the input parameters and the results from our tracer test 

agree. 
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Table 5.4: Input parameters and tracer injection properties used for CDE equation in the form of an 

equivalent homogeneous medium. 

Input parameter Value 

Distance and position (𝑥′, 𝑦′, 𝑧′) (10.8, 0, 0) m 

Groundwater flow velocity (𝑣𝑥′) 1 m/sec 

Time (t) 10.8 days 

Porosity 0.3 - 

Volume of water infiltrated 4 m3 

Plume horizontal traverse size (2 × 𝐿𝑥′) 1.29 m 

Plume longitudinal size (2 × 𝐿𝑦′) 1.29 m 

Depth of borehole infiltration (2 × 𝐿𝑧′) 8 m 

Longitudinal dispersivity (𝜆𝐿) 0.36 m 

Traverse horizontal dispersivity (𝜆𝑇𝐻) 0.18 m 

Traverse vertical dispersivity (𝜆𝑇𝑉) 0.048 m 
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5.9 Discussion 

5.9.1 Comparison of tracer monitoring by time-lapse GPR FWI with other data 

Time-lapse GPR FWI monitoring was shown to be successful in a synthetic study by comparing to the 

real models (Chapter 4). In a field experiment, we compare the obtained results with other available 

data. First, the background results are in agreement with previous results (Zhou et al., 2021) in an 

exemplary Plane 3831 (Figure 5.15). Also for time-lapse data the FWI convergence criteria (Table 5.3) 

show satisfying results, and the FWI data fit well the measured data (Figures 5.18, 5.20)., The salt tracer 

is visible from the difference in time-lapse FWI conductivity models, while there is no effect on the 

permittivity models, as expected (Hagrey and Mülller, 2000). 

In plane 2938, where the tracer first infiltrates the aquifer, preferential paths identified from GPR FWI 

at a few depth locations (Figure 5.21b, 5.22a,b) are correlated with depth locations of high attenuation 

from ZOP measurements (Figure 5.11b). In addition, borehole σ results measured in the injection 

borehole shortly after the injection (Figure 5.2a) present a good correlation with the infiltration paths 

from the injection borehole B29 to Plane 2938. For Plane 3831 (Figure 5.11f) below 7.5 m the ZOP 

indicates that the tracer is still observed at Day 10, but above 7.5 m ZOP does not show the tracer while 

the FWI does. Since the ZOP data uses less data and an approximate model, whereas the FWI uses more 

data and a detailed physical model, we expect that the FWI results are more reliable. 

The ZOP in plane 3238 (Figure 5.11d) implies that the tracer has left the bottom part of the plane already 

on Day 7, while the FWI suggests it is still in the plane on Day 10. We suggest that the time-lapse 

attenuation results in plane 3238 are underestimated, based on the low amplitude of the ESW in the 

background of that plane. Low ESW amplitude relates to low signal amplitude. However, we cannot 

confidently explain the reason for the lower amplitudes in background 3238. High attenuation from 

ZOP in plane 3834 (Figure 5.11h) are consistent with the FWI results by that most of the tracer mass 

below 8 m had already passed B34. However, logging data in B34 at 8-10.5 m depth still shows high σ 

results on Day 14 (Figure 5.3d). 

We observe from the measured data in plane 2938 at 4.8-5.6 m depth (Figure 5.18a-c), and in plane 

3831 at 4.2-5 m (Figure 5.20a-c) in a red rectangle a high-porosity waveguide layer (Klotzsche et al., 

2012, Appendix A.3). The FWI shows infiltration through plane 2938 at 4.2-4.5 m and at 5.1-5.5, m 

depths (Figure 5.21b, 22a), to be in general agreement with the information derived from the waveguide 

layer. The flow in this sand layer is slow comparing to the sandy gravel below 8 m depth because K is 

lower (Tillmann et al., 2008). Still, within the sand facie (4-6 m) the GPR waveguide correlates with a 

preferential flow path, as also shown by Zhou et al. (2020) at a different sandy aquifer (Appendix B.4.3). 

Plume reconstruction from Δσ shows preferential paths, which some are not visible in the ZOP results, 

because here a simplified approximate model is used. At 3.5-4 m depth nearby B38 on Days 2-4 a 

connected plume reconstruction is viewed from all 3 planes, which are connected to it: 2938, 3238 and 
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3831 (Figure 5.22a). The good connectivity in time and space strengthen its reliability. This part of the 

aquifer is composed by gravel, which is characterized by high K (Tillmann et al., 2008).  

Amongst two previous salt tracer tests monitored by time-lapse borehole ERT, we will compare our 

results with those from Müller et al. (2010), who injected the tracer across an entire borehole, and not 

from Kemna et al. 2002 who injected the tracer to the aquifer through the borehole in a 1 m width 

packer. Note, that the injection borehole in our study is different than in Müller et al. (2010) and located 

15 m away from the one in Müller et al. (2010), who measured ERT in two planes at 10 and 20 m 

distance down gradient (Figure 5.25a.c). We chose an injection borehole, which allows reducing 

significantly the tracer water volume (4 vs. 140 cubic liters), while still using a borehole setup for 

monitoring with ~5 m crosshole distances in both parallel and perpendicular direction to flow. 

Therefore, we make the comparison between the tracer recoveries not for testing repeatability but to see 

if the tracer follows similar layers and the for the how good the tracer is resolved. Müller et al. (2010) 

detected a plume splitting between 6-7.5 m, with a fast layer at 7.5-10 m and a slower between 5-6 m. 

This splitting was not complemented by the data from their borehole loggers, but in a later crosshole 

GPR survey splitting was explained by high-resolution FWI in correlation with grain size data (Gueting 

et al., 2017), providing fine hydraulic characterization. In our tracer monitoring by FWI, we show tracer 

recovery from the neighboring Planes 3238 and 3831 perpendicular to the flow direction at 5 m down 

flow distance (Figure 5.1) on Days 4 and 8 (Figure 5.25b,d), presenting tracer connectivity in the 

neighboring planes and repeating location of the tracer at different days. Our FWI results suggest more 

splitting layers than in Müller et al. (2010), including one at 6-7 m depth in agreement with the previous 

study. High Δσ at depths 8.5-10 m agrees in both of the tracer and monitoring tests. GPR FWI provides 

a higher resolution than ERT and recovers flow path in width of 0.18 m (size of two model cells). This 

size scale in Δσ is at least as fine as the one retrieved from FWI background σ (e.g. Figure 15.5b), 

possibly because for time-lapse data with changes only in σ, FWI with εr starting model from the 

background allows the optimization to update mainly in σ. Moreoner, recovery of Δσ seems to be only 

slightly more smoothed than recovery of εr (Figure 15.5a), where in general in FWI the εr resolution is 

better than σ. 

Overall, the consistency in spatial connectivity of the plume between neighboring planes and the 

repeatability of tracer location on different days, indicate about the reliability of these high-resolution 

tracer-monitoring images. 
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Figure 5.25: Comparison of the resolution of plume reconstruction between previous salt tracer test 

measured with borehole ERT (Müller et al., 2010) and the salt tracer test measured with crosshole GPR 

FWI. a,c) Snapshots at a transect 10 m distance downstream on Day 15, and at 20 m distance (the 

transect parallel of Plane 3831) downstream on Day 22, respectively. b,d) Plume reconstruction from 

time-lapse GPR FWI on Days 4 and 8, respectively. In a) and c) vertical lines represent electrical 

conductivity measured in the boreholes by sensors. Note, that in the two tracer tests the tracer was not 

injected from the same borehole. Also, note that c) shows the same transect as in b) and d), while a) 

shows a transect parallel to it but different.  

5.9.2 Saltwater effect on the effective source wavelet 

High electrical conductivity surrounding the borehole antenna have shown to affect the ESW, especially 

in plane 2938 (Figure 5.23c,g), where the largest tracer mass is travelling (Figure 5.2c). We observed a 

trend of increased saltwater in borehole together with i) ESW central frequency shift to lower 

frequencies ESW; ii) an apparent phase delay, and iii) a decrease in ESW amplitude. This is a dispersive 

attenuation response because of a coupling effect between the borehole antenna and the high σ at the 

borehole. This coupling effect which affected the source wavelet was observed also in a borehole 

antenna GPR survey at boreholes partly filled with water and air (Klotzsche et al., 2019a), and for 

surface antenna, when they were located on soils with different permittivity and conductivity (Busch et 

al., 2014). Permittivity difference from ZOP (Figure 5.10b) also show an increase of Δεr=0.5-3 on Days 

1-3. GPR FWI corrects the ESW in a FWI pre-processing step. The ESW contains the optimal wavelet 
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that is able to describe the measurements with the full-waveform. In the ideal case one could also 

include the borehole and filling such that reality is even better approximated (Mozaffari et al., 2021). 

Hence, the FWI tomograms are independent from borehole filling effect except for the lower frequency 

content. Without this separation, like in ZOP basic processing and ray-based inversions, an erroneous 

apparent phase shift and attenuation will be estimated. These results also stress that for each dataset an 

ESW correction is required using its deconvolution process. The use of the same ESW from the 

background in the FWI for time-lapse data can lead to erroneous result of the FWI inversion model.  

5.10 Conclusions 

We conducted a saltwater tracer test in a sandy aquifer in order to test the potential of high-resolution 

imaging of time-lapse crosshole 2D GPR full-waveform inversion to monitor the tracer fate for 14 days 

after the tracer injection over an 11 m X 10 m area. The plume reconstruction was obtained by 

subtracting the FWI background σ model from the time-lapse σ. The imaged plume from FWI was 

compared with σ sensors at the boreholes, ZOP data, and by spatial continuity at neighboring planes. 

Imaging of the tracer at the same location on different days implies on repeatability. Moreover, trend 

of an increase followed by a decrease trend in Δσ is observed, which implies on the plume velocity. 

Dispersion is implied from an increase in size of Δσ anomalies and smoothing in vertical transverse 

horizontal and longitudinal horizontal direction (e.g. in Figure 5.22a Plane 2938 follow the development 

of the plume below 8 m depth). Flow paths and splitting layers were resolved in thickness of about 18 

cm (2 model cells), which is in improvement compared with FWI background σ, and seems to be only 

slightly more smoothed than εr recovery. 

The starting model for time-lapse data that provided the best FWI results was the one using the FWI 

background permittivity and a homogenous conductivity. That was observed for experimental data, in 

different to the synthetic data results, which suggested the background conductivity (Chapter 4). In 

experimental data, when a starting model uses the FWI background conductivity for the time-lapse data, 

it incorporates errors in the starting model, which probably cause the time-lapse inversion to converge 

to a local minima. The possible errors in the FWI background are due to propagated errors from the 

effective source wavelet and antenna location errors. The effect of salt water on the antenna source 

wavelet was detected from GPR measurements on days when significant σ were measured in the 

borehole. Effective source wavelet corrections calculated using a deconvolution approach showed that 

for increased σ in the borehole there is a trend of an increased dispersive attenuation of the source 

wavelet, which results in a larger center frequency shift towards lower frequencies, and an increased 

apparent time delay. The effective source wavelet is compensating for all possible borehole filling 

effects and allows a reliable reconstruction of the permittivity and electrical conductivity from FWI. 

These borehole filling effects cannot be compensated in ZOP and ray-based imaging. The high-

resolution reconstruction of a salt tracer using time-lapse GPR FWI imaging can provide vast and 

continuous data to constraint hydrological models. 
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Chapter 6 

Conclusions and Outlook 

During this thesis, we conducted synthetically and experimentally tracer tests that were monitored by 

time-lapse crosshole GPR full-waveform inversion, in order to test the ability, to reconstruct the tracer 

plume in higher resolutions compared to other conventional methods and approaches. I found that the 

tracer plume was reconstructed successfully from tracers which change either permittivity or electrical 

conductivity or both. 

6.1 Conclusions 

First, we generated a realistic gravel aquifer model based on previous hydrological and FWI data in 

order to produce realistic heterogeneity of tracer transport and changes in dielectric properties. Then, 

we tested for a starting model to the FWI of time-lapse data. As for the permittivity starting model, the 

FWI background model was found the best. For the conductivity, the synthetic study showed that the 

FWI background model is the best whereas the experimental study suggested that a homogenous 

conductivity is the actually better. We explain this inconsistency because of errors that were added to 

FWI background results, which are then used as starting models for the time-lapse data. In the 

experimental FWI, these errors were propagated from errors in the effective source wavelet correction, 

whereas in the synthetics the source wavelet was known a priori. The FWI conductivity model shows 

low flexibility to modify erroneous anomalies that are introduced by the starting model. Moreover, 

time-lapse permittivity changes were more accurate than conductivity changes.  

The magnitude changes over a large range introduced by the tracer, in both permittivity and 

conductivity, were possible to recover. In conductivity the range goes from negative conductivity 

change to the background (desalinated water) to positive change (saltwater). However, we found that 

when an electrical conductivity increase introduced by the tracer exceeds a threshold, the attenuation 

affects some of the signals to be lower than the noise. Thus, some of the modelled traces cannot fit the 

observed traces, what eventually causes errors in both FWI models. In the practical implementation of 

the FWI in a case where there is a large conductivity change, I found that for a better FWI convergence 

it is needed to increase the parameter that controls the conductivity step length (a single-scale increase 

provided better FWI convergence criteria). For the permittivity changes by a tracer, I tested in the 

synthetic study only a decreasing permittivity (ethanol) which replaces or mixes with higher water 

permittivity and the FWI recovery was good. The phase shift from the initial traces modelled through 

the FWI background to the observed data were not as large to cause a cycle-skipping, thus for expected 

permittivity changes from a tracer the use of the background FWI model as a starting model is 

appropriate.  
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While in the synthetic study the fate of the true plume and the heterogeneity of the dielectric properties 

were known and used for validation, in the experimental tracer test complementary data are used to 

check the consistency with the time-lapse FWI results. First, the background FWI models were similar 

to FWI from previous data of a recent study. To investigate the consistency we used the borehole 

logging data, the temporal continuity of the plume reconstruction, i.e. between sequential 

measurements, and the spatial continuity, i.e. between neighboring planes. In addition, analysis on time-

lapse ZOP data, which provided a simpler model of difference attenuation 1D depth-profile, observed 

that the plume is transported at the same depth and time that the FWI imaged. Note however, that no 

other method can really validate these results, because GPR FWI images are currently the best one can 

get. Overall, we found consistency in the recovery of transport anomalies which were introduced by the 

tracer through preferential paths as narrow as 0.2 m. This resolution in tracer recovery was not observed 

before in other geophysical monitoring techniques. With 29 time-lapse FWI models in 5 planes over a 

span of 14 days, we could calculate breakthrough curves of the plume, through the size of tomogram 

cells (0.09 X 0.09 m), which provides high-resolution quantified information of the plume temporal-

spatial heterogeneity. The tracer fate we monitored was in agreement with past tracer tests at the same 

test site.  

In the experimental pre-processing step, we calculated the effective source wavelet for each dataset. For 

a given plane in time-lapse days, the sources were similar but not identical. We suggest it is a result of 

changes in the saltwater concentration in the antenna borehole and incomplete repeatability in 

acquisition. In addition, differences in the corrected source wavelet were observed for a given time-

lapse dataset when different starting models were used. This shows the uncertainty that exists in 

estimating of the source wavelet, where the starting model is also a factor that affects it. Overall, the 

error in the source propagates to an error in the FWI model.  

We found a trend of increased saltwater in the borehole with central frequency shift to lower frequencies 

of the effective source wavelet, an apparent phase delay and a decrease in the effective source wavelet 

amplitude. This is a dispersive attenuation response, which occurred due to the coupling of the antenna 

with electrical conductivity contrasts near the antenna. Different from FWI, ray-based approaches 

assume that wave propagation occurs only over a ray path, whereas in reality this is not the case. Full-

waveform modeling includes all the physics occurring in reality. With the FWI where an effective 

wavelet is used, the wave propagation through the medium is accurately modelled. Since coupling 

effects close to the source and receiver antennas require a refined grid (Diamanti and Giannopoulos) to 

include in the modelling and accordingly increased computing power, the effective source wavelet 

estimation enables a simplified description of the transmitter and receiver antennas in combination with 

an effective wavelet. In FWI practice, from the deconvolution approach in which the effective source 

wavelet is corrected, all the effects on the antenna in the borehole are added to the source. Consequently, 

the FWI run which uses the corrected source wavelet provides a more accurate FWI model. If this would 
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not be the case, the borehole filling effect would propagate into the FWI results and hence erroneous 

reconstructions would be present. Therefore, the characteristic of source wavelet correction in GPR 

FWI workflow shows its advantage over ray-based methods and fast ZOP data analysis, for recovering 

more accurate models and especially when the borehole water has high salinity, e.g. in saltwater tracer 

tests. 

To summarize, time-lapse GPR FWI has enabled a reliable imaging of a tracer at decimeter scale         

(0.2 m) which has not observed before from geophysical monitoring. It provides data which can be used 

for better constraining hydrological properties of interest from hydrological models. For reducing errors 

in the FWI results and thus in the plume reconstruction, we would like to stress the importance of the 

acquisition repeatability in producing GPR time-lapse data: in the antenna location, in the GPR system 

and its preparation for operation, in the FWI input parameters, and put a special importance on the 

background acquisition and inversion. More experience in time-lapse data acquisition and FWI of newly 

acquired data will probably improve the technique and will make it more robust. 

6.2 Outlook 

There are two main points on which further investigations could be based: theoretical algorithm 

developments and application of the full-waveform inversion. 

6.2.1 Theoretical development 

Tracers introduce high dielectric contrasts in the aquifer over short distances. In order to recover the 

conductivity better a 2.5D FWI is beneficial (Mozaffari et al., 2020), as we also showed (Appendix A.7) 

that 2.5D is better than 2D in approximating the 3D data. Mozaffari et al. (2020) showed in a synthetic 

study that the average relative error over the model drops in εr from 2.5% in 2D FWI to 0.18% in 2.5D 

FWI, and σ drops from 2.8% in 2D to 0.5% in 2.5D. As we showed the importance of reducing the error 

in the effective source wavelet from 2D data on the recovery of the 2D FWI models, a test for optimizing 

the source wavelet estimation from 2.5D experimental data is required. Overall, FWI of time-lapse 2.5D 

data is expected to show another improvement in the imaging recovery of tracer.  

6.2.2 Application of the full-waveform inversion  

I derived time-lapse differences based on the inversion of individual datasets. Then, the difference in 

geophysical property can be derived (like in the experimental study), or the tracer concentration from 

additional petrophysical relation adequate for the tracer. Double-difference inversion (Asnaashari et al., 

2015), an inversion of the difference data starting from the recovered baseline model, has shown an 

improved inversion FWI results for seismic synthetic data. This approach can be applied to time-lapse 

GPR data. To implement experimental data in double difference FWI, also the source have to be 

identical as possible. Therefore, the approach can be used only when the boreholes antenna are located 

at boreholes which are not affected by the tracer saltwater. 
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6.2.3 Acquisition improving   

In this study, for the given aquifer we showed that the GPR data collection is slower than the dynamic 

process of tracer transport, thus an assumption of quasi-static conditions is viable (Section 4.7.3). In 

addition, we showed that out-of-plane effects due to the presence of a tracer in 2D FWI are not affecting 

the data significantly and thus not on the FWI models (Section 4.7.1), and we discussed GPR acquisition 

regarding antenna spacing to best retrieve the tracer (Section 4.7.2) and implemented it in the 

experimental tracer test monitoring (Section 5.7.1). More experience is needed regarding the starting 

model and the acquisition of the data. Since this is the first high resolution GPR FWI of time-lapse data, 

experience need to be build up to optimize the acquisition setup and also the inversion setup. 
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Appendix A 

Supplements to Chapter 4 4 

A.1 Noise in GPR synthetic data 

GPR data are contaminated with random instrumental noise that originated from the electronics of the 

transmitter, receiver and cables (Annan, 2009). In order for events in the data to be detectable, the power 

at the receiver must be in excess of the noise level at the receiver. At the presence of a salt tracer, the 

signal power at the receiver will lose energy, and events in the data may be overshadowed by the random 

noise. Eventually, this will lead to a lower signal-to-noise ratio. This noise could cause errors in FWI 

in cases when the attenuating effect of the tracer will be in the range of the error level. Other sources of 

uncertainty in the reconstructed FWI models that originated from the instrument time drift, antennae 

spatial positioning (Axtell et al., 2016), the effect of the effective source wavelet (Belina et al., 2012) 

and data processing (Peterson, 2001) are neglected in this study. Nevertheless, in GPR datasets the 

quality of recorded data and the acquisition setup differ and each of the sources of errors may be the 

one of the largest impact on the quality of the reconstructed model, in this study we concentrate on the 

effect of the random instrumental noise. 

We added a realistic random instrumental noise level to the synthetic waveforms to evaluate its effect 

on the inversion performance. We assumed that the random noise level (of the trace before the first rise) 

is independent of the conductivity of the tracer. This then leads to a different signal to noise ratio for 

different configurations. We obtained these noise levels from real GPR traces that were acquired from 

the Krauthausen site using the same cross borehole distance (Gueting et al., 2015). Based on this data, 

we calculated a relative random noise level with: 

𝐴𝑚𝑏𝑖𝑒𝑛𝑡 𝑛𝑜𝑖𝑠𝑒 𝑟𝑎𝑡𝑖𝑜 𝑚𝑖𝑛. [%] =
𝑠𝑡𝑑.(𝑛𝑜𝑖𝑠𝑒 𝑟𝑒𝑐𝑜𝑟𝑑𝑒𝑑 𝑡𝑟𝑎𝑐𝑒𝑠)

𝑚𝑎𝑥.|𝐴(𝑟𝑒𝑐𝑜𝑟𝑑𝑒𝑑 𝑡𝑟𝑎𝑐𝑒𝑠)|
∙ 100% , Eq. (A.1) 

where 𝑠𝑡𝑑. (𝑛𝑜𝑖𝑠𝑒 𝑟𝑒𝑐𝑜𝑟𝑑𝑒𝑑 𝑡𝑟𝑎𝑐𝑒𝑠) is the standard deviation of the random noise in recorded traces, 

which was calculated from amplitudes at the time range before the wave first arrival time, and 

𝑚𝑎𝑥. |𝐴(𝑟𝑒𝑐𝑜𝑟𝑑𝑒𝑑 𝑡𝑟𝑎𝑐𝑒𝑠 𝑖𝑛 𝑒𝑛𝑡𝑖𝑟𝑒 𝑑𝑎𝑡𝑎𝑠𝑒𝑡)| is the maximum absolute amplitude of the recorded 

traces over the entire dataset.  

From Equation A.1, the minimal random noise ratio is 0.062%. For short distances (4.95 m, parallel ray 

path) the signal dominates over the noise (Figure A.1a,c), with typical noise level ~ 0.2%. For a typical 

wide-angle long-distance ray path trace (8.4 m, 54⁰) the noise has a larger footprint in the recorded trace 

(Figure A.1e,g) with noise level ~ 3%. 

                                                           
4 Adapted from Haruzi, P., Schmäck, J., Zhou, Z., van der Kruk, J., Vereecken, H., Vanderborght, J., & Klotzsche, 

A. (2022). Detection of tracer plumes using full‐waveform inversion of time‐lapse ground penetrating radar data: 

a numerical study in a high‐resolution aquifer model. Water Resources Research, e2021WR030110. 
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Then, we generated the absolute random noise as Gaussian random error 𝐺(0, 𝑠𝑡𝑑.2𝑛𝑜𝑖𝑠𝑒 𝑖𝑛 𝑠𝑦𝑛𝑡ℎ𝑒𝑡𝑖𝑐𝑠 ) 

with a standard deviation based on the 𝐴𝑚𝑏𝑖𝑒𝑛𝑡 𝑛𝑜𝑖𝑠𝑒 𝑟𝑎𝑡𝑖𝑜 𝑚𝑖𝑛. 

𝑠𝑡𝑑.  𝑛𝑜𝑖𝑠𝑒 𝑖𝑛 𝑠𝑦𝑛𝑡ℎ𝑒𝑡𝑖𝑐 𝑡𝑟𝑎𝑐𝑒𝑠 =
𝑚𝑎𝑥. |𝐴(𝑛𝑜𝑖𝑠𝑒 𝑓𝑟𝑒𝑒 𝑠𝑖𝑚𝑢𝑙𝑎𝑡𝑒𝑑 𝑡𝑟𝑎𝑐𝑒𝑠)| ∙ 𝐴𝑚𝑏𝑖𝑒𝑛𝑡 𝑛𝑜𝑖𝑠𝑒 𝑟𝑎𝑡𝑖𝑜 𝑚𝑖𝑛

100%
 Eq. (A.2) 

where 𝑚𝑎𝑥. |𝐴(𝑛𝑜𝑖𝑠𝑒 𝑓𝑟𝑒𝑒 𝑠𝑖𝑚𝑢𝑙𝑎𝑡𝑒𝑑 𝑡𝑟𝑎𝑐𝑒𝑠)|  is the maximum absolute amplitude of the simulated 

traces over the entire dataset before adding noise. Finally, we added the same absolute random noise to 

the synthetic simulated waveforms of the background, salt and ethanol tracer cases: 

𝑑𝑎𝑡𝑎(𝑛𝑜𝑖𝑠𝑦 𝑎𝑑𝑑𝑒𝑑 𝑠𝑖𝑚𝑢𝑙𝑎𝑡𝑒𝑑 𝑡𝑟𝑎𝑐𝑒𝑠) = 𝑑𝑎𝑡𝑎(𝑛𝑜𝑖𝑠𝑒 𝑓𝑟𝑒𝑒 𝑠𝑖𝑚𝑢𝑙𝑎𝑡𝑒𝑑 𝑡𝑟𝑎𝑐𝑒𝑠) + 𝐺(0, 𝑠𝑡𝑑.2𝑛𝑜𝑖𝑠𝑒 𝑖𝑛 𝑠𝑦𝑛𝑡ℎ𝑒𝑡𝑖𝑐𝑠 ) Eq. (A.3) 

The noise-added traces (in blue) eventually show a similar random noise level to the real traces for short 

and long ray paths (see Figure A.1). 
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Figure A.1: Realistic noise added to synthetic waveforms based on random instrumental noise from 

experimental data. Examples for two different waveforms: a-d) the shortest ray path of 4.95 m and e-

h) 54° wide-angle ray path of 8.4 m. Panels c, d, g, h zoom in to view the noise. Scale is a normalized 

amplitude to the maximal absolute amplitude of the same trace. Sampling rate of the experimental GPR 

data is 0.2 ns, whereas the sampling rate of the synthetic data is 0.063 ns. 
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A.2 Observed data and FWI data fit 

 

Figure A.2: Observed (real data noise-added), FWI inverted and the difference between inverted and 

observed data for transmitters at the depth of major tracer intrusion (6 m) and at depth where no 

intrusion occurs (9.6 m). This figure is complementary to Figure 4.9 in the paper. Data is presented for 

the (a) Desalinated salinity (tracer case in Figure 4.6 (a)) and (b) High salinity (tracer case in Figure 

4.6 (e)) tracer cases. Note that for the High salinity for the transmitter at 6 m depth panel where the 

signal is weaker because the wave travels through the increased σ of the tracer, the color scale is 30 

times smaller. R2 quantifies the correlation between FWI inverted and the observed data. The standard 

deviation of the Gaussian ambient noise was 4.6∙10-8 in all cases.  
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A.3 Fit of FWI traces at the presence of salt tracer 

  

Figure A.3: Fit of FWI traces. Traces of Intermediate (left) and High salinity cases (right) for ray paths 

travelling parallel to surface at depths, where the plume intrudes in the crosshole plane. Note for the 

different amplitude scales in the plots.  
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A.4 Noise level in comparison to the traces amplitude 

 

Figure A.4: Noise level in comparison to the traces amplitude. (a) Background and (b) High salinity 

case real data and FWI for low, middle, and high angle traces (0°, 32° and 54°). Note the higher 

amplitude scale in the background than in High salinity case. 
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A.5 Observed and modelled FWI traces for background and 

ethanol scenario 

 

Figure A.5: Observed and modelled FWI traces for background and ethanol scenario for day 15 after 

infiltration (using starting model from day 13) models at the main intrusion (a) 5 m, (a) 6 m and                

(c) 7 m. 
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A.6 Description of the movie - comparison of tracer recovery from 

salt and ethanol tracers 

The movie shows normalized tracer distribution evolution of the first 49 days of the concentration from 

the true transport model (top left), salt tracer conductivity from FWI σ model (top right), ethanol 

volumetric concentration from FWI ε model (bottom left), and ethanol volumetric concentration from 

FWI σ model (bottom right). Because the conductivity/concentration of both salt tracer conductivity 

and ethanol are derived from the same concentration field from the transport model, the tracer 

distributions can be compared by normalization. For each of the four subplots (of different derived-

tracer parameters), each spatio-temporal (i.e. in each day) field in the 2D crosshole plane was 

normalized by dividing the true maximal conductivity/concentration over all the spatio-temporal field 

volume domain (i.e. all days in the 3D domain). Thus, the colors range in each of the subplot is [0,1]. 

A.7 Out of plane effects - 3D versus 2D GPR data 

For the modeling of out-of-plane effects, we considered the subsurface model of Day 8 after the salt 

tracer injection to investigate the effect of the plume heterogeneity on the data (Figure A.6a,b). This 

day was chosen, because the mass of the tracer in the crosshole plane location is lower (tracer mass in 

an increased trend) than in locations closer to the center of the plume. Thereby, in investigating the out-

of-plane effects, we considered significant σ heterogeneity (and especially from outside the crosshole 

plane) and only minor εr aquifer heterogeneity. An investigation of significant heterogeneity in εr was 

discussed by Mozaffari et al. (2020).  

For the 3D forward modeling, we employed the 3D FDTD solver gprMax (Warren et al., 2016) with 

the model dimensions 10.44 x 8.1 x 5.49 m and a cell size of 0.09 m. We truncated the computational 

domain with 30 cells of perfectly matched layer (PML) at each boundary (Berenger, 1994, 

Giannopoulos, 2011). Because of the large computational time of the 3D forward simulation, the model 

cell length is 3 times longer than the one used in the forward runs in the 2D FWI (0.03 m). For the 2D 

model, the 3D model was sliced at the crosshole location (Figure A.6a, right) with the model dimensions 

10.44 x 8.1 x 0.09 m. In addition, the 2D was extended to 3D model (“2.5D”), by extending the 2D 

model in the perpendicular direction to the plane, to the same model dimensions as the 3D model. For 

3D, 2.5D and 2D forward model simulations, we used two transmitters, at a location where the tracer 

is present at 7 m and is not present at 5.85 m depth, with 31 receivers. We used the same source wavelet 

described in section 4.1.  

The computational time for a simulation of a heterogeneous model (which uses multiple discrete 

materials) in gprMax is influenced mainly by reading in the properties of the multiple cells and building 

the model (Warren et al., 2016). The 3D simulation was composed of 102480 different materials and 

the model building lasted 1:03 hours, while the forward run for each transmitter lasted only 15 seconds. 

https://drive.google.com/file/d/1NkKmei8Nt66GCXJQq00P--h5cbg05jlu/view?usp=sharing
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The 2.5D was composed of 1680 materials, with model building lasting 24 seconds, while the forward 

run for each transmitter lasted 8 seconds. The 2D was composed of 1680 materials, with model building 

lasting 3 seconds, while the forward run for each transmitter lasted only 0.5 seconds. The simulations 

ran on a computer with 16 GB installed RAM. Although the larger cell size, the numerical dispersion 

is low, as the dominant wavelength is still more than 10 times larger than the cell size. 

To evaluate the effect on the 2D FWI similar to experimental data applications, we transformed the 3D 

GPR data using the standard 3D to 2D conversion with the Bleistein approach (e.g., Klotzsche et al, 

2019) and estimated “semi 2D” data, which would be used for the 2D GPR FWI. By comparing the 3D, 

2.5D, “semi 2D” and 2D GPR data (Figure 4.S6b,c), generally a similar trend along the receiver depths 

can be observed. A decrease of amplitudes for both transmitters are observed at 7-8.2 m depths due to 

the presence of the tracer. The amplitudes at 5.85 m are about 10 times higher than in 7 m, where the 

salt tracer is present.  

The arrival times of the 3D and 2.5D data are about 2 ns earlier than the semi 2D and 2D data (estimated 

at the first maxima). This difference can be explained by the differences in the line source for 2D and a 

point source for 3D and corresponding 2D and 3D wave propagation (Mozaffari et al., 2020). Therefore, 

we only compare the 3D and 2.5D data to each other, and the semi-2D and the 2D data, whether out-

of-plane reflections can be identified in the 3D and semi-2D data. To investigate these results in more 

detail, we investigated individual traces for the transmitter at 5.85 m depth with no σ complexity (not 

shown). Both 3D and 2.5D, and semi 2D and 2D fit each other for the phase with little difference in 

amplitude, as expected from an environment with small changes in εr and in σ (Mozaffari et al., 2020). 

The traces from three individual traces from the transmitter at 7 m depth are shown in Figure A.6d. The 

comparison of 3D to 2.5D, and of semi 2D and 2D data show for receivers at 5.5 a similar shape, and 

only small differences in the amplitude can be observed. For the 6.58 m and mainly for 7.66 m receivers 

larger differences can be observed. We interpret these differences as minor out of plane reflections, 

probably due to the relatively moderate localized heterogeneities that are present out of plane compared 

to the whole Fresnel volume through which the waves are traveling through. 



117 

 

 
 
 

 

Figure A.6: Investigation of the tracer’s out of plane on the GPR data. a) At Day 8: plan and side 

elevation views of the plume (left), and the bulk electrical conductivity in the crosshole plane (right). 

Black circles and crosses refer to two transmitter and 31 receiver locations, respectively. b) GPR data 

for transmitter at 5.85 m which is outside the plume, using 3D, 2.5D and 2D simulations, and semi 2D. 

c) Same as (b) for the transmitter at 7 m which is inside the plume. Note that the amplitudes for c) are 

lower than in b), because of the higher σ in c). d) Individual traces from the transmitter inside the plume 

using 3D, 2.5D and 2D simulations, and semi 2D. For (b)-(d), the amplitudes of the data for each 3D, 

2.5D, 2D and semi 2D datasets are normalized to the maximum amplitude of each dataset. 



118 

 

 
 
 

Appendix B 

B 3D aquifer characterization of the Hermalle-sous-Argenteau test 

site using crosshole GPR amplitude analysis and full-waveform 

inversion5 

To improve the understanding of flow and transport processes in the critical zone, high resolution and 

accurate estimation of the small-scale heterogeneity is essential. Preferential flow paths related to high 

porosity layers and clay lenses in gravel aquifers greatly affect flow and transport processes in the 

subsurface, and their high-electrical contrast to their surrounding matrix and limited extent can act as 

low-velocity electromagnetic waveguides. In the last decade, time-domain full-waveform inversion 

(FWI) of crosshole ground penetrating radar (GPR) data has shown to provide 2D decimeter-scale 

resolution images of relative permittivity and electrical conductivity of the subsurface, which can be 

related to porosity and soil texture. Most studies using crosshole GPR FWI resolved high porosity zones 

that were identified by an amplitude analysis approach. But clay lenses or zones with higher electrical 

conductivity that act as low-velocity waveguides are hard to distinguish in the measured data and 

amplitude analysis because of the absence of characteristic wave-propagation features. We investigate 

a set of nine crosshole GPR datasets from a test site in Hermalle-sous-Argenteau near the Meuse River 

in Belgium to characterize the aquifer within a decimeter-scale resolution and to improve the 

understanding of a previously performed heat tracer experiment. Thereby, we extend the amplitude 

analysis to identify two different types of low-velocity waveguides either caused by an increased 

porosity or a higher electrical conductivity (and higher porosity). Combining the GPR amplitude 

analysis for low-velocity waveguide zones with the standard FWI results provided information on 

waveguide zones which modified the starting models and further improved the FWI results. Moreover, 

an updated effective source wavelet is estimated based on the updated permittivity starting models. In 

comparison with the traditional FWI results, the updated FWI results present smaller gradient of the 

medium properties and smaller root-mean-squared error values in the final inversion results. The nine 

crosshole sections are used to generate a 3D image of the aquifer and allowed a detailed analysis of the 

porosity distribution along the different sections. Consistent structures of the permittivity and electrical 

conductivity show the robustness of the updated FWI results. The aquifer structures obtained by the 

FWI results agree with those results of the heat tracer experiment. 

                                                           
5 Adapted from Zhou, Z., Klotzsche, A., Hermans, T., Nguyen, F., Schmäck, J., Haruzi, P., Vereecken, H., and 

van der Kruk, J. (2020). 3D aquifer characterization of the Hermalle-sous-Argenteau test site using crosshole 

GPR amplitude analysis and full-waveform inversion. Geophysics, 85(6), H133-H148. 
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B.1 Introduction 

Detailed characterization of the critical zone and aquifers is important to understand the influence of 

small-scale heterogeneities on the prediction of flow and (reactive/solute) transport processes. 

Traditional methods to obtain aquifer characteristics either have small spatial sampling with a poor 

lateral resolution (e.g., coring), or they capture an average response over a large volume (e.g., pumping 

test, remote sensing methods) which typically treats the volume as homogeneous, and lacks detailed 

characterization at smaller scale. In the last decades, crosshole geophysical methods, such as seismics 

(e.g., Doetsch et al., 2010), electrical resistivity tomography (ERT; e.g., Coscia et al., 2012) and ground 

penetrating radar (GPR; e.g., Klotzsche et al., 2018) have been increasingly used to provide detailed 

models of the near surface and the critical zone (overview provided by Binley et al., 2015). Compared 

to other imaging methods, GPR provides the highest possible resolution due to the usage of high 

frequencies. GPR is sensitive to electromagnetic wave velocity and attenuation of the subsurface, which 

can be used to estimate relative permittivity  휀𝑟  and electrical conductivity 𝜎, respectively. Due to the 

large difference between the relative dielectric permittivity of air  휀𝑟 = 1 and water  휀𝑟 = 80, relative 

permittivity can directly be linked to porosity and soil water content of the subsurface using appropriate 

petrophysical models (Steelman and Endres, 2011) or empirical relationships (e.g., Topp et al., 1980) 

and is therefore effective to characterize aquifers.  

Crosshole applications of GPR are well suited to characterize the shallow subsurface and monitor 

aquifers (e.g., Paz et al., 2017). Because of the known distance between the antennae, a good subsurface 

illumination with dense ray-coverage and relatively small acquisition errors, they are well suited for 

inversion schemes (e.g., Axtell et al., 2016; Klotzsche et al., 2019b). To investigate flow and transport 

processes, time-lapse GPR measurements with a high spatial and temporal resolution can be linked to 

soil hydrological parameters such as hydraulic conductivity. For example, the zero-offset profiling 

(ZOP) approach for GPR, which is a quick and simple survey method by simultaneously moving the 

transmitter and receiver antennae, can detect velocity anomalies and attenuation zones (e.g., Gilson et 

al., 1996; Binley et al., 2001). A more advanced measurement technique is the collection of multi-

offset-gathers (MOG), in which the transmitter is fixed at a certain location in one borehole and the 

receiver antenna is continuously lowered with a constant offset in a second borehole. By repeating this 

measurement at a variety of different transmitter positions and by interchanging the transmitter and 

receiver borehole, a dense ray-coverage between the two boreholes can be obtained (Klotzsche et al., 

2018). Traditional tomography inversion methods for crosshole GPR data are based on geometrical ray 

theory (e.g., Irving et al., 2007; Dafflon et al., 2011, 2012). The ray-based inversion methods only 

exploit the first-arrival times and the first-cycle amplitudes of the measured GPR data, and, damping 

and smoothing constraints are necessary to stabilize the inversion (e.g., Holliger et al., 2001; Maurer & 

Musil, 2004). The main drawback of these methods is that features smaller than the dominant 

wavelength cannot be resolved (resolution scales approximately with the diameter of the first Fresnel 



120 

 

 
 
 

zone). Other aspects such as recording geometry and positioning errors can have significant effects on 

the resolution of the ray-based result (e.g., Oberröhrmann et al., 2013; Axtell et al., 2016). Furthermore, 

ray-based approaches only consider data until a certain angle to avoid an increasing apparent-velocity 

for increasing ray path angles (Peterson, 2001), therefore only a limited angular coverage of the target 

is available. 

In comparison to the ray-based approaches, full-waveform inversion (FWI) can significantly improve 

the resolution to the sub-wavelength scale by using the entire waveform information in the inversion 

process including secondary events of the data. FWI approaches were first developed and applied in the 

seismic community (e.g., Tarantola, 1984, 2005; Shin & Cha, 2008; Virieux & Operto, 2009). In the 

last decade the first adaptions for GPR data were developed (e.g., Kuroda et al., 2007; Ernst et al., 

2007a). The time domain approach of Ernst et al. (2007a; b) was further developed by Meles et al. 

(2010) and has been applied with slight modifications to more than 30 different datasets to characterize 

aquifers within decimeter-scale resolution. Klotzsche et al. (2019b) provides an overview about the 

developments, applications, and corresponding challenges. All these applications show a great potential 

of the GPR FWI to characterize aquifers with higher resolution than ray-based approaches and to obtain 

decimeter-scale high resolution images of permittivity and electrical conductivity at the same time. The 

GPR FWI permittivity image can be converted to porosity using petrophysical models such as the CRIM 

model (Birchak et al., 1974). To validate the FWI results, the tomograms can be compared to available 

ground truth data, logging data, or to co-located cone penetration tests (e.g., Gueting et al., 2015; 

Keskinen et al., 2017). The insights into aquifers that are gained using the FWI results helped to enhance 

and improve the understanding of hydrological relevant processes such as porosity changes in an aquifer 

that could be correlated to preferential flow paths (Klotzsche et al., 2013). 

One important criterion to successfully perform the FWI is to estimate starting models that yield 

synthetic data within half of a wavelength of the measured data in the entire inversion domain to avoid 

cycle-skipping (Virieux and Operto, 2009; Meles et al., 2012; Lopez-Alvis et al., 2019). Normally, ray-

based inversion results fulfill this criterion for the starting models, but in the presence of high contrast 

layers (e.g., water table) adaptations are necessary (e.g., Klotzsche et al., 2012). To improve the starting 

model definition, especially for the permittivity, and thereby to avoid cycle-skipping, Klotzsche et al. 

(2014) introduce an amplitude analysis approach that identifies and maps the boundaries of sub-

wavelength high contrast zones that show a lower velocity than the surrounding medium in the 

measured data. Such thin layers act as low-velocity waveguides for the GPR data causing characteristic 

wave propagation behavior like late arrival high amplitude events and are caused by an increase in 

permittivity/porosity in the saturated zone. This approach has not been used to identify clay lenses or 

zones with higher permittivity and higher electrical conductivity in experimental data so far. 

To improve the characterization of hydrogeological parameters (e.g., hydraulic conductivity or 

dispersivity), time-lapse tracer experiments can be applied (e.g., Linde et al., 2006; Saar, 2011; Hermans 
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et al., 2015a). Commonly applied tracers are salt or heat tracers, which can be monitored with ERT 

(e.g., LaBrecque et al., 1996b; Hermans et al., 2012b) or GPR traveltime data (Kowalsky et al., 2004). 

Müller et al. (2010) apply a negative and positive salt tracer at the Krauthausen test site and monitored 

the time–lapse changes with crosshole ERT to characterize flow and transport processes. They observed 

a plume splitting that could not be explained with standard inversion methods. Gueting et al. (2017) use 

GPR FWI results to generate a facies model of the Krauthausen site, which was able to explain the 

plume splitting in the salt tracer test. This application showed the potential of the GPR FWI to obtain 

high resolution images of aquifers that can help to explain behaviors of tracers in aquifers. Hermans et 

al. (2015a) investigate the ability of crosshole ERT to monitor a heat tracing experiment in a complex 

heterogeneous alluvial aquifer at the Hermalle-sous-Argenteau test site near Liege (Belgium) and 

observe the splitting of the heat plume between the injection well and the monitoring plane. Direct 

measurements using piezometers (Wildemeersch et al., 2014) confirmed the ERT results and showed 

the ability of crosshole ERT to qualitatively monitor temperature variations in the aquifer.  

In this study, we apply the crosshole GPR FWI to characterize the aquifer at the Hermalle-sous-

Argenteau site with decimeter-scale resolution to identify the structures that cause the heat plume 

transport behavior. We investigate three important new aspects for this site and the GPR FWI 

performance. Firstly, we want to demonstrate the potential of the FWI to resolve small-scale structures 

and relate them to previously detected plume transport. Secondly, we extend the amplitude analysis to 

identify high porosity and high electrical conductivity zones, which we then include in the FWI 

processing. Thirdly, we investigate how reliable FWI results between boreholes with a small offset are 

and how such results can be improved.  

B.2 Field site and GPR measurement setup 

The study site is located on the alluvial plain of the Meuse River at Hermalle-sous-Argenteau near the 

city of Liege, Belgium (Figure B.1a). In the saturated zone, between 3.0 m and 10.0 m depth, the aquifer 

is composed of gravel and pebbles in a sandy matrix (Hermans et al., 2015a; Lesparre et al., 2019). This 

layer can be divided in two main units: the upper aquifer from 3.0 m to 6.0 m depth, consisting of sandy 

gravels and the lower aquifer between 6.0 m and 10.0 m depth, which is characterized by coarser and 

cleaner gravels. The water table lies at approximately 3.2 m depth. Below 10.0 m depth, the aquitard 

consists of folded shales and sandstones. According to Hermans et al. (2015a), we can expect an 

electrical conductivity change of 5 mS/m to 10 mS/m between boreholes Pz13 and Pz17 (see Figure 

B.1c). The heated water experiment of Hermans et al. (2015a), hot water was injected from Pz09 (red 

triangle in Figure B.1b). The ERT results revealed the ability of the time-lapse ERT to monitor the 

variations of temperature in the aquifer as shown exemplary for an ERT plane after 30 hours of injection 

in Figure B.1d, where the temperature variations clearly display two anomalies as a result of a 

heterogeneous flow field (Klepikova et al., 2016; Hoffmann et al., 2019).  
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Crosshole GPR measurements were performed at nine cross-sections at the same investigation area as 

the ERT monitoring (different color lines in Figure B.1b) using 200 MHz PulseEKKO borehole 

antennae (Sensors & Software Inc.) in September 2018. A semi-reciprocal MOG acquisition setup was 

used with transmitter and receiver spacings of 0.2 m and 0.1 m, respectively, as proposed by Klotzsche 

et al. (2010, 2019b). We chose as 0.0 m depth the casing of borehole Pz09 similar to Hermans et al. 

(2015a). To avoid critical angle reflections and refractions of the GPR waves from the interface between 

the saturated domain and the groundwater table, the first antenna position was located at least 0.4 m 

deeper than the water table (Klotzsche et al., 2019a). Up to 60 transmitters and 120 receivers positions 

were used for each plane (see Table B.1 for detailed information). Note that the plane between the 

boreholes Pz10-Pz17 was measured two months later than the others. One critical step in the FWI data 

pre-processing is the estimation of an accurate time zero of the signal (see Klotzsche et al., 2019b for 

more details). To reduce travel time errors, time-zero was determined using a cross-correlation between 

MOG and zero-offset (ZOP) data as proposed by Oberröhrmann et al. (2013). Firstly, wide-angle 

reflection and refraction (WARR) measurements in air before and after the multiple-offset (MOG) 

measurements are acquired. Secondly, a ZOP measurement is performed before the last WARR 

measurement (used for correcting the ZOP data); the individual time shifts of each MOG are obtained 

by cross correlating the ZOP traces with the corresponding horizontally travelled rays within the MOGs 

traces. To reduce borehole geometry errors in the measurements, borehole dip and azimuth deviation 

data were collected using a magnetic inclinometer tool (QL40-DEV from Mount Sopris Instrument 

Co.). 

  



 

 

Table B.1: A comparison of FWI results between the traditional FWI and the updated FWI. Percentages in parentheses indicate the ratio of the updated FWI 

final RMS to the traditional FWI RMS 

Different 

boreholes 

 Pz10-Pz13  Pz11-Pz15  Pz12-Pz17  Pz15-Pz19  Pz09-Pz11  Pz10-Pz14  Pz12-Pz13  Pz10-Pz17  Pz12-Pz16 

                                                                   Traditional FWI  

Iterations 26 30 24 30 27 27 30 30 30 

Mean 

abs. 

Gradient 

( 휀𝑟) 

(105) 

2.08 0.88 1.52 1.77 0.94 0.90 0.72 1.82 0.54 

Mean 

abs. 

Gradient  

(𝜎) (10-4) 

1.58 1.21 2.38 1.95 1.55 2.02 0.99 2.12 1.38 

R for 

observed 

and  

modeled 

data 

 

0.9652 0.9618 0.9774 0.9478 0.9761 0.9669 0.9702 0.9726 0.9677 

RMS 

(10-6) 

1.11 1.06 1.23 1.47 0.91 1.02 0.90 1.45 1.17 
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                                                 Updated FWI 

Iterations 29 26 30 27 30 30 30 29 28 

Mean 

abs. 

Gradient 

( 휀𝑟) 

(105) 

0.28 0.31 0.55 0.66 0.87 1.08 0.59 1.21 0.52 

Mean 

abs. 

Gradient  

(𝜎) (10-4) 

0.88 1.15 1.46 1.22 0.96 1.45 0.80 1.87 1.25 

R for 

observed 

and 

modeled 

data  

 

0.9768 0.9660 0.9798 0.9593 0.9763 0.9743 0.9729 0.9749 0.9695 

RMS 

(10-6) 

0.90 

(81.1%) 

0.99 

(93.4%) 

1.16 

(94.3%) 

1.28 

(87.1%) 

0.91 

(100%) 

0.89 

(87.3%) 

0.86 

(95.6%) 

1.39 

(95.9%) 

1.13 

(96.6%) 



 

 

 

Figure B.1:a) The site of Hermalle-sous-Argenteau is located at the northern part of the Meuse River 

in Belgium (modified from Hermans et al., 2015a). The red area indicates the experimental site.  b) 

Schematic setup of  the Hermalle-sous-Argenteau test site in Belgium indicating the boreholes used for 

the crosshole GPR measurements with Pz-numbers. The colored lines indicate the nine GPR cross-

sections (modified from Klepikova et al., 2016). c) Background inverted ERT section showing the 

resistivity values between the boreholes Pz13-Pz17 (indicated by blue triangles in Figure B.1b). d) 

ERT-estimated temperature between Pz13-Pz17 30 hours following hot water injection from Pz09 

(modified from Hermans et al., 2015a). The location of the heat plume intrusion is indicated with a red 

rectangle. 
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B.3 GPR amplitude analysis results 

B.3.1 Amplitude analysis approach 

Guided electromagnetic waves can be formed in the near surface when a low-velocity layer with a 

thickness smaller than the electromagnetic wavelength is embedded between higher velocity layers (van 

der Kruk et al., 2009). Such small-scale high contrast layers can often be linked to high porosity layers 

because they have a lower velocity (high permittivity) than the surrounding medium. Such so-called 

waveguides cause most of the energy of the emitted wave to be trapped within the low-velocity layer if 

the propagating wave angle at the interface is larger than or close to the Snell critical angle. Klotzsche 

et al. (2014) observe that when a transmitter in a crosshole setup is located within such a waveguide 

zone, multiple internal reflections interfere constructively, causing late arrival high amplitudes in the 

observed GPR data. Furthermore, for transmitter positions outside the waveguide zone, a clear 

diminished amplitude gap could be observed close to the boundary of the waveguide zone. Using these 

characteristic wave-propagation features, they proposed an amplitude analysis approach that can detect 

low-velocity waveguides from the measured data. This amplitude analysis approach detects local 

maxima and minima positions within the trace energy (squared amplitude of the trace) spectra of each 

transmitter to first detect and second map low-velocity waveguides, respectively. In the first step, clear 

maxima positions (at least one order of magnitude higher) in the trace energy spectra are picked to 

identify a low-velocity waveguide. Secondly, in the trace energy spectra for transmitter which do not 

show maxima, local minima positions close to the previously found maxima position are estimated. 

Finally, the estimated maxima and minima picks are plotted against receiver depth to indicate the 

dimensions of the waveguide zone. Note that the maxima positions can only be observed if the electrical 

conductivity of the high contrast layers is not too large, which is the case for example for thin higher 

porosity layers. Until now this approach was only applied to experimental data to detect small-scale 

high contrast zones related to higher porosity layers. To distinguish between waveguides caused by 

porosity and clay content changes, the image plots of measured GPR data should be carefully analyzed 

for elongated wave trains and amplitude gaps in the data. If only amplitude gaps and significant minima 

positions are present in the GPR data, this could be an indicator for a low-velocity waveguide caused 

by an increase of electrical conductivity caused e.g., by a higher amount of clay. To sum up, we propose 

to distinguish in the first step on visual inspection of the data between two types of waveguides that 

could be identified with the amplitude analysis approach: 

 Waveguide type I (WGT I): High permittivity and low/intermediate electrical conductivity that 

could be related to high porosity zones. Elongated wave trains and zones with diminished amplitudes 

can be found in the GPR data. 

 Waveguide type II (WGT II): High permittivity and high electrical conductivity that could be related 

to layers with high clay content. No elongated wave trains can be detected due to higher attenuation 
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of the electromagnetic wave in the waveguide zone, but zones with diminished amplitudes are 

present. 

By combining the amplitude analysis with FWI results and independently measured logging data, the 

origin of such zones could be validated. 

B.3.2 Detailed analysis for crosshole plane Pz10-Pz13 

We applied the amplitude analysis to the measured GPR data from the Hermalle-sous-Argenteau site. 

We will explain the associated steps and the results in detail for the plane Pz10-Pz13 and we will 

summarize the finding for all planes. Plane Pz10-Pz13 was considered as a representative example 

because both waveguide types can be identified in this dataset with a sound explanation. In the first 

step, we analyze the measured data for the characteristic wave propagation features that could indicate 

waveguide zones (Figure B.2). For transmitter locations at 8.09 m and 9.09 m in borehole Pz10 (Tx nr. 

23 and 28), and, at 7.73 m and 9.13 m in borehole Pz13 (Tx nr. 20 and 27) between 7.7 m and 9.2 m 

depth in both boreholes very clear elongated wave trains can be observed (red circles). Therefore, we 

see indicators for at least two low-velocity waveguides with a higher permittivity and lower electrical 

conductivity (WGT I). Interestingly around the two elongated wave train features, zones with 

diminished amplitudes can be observed probably related to the other waveguides (see green circles with 

numbers in Figure B.2e - 2h). Transmitter locations around 6.5 m depths (Tx nr. 15 in Pz10; Tx nr. 14 

in Pz13) in both boreholes show no significant features in the data. Some minor diminished amplitude 

changes could be sensed at 4.0 m, 6.0 m, and 7.0 m depth for transmitter at 6.5 m in Pz13 (blue and 

light blue circles Figure B.2d). For the transmitter positions at 3.9 m depth (Tx Pz13=1) in borehole 

Pz13 a zone at around 4.0 m can be observed, which shows diminished amplitudes in contrast to the 

surrounding. Such features with no clear elongated wave trains close by could be an indicator for a low-

velocity waveguide with a higher permittivity and a higher electrical conductivity (WGT II). 
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Figure B. 2: Image plots of the measured data of the cross section Pz10-Pz13 for different transmitter 

(Tx) locations in both boreholes. Different waveguide features are indicated with F1-F4, while WGT I 

features are marked with red and green circles and WGT II features with blue and light blue circles. 

Amplitudes of each image plot are normalized to the maximum value of the amplitudes for the cross 

section and range from -7×10-1 to 7×10-1. 

In the second step, we calculate the energy spectra for each transmitter gather and plot them against 

receiver depth. First, spectra that show clear maxima beyond a certain threshold (1.1×10-7 for transmitter 

in Pz10 and 1.5×10-7 for transmitter in Pz13) are identified for both boreholes (Figure B.3a and 3b). We 

used the logarithmic scale along the energy direction to better show the energy changes. The peak of 

the maximum is picked (red crosses) for each transmitter position that is used to identify a low-velocity 

waveguide. For the borehole pairs Pz10 and Pz13 two waveguide zones of the WGT I can be identified. 

Second, all remaining spectra are plotted (Figure B.3c and 3d) and distinct local minimum are picked 

with green crosses around the previously found maxima positions. Note that in the plots that shows the 

maxima in the spectra also the minima of the other features can be observed (not shown). Next to the 

two defined waveguide structures below 7.5 m depth, a very clear zone with minima (blue crosses in 
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Figure B.3d) can be observed at around 4.0 m depth for the transmitter in Pz13. Since no elongated 

wave trains (Figure B.2b) and no maxima at this location can be observed, these minima could be an 

indicator for a zone with a higher permittivity and conductivity of a WGT II. Between 6.0 m and 7.0 m 

depth in Pz13 two zones with minor minima positions can be identified. These minima structures are 

only observed in one borehole, which indicates that the detected structures are not continues between 

the boreholes as demonstrated by Klotzsche et al. (2014). The obtained positions of maxima and minima 

are plotted against receiver depth to estimate the dimension of the different waveguide zones (Figure 

B.3e and 3f). Note that only the boundaries of the waveguides close to the borehole can be obtained. 

 

Figure B.3: Trace energy profiles of the measured data of Pz10 and Pz13 that show clear a) - b) maxima 

and c) - d) minima. Each transmitter has a certain color affiliation in a) - d) and the vertical dashed 

lines represent the selected energy thresholds. Picked positions of the trace energy spectra for the Tx 

data in e) Pz10 and f) Pz13. The red and green crosses indicate the position of the maxima and local 

minima of the energy caused by waveguides WGT I. The blue (and light blue) crosses represent the 

local minima energy locations caused by possible WGT II. The black solid lines indicate the boundaries 

of waveguide structures of WGT I using amplitude analysis.  
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B.3.3 Amplitude analysis for all measurement planes 

Similar to the amplitude analysis for boreholes Pz10-Pz13, the amplitude analysis was employed to the 

other crosshole planes to define the approximate locations and dimensions of the low-velocity 

waveguides of both types WGT I and II. Thereby, each plane is separately analyzed and the different 

types of waveguides are identified. In Figure B.4, we present the waveguide locations of WGT I marked 

by red and brown boxes. Blue and light blue boxes represent the approximate locations of WGT II with 

both high permittivity and high conductivity clay layers. Different colors mean waveguide structures at 

different depths that might be discontinuous. In general, the locations of WGT I are present for all 

boreholes between 7.3 m to 9.1 m. Furthermore, indicators of WGT II can be found nearby 4.0 m depth 

at most of the boreholes. In addition, in the vicinity of 6.0 m, 7.0 m and 9.0 m depths, there are some 

discontinuous features that could be related to events caused by WGT II. Next, we will use the obtained 

information to modify the permittivity starting models of the updated FWI, and with this, we will verify 

the location of the waveguiding structures.  
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Figure B.4: Approximate waveguide structures based on the amplitude analysis for the eight cross 

sections. Red zones indicate possible waveguide locations caused by WGT I, while brown color express 

waveguide locations caused by WGT I that are difficult to pick. Blue and light blue (difficult picking) 

layers indicate possible waveguide locations caused by WGT II. The depths of different color shades 

indicate possible discontinuous waveguide structures.  
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B.4 Full-waveform inversion results 

B.4.1 Full-waveform inversion method 

To make it much more likely to converge with a reliable and stable crosshole GPR FWI, several pre-

processing steps need to be carefully applied to the GPR data. In this study, we will only focus on one 

major criterion: the estimation of the starting models. For more information about additional pre-

processing steps we refer to Klotzsche et al. (2019b). The starting models for the FWI should return 

synthetic data that are within half a wavelength (λ/2) of the measured traces in the entire inversion 

domain to avoid cycle clipping and trapping of the inversion in a local minimum of the misfit function 

(Meles et al., 2012). For the Hermalle-sous-Argenteau test site considering an average velocity of the 

aquifer of 0.08 m/ns and a center frequency of the data of 67 MHz this results in a maximum time offset 

of approximately 7.5 ns (with a λ/2 ≈ 0.6 m). It is highly important that the starting models are 

sufficiently accurate and full-fill the half wavelength criterion, because they are also considered in the 

following processing steps of the FWI such as the 3D to 2D conversion and the effective source wavelet 

estimation. In most of the applications of the GPR FWI, the ray-based inversion results of the measured 

data provide sufficient good starting models. But, in high-contrast scenarios such as the water table the 

ray-based models need to be modified to fit the half wavelength criteria (see Klotzsche et al., 2012).  

The FWI forward modeling is based on a 2D finite-difference time-domain (FDTD) solutions of 

Maxwell's equations. Therefore, after estimating the starting models, the 3D GPR data are transformed 

to 2D and the effective source wavelet is obtained. The FWI is iteratively solved using a gradient-type 

inversion scheme that simultaneously updates the permittivity and the conductivity in the time domain 

to minimize the cost function (Meles et al., 2010). The misfit function can be described as I2 norm of 

the difference between synthetic and observed GPR data. To find the update directions, we use a zero-

lag cross-correlation of the synthetic data with the residual data. Normally, the FWI algorithm is stopped 

when the RMS error changes less than 0.5% between two subsequent iterations to avoid overfitting of 

the observed data (Klotzsche et al., 2019b). Furthermore, we investigate the behavior of the remaining 

gradient values of 휀𝑟 and 𝜎. In the framework of this study, we applied a mute zone around the boreholes 

to avoid the effect of nested wells in the vicinity of GPR boreholes (Klepikova et al., 2016). Note that 

gradient normalization as proposed by van der Kruk et al. (2015) leads to artifacts close to the boreholes 

due to the presence of more than one PVC tubes in some of the boreholes. Each plane was independently 

analyzed and inverted with the FWI following the guidelines of Klotzsche et al. (2019b). 

B.4.2 Short distance boreholes  

During this study, we note that the ray-based results of short distance boreholes (approximate 3.0 m) 

provided  휀𝑟 starting models that were not within half a wavelength of the measured data. Such borehole 

pairs are probably affected by the presences of the 10 cm diameter water-filled boreholes and could 

create 3D effects. Generally, the permittivity values are overestimated in comparison to neighboring 
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planes with larger offsets (Peterson, 2001). Reducing the angle of the measurements did not improve 

the results. To solve this problem, we combined the results of the short distance boreholes with close 

larger distance boreholes, and then compared the mean velocity based on both ZOP data sets. We 

assume that the aquifer is isotropic and that the mean velocity should not change much between 

neighboring boreholes. For example, the plane between Pz09-Pz11 has a width of 3.02 m and the close 

by plane Pz11-Pz15 has an offset of 4.88 m. In Figure B.5a, the calculated mean velocities (black lines) 

and relative permittivity (red lines) based on the ZOP data for cross-section Pz09-Pz11 (solid lines) and 

Pz11-Pz15 (dashed lines) show a clear difference of about 2 - 4 in  휀𝑟. Pz09-Pz11 shows lower mean 

velocity (higher mean 휀𝑟) along the vertical depth axis. If we assume that in the horizontal direction the 

medium behaves similarly and therefore the mean velocities should be in the same range, we can 

speculate that the lower velocity for short distance borehole pairs is caused by the increased proportion 

of the borehole fillings compared to the whole measured distance, an effect that should be corrected. 

Considering the boreholes distance between Pz09 and Pz11 is 3.02 m, we calculated a delay time of 

approximately 3.3 ns (∆휀𝑟= 2.9) for the short distance boreholes (3.3 =
3.02

�̅�𝑃𝑧09−11
−

3.02

�̅�𝑃𝑧11−15
). Using this 

delay time, we corrected the picked first arrival times of the MOG data for the short plane and performed 

a new ray-based inversion. For the unsaturated zone above the water table, we modeled a homogeneous 

layer with a relative permittivity of  휀𝑟= 4.4 (not shown, same for all following inversions) and for the 

𝜎 starting model, we selected a homogeneous model of 13 mS/m (mean of the first cycle amplitude 

inversion results). By comparing the FWI results of both uncorrected and corrected ray-based starting 

models for the FWI, we note that the corrected FWI results of Pz09-Pz11 show generally lower 

permittivity results that the uncorrected data (Figure B.5). This is also in agreement with the ZOP results 

of the neighboring borehole pair with the larger offset. Although the final RMS error is similar for both 

inversions, the data fit and the remaining gradient were better for the corrected data. 
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Figure B.5:  a) Velocity (black lines) and  휀𝑟 (red lines) comparison over depth based on the ZOP data 

for boreholes Pz09-Pz11 (solid lines) and Pz11-Pz15 (dashed lines). b) and d) indicate the ray-based  휀𝑟  

results and the updated starting models based on the ZOP analysis, respectively. Conductivity starting 

model is homogeneous with 13 mS/m. c) and e) show the corresponding FWI results based on the ray-

based starting models and the updated starting models, respectively. The RMS value is indicating the 

root-mean-square error between the measured and model GPR data. 
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B.4.3 Starting model test for waveguide zones 

From the amplitude analysis we know the approximate locations of possible waveguide structures. 

Instead of adding homogeneous layers at the expected locations of the waveguide zones as shown by 

Klotzsche et al. (2012), we investigate another strategy that considers different stages/iterations of the 

traditional FWI. Details are investigated for the crosshole plane Pz10-Pz13 and will then be applied to 

the other planes. First, we perform the standard FWI using the ray-based starting models including the 

water table contrast (Figure B.6a and 6b). The obtained FWI results show higher resolution images than 

the ray-based results, and the FWI modeled and measured data are in a good agreement in phase and 

amplitude (not shown), and, show only minor differences also indicated by a correlation coefficient of 

0.9652 (Table B.1). Analyzing the results in more detail, we note that the permittivity results with only 

ten iterations provide clear indications of the waveguide locations, which were consistent with the 

amplitude analysis results. Therefore, we used the permittivity result of the tenth iteration as a new 

starting model (Figure B.6c) and updated the effective source wavelet (the red one of intersect in Figure 

B.6c). Note that standard applications of the crosshole GPR FWI normally consider the ray-based 

results also with updated effective source wavelets. Here, we apply results of a previous FWI iteration 

as an updated permittivity starting model and a corresponding updated effective source wavelet. The 

updated FWI results based on this new effective source wavelet and updated starting model show clearer 

structures with more details and provide a lower RMS in the final iteration (RMS=0.90×10-6 instead of 

RMS=1.11×10-6 for the traditional FWI). The green boxes in Figure B.6d indicate the waveguide 

structures that are probably caused by high porosity waveguides (WGT I), while the blue boxes indicate 

waveguide zones that could be caused by a higher clay content yielding a higher electrical conductivity 

(WGT II). Generally, we see a good correlation between the waveguide zones identified with the 

amplitude analysis and the final FWI inversion results. Similar to previous studies (e.g., Klotzsche et 

al., 2014), the WGT I structure below 7.0 m depth shows a higher permittivity than the surrounding 

media indicating an increase in porosity. This is consistent with the heat tracer was flowing 

preferentially at the bottom of the aquifer, which has a larger hydraulic conductivity. Furthermore, the 

FWI confirmed the hypothesis that the WGT II structures are caused by an increase of electrical 

conductivity that could be caused by an increase in clay content. To further confirm the updated FWI 

results, we present image plots of the FWI modeled data for boreholes Pz10-Pz13 in Figure B.7, which 

can be compared to the measured data in Figure B.2. The modeled data show a good fit to the measured 

data in the entire aquifer domain indicating that the FWI solution explains the measured data well. The 

features that were identified and marked as possible WGT I (red and green circles) and WGT II (dark 

and light blue) features in the measured data correspond to the features observed in the FWI result. 
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Figure B.6: a) Ray-based starting models and b) corresponding FWI results for cross section Pz10-

Pz13. c) Updated starting models based on a lower iteration number result of b) and d) corresponding 

FWI results. Inset in Figure B.6 c) shows the estimated effective source wavelets based on different 

starting models. The green and blue boxes in d) indicate the locations of waveguides of WGT I and II, 

respectively. 
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Figure B.7: Image plots of the modeled data based on updated FWI results for the cross section Pz10-

Pz13 (Figure B.6d). Different waveguide features are indicated with F1-F4, while WGT I features are 

marked with red and green and WGT II features with blue and light blue, respectively. Note that we 

have normalized the amplitudes values to the maximum value of amplitudes for the cross section (range 

from -7×10-1 to 7×10-1). 



138 

 

 
 
 

An erroneous permittivity starting model also affects the high electrical conductivity zone and vice 

versa. If the permittivity estimate is inaccurate and the modeled data cannot fit the shape of the traces, 

the conductivity model tries to compensate for this and yields erroneous structures. Therefore, it is 

highly important to confirm that the inverted permittivity results are reliable. Numerous studies show 

that it is necessary that first the permittivity (shape of traces) are updated before the conductivity 

(amplitude of the traces) can be optimized in more detail (Klotzsche et al., 2019a). In previous studies, 

higher homogenous permittivity layers were added into the permittivity starting model (Klotzsche et 

al., 2014) to ensure that the starting models fulfill the half-wavelength criteria.  

To verify the higher permittivity and conductivity zone near 4.0 m close to Pz10, we performed 

additional starting model tests. In these tests, we investigate the possibility that the high electrical 

conductivity zone is caused by an erroneous permittivity starting model and the possibility that the 

waveguide is caused by an increased permittivity instead of conductivity. Note that due to a reduced 

ray coverage in the upper part of the investigation domain, it is possible that the permittivity starting 

model based on the ray-based approach does not fulfil the half-wavelength criterion. In such a case, it 

can happen that the electrical conductivity results compensate for an erroneous permittivity model. As 

proposed by Klotzsche et al. (2014), we added different scenarios of a higher homogeneous  휀𝑟 layer 

(휀𝑟=16) in the ray-based  휀𝑟 model (Figures 8a-d) and repeated the FWI analysis. We kept the effective 

source wavelet and the conductivity starting model unchanged. All results of the different starting model 

tests confirmed the previously obtained structure, but some discontinuity in the inversion results is 

visible indicating difficulties of the inversion to find the global minimum. Therefore, we can assume 

that our FWI results based on the updated permittivity starting model  (Figure B.6c) without the 

homogeneous layers produced reliable results and that the FWI indicates that the minimum locations in 

the amplitude analysis approach are caused by an increased electrical conductivity (Figure B.8, WGT 

II). 
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Figure B.8: Starting model tests for  휀𝑟 are to determine the FWI 𝜎 reliability. The first column shows 

the ray-based starting models of  휀𝑟 with an added high  휀𝑟 value zones ( 휀𝑟 =16). Conductivity starting 

models are homogenous with 13 mS/m (not shown). The second and third columns show the 

corresponding FWI  휀𝑟 and 𝜎 results, respectively. Note the effective source wavelet in Figure B.6c 

(red) is used to perform the FWIs. 
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B.4.4 Combined FWI results of the Hermalle-sous-Argenteau 

For the other crosshole planes, we followed the same approach and updated the effective source 

wavelets based on the iteration ten FWI  휀𝑟 field. The effective source wavelet of a cross-section is 

depending on the borehole fillings and couplings, and anything is not included in the forward model 

(e.g., finite length antennae). The obtained updated effective source wavelets are also depending on the 

borehole distance as shown in Figure B.9. The crosshole pair with the largest distance shows the highest 

amplitude in time and frequency domain. Furthermore, we observe a shift in center frequency from a 

higher center frequency for small distance pairs towards a lower center frequency for larger offset 

combinations (Figure B.9b). Note that boreholes Pz09-Pz11 and Pz15-Pz19 show the largest (𝑓𝑐 =

80 MHz) and the smallest (𝑓𝑐 = 57 MHz) center frequency, respectively. Except for the effect in 

amplitude values, similar shapes are observed for all cross-sections using the 200 MHz antennae. The 

effective center frequency is significantly lower than the nominal center frequency of the antennae in 

air (200 MHz). This is caused by the fact that the antennae are electrically longer in high-permittivity 

media and emit lower frequencies than in air (e.g., Klotzsche et al., 2013). Therefore, considering that 

the signals travel longer in the subsurface for larger offset datasets, the center frequency of effective 

source wavelet decreases with increasing distance. 

 

Figure B.9: a) Estimated effective source wavelets for the nine cross-sections in time domain using the 

updated low iteration FWI results as starting models. b) Corresponding frequency spectra of the nine 

different effective source wavelets. Each color represents a different plane. The legend values in b) 

indicate these effective center frequencies for different planes. 
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The ray-based permittivity results and the final FWI results of the nine crosshole planes combined 

together to generate a 3D image of the aquifer (Figure B.10). The ray-based results show generally a 

three-layer model with lower and intermediate permittivity values above 7.5 m depth and higher 

permittivity values between 7.5 m to 9.5 m depth. In contrast, the FWI results show higher resolution 

images for both permittivity and conductivity and more structures can be observed. Although the 

inversions are performed independently, consistent structures at the borehole locations are observed. 

For simplification, the locations of waveguides with high porosity from amplitude analysis are marked 

at the cross-sections of Pz09-Pz11, Pz11-Pz15 and Pz15-Pz19 using green boxes (WGT I). 

Additionally, the waveguides caused by WGT II are indicated with blue boxes in the conductivity 

image. In the FWI  휀𝑟 results, the higher permittivity values located from 7.5 m to 9.5 m comprise 

waveguide structures of WGT I and a higher continuous conductivity zone is clearly shown in the FWI 

𝜎 results around 4.0 m depth. 
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Figure B.10: a) Ray-based results of  휀𝑟  for all crossections for different viewing angles. b) and c) 

FWI  휀𝑟 and σ results, respectively, using the traditional low (ten) iteration FWI results as starting 

models and a homogenous model with 13 mS/m for the σ (not shown). Green and blue boxes next to 

the cross sections image boundaries along Pz09 to Pz19 indicate the boundaries of the waveguide 

structures of WGT I and II obtained from the amplitude analysis, respectively.  

For all inversion planes a good fit between the measured and modeled data was found (not shown). 

Table B.1 shows a comprehensive comparison between the traditional and the updated FWI for all 

planes. The final RMS, the absolute mean gradient (AMG) values for permittivity and conductivity, 

and the correlation coefficients (R) between observed and modeled data indicate that the updated FWI 

results are better than the traditional FWI results. 
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The updated FWI results show a good consistency at the different borehole cross-sections as indicated 

by the R at the intersections of 15 cross-sections (Table B.2). For all cross-sections, we used the mean 

of two inversion cells to compute R values (Klotzsche et al., 2013). For the planes that have a separation 

of approximately 5.0 m the R for 휀𝑟 shows values from 0.52 to 0.89. Note that the cross-sections Pz09-

Pz11 (3.02 m) and Pz15-Pz19 (7.07 m) are different from others. Further, a lower R of 0.26 for the 

permittivity intersection between Pz09-Pz11 and Pz11-Pz15 is calculated, which shows the FWI results 

are not very consistent at the borehole Pz11. Similarly, Pz15 shows a weak correlation of the 

intersections. The R for 휀𝑟 between Pz10-Pz13 and Pz10-Pz17 is 0.24, and R for  휀𝑟 between Pz10-Pz14 

and Pz10-Pz17 is 0.35. The reason for this weak correlation could be that the plane between the borehole 

Pz10 and Pz17 was measured two months later than the other crosshole sections and seasonal 

fluctuations could have caused this effect in the permittivity. Comparing these values with the R ( 휀𝑟 ) 

values derived from the crossing point of non-borehole (Pz10-Pz17) zones, which are 0.69, 0.89 and 

0.90, we believe the later measured GPR cross-section is affected by the vicinity of borehole Pz10. 

Note, that there is a second well very close by to Pz10, which could affect the results of the planes 

connected to this borehole. Finally, although a lower mean R ( 휀𝑟 ) was achieved for some locations, 

for most cases an acceptable value above 0.61 for permittivity and 0.85 for conductivity indicate 

consistent and reliable results. 

  



 

 

Table B.2: Correlations coefficient R for the updated full-waveform inversion permittivity and conductivity results at the ten boreholes. The mean values of R 

for the permittivity and conductivity planes were 0.61 and 0.85, respectively. 

 

Pz10-Pz17* was measured later than other boreholes and close by to Pz10 is a second well installed which is water filled. 

 

 

Borehole(Pz) 10 11 12 13 15 17 The crossing of diagonal (intersecting) 

planes 

Planes 10-13 

10-14 

10-13 

10-17* 

10-14 

10-17* 

09-11 

11-15 

12-16 

12-13 

12-16 

12-17 

12-13 

12-17 

10-13 

12-13 

11-15 

15-19 

10-17* 

12-17 

11-15 

10-17* 

12-16 

10-17* 

11-15 

12-13 

10-17* 

12-13 

10-14 

12-13 

R ( 휀𝑟) 0.52 0.24 0.35 0.26 0.67 0.89 0.75 0.74 0.38 0.67 0.69 0.89 0.58 0.90 0.62 

R (σ) 0.79 0.93 0.75 0.70 0.88 0.89 0.90 0.92 0.87 0.91 0.85 0.78 0.81 0.88 0.83 



 

 

B.5 Petrophysical interpretation 

To improve the understanding and to explain the heat tracer experiment of Hermans et al. (2015a), 

which described quantitative temperature monitoring at the Hermalle-sous-Argenteau field site, we 

analyzed the porosity of the saturated zone based on the new GPR FWI  휀𝑟  results using the complex 

refractive index model (CRIM) similar to Gueting et al. (2015):    

𝜙 =
√ 휀𝑟 − √ 휀𝑠

√ 휀𝑓 − √ 휀𝑠

, 
Eq. (B.1) 

for the fluid permittivity 휀𝑓 we considered 84 for a water temperature of 10 ℃ and for the solid 

permittivity 휀𝑠 we used 4.5 based on literature values of quartz (e.g., Birchak et al., 1974; Eisenberg 

and Kauzmann, 2005; Carmichael, 2017). To evaluate the porosity values between Pz13 and Pz17 (ERT 

cross-section in Figure B.1d), we considered five cross-section porosity results in Figure B.11a (3D) 

and Figure B.11b (2D). Higher permittivity zones of the FWI results (Figure B.10) result in higher 

porosity values (Figure B.11). Porosity values reach 30-35% in the high porosity zones between 7.0 m 

to 9.0 m depth. The higher porosity at these depths is consistent with the classification from ERT and 

borehole log results (Hermans, 2014; Hermans et al., 2015a, b, 2017) with coarse gravel at the bottom 

and gravel in a sandy matrix on the top. The gravel at the bottom is very coarse (pebbles) with almost 

no matrix, and is referred to as the swimming pool due to its large hydraulic conductivity. In addition, 

the coarse gravel has a lower resistivity compared to the sandy gravel due to a larger water content. The 

high porosity layers are more continuous between the boreholes P10-Pz13 and Pz10-Pz14, while for 

P12-Pz16 and Pz12-Pz17 more discontinuous structures can be observed, which is consistent with the 

splitting of the thermal plume (Figure B.1d). By analyzing the mean porosity close to the boreholes 

crossing the intersection of Pz13 and Pz17 between 7.0 m and 9.5 m depth (dashed rectangles in Figure 

B.11b), we see that the mean porosity values in the selected 2D zones become smaller from Pz13 

towards Pz17 (Figure B.11c). Such a behavior of the porosity structures could explain the heat tracer 

distribution observed by Hermans et al. (2015a). Zones with a higher porosity and continuous structures 

such as observed close to Pz13 and Pz14 could also cause preferential flow paths for heat when hot 

water was injected from borehole Pz09. 
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Figure B.11: a) Estimated porosity distributions in 3D based on CRIM to relate to the ERT measured 

profile Pz13-Pz17 (Figure B.1). b) Detailed porosity distribution of the five relevant crosshole sections. 

The green boxes close to antennas indicate the boundaries of the wave-guiding structures WGT I 

obtained from the amplitude analysis. Dashed black rectangles indicate the zones close to boreholes to 

compute the mean porosity profiles in c) along the vertical direction.  

B.6 Conclusions 

We applied an extended amplitude analysis approach and the crosshole GPR FWI to the Hermalle-sous-

Argenteau test site located in the alluvial aquifer of the Meuse River in Belgium. The results of the GPR 

FWI provided high-resolution images of the aquifer within decimeter-scale resolution and allowed a 

detailed characterization of the porosity structures. The amplitude analysis, which can be used to 

identify low-velocity guided wave structures, is extended to detect two waveguide types (WGT) with 

different origins. To further improve traditional FWI results, the estimation of different starting models 

for permittivity was proposed. First, for short distance cross-sections, zero-offset profile data were used 

to correct the travel-time inversion results and to update the starting model of the permittivity. Second, 

the FWI results were updated by using low iteration number traditional FWI results as starting models 

and performing new effective source wavelet corrections. Comparisons of the RMS, the mean 

remaining gradients for  휀𝑟 and 𝜎, and correlation R of the measured and the final FWI data, indicated 
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an improvement of the FWI results using these low iteration starting models in contrast to the traditional 

results. 

By using the amplitude analysis, the approximate locations of WGT I caused by higher permittivity 

(porosity) and low/intermediate electrical conductivity that produced elongated wave trains in the 

measured GPR data were detected and confirmed by FWI. For the first time, WGT II structures that are 

caused by an increase in permittivity and electrical conductivity were identified in the measured data 

using the amplitude analysis approach. Such waveguides are difficult to detect from the measured data 

and the amplitude analysis due to the absences of the elongated wave trains (higher wave attenuation in 

the waveguide zone). The FWI inversion results of the WGT II zones confirmed the existence of these 

structures probably caused by an increase of clay content. 

For the 3D characterization of the alluvial aquifers, nine 2D intersecting GPR planes were separately 

inverted. We evaluated the updated 2D FWI results by computing correlation coefficient (R) for 

consistent structures, where acquisition planes intersect. In most of the cases, the FWI results in 

combination with the amplitude analysis presented consistent structures between the intersections for 

both permittivity and conductivity images. From the 3D FWI image, high-permittivity layers between 

7.5 m to 9.5 m depth for all cross-sections were observed (WGT I). Further, continuous higher 

conductivity zones above 4.0 m are detected in all cross-sections that aligned with the WGT II features. 

Compared with ERT tomography results, the updated GPR FWI results confirmed the presence of a 

high hydraulic conductivity zone with high porosity, but provided higher resolution images of the 

subsurface and much more details about the lateral heterogeneity. This refined description of the 

heterogeneity allows a better explanation of the spatial distribution (plume splitting) of the heat tracer 

test performed on the experimental site. Further research will investigate the potential to use the FWI 

results to construct a full 3D aquifer model including small-scale heterogeneity and to discriminate 

geological scenarios as a basis for starting models. In addition, the approach of source-independent 

time-domain waveform inversion of cross-hole GPR data will be considered in future studies. 
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Appendix C 

C Numerical study for time-lapse GPR full-waveform inversion for 

salt and heat tracer tests6 

Crosshole GPR full-waveform inversion has proven to be a powerful tool to characterize aquifers within 

a high resolution. Until now, studies have only been performed in a steady state and correlations to flow 

and transport processes have been difficult. In this study we investigate how the crosshole GPR FWI 

can be used to map and quantify different tracers, that not only affect the permittivity of the subsurface 

but also the electrical conductivity. Thereby, our main focus is to investigate the effect of a salt and heat 

tracer using a realistic aquifer flow and transport model. Synthetic time-lapse GPR data is used to 

analyze different full-waveform inversion and starting model strategies to find the method that 

reconstructs the tracer movement best. 

  

                                                           
6 Adapted from Haruzi, P., Schmäck, J., Zhou, Z., Vanderborght, J., Vereecken, H., van der Kruk, J., and 

Klotzsche, A. (2020). Numerical study for time-lapse GPR full-waveform inversion for salt and heat tracer tests. 

That extended abstract was accepted to 18th International Conference on Ground Penetrating Radar, but 

eventually was not published because the conference was cancelled due to restrictions of Covid19. 
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C.1 Introduction 

A detailed understanding of flow and transport processes in aquifers is necessary to protect or remediate 

groundwater that is endangered by anthropogenic pollution or seawater intrusion. To infer channelized 

transport properties time-lapse geophysical imaging of tracer tests can be used. Among the geophysical 

methods, ground-penetrating radar (GPR) has shown a high potential to detect contaminant plumes in 

the subsurface (e.g. Knight, 2001). So far, GPR time-lapse studies only investigated changes in 

permittivity (e.g. Binley, 2002), and did not consider the use of salt and heat tracer which mainly affects 

the electrical conductivity of the media. Crosshole GPR full-waveform inversion (FWI) is able to 

characterize the critical zone with a decimeter-scale resolution, which allows the consideration of small-

scale heterogeneities that influence flow and transport significantly. GPR FWI tomograms provide at 

the same time high resolution images of the electromagnetic soil properties relative dielectric 

permittivity εr and electrical conductivity σ, which can be linked to soil water content/ porosity, and, 

soil texture, clay content, respectively. A detailed overview of the theoretical developments and 

applications of the crosshole GPR FWI is provided by Klotzsche et al. (2019).   
This study investigates the potential of time-lapse GPR FWI to map and monitor tracer plumes during 

time-lapse experiments for changes mainly in electrical conductivity (e.g., salt tracer). Therefore, a 

numerical study, which mimics the travel of tracers through a realistic sandy aquifer based on the 

Krauthausen test site in Germany, was used to generate GPR permittivity and electrical conductivity 

images for different time steps. FWI starting model (SM) strategies are tested for the different tracer 

scenarios and the independent time-lapse FWI is compared to the double-difference time-lapse FWI 

strategy that Asnaashari (2015) used to obtain robust time-lapse seismic velocity changes.  

 

Figure C.1: Flow chart of different time-lapse inversion strategies. Independent and double-difference 

strategy are shown on the left and right branches, respectively. 
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C.2 Time-lapse full-waveform inversion strategies 

In this study, images of permittivity and conductivity from time-lapse (TL) datasets are obtained using 

the standard GPR FWI procedure and the double-difference strategy. While the standard procedure 

inverts the wave fields independently for each dataset (Figure C.1, left side), the double-difference 

strategy inverts the difference in wave fields between TL and background (BG) datasets, caused by TL 

variations. In other words, by iteratively updating the GPR model parameters, the inversion minimizes 

the misfit function 𝜟𝒅 between the differences in observed (𝑬𝑇𝐿
𝑜𝑏𝑠 − 𝑬𝐵𝐺

𝑜𝑏𝑠) and synthetic time-lapse 

modeled ((𝑬𝑇𝐿
𝑠𝑦𝑛

− 𝑬𝐵𝐺
𝑠𝑦𝑛

)) and BG wave fields (Figure C.1, right side).   

It implies that the inverted TL model 𝒎𝑇𝐿
𝑠𝑦𝑛

 is affected by TL changes in the observed data and on 

synthetic background modeled data. The main benefit of the double-difference strategy is that as long 

unexplained features in the BG and TL data remain the same, the difference will be free of them and 

will not produce time-lapse artifacts. In addition, accurate 𝑬𝐵𝐺
𝑠𝑦𝑛

  synthetic wavefields of the background 

is required.  In contrast, independently inverted datasets may contain unexplained events (Asnaashari 

et al., 2015). In order to enable a robust TL model using the double-difference FWI, acquisition errors 

need to be minimized, antennae positions and source wavelets must be consistent in all TL 

measurements (Asnaashari et al., 2015, Klotzsche et al., 2019). In this synthetic study perfectly 

consistent transmitter and receiver positions will be used in BG and TL acquisition, and the data will 

be free of noise. For detailed discussion on the difference between the strategies see Asnaashari et al. 

(2015).  

C.3 Strategies for time-lapse starting models 

The full-waveform inversion requires a good starting model (SM), such that the modeled data calculated 

from it overlaps the observed data in at least half a wavelength in the entire investigation domain. This 

avoids cycle-skipping artifacts during the inversion, which might result in convergence towards local 

minima (Virieux and Operto, 2009). An inversion that uses a closer and more accurate starting model 

with relation to the real model (RM) will result in a more accurate FWI result. Commonly, ray-based 

inversion models are used as SM for both GPR parameters (Klotzsche et al., 2019). However, for TL 

investigations the use of the BG FWI results as SM might even increase the data fit as long the half-

wavelength criteria is still fulfilled. In this study, three SM combinations of εr and σ are tested. These 

combinations consist of the independent ray-based inversion results (which in this synthetic case is a 

smoothed RM) and the background FWI results. The SM strategies are summarized in Table C.1, and 

used for both independent difference and double-difference FWI strategies. 

  



151 

 

 
 
 

Table C.1: Starting model strategies for time-lapse GPR Full-waveform inversion. SM, RM and BG 

stand for starting model, real model and background. 

 SM 1 SM 2 SM 3 

εr Smoothed RM BG FWI BG FWI 

σ Averaged uniform 

value of RM 

Averaged uniform 

value of RM 

BG FWI 

C.4 Synthetic positive electrical tracer 

To predict flow and transport in an aquifer, a realistic synthetic 3D flow and transport simulation has 

been performed (Bechtold, 2011) to generate a plume fate for synthetic GPR data. Therefore, the large 

database of the Krauthausen test site in Germany was used to build up a synthetic aquifer model.  

The aquifer model is based on the data provided by Gueting et al. (2018) and generated stochastically 

using sequential gaussian simulation (Remy et al., 2009), incorporating log-conductivity histogram and 

correlation lengths to manifest realistic preferential paths. The time-lapse GPR data was calculated for 

a positive electrical tracer with a maximum contrast of 25 mS/m to the background dataset simulated in 

a 2D crosshole plane with an offset of 5 m. 

First, the standard independent crosshole GPR FWI was performed and the different FWI starting model 

strategies (Table C.1) for time-lapse data were tested to find the most accurate plume reconstruction. 

The FWI results of the background GPR data (without electrical conductivity change, permittivity 

constant) reveal most of the heterogonous structures of the input models and a good data fit or rather a 

good reconstruction of the medium properties was obtained (Figure C.2, third column). SM strategy 1, 

which is normally applied in standard FWI applications and considers the ray-based inversion results, 

was able to reconstruct most of the important features of the input models and detected the plume 

location and dimensions. However, the contrast of the electrical conductivity plume is not fully 

reproduced. SM 2 and SM 3 show similar time-lapse FWI results for permittivity and perform better in 

the reconstruction of the electrical conductivity plume. SM 3, which is using the background FWI 

results of εr and σ as starting models, produces the most accurate plume reconstruction in terms of plume 

location, dimension and contrast. 
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Figure C.2: Plume reconstruction from independent FWI of a positive electrical tracer with maximum 

contrast of 25 mS/m for starting model strategies 1-3. a,b) FWI models of permittivity and electrical 

conductivity, respectively. c,d) changes from background to time-lapse FWI models for permittivity and 

electrical conductivity, respectively. 

Second, the double-difference FWI strategy was performed to resolve the time-lapse GPR data using 

the same starting model strategies (see Table C.1) than for the standard FWI. Similar to the independent 

FWI results, the final permittivity images only show minor differences, although SM1 performs a little 

bit less good. In contrast to SM 2, SM1 and SM3 show a relatively good reconstruction of the electrical 

conductivity changes of the plume. While SM1 shows a slightly better reconstruction of the dimension 

and location, SM3 reproduces the maximum change inside the plume better. Generally, the numerical 

artifacts outside of the plume location are less than for the standard FWI procedure (close to inversion 

boundaries). Note that for all FWI inversion results the standard criteria that indicate a good inversion 

result are fulfilled (see Klotzsche et al., 2019b).  
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Figure C.3: Plume reconstruction from double-difference FWI of a positive electrical tracer with 

maximum contrast of 25 mS/m for starting model strategies 1-3. a,b) FWI models of permittivity and 

electrical conductivity, respectively. c,d) changes from background to time-lapse FWI models for 

permittivity and electrical conductivity, respectively. 

Comparing the best results of the standard and the double-difference approach, we can conclude that 

the standard approach using SM3 performs best when we are only interested in the σ reconstruction of 

the plume dimension, location and difference. Considering the entire inversion domain the double-

difference approach produces slightly better results. In time-lapse seismic velocity changes study 

(Asnaashari et al., 2015) the plume reconstruction from double-difference approach performed better 

than the standard, in contrast to our study. The reasons may be related to deficient accuracy in the 

background synthetic wavefields 𝑬𝐵𝐺
𝑠𝑦𝑛

 which are used in double-difference approach. Whereas in the 

seismic case the attenuation parameter was kept fixed, for the radar data in addition to the velocity 

update, the input conductivity distribution was not fixed and was updated too, introducing more degrees 

of freedom in the inversion resulting in larger misfit in 𝑬𝐵𝐺
𝑠𝑦𝑛

. 
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C.5 Conclusions and Outlook 

This study highlights the potential of time-lapse GPR full-waveform inversion as high resolution 

imaging technique that is able to monitor tracer movement in the subsurface. While ray-based analyses 

of crosshole GPR data are not able to reconstruct the tracer behaviour (especially not electrical 

conductivity changes) because small heterogeneities are smoothed, the FWI improves the quantification 

of tracer plumes. The comparison of different starting model and time-lapse FWI strategies showed that 

by starting with the background FWI results and using the independent FWI method the best 

reconstruction of the tracer plume could be achieved. Note that the changes applied to the time-lapse 

GPR data were within-half the wavelength criteria of the FWI. In the future, the results of this synthetic 

study will be used to analyze a salt and a heat tracer test, which were conducted at the Krauthausen test 

site in Germany. Thereby, we will also investigate the effect of the effective source wavelet estimation 

for different borehole fillings for the different starting model strategies. For experimental time-lapse 

data applications the double-difference approach will not be considered. 
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