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S U M M A RY

Hearing with a cochlear implant (CI) is very different compared to a normal-hearing
(NH) experience, as the CI can only provide limited auditory input. Nevertheless, the
central auditory system is capable of learning how to interpret such limited auditory
input such that it can extract meaningful information within a few months after
implant switch-on. The capacity of the auditory cortex to adapt to new auditory
stimuli is an example of intra-modal plasticity — changes within a sensory cortical
region as a result of altered statistics of the respective sensory input. However,
hearing deprivation before implantation and restoration of hearing capacities after
implantation can also induce cross-modal plasticity — changes within a sensory cortical
region as a result of altered statistics of a different sensory input. Thereby, a preserved
cortical region can, for example, support a deprived cortical region, as in the case of
CI users which have been shown to exhibit cross-modal visual-cortex activation for
purely auditory stimuli. Before implantation, during the period of hearing deprivation,
CI users typically rely on additional visual cues like lip-movements for understanding
speech. Therefore, it has been suggested that CI users show a pronounced binding
of the auditory and visual systems, which may allow them to integrate auditory and
visual speech information more efficiently.

The projects included in this thesis investigate auditory, and particularly audiovisual
speech processing in CI users. Four event-related potential (ERP) studies approach
the matter from different perspectives, each with a distinct focus.

The first project investigates how audiovisually presented syllables are processed by
CI users with bilateral hearing loss compared to NH controls. Previous ERP studies
employing non-linguistic stimuli and studies using different neuroimaging techniques
found distinct audiovisual interactions in CI users. However, the precise timecourse
of cross-modal visual-cortex recruitment and enhanced audiovisual interaction for
speech related stimuli is unknown. With our ERP study we fill this gap, and we
present differences in the timecourse of audiovisual interactions as well as in cortical
source configurations between CI users and NH controls.

The second study focuses on auditory processing in single-sided deaf (SSD) CI users.
SSD CI patients experience a maximally asymmetric hearing condition, as they have a
CI on one ear and a contralateral NH ear. Despite the intact ear, several behavioural
studies have demonstrated a variety of beneficial effects of restoring binaural hearing,
but there are only few ERP studies which investigate auditory processing in SSD
CI users. Our study investigates whether the side of implantation affects auditory
processing and whether auditory processing via the NH ear of SSD CI users works
similarly as in NH controls.

Given the distinct hearing conditions of SSD CI users, the question arises whether
there are any quantifiable differences between CI user with unilateral hearing loss
and bilateral hearing loss. In general, ERP studies on SSD CI users are rather scarce,
and there is no study on audiovisual processing in particular. Furthermore, there are
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no reports on lip-reading abilities of SSD CI users. To this end, in the third project
we extend the first study by including SSD CI users as a third experimental group.
The study discusses both differences and similarities between CI users with bilateral
hearing loss and CI users with unilateral hearing loss as well as NH controls and
provides — for the first time — insights into audiovisual interactions in SSD CI users.

The fourth project investigates the influence of background noise on audiovisual
interactions in CI users and whether a noise-reduction algorithm can modulate these
interactions. It is known that in environments with competing background noise lis-
teners generally rely more strongly on visual cues for understanding speech and that
such situations are particularly difficult for CI users. As shown in previous auditory
behavioural studies, the recently introduced noise-reduction algorithm "ForwardFo-
cus" can be a useful aid in such cases. However, the questions whether employing
the algorithm is beneficial in audiovisual conditions as well and whether using the
algorithm has a measurable effect on cortical processing have not been investigated
yet. In this ERP study, we address these questions with an auditory and audiovisual
syllable discrimination task.

Taken together, the projects included in this thesis contribute to a better understand-
ing of auditory and especially audiovisual speech processing in CI users, revealing
distinct processing strategies employed to overcome the limited input provided by a CI.
The results have clinical implications, as they suggest that clinical hearing assessments,
which are currently purely auditory, should be extended to audiovisual assessments.
Furthermore, they imply that rehabilitation including audiovisual training methods
may be beneficial for all CI user groups for quickly achieving the most effective CI
implantation outcome.



Z U S A M M E N FA S S U N G

Das Hören mit einem Cochlea-Implantat (CI) unterscheidet sich stark von dem Hörein-
druck eines Normalhörenden (NH), da das CI nur einen begrenzten auditiven In-
put liefern kann. Dennoch kann das zentrale auditorische System lernen, diesen
begrenzten Input als sinnvolle Information zu interpretieren. Dies gelingt bereits
innerhalb weniger Monate nach dem Einsetzen des Implantats. Die Fähigkeit des
auditorischen Kortex, sich an neue auditorische Reize anzupassen, ist ein Beispiel
für intra-modale Plastizität — Veränderungen innerhalb einer sensorischen kortikalen
Region als Folge einer veränderten Inputstatistik des entsprechenden Sinnes. Das
Fehlen von auditorischen Reizen vor der Implantation und die Wiederherstellung des
Hörvermögens nach der Implantation können jedoch auch zu cross-modaler Plastizität
führen — Veränderungen innerhalb einer sensorischen kortikalen Region als Folge
veränderter Inputstatistik eines anderen Sinnes. Zum Beispiel kann eine sensorisch
deprivierte kortikale Region von einer anderen Region in ihrer Funktion unterstützt
werden, wie im Fall von CI-Trägern, die eine cross-modale Aktivierung des visuellen
Kortex für rein auditive Reize aufweisen. Vor der Implantation, wenn das Hören stark
beeinträchtigt ist, sind CI-Träger in der Regel auf zusätzliche visuelle Inputs, wie Lip-
penbewegungen, angewiesen, um Sprache zu verstehen. Daher wird vermutet, dass
CI-Träger eine ausgeprägte Interaktion zwischen dem auditiven und dem visuellen
System aufweisen, die es ihnen ermöglicht, auditive und visuelle Sprachinformationen
effizienter zu integrieren.

Die in dieser Arbeit präsentierten Projekte untersuchen die auditive und insbeson-
dere die audiovisuelle Sprachverarbeitung bei CI-Trägern. Vier Studien zu ereigniskor-
relierten Potenzialen (EKPs) betrachten das Thema aus unterschiedlichen Perspektiven,
jede mit einem anderen Schwerpunkt.

Im ersten Projekt wird untersucht, wie audiovisuell präsentierte Silben von CI-
Trägern mit beidseitigem Hörverlust im Vergleich zur NH-Gruppe verarbeitet werden.
Frühere EKP-Studien mit nicht-sprachlichen Stimuli und Studien, die andere Messver-
fahren angewendet haben, zeigen deutliche audiovisuelle Interaktionen bei CI-Trägern.
Der genaue zeitliche Verlauf der cross-modalen Rekrutierung des visuellen Kortex und
der verstärkten audiovisuellen Interaktion bei sprachlichen Reizen ist jedoch bisher
nicht bekannt. Mit unserer EKP-Studie schließen wir diese Lücke und beschreiben
die Unterschiede im zeitlichen Verlauf der audiovisuellen Interaktionen, sowie in den
kortikalen Quellkonfigurationen, zwischen CI-Trägern und der NH-Kontrollgruppe.

Die zweite Studie befasst sich mit der auditorischen Verarbeitung bei einseitig
ertaubten (single-sided deaf; SSD) CI-Trägern. SSD CI-Patienten erleben einen maximal
asymmetrischen Höreindruck, da sie ein CI auf einem Ohr und ein kontralaterales
NH-Ohr haben. Trotz des intakten Ohres haben mehrere Verhaltensstudien eine Reihe
von positiven Auswirkungen der Wiederherstellung des binauralen Hörens gezeigt.
Es gibt aber nur wenige EKP-Studien, die die auditorische Verarbeitung bei SSD
CI-Trägern analysiert haben. Unsere Studie untersucht, ob die Implantationsseite die
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Hörverarbeitung beeinflusst und ob die Hörverarbeitung über das NH-Ohr bei SSD
CI-Trägern ähnlich funktioniert wie bei Normalhörenden.

Angesichts der besonderen Hörsituation von SSD CI-Trägern stellt sich die Frage, ob
es quantifizierbare Unterschiede zwischen CI-Trägern mit einseitigem und beidseitigem
Hörverlust gibt. Im Allgemeinen gibt es nur wenige EKP-Studien mit SSD CI-Trägern
und insbesondere gibt es keine Studie zur audiovisuelle Verarbeitung. Außerdem
gibt es keine uns bekannten Studien zur Lippenlesefähigkeit von SSD CI-Trägern.
Daher erweitern wir im dritten Projekt unsere erste Studie um SSD CI-Träger als dritte
Versuchsgruppe. Die Studie diskutiert sowohl Unterschiede als auch Gemeinsamkeiten
zwischen CI-Trägern mit beidseitigem Hörverlust und CI-Trägern mit einseitigem
Hörverlust sowie NH-Kontrollen und liefert erstmalig Einblicke in audiovisuelle
Interaktionen bei SSD CI-Trägern.

Das vierte Projekt untersucht den Einfluss von Störgeräuschen auf audiovisuelle
Interaktionen bei CI-Trägern und ob ein Algorithmus zur Störgeräuschreduktion diese
Interaktionen modulieren kann. Es ist bekannt, dass sich Menschen in Umgebungen
mit zusätzlichen Hintergrundgeräuschen generell stärker auf visuelle Informatio-
nen verlassen, um Sprache besser zu verstehen und dass solche Situationen für
CI-Träger besonders schwierig sind. Wie in früheren auditiven Verhaltensstudien
gezeigt wurde, kann der kürzlich eingeführte Störgeräuschunterdrückungsalgorith-
mus "ForwardFocus" in solchen Fällen das Sprachverständnis erleichtern. Die Fragen,
ob die Anwendung des Algorithmus auch unter audiovisuellen Bedingungen vorteil-
haft ist und ob die Anwendung des Algorithmus einen messbaren Effekt auf die
kortikale Verarbeitung hat, sind jedoch bisher noch nicht untersucht worden. In der
hier präsentierten EKP-Studie beantworten wir diese Fragen mit Hilfe eines auditiven
und audiovisuellen Silbenunterscheidungsparadigmas.

Insgesamt tragen die Projekte dieser Arbeit zu einem besseren Verständnis der
auditiven und insbesondere der audiovisuellen Sprachverarbeitung bei CI-Trägern bei
und zeigen unterschiedliche kortikale Verarbeitungsstrategien auf, um den begrenzten
Input eines CIs zu kompensieren. Die Ergebnisse sind relevant für den klinischen
Alltag, da sie nahelegen, dass klinische Hörmessverfahren, die derzeit rein auditiv
sind, durch audiovisuelle Messverfahren erweitert werden sollten. Darüber hinaus
deuten sie darauf hin, dass eine Rehabilitation, die audiovisuelle Trainingsmethoden
einschließt, für alle CI-Nutzergruppen von Vorteil sein kann, um schnell ein möglichst
effektives Ergebnis der CI-Implantation zu erzielen.
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1
I N T R O D U C T I O N

Hearing loss is a very common issue that many people have to deal with. According
to the world report on hearing (World Health Organization, 2021), there are more
than 1.5 billion people worldwide who undergo some loss of their hearing capacity
at some point in their lives, with at least 430 million requiring treatment. Everyone
knows someone, most likely a parent, grandparent, aunt or uncle, who clearly needs
a hearing aid but refuses to wear one because he or she claims to hear well enough.
As a result, the relatives and friends must speak more clearly, repeat what they said,
and have to suffer from a television that runs on maximum volume. Unfortunately,
in a conversation between several NH persons and a hearing impaired person, it is
easy to forget about the hearing impairment. This is dangerous because a hearing
impaired person will quickly lose track in a group conversation. No longer being
able to follow conversations can force hearing impaired people into isolation, and it
has been shown to increase the risk of mental disorders, cognitive impairments, and
even dementia (Fellinger et al., 2007; Lin et al., 2011; Gates et al., 2011; Lin et al., 2013;
Humes et al., 2013). This has, of course, a tremendous impact on the quality of life
of an individual with hearing impairment (Nordvik et al., 2018; Ciorba et al., 2012).
To prevent these adverse effects, it is critical to raise awareness of the importance
of seeking professional help when hearing abilities start to decrease or are already
impaired.

Up to now, there exist various techniques for detecting hearing impairments, includ-
ing both subjective and objective tools. Subjective tests require an overt response from
the patient, such as in tone audiometry, where the patient must press a button as soon
as a tone is heard, or in speech audiometry, where a word is presented at a certain
intensity level and the patient is required to repeat the word. Objective measures, on
the other hand, such as brainstem evoked response audiometry (BERA), do not require
a behavioural response. The clinical professional records auditory brainstem responses
using electrodes on specific positions on a patient’s head while acoustic stimuli are
played. As a result, the professional measures automatic responses, which can be
evaluated. However, current clinical procedures for detecting hearing impairments
are restricted to purely auditory measures.

If a hearing impairment is detected, there are multiple technical solutions that
can be used to improve hearing, such as a hearing aid (for mild-to-moderate and
sometimes severe hearing impairment) or, when a hearing aid is insufficient, a cochlear
implant (for severe-to-profound hearing impairment). Very simply put, hearing aids
amplify the sounds, whereas a CI is an auditory prosthesis that can (partially) restore
the hearing of people with severe to profound sensorineural hearing loss through
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2 introduction

direct electrical stimulation of the auditory nerve (Zeng et al., 2011; House and Urban,
1973; Simmons et al., 1965). A CI currently is the only clinically established prosthesis
capable of restoring a human sense, and, if certain conditions are met, a CI even allows
congenitally deaf children to hear (Macherey and Carlyon, 2014). The implantation of
a CI now is a standard clinical procedure, with approximately 750,000 patients who
have received this prosthesis worldwide (Cullington et al., 2022) and around 50,000

individuals in Germany (Lenarz, 2018). Because CI users are the experimental patient
group this thesis focuses on, more detailed information on how a CI exactly works is
provided later in this thesis.

Aside from the importance of timely supply with a hearing system, achieving the
best possible outcome with the hearing system is critical. Due to the limited sound
frequency resolution of CIs, speech comprehension can be hampered, although the
subjective difficulty of understanding speech varies from patient to patient. The success
of a CI implantation highly depends on how willing patients are to train their hearing
with their new prosthesis. This requires a significant amount of effort, patience, and
an extensive rehabilitation in order to gain the largest possible benefit with a CI (Diller,
2009). Despite intensive hearing and speech training during the rehabilitation phase,
speech comprehension varies greatly between individual patients and is dependent
on numerous factors. Among those are surgical factors (e.g. electrode placement),
auditory deprivation-induced reorganisation of the brain (before implantation), and
the ability to interpret the limited auditory CI-input (after implantation) (Lazard et al.,
2012a,b,c). It is crucial to investigate all factors that influence the outcome of an
implantation to be able to better predict the success of an implantation, and to develop
better interventions by offering tailored therapeutic solutions.

Apart from researching the factors influencing rehabilitation outcomes, it is critical
to understand how hearing with a CI can be optimised, for example by focusing on
audiovisual listening situations that better reflect a CI user’s everyday life situation in
contrast to auditory-only situations. There is accumulating evidence that CI users are
influenced more strongly by the visual aspect of speech (Rouger et al., 2007; Desai
et al., 2008; Strelnikov et al., 2013), such as lip-movements and that this influence
is reflected in alterations in auditory and audiovisual speech processing (Giraud
et al., 2001c; Chen et al., 2016; Schierholz et al., 2015; Radecke et al., 2022). Given
these remarkable CI-user specific effects, the development of audiovisual procedures
may allow for better and more realistic hearing assessments in the clinic, or training
set-ups during the rehabilitation phase. Particularly in difficult hearing situations
(background noise, concurrent speakers), it is important to recognise the benefits of
audiovisual information and to develop beneficial technical optimisations, such as im-
proved algorithms to process incoming speech in noisy environments. Taken together,
a lot has been done so far to obtain satisfactory hearing results and to understand
speech processing in CI users, but there is still much room for improvements and
unanswered questions to be solved.

The present chapter provides all the basic information required to understand the
single projects which are part of this thesis. It covers general information about
CIs, what happens in the brain of an implanted patient, what kinds of problems
these individuals face in difficult hearing situations, and whether there is a difference
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between distinct groups of implanted patients. Moreover, this chapter introduces the
issue of audiovisual speech processing, which is the focus of this thesis, as well as
the significance of audiovisual information for CI users. Finally, an overview of the
analytical methods used in this thesis’ projects will be provided.

1.1 hearing disorders

The current world report on hearing of the World Health Organisation (WHO; World
Health Organization, 2021) announced that over 1.5 billion people currently have
some degree of hearing loss (approximately 20 % of the global population), with that
number expected to rise to 2.5 billion by 2050. According to current estimates, more
than 42 % of people with any degree of hearing loss are over the age of 60, making
age-related hearing loss (presbycusis) one of the most prevalent cause for hearing loss
across lifetime, and the number is predicted to rise due to increasing life expectancy.

A person is considered as being affected by hearing loss when the hearing ability is
reduced, making it impossible to hear as well as someone with normal hearing abilities
(World Health Organization, 2021). The WHO has introduced a grading system based
on tone audiometry to standardise the way hearing loss severity is categorised (Humes,
2019), for the first time in 1986 (Olusanya et al., 2019). For this purpose, the values
of the tone audiometry at 500, 1000, 2000, and 4000 Hz are averaged in the better ear
to obtain a hearing threshold. The grading system has been updated several times,
and the current grading is shown in Table 1.1. Hearing thresholds of 20 dB or better
in both ears are considered "normal" (World Health Organization, 2021). Depending
on the severity of hearing loss, those with a hearing threshold above 20 dB may be
classified as "hard of hearing" or "deaf." The term "hard of hearing" refers to people
who have mild to severe hearing loss, whereas the term "deaf" refers to people who
experience severe or profound hearing loss in both ears and can only hear at very
loud intensities or absolutely nothing (World Health Organization, 2021). To get an
idea of the intensity levels in daily life, Figure 1.1 illustrates some typical sounds and
their corresponding intensity level. The curved area is often referred to as the "speech
banana", because of its shape, and it depicts the approximate frequency and intensity
range in which conversations in quiet environments take place (Ross, 2004). The most
important speech sounds are produced within this range. Therefore, it is reasonable
that if a person already has some moderate hearing loss, with a hearing threshold
between 35 and 50 dB, understanding some speech sounds at a normal conversational
level can be challenging (compare Figure 1.1). As a result, the primary goal is to
choose hearing supplies that are as well-fitted as possible to fall within the range of
the speech banana. Before discussing the different types and the origins of hearing
loss, the anatomy of the ear and the process of normal hearing are described.

hearing in healthy individuals The following description of the anatomy
and physiology of the ear is based on chapter 7 of the book Basic Otorhinolaryngology
by Probst et al. (2018). For the purpose of this thesis, only the fundamentals necessary
to comprehend how a CI works (which will be explained later in the present thesis)
are presented.
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Grade Hearing threshold Hearing experience in a Hearing experience in a

in better hearing ear quiet environment for noisy environment for

in decibels (dB) most adults most adults

Normal hearing Less than 20 dB No problem hearing No or minimal problem

sounds hearing sounds

Mild hearing loss 20 to < 35 dB Does not have problems May have difficulty hearing

hearing conversational conversational speech

speech

Moderate 35 to < 50 dB May have difficulty hearing Difficulty hearing and taking

hearing loss conversational speech part in conversation

Moderately 50 to < 65 dB Difficulty hearing Difficulty hearing most

severe hearing conversational speech; can speech and taking part in

loss hear raised voices without conversation

difficulty

Severe hearing 65 to < 80 dB Does not hear most Extreme difficulty hearing

loss conversational speech; speech and taking part in

may have difficulty hearing conversation

and understanding raised

voices

Profound 80 to < 95 dB Extreme difficulty hearing Conversational speech

hearing loss raised voices cannot be heard

Complete or 95 dB or greater Cannot hear speech Cannot hear speech and

total hearing and most environmental most environmental sounds

loss/ deafness sounds

Unilateral < 20 dB in the better May not have problem May have difficulty hearing

ear, 35 dB or greater in unless sound is near the speech and taking part in

the worse ear poorer hearing ear. May conversation, and in locating

have difficulty in locating sounds

sounds

Table 1.1: The current WHO grading system of hearing loss severity (adapted from the world
report on hearing of the WHO (World Health Organization, 2021)). This table
provides the categorisation (grade) according to the range of the hearing threshold
in the better ear and the hearing experience for situations in quiet and noisy
environments based the underlying threshold.

The auditory system consists of three parts: 1) the external ear, 2) the middle
ear, and 3) the inner ear (see Figure 1.2). The external ear is composed of the ear
conch (pinna) and a narrow passage called the ear canal. The external ear serves
as an acoustic antenna, guiding sound waves to the sensitive middle ear structures.
Additionally, the pinna and ear canal work like an acoustic funnel that amplifies
specific frequency bands. The transmitted sound waves cause the eardrum (the part
of the ear that connects the outer and middle ear) to vibrate. Other important parts
of the middle ear beside the eardrum are the tympanic cavity which is mechanically
connected to the inner ear by a group of auditory ossicles (Malleus, Incus, Stapes)
through the round and oval windows. The eardrum causes the ossicles to vibrate,
allowing sounds to be amplified and transmitted to the inner ear. The most important
part of the inner ear is the cochlea, which is the actual sensory organ for hearing and
which includes the basilar membrane and the hair cells. As soon as vibrations from the
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Figure 1.1: Frequency and intensity range of daily life sounds. A typical audiogram is shown
on the left, with the frequency depicted on the horizontal axis, from low frequencies
on the left (125 Hz) to high frequencies on the right (8,000 Hz). The hearing level
is represented vertically, with low intensities at the top (-10 dB; quiet) and high
intensities at the bottom (120 dB; loud). The curved area approximates the range
where most conversations typically take place. The levels of hearing loss are shown
on the right side of the audiogram, and the corresponding boxes with the same
audiogram (in the same colour) visualise how hearing is like at different stages of
hearing loss. Adapted with permission from MED-EL, Copyright © 2022 MED-EL
Medical Electronics.

middle ear reach the cochlea, a travelling wave is formed along the basilar membrane.
The frequency sensitive hair cells are tuned to lower frequencies in the apical region
and to higher frequencies in the cochlea’s basal region (tonotopic organisation, see
Figure 1.3). Thus, the cochlea’s primary function is to convert auditory signals into
neural impulses that exactly encode the timing and the nature of the incoming sound.
This is accomplished by splitting the broad frequency spectrum into narrow frequency
bands. The cochlea transfers the impulses to the auditory nerve which is connected
to the brain, where the neuronal signal is interpreted as a meaningful sound pattern,
such as speech. However, before reaching the auditory cortex, the neuronal activity
passes several stations of the auditory pathway, encompassing multiple parts of the
brainstem, midbrain and the thalamus (Peterson et al., 2018).

types of hearing loss Peripheral hearing loss is usually classified as either
conductive, sensorineural or mixed. Mixed hearing loss occurs when a person suffers
from both conductive and sensorineural hearing loss (Cunningham and Tucci, 2017).
Conductive hearing loss results from damage to the outer or middle ear, whereas
sensorineural hearing loss is caused by impairment of the inner ear (cochlea) or further
along the auditory processing pathway. More specifically, sensorineural hearing loss
can be further subdivided into 1) sensory hearing loss, which is caused within the
cochlea, 2) neural hearing loss, which is caused by cochlear nerve (or auditory nerve)
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Figure 1.2: Basic anatomy of a normal-hearing ear. Adapted with permission from MED-EL,
Copyright © 2022 MED-EL Medical Electronics.

dysfunctions, and 3) central hearing loss, which results from dysfunctions of the
central auditory pathway or the auditory cortex (Zahnert, 2011).

As the name conductive hearing loss already implies, the conduction of sound to
the inner is disrupted, either at the outer ear, the middle ear, or both. Ear wax
(Cerumen) that is blocking the ear canal is a common cause of conductive hearing loss.
Further typical reasons are infections of the auditory canal (Otitis externa), a middle
ear infection (Otitis media), which often is the reason for conductive hearing loss in
children, a middle ear effusion (accumulating fluid in the middle ear and eustachian
tube, putting strain on the tympanic membrane; Searight et al. (2022)), a cholesteatoma
(accumulations of keratinised squamous epithelium in the middle ear; Kennedy and
Singh (2017)), otosclerosis (abnormal bone formation), or - very rarely - a tumour
(Isaacson and Vora, 2003). Hearing aids can often help in conductive hearing loss if the
hearing loss is not too severe. However, for people with severe to profound hearing
loss, CIs are the only way to regain meaningful auditory information (Macherey and
Carlyon, 2014).

Sensory hearing loss, which originates in the inner ear, is frequently caused by the
degeneration or loss of sensory hair cells. Consequently, mechanical sound waves
can no longer be converted into electrical signals (Müller, 2005). The most common
causes of sensory hearing loss are presbycusis (age-related hearing loss), heredity
(genetic mutations), extensive noise exposure, therapeutic drugs with ototoxic side
effects, sudden hearing loss, and chronic conditions (Cunningham and Tucci, 2017). A
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CI is the optimal hearing system in the case of sensory hearing loss or when patients
do not benefit enough from a conventional hearing aid (Deep et al., 2019). In the
case of congenitally deaf infants, CI implantation can aid in the acquisition of spoken
language, with the best results obtained when the CI is implanted between the ages
of 1 and 2 years (Tajudeen et al., 2010). An important prerequisite for enabling a
CI implantation is that the auditory nerve is intact, which can be ensured by using
high-resolution computed tomography (CT) and magnetic resonance tomography
(MRT) (Deep et al., 2019; Dazert et al., 2020).

Neural hearing loss occurs when the auditory nerve is damaged or absent. It is
frequently caused by tumours or infections of the petrous bone. Central hearing loss
is diagnosed when further parts of the auditory pathway or the auditory cortex are
affected, such that nerve signals arriving from the inner ear can no longer be correctly
interpreted. Trauma, inflammations, infections, infarction, and space-occupying
lesions (tumours, haemorrhage) can cause central hearing loss in adults (Zahnert,
2011). Thus, a CI cannot be used in patients with neural or central hearing loss and
hearing rehabilitation becomes very demanding. A possible solution to restore at least
some hearing sensations would be to use an auditory brainstem implant (ABI), which
is a prosthesis that can electrically stimulate the cochlear nucleus in the brainstem
(Colletti et al., 2012). Around the world, there are approximately a thousand deaf
adults and children who have received an ABI so far (Wong et al., 2019). There is
also a potential solution for patients who are unable to benefit from a CI or an ABI
and have hearing impairments located within more central auditory structures. This
solution is an auditory midbrain implant (AMI), which is a prosthesis that stimulates
the inferior colliculus within the midbrain. AMIs, however, are still being developed,
and only very few people have received it so far (Lim and Lenarz, 2015).

1.2 hearing with a cochlear implant

what is a cochlear implant and how does it work? The CI is a small
bionic prosthesis that compensates for damaged or missing cochlear hair cells in the
inner ear by direct electrical stimulation of the auditory nerve (Carlson, 2020). Hence,
an intact auditory nerve is a crucial prerequisite to make CIs work (Lenarz, 2018). A
CI currently is the only clinically established prosthesis which can substitute a human
sense (Macherey and Carlyon, 2014). Even though the first direct stimulation of the
auditory nerve dates back to the year 1937, it was in the year 1957 when the notation
"cochlear implant" was used for the first time. A single copper wire was inserted
inside the cochlea of a man, which was then stimulated (DeSaSouza, 2022; Wilson
and Dorman, 2008). A few years later, in 1961 the Americans William House and
John Doyle implanted the first CI, turning CIs into a clinical reality (Deep et al., 2019;
Wilson and Dorman, 2008). Approximately 20 years ago, the CI was a single-electrode
device used primarily to improve lip-reading and to provide sound awareness (Zeng,
2004). Now, CI implantation is a standard clinical surgery, with approximately
750,000 patients worldwide that have received this prosthesis (Cullington et al., 2022),
including approximately 50,000 in Germany (Lenarz, 2018).

The essential parts of a CI system are shown in Figure 1.3. They comprise a digital
speech processor with an integrated microphone, a coil, an implant, and an electrode
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array. While the external components of a CI, the speech processor and coil, are
typically worn behind the ear, the internal components, the implant and electrode
array, must be inserted surgically. The implant is placed behind the ear, beneath the
scalp. The electrode array, which contains up to 22 individual electrodes, is inserted
into the cochlea, close to the auditory nerve. The microphone registers the incoming
sounds (e.g. speech, environmental sounds) which the speech processor transforms
into a set of digitally coded signals that can be interpreted by the implant (Macherey
and Carlyon, 2014; Carlson, 2020; Wilson and Dorman, 2008; Lenarz, 2018). In specific,
the frequency, intensity, and time course of the acoustic signal, as well as characteristic
(speech) features, must be analysed in the speech processor to allow for the most
detailed speech perception possible. This is accomplished through a complex process
of digitisation, frequency band separation (corresponding to the number of electrode
contacts in the electrode array), and selection of the relevant information for speech
perception, to finally decode the digital signal into an analog signal (Adunka and
Kiefer, 2005). The external coil ("transmitter") transmits the information through
transcutaneous radio-frequency coupling to the internal implant ("receiver"), and is
held in place across the skin by magnets. The internal implant delivers this information
through the electrode array, which substitutes the damaged or absent hair cells of
the cochlea and directly electrically stimulates the auditory nerve fibres, allowing the
central nervous system to interpret this information as meaningful acoustic events,
such as speech (Macherey and Carlyon, 2014; Lenarz, 2018; Carlson, 2020; Wilson and
Dorman, 2008). Taken together, the CI takes over the function of the inner and the
middle ear, as it bypasses the sound transmission through the eardrum and ossicular
chain (Müller, 2005).

Figure 1.3: Structure and functionality of a CI. The individual components of a CI are shown
on the left side. The schematic representation of inserting the electrode inside the
cochlea is shown in the middle of the image. The tonotopic organisation of the
cochlea is depicted on the right side. The apical region of the cochlea is in charge of
analysing low-pitched sounds, while the basal region is responsible for analysing
high-pitched sounds. Adapted with permission of MED-EL, Copyright © 2022

MED-EL Medical Electronics.
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sound representation with a cochlear implant As mentioned in the
previous section, sounds are conducted to the cochlea via the outer and middle
ear, where they are converted into electrical signals along the basilar membrane.
The basilar membrane, which is an important part of the cochlea, is a soft-tissue
membrane which is spatially structured such that each part of it is responsible for
sound vibrations of a different frequency. Therefore, one can say that it acts as a spatial
cochlear frequency map, which is called cochlear tonotopy (Li et al., 2021). Sounds in
the high-frequency range cause vibrations at the base of the cochlea, while sounds in
the low-frequency range cause vibrations at the apex (Macherey and Carlyon, 2014).
The principle of tonotopic organisation of the cochlea is illustrated in Figure 1.3. In the
case of a CI, a tonotopic stimulation of the auditory nerve and auditory perceptions of
different frequencies can be obtained by placing the electrode contacts of the electrode
array at different tonotopic locations in the cochlea. Hence, it replaces the function
of the inner hair cells, that act as sensory receptors, and enables a direct electrical
stimulation of the auditory nerve (Müller, 2005).

limitations of a cochlear implant Given that roughly 3,000 inner hair
cells are usually involved in producing a successful and perfect hearing sensation
within frequencies ranging from 20 to 20,000 Hz (1,400 individual frequency steps)
(Zeng, 2004; Zeng et al., 2014), it appears logical that up to 22 electrodes cannot fully
compensate for this process as the covered frequency range is much narrower (approx-
imately 200 – 8500 Hz), and the frequency resolution is much coarser (only as many
frequencies as electrodes) (Limb and Roy, 2014). Consequently, electrical stimulation
via a CI is very different compared to normal hearing in terms of psychophysical
performance. In particular, there are crucial limitations in intensive, temporal, and
spectral processing (Zeng, 2004). Nonetheless, a good speech understanding in quiet
(optimal) listening environments is frequently achieved just a few months after im-
plantation (Blamey et al., 2013; Holden et al., 2013). The most challenging hearing
situations for CI users are those with additional noise or multiple concurrent speakers
(Wilson and Dorman, 2008; Müller-Deile et al., 1995), in which it is difficult to extract
the relevant speech information in such situations. In addition, music perception
remains a major limitation of CIs (Drennan and Rubinstein, 2008) as the frequency
representation of a CI is not fine-grained enough. However, within the past 35 years,
the CI technology has improved significantly thanks to the close scientific cooperation
between the manufacturers of CIs and clinicians (Dhanasingh and DeSaSouza, 2022).
As a result, the features of CIs are gradually improving, for example, by developing
noise reduction algorithms which improve hearing in noisy environments (Caldwell
et al., 2017; Wolfe et al., 2015; Müller-Deile et al., 2008).

rehabilitation after implantation The aim of a successful rehabilitation
is to (re)gain the ability to hear and to understand speech. Ideally, it is attempted
that the patient gets back the abilities to understand speech without the use of lip-
reading, to use the telephone, and to understand speech in noisy environments
(Dazert et al., 2020). The implantation of a CI alone does not always lead to better
speech understanding. This entails a dynamic learning process that can last months
or even years (Hoppe et al., 2017). The prerequisite for good hearing with a CI is
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the individual fitting of the speech processor. This is typically performed by CI
audiologists, who determine the individual stimulation parameters as well as the
electrical stimulation current intensity (Hoppe et al., 2017; Dazert et al., 2020). The
initial fitting of the speech processor takes place after the healing phase, about four
weeks after the surgery. This is when the CI is switched on for the first time, and
the CI users experience their first auditory impressions with the implant. These are
often not perceived as speech by many CI users, but rather as noise (Deep et al.,
2019). Important basic parameters, which are determined for each electrode separately
are the C (comfort)-level, which is the volume at which sounds are perceived as
comfortably loud, and the T (threshold)-level, which determines the hearing threshold
(Hoppe et al., 2017). As part of the rehabilitation process, numerous subsequent
fittings take place in the weeks following the initial fitting. In parallel, standardised
clinical audiometric tests, medical examinations, and speech and language therapy
must be performed by a large collaborative interdisciplinary group of specialists
(Diller, 2009). After the rehabilitation phase, the patients have to come regularly
to follow-up checks, ideally once a year. During these checks, hearing abilities are
examined, speech processor settings are optimised, technical issues are resolved, and
patient concerns are addressed.

factors influencing the outcome Despite intensive hearing and speech
training as part of rehabilitation and the efforts of finding the best CI settings, speech
comprehension varies greatly between individuals and is affected by a variety of
factors. Unfortunately, there is no perfectly developed theoretical account that ex-
plains the variability of speech outcomes after implantation. Therefore, it remains
challenging to predict why some patients will have perfect outcomes with good speech
intelligibility, while others will have only minimal or no benefits from using a CI
(Pisoni et al., 2017; Boisvert et al., 2020). However, there are many studies showing
that specific factors do have an influence on the outcome. Frequently reported factors
are the aetiology of hearing loss, the duration of hearing loss, the duration of hearing
aid use before implantation, the age of the patient at implantation, the clinical hearing
scores before implantation, and surgical factors (Zhao et al., 2020; Blamey et al., 2013,
1992; Lazard et al., 2012a). Surgical factors are the placement of the electrode (Holden
et al., 2013), the depth of insertion (James et al., 2019), the brand of the implant, and
the amount of active electrodes during stimulation (Lazard et al., 2012c). While it
is clear that there is a relationship between these factors and hearing outcome, the
degree of evidence for many of these associations varies greatly between studies (Zhao
et al., 2020). A recent study examined the largest cohort of adult CI implantees to
date (N = 2,735) from three different clinics in three countries by including 21 factors,
but they only could explain a modest percentage of the variance (Goudey et al., 2021).
The authors suggest that including a large number of patients in a predictive analysis
may not be the only solution, and that longitudinal studies may be more effective in
identifying predictive variables that have an effect on the outcome.

Even though the previously mentioned factors, such as patient-related, aetiological,
and surgical factors, have been shown to contribute to the clinical outcome with a CI, it
is still poorly understood why exactly they are important. A largely supported view is
that these factors are linked to neuroplasticity (Stropahl et al., 2017a). Neuroplasticity
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is likely to appear in CI users as a result of auditory deprivation prior to implantation
and the limited auditory input provided by the CI after implantation (Lazard et al.,
2012a,b,c). Indeed, previous studies confirmed both correlations between longer
periods of hearing deprivation and experience with a CI with a higher degree of
cortical reorganisation (Giraud et al., 2001c; Green et al., 2005; Sandmann et al., 2015;
Oh et al., 2003). Given its critical role, cortical reorganisation is discussed in greater
depth in the following section.

1.3 neuroplasticity in cochlear implant users

Hearing function rehabilitation with a CI is impossible without neuroplasticity. Given
that a CI user’s auditory system has to learn to interpret the spectrally and temporally
limited CI input as meaningful information, the brain must undergo structural and
functional changes to accomplish this (Giraud et al., 2001a; Sandmann et al., 2015).
This learning procedure is an example of neuroplasticity, as the nervous system has
to adapt to a changing environment or lesion (Glennon et al., 2020; Merzenich et al.,
2014; Hummel and Cohen, 2005). In CI research, two types of neuroplasticity are
reported: intra-modal plasticity and cross-modal plasticity (e.g. Heimler et al., 2018;
Stropahl et al., 2017a). Intra-modal plasticity takes place when neuronal changes occur
within a specific cortical area as a consequence of increased or decreased input to that
sensory system (Glick and Sharma, 2017). Hence, intra-modal plasticity is referred
to the previously mentioned changes of the central auditory system in response to
the CI. Cross-modal plasticity refers to the ability of one sensory system to activate
the central processing areas of another sensory system when one sensory system is
not fully functional, such as in the case of blindness or deafness (Glennon et al., 2020).
Cross-modal and intra-modal changes have been observed in CI patients for both the
auditory and the visual modality (for review see Heimler et al., 2014; Stropahl et al.,
2017a). These mechanisms vary greatly depending on the onset of deafness as well as
the time when hearing is restored. The following paragraphs expand on and review
these two concepts of neuroplasticity.

intra-modal plasticity Following CI implantation, the auditory system un-
dergoes remarkable adaptive changes in order to understand the provided limited
CI input. These adaptive changes within the auditory cortex in response to auditory
sounds are an example of intra-modal plasticity. Electrophysiological studies with
prelingual children (children who received their implant before acquiring natural
speech, less than 3.5 years old) analysed auditory event-related potentials (AEPs)
and a control group of age-matched NH children. They demonstrated a significant
reduction in AEP latency and achieved latencies comparable to those of NH children
in a short period of 3-6 months. However, in the case of children implanted later in life
(after the age of 7 years), these positive effects of latency reduction were not observed,
indicating that CI implantation should occur at the earliest possible age (Sharma et al.,
2005, 2007). Thus, when children receive their CI early enough, the auditory system is
able of catching up with the maturation, that was lost during the period of deprivation,
even though there was no normal development with early acoustic experience (Kral
et al., 2001, 2006). These children adapt quickly and easily to the new artificial input
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provided by the CI, as evidenced by good speech recognition results (O’Donoghue
et al., 2000; Hammes et al., 2002; Fryauf-Bertschy et al., 1997). In contrast, the speech
outcomes of late-implanted children are significantly worse (Kral and O’Donoghue,
2010; Kral and Sharma, 2012; Niparko et al., 2010). The reason for these remarkable ef-
fects in early-implanted children is neuronal plasticity in the auditory cortex, which is
greatest early in life (e.g. Kral et al., 2006). Thus, normal auditory system development
necessitates auditory experience within a specific time window, which demonstrates
the existence of a sensitive period for CI implantation (Niparko et al., 2010; Sharma
et al., 2005, 2007). However, this does not necessarily imply that neuronal plasticity is
no longer possible after the sensitive period has passed, but rather that the extent of
plasticity is limited (e.g. Kral et al., 2016). Adults implanted later in life, on the other
hand, cannot be easily compared to early implanted children, given that the auditory
systems of those groups have substantially different prerequisites.

The temporal dynamics of cortical changes following implantation in postlingual
adults (who became deaf after the development of language) are less clear. The best
way to study these is to conduct longitudinal studies which track these changes.
Despite the fact that there are not many of such studies, they discovered evidence
of adaptive or intra-modal plasticity within the auditory cortex. For example, an
electrophysiological study of Sandmann et al. (2015) demonstrated that within few
days after switching on the implant, postlingually deaf CI users improved significantly
in their speech perception ability. This improvement became even more apparent after
a few weeks had passed, such that the CI users could get more experience with their
new hearing input (Sandmann et al., 2015; Oh et al., 2003; Krueger et al., 2008). This
comparably rapid adaptation (within a year) appears to occur even in patients who
have had a long period of hearing loss. Further evidence for intra-modal changes
comes from studies using positron-emission tomography (PET), that confirmed cortical
activation within the primary auditory cortex, the secondary auditory cortex and
auditory association areas in response to sounds after initial CI switch on (Naito
et al., 1997). Giraud et al. (2001c) provided further evidence of increased activity
within primary and non-primary auditory areas in the first week after implant switch-
on. After one year of CI experience, cortical activation to sounds was found to be
mostly centred on primary auditory areas, indicating a less effortful processing of the
limited CI input. Moreover, presenting speech sounds caused increased activations
within typical left-hemispheric language-related regions (Giraud et al., 2001c). A
further longitudinal study that used Magnetoencephalography (MEG) by Pantev et al.
(2006) showed that the greatest adaptation to the CI signal occurred within the first
six months after switching on the CI. Accordingly, speech recognition performance
improved during the first six months and then remained stable. Based on these results,
the authors proposed that an intensive training should be implemented within the first
6 months to achieve the best possible results. The auditory system’s ability to perform
such rapid adaptations to unfamiliar auditory input demonstrates that, despite the
period of auditory deprivation, it retains its high plasticity.

Moreover, these positive changes within auditory cortical areas are supported
by positive correlations between auditory cortex activation and improved speech
perception (Green et al., 2005; Olds et al., 2016), with better performing CI users
showing cortical responses comparable to those of NH adults. Thus, good and bad CI



1.3 neuroplasticity in cochlear implant users 13

performers seem to be distinguishable by means of cortical responses (for review see
Stropahl et al., 2017a). Nevertheless, it has been observed that increasing auditory-
cortex activation as well as average speech intelligibility scores reach a plateau and
remain stable after about one year post-implantation. This stable level can, in very
special cases, get close to a NH listener performance (Debener et al., 2008), but is
usually below the one of NH controls (Sandmann et al., 2015; Viola et al., 2012).
However, being closer to NH listeners in terms of cortical activity seems to be a
good sign for successful hearing rehabilitation with a CI, which further supports the
importance of plasticity for the CI outcomes (Stropahl et al., 2017a).

In addition, it has been observed that deafness and subsequent implantation of a
CI in postlingual CI users do not only induce changes in auditory processing, but
also in visual processing (Stropahl et al., 2017a). EEG studies using visual-evoked
potentials (VEPs) identified increased responses over occipital electrodes compared to
NH controls for good CI performers and more anterior occipito-temporally distributed
activation for poor CI performers, as shown by correlations with speech performance
(e.g. Doucet et al., 2006; Kim et al., 2016). Similarly, using PET, Strelnikov et al. (2013)
found that a stronger visual-cortex recruitment for visual stimuli measured right after
the CI implantation resulted in improved speech performance after half a year of CI
experience compared to CI users who had shown poorer visual-cortex responses.

Taken together, the brain of CI users undergoes plastic changes during the period
of hearing deprivation and also after restoring hearing with a CI. These changes cause
intra-modal adaptation to the CI input, which is reflected by enhanced auditory-cortex
activation to sounds. As a results, postlingual deaf patients can, in theory, use their
fully developed auditory system after CI implantation. However, due to their hearing
loss prior to implantation, their auditory system may have degenerated or undergone
cross-modal plasticity, as discussed in the following paragraph.

cross-modal plasticity Cross-modal plasticity is a phenomenon in which
intact sensory cortical regions (e.g. those responsible for perceiving touch or vision)
take over functions of a deprived sensory cortical region (e.g. the auditory cortex),
as in the case of hearing loss (Heimler et al., 2018). The first studies investigating
this issue primarily focused on visual-evoked auditory-cortex responses or auditory-
evoked visual-cortex responses. Depending on the type of cross-modal recruitment, it
has been proposed that cross-modal cortical recruitment can be beneficial for hearing
rehabilitation or not. For visually evoked potentials in the auditory cortex, several EEG
studies have shown a negative correlation with speech performance in postlingual
CI users (Sandmann et al., 2012; Doucet et al., 2006; Kim et al., 2016). Another
study by Lee et al. (2003) discovered a negative correlation between the duration of
deafness and the recovery of auditory responses, indicating that a greater cross-modal
change, caused by a longer duration of deafness, is disadvantageous to auditory
rehabilitation. This is in line with a PET study by Rouger et al. (2012), who found
a negative relationship between the amount of cross-modal reorganisation and the
outcome with the CI.

Other studies, using PET or functional near infrared spectroscopy (fNIRS), reported
beneficial effects of cross-modal recruitment for speech intelligibility performance,
explained by better audiovisual integration (Strelnikov et al., 2013; Anderson et al.,
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2017; Rouger et al., 2012). Hence, cross-modal plasticity does not necessary imply poor
speech outcomes with a CI, it rather seems that the nature of cross-modal plasticity
plays a crucial role. Although visual activation of the auditory cortex is potentially
maladaptive, auditory activation of the visual cortex may improve the performance
with a CI (Chen et al., 2016; Giraud et al., 2001a,b,c; Strelnikov et al., 2013). Initial
supporting evidence came from various studies by Giraud and colleagues (Giraud
et al., 2001a,b,c) who provided first reports of an enhanced recruitment of visual
cortical areas in CI users compared to NH controls for a variety of auditory stimuli
(words, syllables and environmental sounds). Interestingly, the enhanced visual-
cortex activation appeared only in response to meaningful auditory input and not in
response to white noise (Giraud et al., 2001b,c). Furthermore, better performing CI
users showed more pronounced cross-modal activation of the visual cortex, which was
also associated with speech perception and lip-reading abilities. Similar observations
on cross-modal recruitment of the visual cortex have been made using fNIRS, showing
that auditory-induced visual cortex activation was associated with good performers,
whereas visual-induced auditory cortex activation was associated with bad performers
(Chen et al., 2016). Thus, cross-modal reorganisation after CI implantation may
be a mechanism that emerges during the post-implantation rehabilitation phase to
compensate for the plastic changes that occurred before implantation due to deafness
(Stropahl et al., 2017a).

Although the studies on cross-modal activation of the auditory cortex in response
to visual tasks appeared to have negative effects on auditory perception, the reorgan-
isation may have other positive effects on daily life communication by particularly
focusing the visual aspect of natural speech, such as lip movements (Desai et al., 2008;
Kawase et al., 2015). Accordingly, cross-modal activation in the auditory cortex for
complex visual stimuli, such as faces, positively correlated with lip-reading skills
(Stropahl et al., 2015). Similarly, cross-modal activation in the visual cortex was found
to be positively related to lip-reading abilities (Giraud et al., 2001b). The fact that
both types of cross-modal reorganisation improve lip-reading abilities adds to the
theory that the development of various cortical processing patterns occurs with the
overarching goal of making daily communication easier (Stropahl et al., 2017a).

In summary, postlingual CI users demonstrate both intra-modal and cross-modal
changes both within the auditory and visual cortices. The precise function of cross-
modal reorganisation remains unknown. During the period of hearing deprivation,
cross-modal changes may enhance the remaining sensory modalities to make up for
the missing or limited auditory input. On the other hand, cross-modal changes may
improve hearing performance in CI patients after hearing is restored via a CI by
evolving a stronger binding between the auditory and visual systems. This is why
current studies have shifted their focus from analysing purely auditory and visual
experimental tasks to including audiovisual conditions, as audiovisual conditions
more closely capture real-life listening situations. The following section discusses the
significance of audiovisual information in general, as well as the differences between
NH listeners and CI users.
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1.4 audiovisual interactions

Spoken language communication is an inherently audiovisual task, given that both
auditory and visual input (lip movements, gestures, facial expressions), contribute to
successful speech perception (Drijvers and Özyürek, 2017; Grant et al., 1998; Sumby
and Pollack, 1954). This integration of audiovisual information is not essential in
NH individuals in quiet surroundings, even though improvements in behavioural
performance are observable even under such optimal situations (Arnold and Hill, 2001).
However, during challenging hearing situations (for example, speech in background
noise), the visual modality’s supportive role in speech comprehension can be critical
(Sumby and Pollack, 1954; Ross et al., 2007). Given the importance of audiovisual
information for NH individuals, it stands to reason that audiovisual input is even
more critical for CI implant users. In CI patients, only limited spectral and temporal
auditory input is provided via the CI (Drennan and Rubinstein, 2008). Despite these
pitfalls, CI users can reach a satisfying speech recognition levels in quiet environments
(Hey et al., 2016; Holden et al., 2013), but speech recognition in noisy environments can
be very frustrating (Müller-Deile et al., 1995; Hochmair-Desoyer et al., 1997). Therefore,
employing multisensory listening strategies may be extremely beneficial for CI users.
Additional sensory information (e.g. vision, touch) may considerably complement
the degraded auditory input. And, as described in the previous sections, CI users
experience auditory deprivation before implantation and after implantation they have
to adapt to the novel acoustic information delivered through the CI (Sandmann et al.,
2015).

To compensate for the artificial CI input, CI patients are expected to rely more heav-
ily on vision (Kaiser et al., 2003), which can lead to the development of pronounced
lip-reading abilities (Rouger et al., 2007; Stropahl et al., 2015). Indeed, it has been
shown that CI users exhibit a stronger visual influence on auditory perception (Desai
et al., 2008; Butera et al., 2018) and enhanced audiovisual interactions (Stevenson
et al., 2017) both on the behavioural as well as the cortical level, which is assumed
to emerge because of the limited CI input. Not only has it been shown that CI users
are better than NH individuals at integrating audiovisual speech (Bavelier et al., 2006;
Mitchell and Maslin, 2007; Kaiser et al., 2003; Rouger et al., 2007), they furthermore
exhibit stronger bindings between the auditory and visual cortices when processing
audiovisual speech (Giraud et al., 2001c; Strelnikov et al., 2015). The duration of
CI experience seems to affect the degree of multisensory integration. A longer CI
experience appears to be related to stronger audiovisual integrations in post-lingually
deafened CI patients (Desai et al., 2008). However, most studies on altered processing
of audiovisual speech conditions used PET, which is a technique with a good spatial
resolution, but a poor temporal resolution. However, EEG studies are superior in
that they provide excellent temporal resolution and allow analysing precise cortical
processing steps (Biasiucci et al., 2019; Michel and Murray, 2012). The majority of
previous EEG studies with CI users reported reduced and delayed cortical responses
to auditory stimuli (Finke et al., 2016a; Henkin et al., 2014; Sandmann et al., 2009;
Timm et al., 2012). Electrophysiological results on audiovisual conditions, especially
linguistic stimuli are less often reported. A study by Schierholz et al. (2015) included
audiovisual non-linguistic sinusoidal tones and white discs and showed enhanced
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visual modulations of auditory cortical responses in CI users compared to NH controls.
Moreover, a recent study by Radecke et al. (2022) reported differences in audiovisual
processing and an audiovisual benefit for CI patients if complementing (congruent)
visual information is available.

Given that previous studies using EEG reported in CI users difficulties in the
processing of auditory information and enhancements in the processing of audiovisual
information compared to NH individuals, one principle aim of this thesis is to
provide further electrophysiological evidence for this issue by using audiovisual
speech stimuli. Using electrical neuroimaging (topographic and source analyses),
which are methods for differentiating the effects of cortical response latency, strength,
and topographic differences (Michel et al., 2009), we aim to further understand the
timecourse of audiovisual processing in CI users. These results are reported in Chapter
2, which covers the publication "The timecourse of multisensory speech processing in
unilaterally stimulated CI implant users revealed by ERPs".

1.5 difference between cochlear implant user groups

As described in the previous sections, multisensory information seems to play an
important role in CI users, given that they rely on visual input complementing the
limited auditory CI input. However, the vast majority of previous studies on auditory
and audiovisual processing in CI users included CI users with bilateral hearing loss
(Finke et al., 2016a; Sandmann et al., 2015; Schierholz et al., 2015; Radecke et al.,
2022). This means that the CI patients are provided with a CI bilaterally (CI + CI on
contralateral side) or bimodally (CI + hearing aid on contralateral side). However,
in recent years, the clinical margins for CI indication have been expanded to include
unilateral hearing loss, allowing for the implantation of patients who suffer from
single-sided deafness (SSD). These patients are supplied with a CI and are NH on the
contralateral ear (Arndt et al., 2011, 2017; Buechner et al., 2010; Zeitler and Dorman,
2019). This CI user group is very special because the signal quality of the auditory
input differs greatly between the two ears, resulting in a maximally asymmetric
auditory processing (Gordon et al., 2013; Kral et al., 2013). Nevertheless, it has been
shown that CI implantation is highly advantageous in these patients. Particularly
because the restoration of binaural hearing leads to a better sound localisation, speech-
in-noise intelligibility, and quality of life (Kitterick et al., 2015). But, it is unclear
whether the aforementioned benefits in SSD CI users are dependent on the side of
implantation. In line with insights from CI users with bilateral hearing loss (Mosnier
et al., 2014), initial reports indicate a right-ear advantage for recognising speech in SSD
CI patients (Wettstein and Probst, 2018). The hypothesis that the side of implantation
plays an important role is further supported by a recent study by Han et al. (2021),
who reported distinct cortical plasticity depending on the side of deafness in SSD
CI users. During passive listening, right-sided deafness resulted in greater deafness-
induced adaptive plasticity in the left hemisphere (Han et al., 2021). Furthermore, it
is unknown whether SSD CI patients have the same speech processing abilities with
their NH ear as NH individuals (Arndt et al., 2019; Maslin et al., 2015). A further
aim of this thesis is to extend the limited number of studies on SSD CI patients by
addressing these two scientific questions (side-of-implantation and speech processing
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differences between CI and NH ears). These are covered in Chapter 3 which covers
the second publication "Side-of-Implantation Effect on Functional Asymmetry in the
Auditory Cortex of Single-Sided Deaf Cochlear-Implant Users".

Given that SSD CI users have an intact ear on the contralateral side, it stands to rea-
son that, despite the benefits of the CI, the NH ear acts as the primary communication
channel (Kitterick et al., 2015; Ludwig et al., 2021). This is consistent with previous
studies that compared auditory stimuli processing between the CI ear and the NH ear
in SSD CI users, which revealed delayed cortical responses in the CI ear (Finke et al.,
2016b; Bönitz et al., 2018). However, studies on SSD CI users are scarce, and as far as
we are aware, they only cover auditory processing and not audiovisual processing.
Currently, it is unknown, whether the enhanced visual influence on auditory speech
processing (e.g. Schierholz et al., 2015; Radecke et al., 2022), as well as the pronounced
lip-reading skills (e.g. Rouger et al., 2007; Stropahl et al., 2015) which have been shown
for CI users with bilateral hearing loss, are also present in SSD CI users. Systematic
comparisons between CI users with bilateral and unilateral hearing loss are rare. The
few studies found differences in performance between SSD CI users and bimodal or
bilateral CI users in speech-in-noise conditions (Williges et al., 2019) and in conditions
including multiple concurrent speakers (Bernstein et al., 2016). Another aim of this
thesis is to extend previous results (see Chapter 2) to SSD CI users and to system-
atically compare the timecourse of auditory and audiovisual speech processing, as
well as the lip-reading skills between CI users with bilateral hearing loss, unilateral
hearing loss (SSD CI users), and NH controls. This study is described in Chapter 4

and is named "Electrophysiological differences and similarities in audiovisual speech
processing in CI users with unilateral and bilateral hearing loss".

1.6 the influence of background noise

As mentioned before, CI users are capable of reaching good levels of speech intelligi-
bility in optimal (quiet) listening environments, already a few months after CI switch
on (Fetterman and Domico, 2002; Hey et al., 2016; Holden et al., 2013; Sandmann
et al., 2015). However, hearing in demanding conditions, for example when competing
background noise is present, remains a challenge for CI users. And these hearing
problems increase with increasing background noise intensity levels (Müller-Deile
et al., 1995; Wilson and Dorman, 2008). NH individuals already have limited speech
intelligibility in the presence of background noise (Billings et al., 2009), but CI users
are far more severely affected, even after many years of use (Davidson et al., 2010; Fu
and Nogaki, 2005; Radecke et al., 2022).

The negative effects of competing background noise have been confirmed by elec-
trophysiological studies that showed delayed cortical responses in the presence of
background noise in NH individuals (Billings et al., 2009), mild to moderate hearing
impairment (Gillis et al., 2022), and CI users (Finke et al., 2016b; Han and Dimitrijevic,
2020). In addition to the objective EEG results, it is frequently reported that competing
background noise affects the subjective listening effort, which increases as a function
of background noise intensity level (Han and Dimitrijevic, 2020; Hughes and Galvin,
2013; Winn, 2016). Listening effort is defined as the amount of cognitive resources and
attention necessary to comprehend speech (e.g. Gosselin and Gagne, 2011; Downs,
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1982) and can, for instance, be assessed by means of subjective rating scales. Back-
ground noise, reduces the ability to understand speech, because it can interfere with
the speech signal, both physically (energetic masking) and perceptually (informational
masking due to competing talkers) (Pollack, 1975). This competition between noise
signals and speech makes it more difficult to extract speech information (Helfer and
Vargo, 2009; Romei et al., 2011) and necessitates leveraging higher cognitive processes,
such as attention and memory, to comprehend the meaning of a spoken message
(Kent, 1992). As a result, hearing-impaired individuals frequently complain about
hearing restrictions and excessive listening effort, especially in noisy situations (for
review see McCormack and Fortnum, 2013; Zhao et al., 1997).

To counteract this problem, CI manufacturers are constantly developing and im-
proving noise reduction algorithms, which have been shown to be effective in specific
situations with interfering background noise (Mauger et al., 2014; Müller-Deile et al.,
2008; Wolfe et al., 2015). "ForwardFocus" (Cochlear Limited) is one example of such
a noise reduction algorithm, which has been introduced recently (Hey et al., 2019).
Another aim of this thesis is to objectively assess by means of electrophysiological
measures, whether "ForwardFocus" is effective in specific noise situations. This is
of interest, because this algorithm has only been tested by means of behavioural
measures in auditory-only situations so far (Hey et al., 2019, 2021). Apart from extend-
ing previous observations by objective electrophysiological measures, we included
both auditory and audiovisual stimuli. When NH individuals hear in quiet listening
conditions, hearing naturally is the dominant sense because speech can be easily iden-
tified based solely on auditory information (Gatehouse and Gordon, 1990; Shannon
et al., 1995). In contrast, understanding speech based solely on visual information is
extremely difficult, as NH individuals are not trained in lip-reading (Bernstein and
Liebenthal, 2014). However, when the information from one modality is distorted,
the sensory dominance of one sense shifts to the one that is perceived more clearly.
Thus, in situations with competing noise, people tend to rely more on the visual
cues, which has been shown by Ma et al. (2009), who found that a visual benefit for
audiovisual words was present at signal-to-noise (SNR) ratios of -8 dB or more. This
is in accordance with the principle of inverse effectiveness (Meredith and Stein, 1986),
which predicts enhanced audiovisual integration when one sense is distorted. Sensory
degradation occurs in CI users, as their auditory input is distorted. As a consequence,
it has been shown that CI users benefit more strongly from additional visual input
and are better at integrating audiovisual information compared to NH individuals
(Rouger et al., 2007; Stropahl et al., 2017b). Given the importance of visual cues for
CI users in general (Rouger et al., 2007; Stevenson et al., 2017; Strelnikov et al., 2013),
these visual cues may become even more essential in the presence of noise, as auditory
information becomes more challenging to comprehend (van de Rijt et al., 2019). Thus,
this thesis aims to address the question whether background noise has an impact on
audiovisual interactions in CI users (Schierholz et al., 2015; Radecke et al., 2022) and
whether a noise reduction algorithm, "ForwardFocus" in specific, can influence this
process. These questions are addressed in Chapter 5 which discusses the submitted
manuscript "The influence of background noise and noise reduction by ’ForwardFocus’
on audiovisual speech perception in bimodal CI users: an ERP study".
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1.7 methods

In this thesis, we perform a variety of behavioural analyses in conjunction with electro-
physiological measures. These behavioural measures comprise hit rates (percentage of
correct responses) and response times in the EEG paradigms, clinical tests measuring
hearing abilities, demographic information, various questionnaires, cognitive tests,
rating scales, and other supplementary tests for answering the scientific questions
of the projects. The majority of behavioural measures are self-explanatory and are
further described in the original publications. The electrophysiological methods, on
the other hand, are more complicated, which is why the background for those will be
presented in the following sections of this chapter. It is worth noting that there exist
additional analytical methods for analysing ERP data, such as time-frequency analysis.
Time-frequency analysis can be used to analyse alterations in spectral power and phase
consistency across single trials that are time locked to events within the experiment
(Makeig et al., 2004). However, this method is not described further because it was
not used in the projects included in this thesis.

1.7.1 Electroencephalography

Electroencephalography (EEG) is a non-invasive method of recording the electrical
activity of the brain. Electrodes placed on the head’s surface measure voltage potentials
caused by current flow in and around neurons. EEG is a method that is nearly a century
old, which is widely used in clinical diagnostics and experimental neuroscience
(Biasiucci et al., 2019). It was Hans Berger, a German psychiatrist and neurologist, who
reported the first human EEG recording in 1929 (Berger, 1929; Biasiucci et al., 2019).
He could show that it is possible to record signals via electrodes placed on the skull.
Berger and his innovation were initially dismissed and questioned by the scientific
community. Only after the British physiologists Edgar Adrian and Bryan Matthews
replicated Berger’s discoveries in 1934, EEG was accepted as a non-invasive measure
of the brain’s electric fields (Biasiucci et al., 2019; Adrian and Matthews, 1934). At that
time, EEG measurements were primarily used to study brain oscillations, which is the
rhythmic and repetitive electrical activity of the brain (Başar, 2022). Later, Davis (1939)
reported so-called "event-related potentials" (ERPs), observable by means of EEG.
ERPs are time-locked voltage changes generated by the brain in response to internal
or external sensory, cognitive and motor events (Blackwood and Muir, 1990). In other
words, event-related potentials are electrical potentials that are related to a specific
event (Luck, 2014). They represent the sum of postsynaptic potentials generated
when a large number of similarly oriented cortical pyramidal neurons (thousands to
millions) fire in together while processing information (Peterson et al., 1995). ERPs
are acquired by averaging numerous trials of the continuous EEG data, since they are
relatively small and thus difficult to detect in raw signals. This procedure enables to
identify clear and distinct components of the ERP signal. Figure 1.4 schematically
depicts the basic pre-processing steps which are needed to obtain average ERPs. In
1964, the first reported ERP component was called "contingent negative variation"
(CNV; Walter et al., 1964). Several more components were found in the following
decades. These include the N1 (for review see Näätänen and Picton, 1987), the P3 (for
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review see Polich, 2007) and the mismatch-negativity (MMN; for review see Näätänen
et al., 2007). Usually, ERP components are named based on their polarity and order of
appearance (e.g. N1; first negative response after the onset of a stimulus) or latency
(e.g. N100; negative response occurring 100 ms after the onset of a stimulus) (Davis,
1939; Winkler et al., 2013). But, this is not always the case, as there are some exceptions,
such as the MMN or the CNV.

Figure 1.4: Schematic representation of how auditory ERPs are obtained from a continuous
EEG. A) An EEG is recorded via electrodes placed on the scalp, while auditory
stimuli are presented. B) Previously defined triggers mark the beginning of a trial
and are saved within the recorded continuous EEG measurements. C) Based on the
predefined triggers, individual segments (single trials) can be extracted from the
continuous EEG signal. They contain a short pre-stimulus baseline as well as the
period of interest after the stimulus onset. D) Based on the segments, an averaged
ERP waveform that reflects time- and phase-locked neural activity associated with
stimulus processing can be generated. Adapted with permission from Key (2016),
Copyright © AIMS Press.

neural origins of erps Action potentials and postsynaptic potentials are the
two main types of electrical activity produced by neurons. An action potential,
also known as a spike, is an electrical signal that travels across the cell membrane
of a neuron, beginning at the cell body and ending at the axon terminals, where
neurotransmitters are released. Postsynaptic potentials occur when neurotransmitters
bind to receptors on the membrane of a postsynaptic cell, altering the flow of ions
across the cell membrane (Luck, 2014). Given the short duration of action potentials
(less than 2 ms), individual action potentials do not contribute significantly to scalp-
recorded EEG signals (Buzsáki et al., 2003). Postsynaptic potentials are the primary
generators of EEG fields measured on the brain’s surface or at the scalp (Buzsáki et al.,
2003), as they can last up to tens or hundreds of milliseconds (Luck, 2014). The only
exception when ERPs rather reflect action potentials than postsynaptic potentials are
wave I and II of the brainstem auditory evoked response (see section "Auditory event-
related potentials"). They reflect precisely synchronised action potentials generated
within the cochlea and passing through the auditory nerve within a few milliseconds
after a sudden sound onset (Luck, 2014; Luck and Kappenman, 2011).

When a postsynaptic potential is generated within a single neuron, a tiny electrical
dipole (an oriented flow of current) is created. ERPs can only be recorded at the head’s
surface when the dipoles of thousands of similarly oriented neurons add up, creating
a strong electric field. If the orientations of the neurons in a specific region are not the
same, the dipoles can partially cancel out, making detection at a distant EEG electrode
impossible (Luck, 2014). Pyramidal cells (located within the cerebral cortex) are the
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principal neurons that are commonly assumed to be the primary generators of an ERP
(Schaul, 1998). These cells are oriented perpendicular to the cortical surface (Picton,
2010). As mentioned before, the activity of a single pyramidal cell cannot be registered
by an EEG electrode. To obtain an interpretable signal recorded from an electrode,
several conditions must be met (see Luck, 2014): 1) A large amount of neurons has
to be simultaneously activated. 2) The orientation of them has to be similar. 3) The
majority of the neurons’ postsynaptic potentials must originate from the same part
of the neuron. 4) To prevent cancellation, most of the neurons must have the same
current flow direction. If these conditions are fulfilled, the dipoles of each neuron can
add up, generating a strong electric field. The brain then acts as a volume conductor,
allowing EEG to be recorded on its surface (Schaul, 1998).

advantages of eeg compared to other imaging techniques There exist
various other techniques, like functional Magnetic Resonance Imaging (fMRI), PET,
and MEG for studying cortical activity. The great advantage of EEG compared to
other methods is its non-invasive nature, its excellent temporal resolution, and its
comparably low cost. Consequently, major disadvantages of other tools compared
to the EEG are that they are invasive (PET) or expensive (fMRI, PET, MEG). But, not
all techniques measure the same mechanisms. EEG and MEG basically measure the
immediate correlate of cortical activity, given their excellent temporal resolution (1
ms or even better), which is impossible with fMRI or PET. These are haemodynamic
(dynamics of blood flow) measures that can indirectly measure neural activity. PET
and fMRI consequently have a temporal resolution of many hundred milliseconds, but
they have the advantage of providing a good spatial resolution (within the millimetre
range) (Luck, 2014). Functional near-infrared spectroscopy (fNIRS), which is an optical
imaging technique, is also an option, given its satisfactory spatial and temporal
resolution (Quaresima and Ferrari, 2019; Wilcox and Biondi, 2015). Even though fNIRS
has a lower spatial resolution than other functional imaging techniques and it cannot
measure activity deeper than about 1 cm below the surface of the brain, it has a
higher temporal resolution than other functional imaging techniques and is relatively
low-cost, like EEG (Wilcox and Biondi, 2015). Combining EEG and fNIRS is a good
and feasible alternative for leveraging the benefits of both techniques (Chen et al.,
2015).

When conducting a study with CI users, not every neuroimaging tool can be used.
For instance, fMRI cannot be used in CI patients because images can be degraded
by artefacts caused by the implant’s magnet (Kim et al., 2015). Furthermore, the
magnetic field can cause a device displacement or heating of the implant (Giraud
et al., 2001c). Modern CI models are MRI-compatible up to 3 Tesla. However, this
does not completely eliminate the possibility of serious accidents, which is why fMRI
is usually not used for research purposes (Bawazeer et al., 2019). Other techniques,
such as PET also have significant drawbacks, which make conduction of studies
with CI users a challenge. The number of consecutive measurements is limited as
radioactive tracers for imaging active brain regions are used. The doses of these
radioactive tracers are highly restricted (Giraud et al., 2001c). As a result, PET cannot
be used in children with CIs and is inapplicable in longitudinal studies as they require
repeated measurements within a relatively short time, such as those used to evaluate
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the rehabilitation process. MEG is expensive and the CI causes strong artefacts in
the signal. Nevertheless, it has been shown that MEG can be used in CI users under
certain conditions (Pantev et al., 2006), for which the authors developed a unique
set-up in their laboratory. fNIRS has been shown to be suitable for investigating
CI users (Chen et al., 2016), and it can be used in combination with EEG (Chen
et al., 2015). Finally, many studies have shown that using an EEG in the context of
auditory processing in CI users is a highly effective tool (e.g. Sandmann et al., 2015;
Schierholz et al., 2015; Sharma et al., 2002). The electrical artefact caused by the CI
can be effectively removed by means of an independent component analysis (ICA;
Debener et al., 2008; Viola et al., 2012). Given the EEG’s excellent temporal resolution,
single cortical processing steps can be tracked. This allows for the investigation of
fast brain dynamics or the tracking of the timecourse of auditory and (by extension)
audiovisual speech processing steps (Biasiucci et al., 2019; Michel and Murray, 2012).
By using "electrical neuroimaging", which comprises topographic and source analyses,
information on the spatial distribution and the likely origin of an EEG signal can
be obtained (Michel and Murray, 2012). When used correctly, this is a powerful
approach for studying multisensory interactions (Stevenson et al., 2014). For that
reason, the projects included in this thesis make use of analytical approaches coming
from electrical neuroimaging, in order to provide spatio-temporal information on the
data. The precise definitions and explanations, as well as how these methods can be
applied to an ERP dataset, will be provided later in this chapter (section "ERP data
analysis").

1.7.2 Auditory event-related potentials

Auditory event-related potentials (AEPs) are brain responses to an auditory stimulus
that can be classified based on the time point of their appearance. Auditory responses
are divided into three categories: early, middle, and late (Picton, 2010).

early auditory responses Early AEPs can be further divided into electro-
cochleographic responses (ECochG), which occur around 2-3 ms after stimulus onset
(Ferraro, 2010), and auditory brainstem responses (ABR), which occur around 10 ms
after an acoustic event (Winkler et al., 2013). To measure ECochGs, either the external
ear canal or the tympanic membrane are used, and they are helpful for diagnostics
(inner ear and auditory nerve disorders) and during surgeries for checking the func-
tionality of the cochlea and the auditory nerve (Ferraro, 2010). ABRs originate from
subcortical brain structures and they are recorded from electrodes that are placed
on the skull. ABRs are labelled by Roman numerals arranged in the order of their
elicitation (Winkler et al., 2013). ABRs are primarily measured in clinical settings due
to their automatic nature. Therefore, they can be used in diagnostics for estimating
peripheral hearing loss (Stone et al., 2009). As they can be recorded automatically,
ABRs have been used in newborn hearing screening for several years, along with other
measures such as otoacoustic emissions (Gravel et al., 2005).

middle-latency responses Middle-latency responses (MLR) are typically
recorded from the vertex, with a mastoid or neck electrode as a reference and can be
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Figure 1.5: Auditory event-related responses: main waveforms and neuronal generators. There
are three types of waveforms elicited by auditory events, which are grouped
by their latency ranges. The auditory brainstem response belongs to the early
latency responses and is displayed in green. Their neuronal origin comprises the
brainstem nuclei (bn) and the inferior colliculus (IC). The middle-latency responses,
coloured in blue, originate from the medial geniculate body in the thalamus (MGB).
The late-latency responses (in red) primarily originate from the auditory cortex.
Adapted with permission from Winkler et al. (2013), Copyright © 2013 Springer
Science+Business Media New York.

measured at latencies within 12-50 ms (Winkler et al., 2013). MLRs originate from the
thalamus and parts of the auditory cortex and are labelled by their polarity (capital
letters P or N) and appearance, e.g. Na (20 ms), Pa (30 ms), and Nb (around 40

ms) (Winkler et al., 2013; Picton, 2010). MLRs can be used for a variety of purposes,
including the detection of low-frequency hearing thresholds, the evaluation of the
function of CI implants, the evaluation of the proper function of the auditory pathway,
and the localisation of auditory pathway lesions (Kraus and McGee, 1993).

late-latency auditory responses Late auditory responses, also referred to
as cortical AEPs are typically the responses measured by an EEG within experimental
studies. They occur at latencies starting from 50 ms after the onset of an acoustic event.
Late auditory responses have two naming conventions: they either denote the serial
order of the response, beginning with the first detected response, e.g. "N1," or they
indicate the typical peak latency of the waveform, e.g. "N100" (Davis, 1939; Winkler
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et al., 2013). Aside from the peak latency classification, there are two other common
distinctions which can be made. They can either be exogenous (obligatory) if they are
elicited by every event, regardless of its relationship to previous or concurrent events or
the participant’s task, motivations, knowledge, and so on. Or, they can be endogenous
(cognitive) components, which are elicited only when there is a relationship between
the event and other events or some aspect of the participant’s mental state (Winkler
et al., 2013; Kraus and Nicol, 2009). Because endogenous components are strongly
influenced by attention, it is usually required to pay attention to an active cognitive task
for eliciting endogenous components (Cone-Wesson and Wunderlich, 2003). Examples
of endogenous components are the P3, which reflects the evaluation and classification
of incoming auditory events (for review see Polich, 2007), or the N400, which is
considered an indicator of lexical and semantic processing (for review see Lau et al.,
2008). Exogenous components are primarily influenced by external factors, such as
acoustic stimulus characteristics. They can, however, be modulated by higher order
cognitive processes, such as attention and memory (Picton et al., 1974; Tremblay et al.,
2001).

The projects described in this thesis focus on the N1 and P2 components, as
they represent the sensory encoding of auditory stimulus features (Näätänen and
Picton, 1987). Regarding the origin of the N1 (negative deflection approximately
measured 100 ms after stimulus onset), it has been stated that they are generated
within the primary and secondary auditory cortex and the auditory association cortices
(Ahveninen et al., 2006; Bosnyak et al., 2004; Näätänen and Picton, 1987; Lütkenhöner
and Steinsträter, 1998; Hari et al., 1987). Concerning the origin of the P2 (positive
deflection approximately measured 200 ms after stimulus onset), previous studies
using MEG or fMRI have reported that the auditory P2 is generated in the anterior part
of the auditory cortex, in particular the lateral part of the Heschel’s gyrus (Bosnyak
et al., 2004; Ross and Tremblay, 2009; Tremblay et al., 2014; Hari et al., 1987; Pantev
et al., 1996). In addition, the planum temporale has been reported as a generator for
the P2 (Crowley and Colrain, 2004; Godey et al., 2001; Hari et al., 1987). However,
current auditory signal propagation models consider the existence of an underlying
anatomy with a semi-hierarchical and highly parallel organisation (Kaas and Hackett,
2000). This suggests that the prominent auditory N1 and P2 components include
generators not only within auditory cortices but also within a distributed network
along superior temporal cortices, fronto-parietal structures, and even visual cortices.
Importantly, top-down effects, such as attention direction or the prediction of auditory
events originating in the frontal cortical areas can modulate these auditory processes
(Dürschmid et al., 2019).

1.7.3 ERP data analysis

There exist various approaches to analyse ERP data recorded from the continuous EEG.
These range from traditional peak amplitude and latency measures, to topographic
and source analyses and time-frequency and connectivity methods. The following
paragraphs explain the methods used in the projects included in this thesis.
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sensory data analyses , global field power Traditionally, the EEG is
analysed by grouping certain electrodes of interest and studying the peak voltage
within a specific time window (Michel and Murray, 2012). The precise time of the
peak (latency) and its magnitude (amplitude) are of particular interest. Previous
studies have shown that certain neural processes are most strongly reflected at specific
electrode sites on the scalp and within a specific time window after stimulus onset.
For example, the auditory N1 usually has its peak between 75-150 ms and the P2

peaks between 150–250 ms in NH individuals, which has its largest peak at the vertex
electrodes compared to occipital, lateral or frontal ones (Näätänen and Picton, 1987;
Crowley and Colrain, 2004). Therefore, when investigating the N1 many researchers
(here in the case of CI research) choose a set of electrodes around the vertex (Cz
electrode) (e.g. Finke et al., 2016a) or even only the Cz electrode (e.g. Schierholz et al.,
2015).

A better or more objective approach is to study the global filed power (GFP), which
is the standard deviation of the activity across all electrodes at a specific point in time
(Lehmann and Skrandies, 1980; Murray et al., 2008). The GFP has the great advantage
of being a reference-independent measure of response strength that does not require
an a priori selection of a subset of electrodes (Murray et al., 2008). The GFP has been
investigated in studies with CI users previously (e.g. Sandmann et al., 2015; Radecke
et al., 2022). The method of using a priori defined channels of interest was applied
in project 2 and project 4, and the GFP was chosen for project 2 and project 3 (see
following chapters).

topographic analysis , global map dissimilarity Apart from analysing
specific peaks, it is also possible to analyse the distribution of the voltage on the
scalp, by looking at the so-called topography or scalp potential map (Michel and
Murray, 2012). A new topographic map is generated within the millisecond range,
and a change indicates that the orientation and/or the distribution of dipoles within
the brain has changed (Vaughan Jr, 1982; Lehmann, 1987). Topographies do not
randomly vary across time, but rather remain stable for a set period of time before
changing to another topography, which are defined as microstates (Michel and Koenig,
2018). Distinct topographies correspond to different neural generator configurations.
This means that topographic analyses can be used to test for topographic differences
between conditions or groups, because they directly permit the conclusion that the
underlying neural generators are different (Michel and Murray, 2012). To do so, one
can analyse the global map dissimilarity (GMD; Lehmann and Skrandies, 1980), which
quantifies differences in topographies independently of the signal strength (Murray
et al., 2008). The software CARTOOL (Brunet et al., 2011) was employed to analyse
the GMD by calculating a so-called "topographic" ANOVA (TANOVA; Murray et al.,
2008). A more detailed description can be found in publication 1 and 3 of this thesis.

If the results of the GMD indeed show that distinct topographies are present for
different groups or experimental conditions, this can be seen as indication for distinct
neuronal generators (Vaughan Jr, 1982). The reason for this difference in generators
cannot be explained solely on the basis of the GMD. Possible reasons for differences
in topographies between groups or conditions, can be different neuronal generators or
a latency shift. To disentangle these effects, one can apply a hierarchical clustering
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analysis with group and/or condition averaged data to identify the most prominent
topographies within the time windows of interest. Again, the software CARTOOL
is a suitable tool for conducting this analysis. Hierarchical clustering identifies the
minimal number of topographic maps that can explain the greatest variance in a
dataset (Murray et al., 2008). After obtaining predominant topographic maps in a
given dataset, one can explore how these are distributed on a single-subject level by
applying a single-subject fitting analysis (Murray et al., 2008). Possible interesting
variables could be the first onset of topographic maps, which corresponds to the latency,
or the map presence, which indicates how dominantly or frequently specific topographic
maps are represented. This method was used in a subset of the projects in this thesis,
and it is described in greater detail in publications 1 and 3.

source analysis Given the excellent temporal resolution of EEG signals, ERPs
recorded from the scalp (sensor ERPs) can be used to analyse neuronal dynamics,
particularly the timecourse of cognitive and perceptual processes. However, complex
neuronal processes are characterised by a spatio-temporal interaction of different
cortical regions. Even for very simple sounds, several cortical areas are engaged, and
information from various cortical areas must be integrated within a millisecond range
(Shahin et al., 2007). The signal recorded from a single electrode is generated by a
combination of a variety of distinct neural sources, and how strongly each source
contributes to the measured signal is unknown and may be even distant from one
another (da Silva, 2013). Therefore, when only sensor level data are considered,
differences between conditions or individuals cannot be easily interpreted in terms
of their spatial origin (Stropahl et al., 2018). Source modelling allows to approximate
the location and timing of cortical processes (da Silva, 2013; Michel et al., 2004). As
described in the paragraph on topographic analysis, different topographies across
experimental conditions or groups are caused by different underlying neural sources.
If this is confirmed by hierarchical clustering and single-subject fitting analysis, source
analysis can help to find these different sources (Murray et al., 2008; Michel and
Murray, 2012).

However, it is important to bear in mind that a source analysis cannot provide a
completely accurate picture of the neuronal origins of the ERP signals, unlike for
fMRI. Given the locations and orientation of the cortical dipoles, as well as a structural
MRI scan, it is possible to calculate the voltage distribution on the scalp. This is
known as the "forward problem" (Luck, 2014). In general, forward modelling is the
prediction of observations from a model with a given set of parameters (Baillet, 2013).
In contrast, an observed voltage distribution on the scalp does not uniquely determine
its underlying dipole configuration. This is referred to as the "inverse modelling
problem": A particular voltage distribution can be produced by a large number of
different dipole configurations, and there is no way of inferring which one is the
right one based on scalp-recordings (Luck, 2014). Thus, "inverse modelling" is the
reciprocal problem in which observations are used to approximate some unknown
model parameters (Baillet, 2013). To be more specific, the inverse problem consists
of inferring the location, orientation, and amplitude of the dipole sources given the
electrode potentials measured on the scalp. In general, this is a non-linear and, as
mentioned before, an underconstrained problem. To proceed, there exist two major
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classes of approaches: non-parametric distributed source models, for which the positions
and possibly the directions of a potentially large number of dipoles are assumed, such
that only the amplitudes need to be recovered, which makes the problem linearly
solvable; and parametric concentrated source models, for which the full problem of
determining the optimal positions, orientations, and amplitudes is solved for just a
small number of dipoles (Grech et al., 2008; Sorrentino and Piana, 2017).

As a result, a significant amount of work has been done on practical methods
for MEG/EEG forward and inverse modelling, which has resulted in a handful of
approaches that are now well defined (Salmelin and Baillet, 2009). EEG with a large
number of electrodes in conjunction with source modelling is regarded an electrical
brain imaging tool (Michel and Murray, 2012; Salmelin and Baillet, 2009), which can
be use to investigate the likely spatial origin of the EEG signals recorded from the
scalp.

In this thesis, we chose to use the software Brainstorm (Tadel et al., 2011) for source
analysis, as previous studies successfully conducted source analysis with CI users and
deaf individuals using this software (Stropahl et al., 2015; Prince et al., 2021; Bottari
et al., 2020; Stropahl et al., 2018). The exact procedure applied in the projects which
are part of this thesis is described in each publication in detail. In project 1 and 3 we
applied source analysis in order to test whether the topographic differences observed
in the sensor data can be explained by distinct neuronal generators. In project 2 and 4

we used source analysis to further strengthen the differences observed in the sensory
ERPs.

1.8 aim of this thesis

The general aim of this thesis is to gain a broader understanding of auditory and
especially audiovisual speech processing in CI users in four ERP studies.

The first project included in this thesis "The timecourse of multisensory speech
processing in unilaterally stimulated cochlear implant users revealed by ERPs" (Chap-
ter 2) is an ERP study investigating how audiovisual speech stimuli are processed
by CI users. Previous studies have shown that CI users show both intra-modal and
cross-modal experience-related cortical reorganisation before and after implantation
(for review see Stropahl et al., 2017a). Cross-modal activity in the visual cortex has
yet only been demonstrated in PET and fNIRS studies (Giraud et al., 2001c; Chen
et al., 2016), however the precise underlying temporal dynamics are still unknown.
Furthermore, previous research has indicated that CI users have a stronger visual
influence on auditory speech perception (Desai et al., 2008; Butera et al., 2018), an
enhanced binding between the auditory and visual systems (Giraud et al., 2001c;
Strelnikov et al., 2015), and more pronounced lip-reading abilities than NH listeners
(Rouger et al., 2007; Stropahl et al., 2015). ERP studies, however, were rather focused
on purely auditory stimuli (Finke et al., 2016a; Sandmann et al., 2009), despite the fact
that audiovisual stimuli better reflect CI users’ real-life listening situations (Stevenson
et al., 2017). By including simple, non-linguistic audiovisual stimuli, a recent ERP
study could show that CI users demonstrate an enhanced visual influence on auditory
processing at N1 latency compared to NH controls (Schierholz et al., 2015). However,
similar ERP results on audiovisual speech stimuli have not been reported yet. By
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administering methods from electrical neuroimaging (Michel et al., 2009), includ-
ing topographic and source analysis, our study provides a further spatio-temporal
perspective. Specifically, we addressed the research question: Do CI users show an
altered timecourse of audiovisual speech processing and differences in audiovisual
interactions compared to NH controls?

The second project "Side-of-implantation effect on functional asymmetry in the
auditory cortex of single-sided deaf cochlear-implant users" (Chapter 3) focuses on
auditory processing of speech stimuli in SSD CI users. Previous studies assessing
auditory and audiovisual processing in CI users mainly examined CI users with
bilateral hearing loss (Beynon et al., 2005; Finke et al., 2016a), neglecting the group
of SSD CI users. A few years ago, it was common practise not to implant CIs in
patients who still had an intact contralateral ear (Arndt et al., 2011; Buechner et al.,
2010; Zeitler and Dorman, 2019). Recent studies, however, have provided evidence
demonstrating the beneficial effects of implantation as reflected in improved sound
localisation, speech-in-noise intelligibility, and quality of life as a result of binaural
hearing restoration (Kitterick et al., 2015). Because this patient group is relatively new,
research on SSD CI users is still rather scarce. However, it has been shown previously
that processing via the CI ear of SSD CI users is delayed when compared to processing
via the NH ear (Bönitz et al., 2018; Finke et al., 2016b). In contrast, it is unknown
whether SSD CI users’ NH ears process auditory stimuli in the same way that NH
listeners do. Furthermore, it is unknown whether the side of implantation has an
impact on the benefits of implantation. A previous ERP study suggested an altered
auditory-cortex asymmetry in CI users compared to NH listeners, however the results
were based on CI users with bilateral hearing loss (Sandmann et al., 2009). With the
second project, we concentrated on the research questions: 1) Do SSD CI users show
differences in auditory speech processing between the CI ear and the NH ear? 2) Does
the side of implantation affect auditory speech processing with the CI ear of SSD CI
users? 3) Does the side of stimulation affect auditory speech processing with the NH
ear of SSD CI users, and is this pattern different in NH controls?

The third project "Electrophysiological differences and similarities in audiovisual
speech processing in cochlear implant users with unilateral and bilateral hearing
loss" (Chapter 4) addresses the question whether there are any differences in auditory
and audiovisual speech processing, as well as lip-reading abilities, between CI users
with bilateral hearing loss, unilateral hearing loss, and NH controls. As mentioned
before, the number of behavioural and ERP studies on auditory processing focusing
on SSD CI users is very limited, with even fewer studies comparing SSD CI users to
CI users with bilateral hearing loss. The few existing studies reported behavioural
differences in speech-in-noise performance (Williges et al., 2019) and in situations
with multiple concurrent speakers (Bernstein et al., 2016). Furthermore, as far as we
are aware, no ERP study on audiovisual processing or lip-reading abilities in SSD
CI patients has been conducted yet. For this reason, another goal of this thesis is to
extend previous results on CI users with bilateral hearing loss to SSD CI users, given
the previously reported altered audiovisual interactions in CI users with bilateral
hearing loss compared to NH controls. To this end, we conducted a follow-up study
of Layer et al. (2022), including a group of SSD CI users, allowing for a systematic
comparison of different CI patient groups.
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Finally, this thesis discusses the issue of the impact of background noise on audi-
tory and audiovisual speech processing in CI users, which is covered in the fourth
project "The influence of background noise and noise reduction by ’ForwardFocus’
on audiovisual speech perception in bimodal CI users: an ERP study" (Chapter 5).
Background noise in general has a significant impact on CI users’ hearing ability,
delaying auditory ERPs (Finke et al., 2016a; Han and Dimitrijevic, 2020) and increasing
subjective listening effort (Hughes and Galvin, 2013; Winn, 2016). However, noise
reduction algorithms have been shown to be effective aids in noisy environments
(Mauger et al., 2014; Wolfe et al., 2015). A recently introduced algorithm ("ForwardFo-
cus") was tested in purely auditory behavioural settings and was found to be useful
in situations with background noise (Hey et al., 2019). One aim of the fourth project
is to provide objective evidence of beneficial effects of employing "ForwardFocus"
in noise by using ERPs. In addition, as already mentioned, audiovisual information
is highly beneficial for CI users, and when the auditory input is further hampered
by noise, the visual aspect of speech may become even more crucial. It is unknown,
whether background noise in general can modulate audiovisual interactions in CI
users and whether a noise reduction algorithm, such as "ForwardFocus", has an effect
on auditory and audiovisual speech processing. To address these issues, this project
covers the following research questions: 1) How exactly does background noise affect
behaviour as well as auditory and audiovisual speech processing in CI users? 2) Can
potential benefits of using "ForwardFocus" be objectively evaluated by means of ERPs,
and does "ForwardFocus" affect audiovisual interactions?

To sum up, this thesis investigates a variety of research questions within the
framework of auditory and especially audiovisual speech processing in different CI
user groups and in background noise. The following chapters contain the original
publications as well as a detailed summary of each project. The final chapter of this
thesis is dedicated to a broad discussion of the projects.
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synopsis

objectives A CI can only transmit limited spectral and temporal information
(Drennan and Rubinstein, 2008). Previous research suggests that CI patients com-
pensate for this by an enhanced interaction between the auditory and visual system
(Stevenson et al., 2017). Moreover, previous PET and fNIRS studies revealed that CI
users recruit the visual cortex for purely auditory tasks (Chen et al., 2016; Giraud
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et al., 2001c) and that they are better lip-readers than NH controls (Rouger et al., 2007).
Event-related potential (ERP) studies confirmed enhanced multisensory interactions
for CI users for rudimentary non-linguistic stimuli (Schierholz et al., 2015). The aim
of the presented study is to extend previous results to audiovisual speech stimuli and
to explore the timecourse of audiovisual speech processing by employing methods
from electrical neuroimaging (Michel et al., 2009), including topographic and source
analyses.

methods We tested postlingual CI users, who became hearing impaired after
language acquisition, and a group of matched NH controls. The CI users had bilateral
hearing loss and were fitted with either two CIs or a CI plus a hearing aid on the
contralateral ear. We recorded an EEG with 64 electrodes while the participants
performed a speeded response task. The stimuli were videos of the syllables /ki/ and
/ka/ which were presented in auditory (A), visual (V) and audiovisual (AV) conditions.
Each button on a computer mouse corresponded to one of the two syllables. The
participants’ task was to press the corresponding button as quickly and as accurately
as possible when a syllable was recognised. Moreover, we asked the participants
to rate the difficulty of performing the task after each experimental block, and we
administered a lip-reading test with monosyllabic words after the EEG experiment.

analysis During the EEG task, we obtained both behavioural and ERP measures.
For behavioural measures, we analysed the response times (how often the decision
was correct) and the hit rates (how accurately a decision was made). The ERP data
were analysed by employing an additive model (Barth et al., 1995), since we aimed
to investigate audiovisual interactions. To do so, we compared auditory responses
(A) with visually modulated auditory responses (AV-V). Non-linear multisensory
interactions were assumed if these responses were unequal (e.g. Vroomen and Steke-
lenburg, 2010). First, we examined the ERP data at the sensor level by calculating
the global field power (the standard deviation of voltages across all electrodes on the
scalp) during the time windows of the N1 and P2 peaks. Specifically, we compared
the amplitudes and latencies of those peaks across groups (NH, CI) and conditions
(A, AV-V). Further, we used hierarchical clustering to identify dominant topographic
maps in the data, which we then used to perform a subsequent single-subject fitting
analysis. We concentrated on the map presence and the first onset of the maps within
the N1 and P2 time windows and examined whether there are any statistically sig-
nificant group and condition differences. Finally, we conducted a source analysis,
focusing on the visual and auditory cortices. Again, we concentrated on the N1 and
P2 time windows, examined the activity peaks and latencies, and compared groups
and conditions statistically.

results The behavioural results revealed multisensory integration for both groups,
as evidenced by shorter audiovisual response times compared to the two unisensory
conditions. The topographic and source analyses of the N1 and P2 ERPs showed
distinct P2 patterns and smaller amplitudes for AV-V compared to A. These observa-
tions confirmed a multisensory effect for both groups and revealed a cortical auditory
response that was modulated by the simultaneous processing of the visual stimulus.
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Nonetheless, CI users revealed a different pattern of N1 topography, indicating a
strong visual impact on auditory speech processing. Aside from these condition-
specific effects, the results also revealed ERP differences between the two groups, not
only in N1/P2 ERP topographies, but also in the cortical source configuration. In
contrast to NH listeners, the CI users additionally recruited the visual cortex within
the N1 time window, which was positively correlated with the experience with the
CI. In addition, CI users showed a delayed and reversed right-lateralised activation
within the auditory cortex compared to NH listeners. Finally, CI users identified more
correct monosyllabic words, demonstrating superior performance in the lip-reading
test compared to NH listeners.

discussion Overall, the behavioural and ERP results demonstrate a clear audio-
visual benefit for both groups and a CI-specific pattern in cortical activation at N1

latency. This CI-specific pattern could be a strategy to compensate for the limited
CI input, allowing CI users to develop enhanced lip-reading skills and get closer to
the behavioural performance of NH listeners in audiovisual speech conditions. Our
findings are clinically relevant, as they emphasise the necessity of evaluating the CI
outcome not only in auditory-only, but also in audiovisual speech conditions.
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A B S T R A C T   

A cochlear implant (CI) is an auditory prosthesis which can partially restore the auditory function in patients 
with severe to profound hearing loss. However, this bionic device provides only limited auditory information, 
and CI patients may compensate for this limitation by means of a stronger interaction between the auditory and 
visual system. To better understand the electrophysiological correlates of audiovisual speech perception, the 
present study used electroencephalography (EEG) and a redundant target paradigm. Postlingually deafened CI 
users and normal-hearing (NH) listeners were compared in auditory, visual and audiovisual speech conditions. 
The behavioural results revealed multisensory integration for both groups, as indicated by shortened response 
times for the audiovisual as compared to the two unisensory conditions. The analysis of the N1 and P2 event- 
related potentials (ERPs), including topographic and source analyses, confirmed a multisensory effect for both 
groups and showed a cortical auditory response which was modulated by the simultaneous processing of the 
visual stimulus. Nevertheless, the CI users in particular revealed a distinct pattern of N1 topography, pointing to 
a strong visual impact on auditory speech processing. Apart from these condition effects, the results revealed ERP 
differences between CI users and NH listeners, not only in N1/P2 ERP topographies, but also in the cortical 
source configuration. When compared to the NH listeners, the CI users showed an additional activation in the 
visual cortex at N1 latency, which was positively correlated with CI experience, and a delayed auditory-cortex 
activation with a reversed, rightward functional lateralisation. In sum, our behavioural and ERP findings 
demonstrate a clear audiovisual benefit for both groups, and a CI-specific alteration in cortical activation at N1 
latency when auditory and visual input is combined. These cortical alterations may reflect a compensatory 
strategy to overcome the limited CI input, which allows the CI users to improve the lip-reading skills and to 
approximate the behavioural performance of NH listeners in audiovisual speech conditions. Our results are 
clinically relevant, as they highlight the importance of assessing the CI outcome not only in auditory-only, but 
also in audiovisual speech conditions.   

1. Introduction 

A cochlear implant (CI) is a neuroprosthesis that can help regaining 
hearing abilities and communication in patients with sensorineural 
hearing loss. However, the electrical CI signal transmits only limited 

spectral and temporal information compared to natural acoustic hearing 
(Drennan and Rubinstein, 2008). Consequently, after implantation, the 
central auditory system has to learn to recognise the new, artificial input 
as meaningful sounds (Giraud et al., 2001a; Sandmann et al., 2015). This 
learning is an example of neural plasticity, wherein the nervous system 
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adapts to the changing environment (Glennon et al., 2020; Merzenich 
et al., 2014). 

Neural plasticity in CI users has been examined in several studies, 
reporting an increasing activation in the auditory cortex to auditory 
stimuli over the first months after implantation (Giraud et al., 2001c; 
Green et al., 2005; Sandmann et al., 2015). These experience-related 
cortical changes may even extend to the visual cortex, as indicated by 
the finding that CI patients engage not only the auditory, but also the 
visual cortex in purely auditory speech tasks (Chen et al., 2016; Giraud 
et al., 2001c). However, the latter results are based on positron emission 
tomography (PET) neuroimaging, which provides better spatial than 
temporal resolution. The temporal properties of the cross-modal 
response in the visual cortex of CI users have not yet been characterised. 

As both, auditory and visual input (articulatory movements, ges-
tures), contribute to speech perception, spoken language communica-
tion is an inherently audiovisual task (Drijvers and Özyürek, 2017; Grant 
et al., 1998; Sumby and Pollack, 1954). Especially in difficult hearing 
situations (for instance speech in background noise) the supportive role 
of the visual modality can be crucial for understanding speech (Sumby 
and Pollack, 1954). This has been characterised by the “principle of 
inverse effectiveness”, which states that if unisensory signals are poorly 
perceptible, there is a remarkable perception enhancement for multi-
sensory signals (Stein and Meredith, 1993). The principle of inverse 
effectiveness has been assessed for audiovisual speech, in particular 
words, and has shown that if the visual or auditory presentation alone of 
a word was difficult, there was a higher benefit to understand audiovi-
sual words (van de Rijt et al., 2019). It is therefore not surprising that CI 
users show an enhanced visual influence on auditory perception (Desai 
et al., 2008) and stronger audiovisual interactions (Stevenson et al., 
2017) due to the limited CI input, on both behavioural and cortical 
levels. CI users are not only better at integrating audiovisual speech 
information when compared to normal-hearing (NH) listeners (Bavelier 
et al., 2006; Kaiser et al., 2003; Mitchell and Maslin, 2007; Rouger et al., 
2007). They also show a remarkably strong binding between the acti-
vation in the visual and auditory cortices during visual and audiovisual 
speech processing (Giraud et al., 2001c; Strelnikov et al., 2015). Given 
that previous findings on altered audiovisual speech processing in CI 
users are based on PET imaging, it is currently not well understood, 
whether these cortical alterations are already present at initial (sensory) 
or only at later cognitive processing stages. 

Event-related potentials (ERPs) derived from continuous electroen-
cephalography (EEG) represent a suitable tool to study cortical alter-
ations in CI users (Sandmann et al., 2009, 2015; Sharma et al., 2002; 
Viola et al., 2012). ERPs have a high temporal resolution, which allows 
tracking single cortical processing steps (Biasiucci et al., 2019; Michel 
and Murray, 2012). In particular, the auditory N1 (negative potential 
around 100 ms after stimulus onset) and the P2 (positive potential 
around 200 ms after stimulus onset) are elicited for auditory stimuli and 
are generated at least partly in the primary and secondary auditory 
cortex (Ahveninen et al., 2006; Bosnyak et al., 2004; Näätänen and 
Picton, 1987). Current frameworks suggest an automatic and sequential 
mode of cortical auditory processing, and a parallel processing of 
auditory information of distinct stimulus features within the supra-
temporal plane (De Santis et al., 2007; Inui et al., 2006). These auditory 
processes however can be influenced by top-down effects, in particular 
attention or predictions of incoming auditory events mediated by the 
frontal cortex (Dürschmid et al., 2019). Most of the previous ERP studies 
with CI users have focused on the N1 ERP to unisensory auditory stimuli, 
reporting that the N1 in CI users is reduced in amplitude and/or pro-
longed in latency compared to NH listeners (Finke et al., 2016a; Henkin 
et al., 2014; Sandmann et al., 2009; Timm et al., 2012). Recent studies, 
however, used more rudimentary, non-linguistic audiovisual stimuli 
(sinusoidal tones and white discs) to show an enhanced visual modula-
tion of the auditory N1 ERP in CI users when compared to NH listeners 
(Schierholz et al., 2015, 2017). These findings in CI users suggest not 
only difficulties in the cortical sensory processing of auditory stimuli, 

but also enhanced audiovisual interactions at sensory processing stages, 
particularly in conditions involving basic audiovisual stimuli. 

The present EEG study extends previous research (Schierholz et al., 
2015, 2017) by examining whether initial sensory cortical processing is 
also altered in CI patients in more complex audiovisual stimulus situa-
tions, especially in speech conditions. We used auditory syllables in 
combination with a computer animation of a talking head, providing the 
visual component of the stimuli (Fagel and Clemens, 2004; Schreit-
müller et al., 2018). These types of speech stimuli are advantageous as 
they are highly controllable, reproducible, speaker-independent and 
perfectly timed. We compared the cortical processing of auditory-only 
and audiovisual syllables between CI users and NH listeners by means 
of electrical neuroimaging (Michel et al., 2009), including topographic 
and ERP source analysis to explore the timecourse of cortical processing. 
Compared to the traditional analysis of ERP data, which is based on 
waveform morphology at certain electrode positions, electrical neuro-
imaging is reference-independent and considers the spatial character-
istics and the temporal dynamics of the global electric field to 
distinguish between effects of response strength, latency and distinct 
topographies (Michel et al., 2009). 

Based on previous results with simple audiovisual stimuli (Schierholz 
et al., 2015, 2017), we predicted a multisensory effect in CI users and NH 
listeners for the more complex audiovisual speech stimuli as well, both 
on the behavioural and on the cortical level. However, due to the limited 
CI input and experience-related cortical changes after implantation, we 
expected group differences in voltage topographies and cortical source 
configurations, which would point to altered cortical activation in CI 
users during auditory and audiovisual speech processing. 

2. Material and methods 

2.1. Participants 

In total, forty participants took part in the present study. Among 
these participants, six had to be excluded from further analyses due to 
the following reasons: bad EEG signal quality (n = 2), low number of 
correct trials (n = 2), one CI patient was hearing too well on the 
contralateral ear (rather single-sided deaf), and one NH participant was 
excluded due to the use of psychotropic drugs. Thus, for further analyses 
the total number of participants was thirty-four, with seventeen CI users 
(11 female, mean age: 59.3 years, range: 27 − 75 ± 12.1 years) and 
seventeen NH listeners (11 female, mean age: 59.9 years, range: 34 − 79 

± 11.1 years). NH controls were matched by gender, age, handedness, 
stimulated ear and years of education. The CI users were post-lingually 
deafened, implanted either unilaterally (n = 3, all left-implanted using a 
hearing-aid on the contralateral ear) or bilaterally (n = 14). All CI users 
had been using their CI continuously for at least 12 months prior to the 
experiment. Therefore, in the case of bilateral implantation, either the 
ear which met that criterion or the ‘better’ ear (the ear showing the 
higher speech perception scores in the Freiburg Monosyllabic test) was 
used as stimulation side. Details on the implant system and the de-
mographic variables can be found in Table 1. 

To verify age-appropriate cognitive abilities, the DemTect Ear test 
battery was used (Brünecke et al., 2018). DemTect Ear is a version of the 
conventional DemTect (Kalbe et al., 2004) especially adjusted for pa-
tients with limited hearing abilities. This version enables to test cogni-
tive skills independently of hearing and prevents disadvantages caused 
by hearing loss. It consists of various subtests including a word list, a 
number transcoding task, a word fluency task, digit span reverse, and 
delayed recall of the word list. These tests measure attention, memory 
and word fluency skills. All participants achieved total scores within the 
normal, age-appropriate range (13 − 18 points). Additionally, speech 
recognition abilities were measured by means of the German Freiburg 
monosyllabic speech test (Hahlbrock, 1970), using a sound intensity 
level of 65 dB SPL (see Table 4). None of the participants had a history of 
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psychiatric illness and all participants were native German speakers. All 
participants had normal or corrected-to-normal vision, as measured by 
the Landolt test (Landolt C) according to the DIN-norm given by 
Wesemann et al. (2010) and all participants were right-handed (assessed 
by the Edinburgh inventory; range: 80 − 100 %; Oldfield, 1971). 

All participants gave written informed consent prior to data collec-
tion and were reimbursed. The study was conducted in accordance with 
the Declaration of Helsinki (2013) and was approved by the Ethics 
Committee of the medical faculty of the University of Cologne (appli-
cation number: 18 − 257). 

2.2. Stimuli 

The stimuli used in this experiment were presented in three different 
conditions: visual-only (V), auditory-only (A) and audiovisual (AV). 
Additionally, there were trials with a black screen only (‘nostim’), to 
which the participants were instructed to not respond. We used the 
Presentation software (Neurobehavioral Systems, version 21.1) and a 
computer in combination with a duplicated monitor (69 in.) to control 
stimulus delivery. The stimuli were the two syllables /ki/ and /ka/ and 
they were taken from the Oldenburg logatome speech corpus (OLLO; 
Wesker et al., 2005). The syllables were cut out of the available loga-
tomes from one speaker (female speaker 1, V6 ‘normal spelling style’, no 
dialect). These two syllables differed in their phonetic distinctive fea-
tures (vowel place and height of articulation) in the vowel contrast (/a/ 
vs. /i/; Micco et al., 1995). These German vowels are different in terms 
of central frequencies of the first (F1) and second formant (F2). They 
represent the highest contrast between German vowels (e.g. Obleser 
et al., 2003), which makes them highly distinguishable for CI patients. 
These two syllables not only highly differ in terms of auditory 
(phoneme) realisation, but also in their visual articulatory (viseme) 
realisation. A viseme is the visual equivalent of the phoneme: a static 
image of a person articulating a phoneme (Dong et al., 2003). There are 
some phonemes that share identical visemes (Cappelletta and Harte, 
2012; Lucey et al., 2004; Mahavidyalaya, 2014), but for the vowels of 
the syllables used in this study, the visemes are clearly distinguishable 
(see illustrations in Jachimski et al., 2018), which is of importance given 
that we present visual-only trials as well. The syllables were edited using 
Audacity (version 3.0.2) in order to be cut and adjusted to the same 
duration of 400 ms. The intensity level of the syllables was adjusted in 

Adobe Audition CS6 (version 5.0.2) to ensure an equal intensity level of 
the stimuli (adjusted to the maximal amplitude). 

The visualisation of the syllables was created with MASSY (Modular 
Audiovisual Speech SYnthesizer; Fagel and Clemens, 2004), which is a 
computer-based video animation of a talking head. This talking head has 
been previously validated for CI patients and is an objective tool to 
create visual and audiovisual speech stimuli (Massaro and Light, 2004; 
Meister et al., 2016; Schreitmüller et al., 2018). To be able to create 
articulatory movements corresponding to the auditory speech sounds, it 
is necessary to create files that transform the previously transcribed 
sounds into a probabilistic pronunciation model providing the seg-
mentation and the timing of every single phoneme. This can be achieved 
by means of the web-based tool MAUS (Munich Automatic Segmenta-
tion; Schiel, 1999). To create a video file of the MASSY output, the 
screen recorder Bandicam (version 4.1.6) was used. The final editing of 
the stimuli was done with Pinnacle Studio 22 (version 22.3.0.377), 
creating video files of each stimulus in each condition: 1) Audiovisual 
(AV): lip-movements with corresponding speech sounds, 2) Auditory- 
only (A): black screen (video track turned off) combined with speech 
sounds, 3) Visual-only (V): lip-movements without speech sounds (audio 
track turned off). Each trial consisted of a static face (500 ms) and the 
video, which had a duration of 800 ms (20 ms initiation of lip move-
ments + 400 ms auditory syllable + 380 ms completion of lip move-
ments). For further analyses, we focused on the processing of the moving 
face (starting 500 ms post-stimulus onset/after the static face), as the 
responses to static faces comparing NH listeners and CI users have been 
investigated previously (Stropahl et al., 2015). 

For CI users, the stimuli were presented via a loudspeaker (Audi-
ometer-Box, type: LAB 501, Westra Electronic GmbH) placed in front of 
the participant. Since the CI users were supplied with a hearing aid or a 
second CI at the contralateral side, the device was removed during the 
recording. Additionally, the contralateral ear was closed with an ear- 
plug to ensure that only one ear was stimulated. For the NH partici-
pants, the stimuli were presented monaurally via insert earphones (3 M 
E-A-RTONE 3A) at the same side as in the matched CI users, and the 
contralateral ear was covered with an ear-plug as well. Stimulus pre-
sentation via insert earphones is advantageous when compared to free- 
field presentations because insert earphones avoid a confounding stim-
ulation of the second ear. Similar to the CI users, three of the NH lis-
teners were stimulated on the right ear, and fourteen on the left ear. The 

Table 1 
Demographic information on the CI participants; HA = hearing aid.  

ID Sex Age Handedness Fitting Stimulated 
ear 

Etiology Age at onset of hearing impairment 
(years) 

CI use of the stimulated ear 
(months) 

CI manufacturer 

1 m 61 right CI + CI left unknown 41 15 MedEl 
2 f 62 right CI + CI left unknown 10 36 Cochlear 
3 f 51 right CI + CI right amalgam 

poisoning 
20 54 Cochlear 

4 m 65 right CI + CI left hereditary 28 66 MedEl 
5 m 53 right CI + CI left Cogan syndrome 43 99 Cochlear 
6 f 75 right CI + CI left hereditary 57 30 Advanced 

Bionics 
7 f 39 right CI + CI right otosclerosis 24 17 Advanced 

Bionics 
8 f 70 right CI + CI left unknown 37 56 MedEl 
9 f 70 right CI + CI left meningitis 69 20 MedEl 
10 m 59 right CI +

HA 
left unknown 49 33 Advanced 

Bionics 
11 f 63 right CI + CI left meningitis 20 106 Advanced 

Bionics 
12 f 64 right CI + CI left whooping cough 9 78 Cochlear 
13 m 53 right CI + CI left unknown 30 235 Cochlear 
14 f 58 right CI +

HA 
left unknown 49 18 Advanced 

Bionics 
15 f 71 right CI + CI left otitis media 21 63 Cochlear 
16 f 27 right CI +

HA 
left sudden hearing 

loss 
6 236 MedEl 

17 m 56 right CI + CI right hereditary 19 63 MedEl  
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syllables were presented at 65 dB SPL. Both the CI users and the NH 
listeners rated the perceived loudness of the speech sounds by means of a 
seven-point loudness rating scale (Sandmann et al., 2009, 2010), which 
allowed to adjust the sound intensity to a moderate level of 60 − 70 dB 
(Allen et al., 1990). 

2.3. Procedure 

The participants were seated comfortably in an electromagnetically 
shielded and dimly lit room. The distance from head to screen was 
approximately 175 cm. The task was to discriminate the syllables /ki/ 
and /ka/ regardless of their modality (AV, A, V) by pressing a corre-
sponding button as fast as possible. Each syllable was assigned to one of 
the two buttons of a mouse. The sides of the assigned buttons were 
counterbalanced across participants to avoid a potential bias caused by 
the used finger. 

In all conditions (AV, A, V, ’nostim’), 90 trials each were presented 
per syllable, resulting in a total number of 630 trials (90 repetitions × 3 
conditions (AV, A, V) × 2 syllables (/ki/, /ka/) + 90 ’nostim’-trials). 
Each trial started with a static face of the talking head (500 ms) followed 
by a visual-only, auditory-only, audiovisual syllable or ’nostim’. Right 
after, a fixation cross was shown until a response has been given by the 
participant. The trials were pseudo-randomised such that no trial of the 
same condition and syllable appeared twice in a row. In total, there were 
five blocks which lasted for five minutes each, resulting in a total 
experimental time of approximately 25 minutes. After each block, the 
participants were given a short break. Before the experiment, the par-
ticipants were given a practice block consisting of five trials per condi-
tion to ensure that the task was understood. An overview of the 
paradigm is displayed in Fig. 1A. 

2.4. Additional behavioural measures 

Apart from hit rates and response times recorded during the EEG 
task, we obtained additional behavioural measures. After each experi-
mental block in the EEG task, the participants were asked to indicate on 
a scale, how effortful it was to perform the task. For that purpose, we 
used the ’Borg Rating of Perceived Exertion’-scale (Borg RPE-scale; 
Williams, 2017). Further, we examined the lip-reading abilities of the 
participants by using a behavioural lip-reading test, which has been 
applied in previous studies (Stropahl et al., 2015; Stropahl and Debener, 

2017). It consists of monosyllabic words taken from the German Frei-
burg monosyllabic speech test (Hahlbrock, 1970) and is video-taped 
with various professional speakers. The task of the participants was to 
watch the video of the visual performance of a word and to report, which 
word was lip-read. Additionally, the CI patients had to fill in the Nij-
megen Cochlear Implant Questionnaire (NICQ; Hinderink et al., 2000) 
assessing the quality of life in CI users. 

2.5. EEG recording 

EEG data were recorded with 64 AG/AgCl ActiCap slim electrodes 
using a BrainAmp system (BrainProducts, Gilching, Germany) and a 
customised electrode cap with an electrode layout (Easycap, Herrsching, 
Germany) according to the 10–10 system. Two of the 64 electrodes were 
placed below (vertical eye movements) and beside (horizontal eye 
movements) the left eye to record an electrooculogram (EOG). All 
channels were recorded against a nose-tip reference, with a midline 
ground electrode, placed slightly anterior to Fz. Data were recorded with 
a sampling rate of 1000 Hz and were online analogically filtered be-
tween 0.02 and 250 Hz. Electrode impedances were kept below 10 k Ω 
throughout the recording. 

2.6. Data analysis 

Data analysis was performed using MATLAB 9.8.0.1323502 
(R2020a; Mathworks, Natick, MA) and R (version 3.6.3; R Core Team 
(2020), Vienna, Austria). Topographic analyses were conducted in 
CARTOOL (version 3.91; Brunet et al., 2011). For source analysis, 
Brainstorm (Tadel et al., 2011) was used. The following R packages have 
been utilised: ggplot2 (version 2.3.3) for creating plots; dplyr (version 
1.0.4), tidyverse (version 1.3.0) and tidyr (version 1.1.3) for data 
formatting; ggpubr (version 0.4.0) and rstatix (version 0.7.0) for sta-
tistical computations. 

2.6.1. Behavioural data 
First, trials with missing or false alarm responses were removed from 

the dataset. For each participant, outlier trials with reaction times (RTs) 
exceeding the individual mean by more than three standard deviations 
were removed for each condition separately. Afterwards, the mean hit 
rates and RTs were calculated for each condition (AV, A, V). We focused 
on the averages of hit rates and RTs computed across the two syllables 

Fig. 1. Behavioural results. A) Simplified illustration of the paradigm. B) Mean response times for auditory (red), visual (green) and audiovisual (blue) syllables 
averaged over both groups, illustrating shorter response times for audiovisual syllables compared to auditory-only and visual-only RTs. C) Mean hit rates for auditory 
(red), visual (green) and audiovisual (blue) syllables averaged over both groups, exhibiting higher hit rates for auditory compared to visual syllables. D) Cumulative 
distribution functions for CI and NH. For both groups, the race model is violated, since both groups show that the probability of faster response times is higher for 
audiovisual stimuli (blue line) compared to the ones estimated by the race model (cyan line). Significant differences are indicated (*p < 0.05, **p < 0.01, 
***p < 0.001). (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.) 
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(/ki/, /ka/), given that supplementary analyses revealed no group dif-
ferences and no group-specific effects with regards to the syllable con-
ditions (Supplementary Fig. 1). To compare the performance for each 
group and for each condition, the hit rates and RTs were separately 
entered into a 3 × 2 mixed ANOVA, with condition (AV, A, V) as the 
within-subjects factor and group (NH, CI) as the between-subjects factor. 
In case of violation of the sphericity assumption, a Greenhouse-Geisser 
correction was applied. Moreover, post-hoc t-tests were performed and 
corrected for multiple comparisons using a Bonferroni correction, if 
there were significant main effects or interactions (p ≤ .05). 

The effect of facilitation in RTs for audiovisual input (i.e. faster RTs 
for AV) compared to unimodal stimuli (A, V) is known as the redundant 
signals effect (Miller, 1982). There are two models proposing an 
explanation for this issue: the race model and the coactivation model. 
The race model postulates that no neural integration is required to get a 
redundant signals effect (Raab, 1962). There is a competition of the 
independent unimodal stimuli (A, V) which are leading to a ’race’ that 
determines whether one or the other unimodal stimulus determines the 
RTs. Therefore, the RTs of redundant signals (AV) can be assumed to be 
faster due to statistical facilitation, since the probability of either of the 
stimuli (A and V) to show a fast RT is higher than from one stimulus (A or 
V) alone. Whereas the coactivation model (Miller, 1982) claims that 
there is an interaction of the neural responses of the single sensory 
stimuli of a pair resulting in a combination and creation of a new 
product before a motor response is started. This process leads to faster 
RTs. To examine whether faster RTs for audiovisual syllables resulted 
from statistical facilitation or were based on multisensory processes 
(coactivation), the race model inequality (Miller, 1982) was applied. 
This approach is widely used in the area of multisensory research. The 
assumption is that violation of the race model is evidence for the pres-
ence of multisensory interactions (Ulrich et al., 2007) and evidence 
against independent processing of each stimulus of a pair. According to 
the race model inequality, the cumulative distribution function (CDF) of 
the RTs in the audiovisual condition can never be larger than the sum of 
the CDFs of the unisensory (A, V) conditions: 

P(RTAV ≤ t) ≤ P(RTA ≤ t) + P(RTV ≤ t), for all t ≤ 0,

where P(RTx ≤ t) is the probability of a condition x ∈ {AV,A,V} to be 
lower than an arbitrary value t. For any given value of t, violation of the 
race model points to the existence of multisensory interactions (see also 
Ulrich et al. (2007) for further detailed information). We used the 
RMITest software by Ulrich et al. (2007) to prove violation of the race 
model inequality. For each participant, the CDFs of the RT distributions 
for each condition (AV, A, V) and for the sum of the modality-specific 
conditions (A + V) were estimated. To determine percentile values, 
the individual RTs were rank ordered for each condition (Ratcliff, 1979). 
Next, the CDFs for the modality-specific sum (A + V) and for the 
redundant signals conditions (AV) were compared for the five fastest 
deciles (bin width: 10 %) for each group separately (NH, CI). We used 
one-tailed paired t-tests with subsequent Bonferroni correction to ac-
count for multiple comparisons. Significance at any decile bin pointed to 
a violation of the race model suggesting multisensory interactions to 
occur. 

Concerning the other behavioural measures, in particular the lip- 
reading test and a subjective rating of the listening effort during the 
EEG task, we calculated two-sample t-tests to asses differences between 
CI users and NH listeners. 

2.6.2. EEG preprocessing 
EEG data were analysed with EEGLAB (version v2019.1; Delorme 

and Makeig, 2004) which is running in the MATLAB environment 
(Mathwork, Natick, MA). The raw datasets were downsampled to 500 
Hz and filtered using a FIR-filter with a high pass cut-off frequency of 
0.5 Hz and a maximum possible transition bandwidth of 1 Hz (cut-off 
frequency multiplied by two). Additionally, we applied a low pass cut- 

off frequency of 40 Hz and a transition bandwidth of 2 Hz. The Kaiser- 
window (Kaiser-β = 5.653, max. stopband attenuation = -60 dB, max. 
passband deviation = 0.001) was used for both filters (Widmann et al., 
2015). This procedure maximises the energy concentration in the main 
lobe by averaging out noise in the spectrum and minimising information 
loss at the margins of the window. For CI users, the channels located 
around the region of the speech processor and transmitter coil were 
removed (mean: 3.2 electrodes; standard error of the mean: 1.0, range: 
1 − 4). Next, the datasets were epoched into 2 s dummy epoch segments, 
and pruned of unique, non-stereotype artefacts using an amplitude 
threshold criterion of four standard deviations. An independent 
component analysis (ICA) was computed (Bell and Sejnowski, 1995) and 
the resulting ICA weights were applied to the epoched original data 
(1 − 40 Hz, − 200 to 1220 ms relative to the stimulus onset (including 
the static and moving face). Independent components exhibiting hori-
zontal and vertical eye movements, electrical heartbeat activity, as well 
as other sources of non-cerebral activity were removed (Jung et al., 
2000). Similar to the procedures used in previous EEG studies with CI 
users (Debener et al., 2008; Sandmann et al., 2009; Viola et al., 2012), 
independent components accounting for the electrical CI artefact were 
identified and removed by means of ICA. The identification of these CI- 
related components was based on the stimulation side and the time 
course of the component activity, showing a pedestal artefact around 
700 ms after the auditory stimulus onset (520 ms). Afterwards, the 
previously removed channels in CI users located around the speech 
processor and the transmitter coil were interpolated using a spherical 
spline interpolation (Perrin et al., 1989). This interpolation procedure 
enables a good dipole source localisation of auditory event-related po-
tentials (ERPs) in CI participants (Debener et al., 2008; Sandmann et al., 
2009). Only trials yielding correct behaviour (NH: 92.3 % ± 4.27 %; CI: 
88.96 % ± 4.0 %) were retained for further analyses. 

2.6.3. EEG data analysis 
Event-related potentials (ERPs) of all conditions (AV, A, V) were 

compared between CI and NH participants. Similar to the behavioural 
data analysis, we focused on the ERP averages computed across the two 
syllables (/ki/, /ka/), given that supplementary analyses revealed no 
group differences and no group-specific effects with regards to the syl-
lable conditions (Supplementary Fig. 1). To examine multisensory in-
teractions, we used the additive model which is expressed by the 
equation AV = A+V (Barth et al., 1995). If the processing of multi-
sensory (AV) stimuli is the sum of the processing of unisensory (A, V) 
stimuli, the model is satisfied and suggests independent processing steps 
or interactions that are fully linear. By contrast, if the model is not 
satisfied, it is assumed that there are non-linear interactions between the 
sensory modalities (Barth et al., 1995). As a next step, the equation was 
rearranged to A = AV − V. This allowed to compare the recorded ERP 
response to auditory-only stimuli (A) and the term [AV − V], reflecting 
the ERP difference wave that is calculated by subtracting the visual ERP 
from the audiovisual ERP response. The term [AV − V] represents a 
visually-modulated auditory ERP response, which is the estimation of 
the auditory response in a multisensory context. If there is no interaction 
between the auditory and the visual modalities, the auditory (A) and the 
modulated auditory (AV-V) ERPs should be the same. By contrast, if the 
ERPs for A and AV-V are not equal, this can be interpreted as indication 
for non-linear multisensory interactions (Besle et al., 2004; Stekelenburg 
and Vroomen, 2007; Stevenson et al., 2014; Teder-Sälejärvi et al., 2005; 
Vroomen and Stekelenburg, 2010). The interpretation of such non-linear 
effects as either sub-additive (A > AV − V) or super-additive 
(A < AV − V) is not straightforward and requires measurements that 
are reference-independent, measurements of power, or measurements of 
source estimates (e.g. Cappe et al., 2010). To ensure that an equal 
number of epochs for each condition contributed to the difference wave 
(AV-V), we reduced the number of epochs according to the condition 
with the lowest number of epochs for each subject individually. This 
procedure reduced the number of the initial epochs to 88.04 % (± 4.63 

N. Layer et al.                                                                                                                                                                                                                                   



NeuroImage: Clinical 34 (2022) 102982

6

%). After reducing the epochs to the same amount for each condition, 
we computed the difference waves (AV-V). 

In this study, we used an electrical neuroimaging (Michel et al., 
2009) analysis framework, including topographic and ERP source 
analysis to compare auditory (A) and modulated (AV-V) ERPs between 
and within groups (NH, CI). We explored these ERP differences by 
analysing the global field power (GFP) and the global map dissimilarity 
(GMD) to quantify ERP differences in response strength and response 
topography, respectively (Murray et al., 2008). In a first step, we ana-
lysed the GFP, at the time window of the N1 and the P2 (N1: 80 − 200 
ms; P2: 200 − 370 ms). The time windows were chosen based on visual 
inspection of the GFP computed for the grand average ERP. The GFP, 
which was first introduced by Lehmann and Skrandies (1980), equals 
the root mean square (RMS) across the average-referenced electrode 
values at a given instant in time or, more simply put, the spatial standard 
deviation of all electrodes at a given time (Murray et al., 2008). We 
deliberately chose the GFP in this study to analyse the cortical response 
strength without having the disadvantage that arbitrary channel selec-
tion may bias the results of the peak detection. Fig. 2A displays the ERPs 
for A and AV-V for CI users and NH listeners. The individual GFP peak 
mean amplitudes and latencies were detected (for each condition (A, 
AV-V) and time window (N1 and P2)) and were statistically analysed by 
using a 2 × 2 mixed ANOVA with group (NH, CI) as the between-subjects 
factor and condition (A, AV-V) as the within-subjects factor. This was 
done separately for each peak (N1, P2). 

In a second step, we looked at the GMD (Lehmann and Skrandies, 
1980) which quantifies topographic differences (and by extension, 
distinct configurations of neural sources; Vaughan Jr, 1982) between 
groups or experimental conditions, independently of the signal strength 
(Murray et al., 2008). The GMD was analysed in CARTOOL (Brunet 
et al., 2011) by computing a so-called’topographic ANOVA’ (TANOVA; 
Murray et al. 2008) to explore topographic differences between groups 
for each condition (CI(A) vs. NH(A) and CI(AV-V) vs. NH(AV-V)). 
Importantly, this is no analysis of variance, but a non-parametric 

randomisation test. This randomisation test was conducted by using 
5,000 permutations and by computing sample-by-sample p-values. An 
FDR-correction was applied to control for multiple comparisons (FDR =
false discovery rate; Benjamini and Hochberg, 1995). The minimal sig-
nificant duration was set to 15 consecutive time frames, given that 
previous observations suggest that ERP topographies do not continu-
ously change as time elapses, but stay stable for a certain period of time 
before changing to another topography (Michel and Koenig, 2018) and 
to account for temporal autocorrelation. 

2.6.4. Hierarchical clustering and single-subject fitting analysis 
Our results revealed differences across groups for the GMD for each 

condition (see section ’ERP results on the sensor level: GMD’ for more 
details), which is an indication for different underlying neural genera-
tors (e.g. Vaughan Jr, 1982). But, if this is the case, it is interesting to 
know, how these differences are caused. On the one hand, a GMD may be 
explained by the fact that CI users and NH listeners reveal a funda-
mentally different configuration of neural generators during audiovisual 
speech processing. On the other hand, a difference in topography can 
also result from a latency shift which causes similar topographic maps to 
be shifted in time (Murray et al., 2008). To distinguish between the two 
exploratory approaches, we performed a hierarchical topographic 
clustering analysis with group-averaged data (NH(A), NH(AV-A), CI(A), 
CI(AV-V)) to identify template topographies in the time windows of 
interest (N1, P2). This analysis was done in CARTOOL (Brunet et al., 
2011). Specifically, we applied the atomize and agglomerate hierar-
chical clustering (AAHC) which has been devised for EEG-data by 
Murray et al. (2008). It includes the global explained variance of a 
cluster and hinders blind combinations (or agglomerations) of clusters 
with short durations. Hence, the topographic clustering finds the mini-
mal number of topographies explaining the greatest variance in a given 
dataset (here CI(A), CI(AV-V), NH(A), NH(AV-V)). An ERP topography 
does not show a random variation across time, but rather stays stable for 
some time before changing to another topography. This empirical 

Fig. 2. Sensor ERP results. A) GFP of the conditions A and AV-V for NH listeners (blue) and CI users (red). Note that the GFP provides only positive values, given that 
it represents the standard deviation of all electrodes separately for each time point. The ERP topographies at the GFP peaks (N1, P2) are given separately for each 
group. Grey-shaded areas indicate the N1 and P2 time windows for peak and latency detection. Grey bars below mark the time window of significant GMDs between 
the two groups. B) N1 group effect (independent of the condition): the N1 latency is prolonged for CI users (red) compared to NH listeners (blue). C) P2 condition 
effect (independent of the group): the P2 latency is shorter for AV-V compared to A. Significant differences are indicated (*p < 0.05, **p < 0.01, ***p < 0.001). (For 
interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.) 
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observation has been referred to as microstates (Michel and Koenig, 
2018). A more detailed description of this approach can be found in 
Murray et al. (2008). 

Next, the template maps identified by the AAHC were submitted to a 
single-subject fitting (Murray et al., 2008) to see, how specific templates 
are distributed on a single-subject level. This was achieved by 
computing sample-wise correlations for each subject and condition be-
tween each template topography and the observed voltage topogra-
phies. Each sample was matched to the template map with the highest 
spatial correlation. We conducted a statistical analysis on the output, 
which was the first onset of maps (latency) and the map presence (number 
of samples in time frames) being assigned to a specific template topog-
raphy. Specifically, we performed a mixed ANOVA with group (NH, CI) 
as the between-subjects factor and condition (A, AV-V) and template 
map as within-subject factors, separately for each time window (N1, P2). 
In the case of significant three-way interactions, group-wise mixed 
ANOVAs (condition × template map) were computed. In case of viola-
tion of the sphericity assumption, a Greenhouse-Geisser correction was 
applied. Follow-up t-tests were computed and corrected for multiple 
comparisons using a Bonferroni correction. 

2.6.5. Source analysis 
We computed an ERP source analysis for each group and condition 

by using Brainstorm (Tadel et al., 2011). This was done to assess the 
question, whether the observed topographic group differences at N1 
latency can be explained by a fundamentally different configuration of 
neural generators during audiovisual speech processing. The source 
analysis was conducted according to the step-by-step tutorial provided 
by Stropahl et al. (2018). There are various proposed options to estimate 
source activities, but we chose the method of dynamic statistical para-
metric mapping (dSPM; Dale et al. 2000). This method has been suc-
cessfully applied in previous studies with CI patients (Bottari et al., 
2020; Stropahl et al., 2015; Stropahl and Debener, 2017). The dSPM 
method is able to localise deeper sources more precisely than standard 
norm methods, but the spatial resolution tends to remain low (Lin et al., 
2006). dSPM uses the minimum-norm inverse maps with constrained 
dipole orientations to estimate the locations of the scalp-recorded 
electrical activity. It works well for localising auditory cortex sources, 
even though it is a relatively small cortical area (Stropahl et al., 2018). 
Single-trial pre-stimulus onset baseline intervals (− 50 to 0 ms) were 
taken to calculate individual noise covariances to get an estimation of 
single-subject based noise standard deviations at each location (Hansen 
et al., 2010). As forward solution, the boundary element method (BEM) 
which is implemented in OpenMEEG was used as head model. The BEM 
gives three realistic layers and representative anatomical information 
(Gramfort et al., 2010). The activity data is shown as absolute values 
with arbitrary units based on the normalisation within the dSPM 
algorithm. 

The inbuilt function to perform t-tests against zero (Bonferroni cor-
rected, p = .001) was applied to the averaged dataset (averaged over 
conditions and groups) to obtain regions of interest (ROIs) based on the 
maximal source activity around the visual and auditory cortices in the 
time windows of interest (N1, P2). The predefined regions implemented 
in Brainstorm of the Destrieux-atlas (Destrieux et al., 2010; Tadel et al., 
2011) were chosen based on the t-test as they were lying within this 
area. The auditory ROI was defined as a combination of four smaller 
regions from the Destrieux-atlas (Destrieux: G_temp_sup-G_T_transv, 
S_temporal_transverse, G_temp_sup-Plan_tempo and Lat_Fis-post) of 
which the first three regions have been used in e.g. Stropahl and Debener 
(2017) or Stropahl et al. (2015). Similarly, previous studies have re-
ported activity in the auditory cortex during unisensory auditory pro-
cessing in CI patients in Brodmann area 41 and 42 (Sandmann et al., 
2009; Stropahl et al., 2018) which can be approximated by the chosen 
ROIs. As visual ROIs, three regions again from the Destrieux-atlas were 
chosen (Destrieux: G_cuneus, S_calcarine, S_parieto_occipital) that 
matched the results of the t-test against zero and which comprise the 

secondary visual cortex. Similar visual regions have been identified in 
previous studies with CI users (Giraud et al., 2001a; Giraud et al., 2001b; 
Prince et al., 2021). The selected ROIs can be inspected in the boxes of 
Fig. 4A. 

Single-subject source activities for each ROI, condition and group 
were exported from Brainstorm, and they were statistically analysed in 
the software R. First, the peak means and latencies of the peaks were 
calculated. We performed a mixed ANOVA separately for each time 
window of interest (N1: 80 − 200 ms, P2: 200 − 370 ms), with group 
(NH, CI) as between-subject factor and condition (A, AV-V), ROI 
(auditory, visual) and hemisphere (left, right) as within-subjects factors. 
If the sphericity assumption was violated, a Greenhouse-Geisser 
correction was applied. In the case of significant interactions or main 
effects, follow-up t-tests were computed and corrected for multiple 
comparisons using a Bonferroni correction. 

3. Results 

3.1. Behavioural results 

In general, the participants achieved a very high-performance level 
(hit rates ≥ 97.9%) in all conditions, and the mean of the RT was be-
tween 522 ms and 640 ms in both groups (Table 2). Importantly, the CI 
users with a hearing-aid on the contralateral ear (implanted unilaterally) 
were no behavioural outliers in comparison to the bilaterally implanted 
CI users (mean of response times ± one standard deviation: unilaterally 
implanted: 589 ms ± 152 ms, bilaterally implanted: 597 ms ± 96.2 ms). 
The 3 × 2 mixed ANOVA with condition (AV, A, V) as within-subject 
factor and group (CI, NH) as between-subject factor showed no main 
effect of group (F1,32 = 0.00039; p = .98, ηp2 = 0.00001), but a main 
effect of condition for RTs (F1,41 = 69.18; p ≤ .001, ηp2 = 0.22). Sub-
sequent post-hoc t-tests revealed that RTs to redundant signals (AV) 
were significantly faster when compared to V (t(33) = 15.4; p ≤ .001) 
or A (t(33) = 10.9; p ≤ .001). There was no difference in RTs between 
the unisensory stimuli A and V (t(33) = − 0.2; p = 0.87). These results 
are illustrated in Fig. 1B. 

Concerning the hit rates, the 3 × 2 mixed ANOVA with condition 
(AV, A, V) as within-subject factor and group (CI, NH) as between- 
subject factor revealed a significant main effect of condition (F2,64 = 3.8;
p ≤ .05, ηp2 = 0.05). Follow-up t-tests showed a difference in hit rates 
between A and V (t(33) = 2.74; p ≤ .05), with A having significantly 
more correct hits than V. The other comparisons (AV vs. A and AV vs. V) 
were not significant (AV vs. A (t(33) = 0.29; p = 0.88) and AV vs. V 
(t(33) = − 1.89; p = 0.2)). These results are illustrated in Fig. 1C. 

To examine the violation of the race model, the race model 
inequality was used. The one sample t-tests were significant in at least 
one decile for each group (Table 3). This means that the probability of 
faster response times is higher for audiovisual conditions compared to 
the ones estimated by the race model. This can also be observed in 
Fig. 1D. In sum, the violation of the race model in CI users and NH lis-
teners points out the presence of multisensory integration for both 
groups. 

3.2. Other behavioural results 

We calculated a two-sample t-test to assess differences in auditory 
word recognition ability and (visual) lip-reading abilities between CI users 
and NH listeners. The results revealed poorer auditory performance 
(p ≤ .001, Cohen’sD = 2.48), but better lip-reading skills for CI users 
compared to NH listeners (p ≤ .001, Cohen’sD = 1.42). Concerning the 
subjective listening effort measured during the EEG task, the t-test did not 
show a difference between CI users and NH listeners (p ≥ .05,
Cohen’sD = 0.19). Therefore, none of the two groups found the task 
more difficult than the other group. The scores for these measures are 
displayed in Table 4. 
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3.3. ERP results on the sensor level: GFP 

Fig. 2A displays the GFP of the grand averaged auditory ERPs for 
each group, in particular the unisensory auditory (A) and the visually 
modulated auditory (AV-V) ERP responses. The first prominent peak is 
visible for both groups approximately around 120 ms, which corre-
sponds to the time window of the N1. The second peak around 220 ms is 
less prominent for CI users than for NH listeners and is referred to as the 
P2 ERP. For the N1, a 2 × 2 mixed ANOVA with group (NH, CI) as 
between-subject variable and condition (A, AV-V) as within-subject 
factor was calculated for the GFP amplitude peak mean and the GFP 
peak latency. Concerning the peak mean, there were no statistically 
significant interactions or main effects. But, for peak latency, there was a 
significant main effect of group (F1,32 = 5.07; p ≤ .05, ηp2 = 0.13) for 
both A and AV-V. Subsequent t-tests revealed a prolonged N1 latency in 
CI users than NH listeners (t(33) = 2.78; p ≤ .05; Fig. 2B). 

Similar to the N1 ERP analysis, a 2 × 2 mixed ANOVA has been 
applied for the P2 GFP peak mean and latency. Regarding the P2 peak 
mean, the mixed ANOVA showed no significant interactions or main 
effects. For the P2 latency, the mixed ANOVA revealed a significant 
condition main effect (F1,32 = 8.75; p ≤ .05, ηp2 = 0.04). Follow-up t- 
tests showed a significant difference between A and AV-V (t(33) =

3.0; p ≤ .05) with shorter latencies for AV-V, indicating multisensory 
interaction effects to occur, independent of the factor group (Fig. 2C). 

3.4. ERP results on the sensor level: GMD 

Regarding the GMD, we computed sample-by-sample p-values to 
quantify differences in ERP topographies between groups and condi-
tions. Comparing the CI users and NH listeners separately for each con-
dition (CI(A) vs. NH(A) and CI(AV-V) vs. NH(AV-V)), the results revealed 

significant group differences for each condition (A and AV-V), both at 
the N1 (A = 80 − 136 ms; AV-V = 92 − 136 ms) and the P2 (A =
184 − 290 ms; AV-V = 198 − 278 ms) latency range (Fig. 2A, grey bars 
beneath the GFP plots). Additionally, we compared the ERP topogra-
phies of the groups with regards to the condition difference, which was 
obtained by subtracting A from AV-V (CI((AV-V)-A) vs. NH((AV-V)-A)). 
This analysis revealed a significant group difference at the time window 
156 − 174 ms, pointing towards group-specific audiovisual interaction 
processes. 

3.5. ERP results on the sensor level: Hierarchical clustering and single- 
subject fitting results 

To explore the origin of the underlying topographic difference be-
tween the two groups, we performed a hierarchical topographic clus-
tering analysis with group-averaged data (CI(A); CI(AV-V); NH(A); NH 
(AV-V)) to identify template topographies in the time windows of in-
terest (N1, P2). We applied the atomize and agglomerate hierarchical 
clustering (AAHC) to find the minimal number of topographies 
explaining the greatest variance in our dataset (i.e. the group-averaged 
ERPs). This procedure identified 12 template maps in 8 clusters that 
collectively explained 87.8% of these concatenated data. In particular, 
we observed two prominent maps for the N1 (map 5 and map 6) and four 
for the P2 (map 8, 9, 10, 11). These template maps were submitted to a 
single-subject fitting (Murray et al., 2008) to see, how the specific 
template maps are distributed on a single-subject level. In the following, 
template map 6 will be referred to as N1 topography, since it matches the 
topography of the N1 peak from previous studies (Finke et al., 2016; 
Sandmann et al., 2015) and from our ERP results in both groups 
(Fig. 2A). The template map 9 matches the P2 topography from previous 
studies (Finke et al., 2016a; Schierholz et al., 2021) and from NH 

Fig. 3. Hierarchical clustering and single-subject 
fitting results. A) Cumulative map frequency of the 
N1 maps: the CI users, but not the NH listeners show 
a conditions effect, with more frequent N1 map 
presences for AV-V compared to A. The correspond-
ing map topographies are displayed on the right side, 
with map 6 being referred to as the N1 topography. 
B) Cumulative map frequency of the P2 group effect: 
NH listeners reveal a more frequent presence of a P2 
topography (map 9) compared to CI users. C) Cu-
mulative map frequency of the P2 condition effect: 
there is an increase in the presence for P2 (map 9) 
and P2-like (map 11) topographies for AV-V 
compared to A. Significant differences are indicated 
(*p < 0.05, **p < 0.01, ***p < 0.001).   
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listeners in the current results (Fig. 2A), which is why this template map 
is henceforth referred to as the P2 topography. Accordingly, the template 
map 11 is comparable to the P2 topography observed in our CI users 
(Fig. 2A below). Given that the CI users in the present study showed only 
a weakly pronounced P2 ERP, the template map 11 is called P2-like 
topography in the next section. 

The observed topographic differences between groups and condi-
tions (as described in section ’ERP results on the sensor level: GMD’) 
could be due to a latency shift of ERPs and/or due to a fundamentally 

different configuration of neural generators during speech processing. 
To distinguish between these two explanatory approaches, we focused 
on two output parameters in the hierarchical clustering analysis, in 
particular the first onset of maps as well as the map presence. 

In a first step, we analysed the first onset of maps to address the 
question whether the observed differences in GMD can be explained by a 
latency shift. For this purpose, we performed a mixed-model ANOVA 
with group (NH, CI) as the between-subjects factor and condition (A, AV- 
V) and template map as the within-subject factors, separately for the N1 
and P2 time windows. For the N1 maps, the three-way mixed ANOVA 
showed a significant group × map interaction (F1,21 = 6.37; p ≤ .05,
ηp2 = 0.1). Post-hoc t-tests exhibited a difference between CI and NH 
for map 6 (t(28) = 3.79; p ≤ .001). Given that template map 6 corre-
sponds to a conventional N1 topography according to the distribution of 
the potentials on the scalp, these results confirm that the N1 of the CI 
users is generated later than the one of the NH listeners. For the first 
onset of the P2 maps, there were no significant main effects or 
interactions. 

Fig. 4. Source analysis results. A) N1 source activity for CI (red) and NH (blue) for each ROI separated by hemisphere. The source activity is shown as absolute values 
and has arbitrary units based on the normalisation within the dSPM algorithm in Brainstorm. The grey shaded areas mark the N1 time window. The location of the 
defined ROIs is illustrated in the boxes with auditory ROIs in blue and visual ROIs in yellow. B) Hemisphere effect of the N1 peak mean: NH listeners (blue) show 
more activity in the left auditory cortex and CI users (red) show more activity in the right auditory cortex regardless of the condition. C) Group effect of the N1 peak 
mean: CI users show more activity in the visual cortex compared to NH listeners, regardless of the condition. D) N1 latency effect: CI users show a prolonged N1 
latency compared to NH listeners, regardless of the condition. E) Condition effect of the N1 peak mean: there is a difference in activity between A and AV-V in the 
auditory cortex, indicating multisensory processes in both groups. F) P2 condition effect for the P2 peak mean: there is a significantly reduced auditory-cortex 
activation in AV-V compared to A, pointing towards cortical audiovisual interactions in both groups. Significant differences are indicated (*p < 0.05, **p < 0.01, 
***p < 0.001). (For interpretation of the references to colour in this figure legend, the reader is referred to the web version of this article.) 

Table 2 
Mean hit rates (in %) and mean response times (in ms).  

Condition Hit rates Response times  

NH CI NH CI 

A 99 ± 0.8 98.5 ± 1 627 ± 81.1 632 ± 99.1 
V 98.1 ± 1.3 97.9 ± 1.5 640 ± 102 623 ± 108 
AV 98.5 ± 1.5 98.3 ± 1.4 522 ± 86.2 532 ± 86.3  

Table 3 
Redundant signals and modality-specific sum in each decile. AV corresponds to 
the redundant signals condition. A + V corresponds to the modality-specific 
sum. Paired-samples one-tailed t-tests with Bonferroni correction for multiple 
comparisons were conducted for each group. An asterisk indicates a significant 
result (p ≤ .05/5).  

Decile NH   CI    

AV A + V p AV A + V p  
0.10 411 448 0.000* 413 449 0.000*  
0.20 443 481 0.000* 455 481 0.003*  
0.30 471 505 0.000* 480 505 0.007*  
0.40 497 524 0.002* 506 525 0.030  
0.50 521 543 0.011 530 542 0.108  

Table 4 
Other behavioural measures for CI users and NH listeners. A score of 100% 
means that all words have been repeated correctly both in the Freiburg mono-
syllabic test and the lip-reading test. Concerning the Nijmegen Cochlear Implant 
Questionnaire (NCIQ), a higher percentage value corresponds to a better quality 
of life. A higher value for the listening effort corresponds to more effort to 
perform the task.  

Group Freiburg test 
(%) 

Lip-reading test 
(%) 

NCIQ total 
(%) 

Listening 
effort 

NH 96.2 ± 5.7 15.8 ± 10.2 not applicable 11.8 ± 2 
CI 73.8 ± 11.4 35.5 ± 16.4 69.7 ± 15.1 12.2 ± 1.9  
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In a second step, we analysed the map presence (the number of time 
frames a corresponding template map is best-correlated to the single- 
subject data) to explore whether the topographic differences can be 
explained by group-specific patterns of ERP maps, which would point to 
distinct underlying neural generators between the two groups. Again, 
we performed a mixed-model ANOVA with group (NH, CI) as the 
between-subjects factor and condition (A, AV-V) and template map as 
the within-subjects factors, separately for the N1 and P2 time window. 

The results revealed a group × map × condition interaction (F1,32 =

9.1; p ≤ .005, ηp2 = 0.05). Post-hoc t-tests revealed in particular for the 
group of CI users a significant difference of map presence between A and 
AV-V for the template map 5 (t(16) = 3.42; p ≤ .01) and the template 
map 6 (t(16) = − 3.42; p ≤ .01). In CI users, the map 6 was similarly 
frequent to the map 5 in the auditory-only condition (A; number of 
samples 28.9 ± 20.6 vs. 27.1 ± 20.6), whereas the map 6 was more 
frequent compared to map 5 in the modulated condition (AV-V; number 
of samples 40.8 ± 15.6 vs. 15.2 ± 15.8). Thus, in CI users, the template 
map 6 better characterised the modulated response (AV-V) than the 
unisensory response (A). By contrast, the NH listeners in general showed 
a greater presence of map 6, irrespective of the condition (A: number of 
samples 45.6 ± 7.81; AV-V: number of samples 45.4 ± 8.81), and these 
individuals did not show a difference in the N1 ERP map presence be-
tween the modulated (AV-V) and the unisensory (A) responses (t(16) =

0.12; p = .9). Given that the template map 6 depicts a conventional N1 
topography, the results suggest that specifically the CI users generate a 
N1 ERP map for the modulated response (AV-V) more frequently 
compared to the unisensory (A) condition. The comparison of groups by 
means of post-hoc t-tests revealed only a difference between CI users and 
NH listeners for the unisensory (A) (t(16) = − 2.79; p ≤ .05), but not for 
the modulated response (t(16) = − 1.42; p = .16). 

In sum, our results about the first onset of maps and the map presence 
at N1 latency suggest that the group differences in N1 topography 
originate from two reasons, in particular 1) generally slowed cortical N1 
ERPs in CI users (regardless of condition), and 2) the distinct pattern of 
ERP maps in CI users as compared to NH listeners. The observation that 
the N1 topographies of the CI users differ from NH listeners especially in 
the auditory-only condition and that the two groups approximate in 
conditions with additional visual information, suggests that the CI users 
have a particularly strong visual impact on auditory speech processing. 
This visual impact on auditory speech processing is a manifestation of 
multisensory processes that remain intact in CI users despite the limited 
auditory signal provided by the CI. 

Regarding the P2, the three-way mixed ANOVA revealed a signifi-
cant group × map (F2,77 = 4.35; p ≤ .05, ηp2 = 0.09) and a condition ×
map (F3,96 = 6.79; p ≤ .001, ηp2 = 0.06) interaction. For the group ×
condition interaction, post-hoc t-tests revealed significant differences 
between NH and CI for three maps, in particular map 9 (t(33) =

− 3.48; p ≤ .001), map 10 (t(33) = 3.2; p ≤ .01) and map 11 (t(33) =

2.34; p ≤ .05)). NH listeners showed a conventional P2 topography 
(map 9) according to the distribution fo the potentials on the scalp more 
often than CI users regardless of the condition (see Fig. 3B). 

Following the condition × map interaction, post-hoc t-tests revealed 
significant differences between A and AV-V for all maps (map 8 (t(33) =

3.11; p ≤ .01), map 9 (t(33) = − 2.1; p ≤ .05), map 10 (t(33) =

2.27; p ≤ .05), map 11 (t(33) = − 2.69; p ≤ .05)). This result shows 
that P2 topographies (map 9) and P2-like topographies (map 11) are 
generated more often for modulated responses (AV-V) compared to 
unmodulated responses (A), which is illustrated in Fig. 3C. 

In sum, our results about the first onset of maps and the map presence 
at P2 latency suggest group-specific topographic differences at P2 la-
tency, with a stronger presence of a conventional P2 topography (map 9) 
in NH listeners, and a stronger presence of the slightly different P2-like 
topography (map 11) in CI users. Both of these maps 9 and 11 are more 
frequent in the modulated than in the auditory-only condition, pointing 
to changes in the cortical activation due to the presence of additional 

visual information in the speech signal. 

3.6. Results from ERP source analysis 

A source analysis was conducted to further explore the observed 
group differences and to evaluate the visual modulation of auditory 
speech processing in different cortical areas. Based on previous findings 
of experience-related cortical changes in CI users (Chen et al., 2016; 
Giraud et al., 2001b; Giraud et al., 2001c; Green et al., 2005; Sandmann 
et al., 2015), we focused on the auditory and visual cortex activity in 
both hemispheres. Single-subject source activities for each ROI, condi-
tion and group were exported from Brainstorm and were statistically 
analysed. The source waveforms for the N1 are displayed in Fig. 4A, 
showing the response in the auditory cortex (CI mean = 141 ms ± 29 ms; 
NH mean = 125 ms ± 25 ms) and the visual cortex (CI mean = 147 ms 
± 30 ms; NH mean = 137 ms ± 34 ms) for both groups. First, the peak 
means and latencies of the peaks were calculated, which were the 
dependent variables for the subsequent ANOVA. We performed a mixed- 
model ANOVA with group (NH, CI) as the between-subjects factor and 
condition (A, AV-V), ROI (auditory, visual) and hemisphere (left, right) 
as the within-subject factors for each time window of interest (N1, P2) 
separately. 

For the N1 peak mean, the mixed ANOVA revealed a group × ROI ×
hemisphere interaction (F1,32 = 8.44; p ≤ .01, ηp2 = 0.03) and a ROI ×
condition interaction (F1,32 = 16.81; p ≤ .001, ηp2 = 0.02). For the 
group × ROI × hemisphere interaction, post-hoc t-tests confirmed a 
significant difference in the left auditory cortex activity between NH 
listeners and CI users (t(28) = − 4.04; p ≤ .001), with NH listeners 
showing stronger activation in the left auditory cortex than the CI users, 
regardless of condition. Whereas, post-hoc t-tests confirmed a significant 
difference in right auditory cortex activity between NH and CI (t(28) =

2.03; p ≤ .05), with CI users showing stronger activation in the right 
auditory cortex than the NH listeners (Fig. 4B), regardless of the 
condition. 

To resolve the ROI x condition interaction from the initial ANOVA, 
post-hoc t-tests confirmed a difference between A and AV-V for the 
auditory cortex (t(67) = 5.71; p ≤ .001), with more activity for A 
compared to AV-V, pointing towards multisensory interaction processes 
in both groups (Fig. 4E), regardless of the hemisphere. 

For the visual cortex, post-hoc t-tests showed a significant difference 
in peak mean between NH listeners and CI users (t(67) = 3.6; p ≤ .001), 
with CI users exhibiting a stronger activation in the visual cortex than 
NH listeners (Fig. 4C), regardless of the condition and hemisphere. 

Concerning the N1 latency, the four-way mixed ANOVA showed a 
main effect of group (F1,32 = 7.39; p ≤ .05, ηp2 = 0.05) and ROI (F1,32 =

4.89; p ≤ .05, ηp2 = 0.02). Post-hoc t-tests revealed a difference in N1 
latency between NH listeners and CI users (t(135) = 3.82; p ≤ .001) and 
a difference between the auditory and visual cortex (t(135) =

− 2.53; p ≤ .05). Again, the results confirmed that the N1 is generated 
later in CI users compared to NH listeners regardless of the condition and 
hemisphere (Fig. 4D). 

Similar to the N1 ERP, a group (NH, CI) × condition (A, AV-V) × ROI 
(auditory, visual) × hemisphere (left, right) ANOVA was computed on 
the peak mean and latency of the P2. Regarding the P2 peak mean, the 
mixed ANOVA revealed a main effect of ROI (F1,32 = 18.31; p ≤ .001,
ηp2 = 0.08) and condition (F1,32 = 18.97; p ≤ .001, ηp2 = 0.04). Post- 
hoc t-tests showed a difference between the auditory and visual cortex 
(t(136) = 5.98; p ≤ .001), with more activity for the auditory cortex 
compared to the visual cortex, and a significant difference in peak mean 
between A and AV-V (t(136) = 5.25; p ≤ .001), indicating multisensory 
interaction in both groups. This multisensory effect at P2 latency is 
illustrated in Fig. 4F, providing the source waveforms (and the corre-
sponding box plot) separately for the auditory-only (A) and the modu-
lated (AV-V) response, averaged across the two groups. 

Regarding the P2 latency, we found no statistically significant 
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interactions or main effects for the P2 latency. 

3.7. Correlations 

We performed targeted correlations matching findings from previous 
studies using the Pearson’s correlation. The Benjamini-Hochberg (BH) 
procedure was applied to account for multiple comparisons (Benjamini 
and Hochberg, 1995). First, we verified that lip-reading abilities are 
related to the CI experience and the age at onset of hearing loss (Stropahl 
et al., 2015; Stropahl and Debener, 2017). The results revealed a positive 
relationship between lip-reading abilities and CI experience (r = .51; 
p = 3.8e − 2; significant according to BH), as well as a negative rela-
tionship between lip-reading abilities and the age at onset of hearing loss 
(r = − .73; p = 9.5e − 4; significant according to BH). This means that 
the longer the CI experience and the earlier the onset of hearing im-
pairments, the more pronounced are the lip-reading abilities in CI users. 
Second, we explored whether there is a relationship between CI expe-
rience and the activation in the visual cortex (Giraud et al., 2001c). 
Indeed, there was a positive correlation between CI experience and vi-
sual cortex activation at N1 latency (r = .68; p = 2.9e − 3; significant 
according to BH), indicating that a longer experience with the CI results 
in enhanced recruitment of the visual cortex during auditory speech 
processing. Moreover, previous studies reported a positive relationship 
between left-auditory cortex activation and speech comprehension, 
which however was not confirmed by the present results (Freiburg 
monosyllabic test:r = .27; p = .29; not significant according to BH). 
Finally, we correlated the NCIQ with the Freiburg monosyllabic test 
(Vasil et al., 2020) and found a strong positive relationship (r = .75; p =

4.9e − 4; significant according to BH), demonstrating that the quality of 
life is rising with better hearing performance. 

4. Discussion 

The present study investigated audiovisual interactions in CI users 
and NH listeners by means of EEG and behavioural measures. On the 
behavioural level, the results showed multisensory integration for both 
groups, as indicated by shortened response times for the audiovisual as 
compared to the two unisensory conditions. A multisensory effect was 
confirmed by the ERP analyses for both groups, showing a reduced 
activation in the auditory cortex for the modulated (AV-V) compared to 
the auditory-only (A) response, both at the N1 and the P2 latency. 
Nevertheless, we found specifically in the group of CI users a change of 
N1 voltage topographies when visual information was presented in 
addition to auditory information, which resulted in an approximation of 
the N1 topographies of the two groups. Thus, our behavioural and ERP 
findings demonstrate a clear audiovisual benefit in both groups, with a 
particularly strong visual impact on auditory speech processing in the CI 
users. 

Apart from these condition effects, we found differences between CI 
users and NH listeners, not only in ERP topographies (N1 and P2 la-
tency) but also in auditory- and visual-cortex activation (N1 latency). 
Regarding the latter, the ERP source analyses revealed that the CI users, 
when compared to the NH listeners, generally have an enhanced 
recruitment of the visual cortex at N1 latency, which is positively 
correlated with the duration of CI experience. Further, the ERP source 
analyses revealed a delayed N1 response in CI users for the auditory 
cortex, and a group-specific pattern of activation, with a leftward 
hemispheric asymmetry in the NH listeners and a rightward hemispheric 
asymmetry in the CI users. 

Taken together, these results suggest that the topographic group 
differences observed at N1 latency are caused by two different factors, 
notably the generally slowed cortical N1 response in CI users, and the 
group-specific differences in cortical source configuration. 

4.1. Multisensory integration in both groups – behavioural level 

Behavioural measures revealed that both the NH listeners and the CI 
users showed shorter reaction times for audiovisual syllables compared 
to unisensory (auditory-alone, visual-alone) syllables. There was no 
difference between auditory and visual conditions. Therefore, both 
groups show a clear redundancy effect for audiovisual syllables, sug-
gesting that on the behavioural level, the benefit for cross-modal input is 
comparable between the CI users and the NH listeners (Laurienti et al., 
2004; Schierholz et al., 2015), at least in conditions with short syllables 
that are combined with a computer animation of a talking head. Even 
though the CI provides only a limited input, the CI users’ responses were 
not delayed on the behavioural level. In line with this, there was no 
difference in subjective ratings of listening effort between the two 
groups, indicating that both groups were able to perform the task with 
comparable listening effort. 

Concerning purely visual syllables, we expected to find differences 
between CI users and NH listeners with shorter reaction times for CI 
users compared to NH listeners. This expectation is based on results from 
studies showing shorter reaction times for visual stimulation in 
congenitally deaf individuals (Bottari et al., 2014; Finney et al., 2003; 
Hauthal et al., 2014) and visually-induced activation in the auditory 
cortex, both in deaf individuals and CI users (Bavelier and Neville, 2002; 
Bottari et al., 2014; Heimler et al., 2014; Sandmann et al., 2012). This 
cross-modal reorganisation seems to be induced by auditory deprivation 
and might provide the neural substrate for enhanced superior visual 
abilities. CI users experience not only a time of deprivation before im-
plantation, but they also perceive a limited input provided by the 
implant, which may force these individuals to develop compensatory 
strategies. Indeed, previous studies have revealed that CI users show 
specific enhanced behavioural visual abilities, in particular improve-
ments in (visual) lip-reading skills when compared to NH listeners 
(Rouger et al., 2007; Schreitmüller et al., 2018; Stropahl et al., 2015; 
Stropahl and Debener, 2017). 

Nevertheless, the behavioural results on syllables in the present study 
show comparable results between CI users and the NH listeners, which 
resembles previous results from a speeded response task with basic 
stimuli, presenting tones and white discs as auditory and visual stimuli, 
respectively (Schierholz et al., 2015). The authors argued that CI users 
do not have better reactivity to visual stimuli compared to NH listeners 
when performing a simple detection task. However, the present task 
required detection and discrimination of the syllables. But, since there 
was only a choice of two syllables that had to be discriminated, the task 
might have been too easy to detect differences between the two groups, 
leading to ceiling effects (hit rates ≥ 97.9%). This argument is supported 
by our finding that CI users did not report an enhanced listening effort 
when compared to NH listeners, which contradicts previous studies that 
used more complex speech stimuli and which reported an enhanced 
listening effort in CI users (Finke et al., 2016a; Finke et al., 2016b). 
Nevertheless, similar to our study, Stropahl and Debener (2017) used a 
syllable identification task to compare CI users and NH listeners. They 
did not find behavioural group differences for visual syllables as well, 
although CI users in general showed enhanced lip-reading abilities, as in 
the present study. It seems that behavioural improvements in CI users 
are stimulus- and task-selective, and may be observed only under spe-
cific conditions and might be more pronounced if speech stimuli include 
semantic information (Moody-Antonio et al., 2005; Rouger et al., 2008; 
Tremblay et al., 2010). 

A benefit for cross-modal input, which is represented by a redundant 
signals effect for audiovisual stimuli, does not necessarily confirm 
multisensory integration. Faster reaction times for audiovisual stimuli 
might also result from statistical facilitation due to a competition be-
tween the unimodal auditory or visual stimuli, leading to a ‘race’ that 
determines the reaction times (Miller, 1982). To test whether statistical 
facilitation or coactivation were the cause for the redundant signals 
effect, we applied the race model inequality (Miller, 1982). Given that 
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the race model was violated for both the NH listeners and the CI users 
over the faster deciles of the RT distribution, we can conclude that au-
diovisual integration was contributing to the observed redundant signals 
effect in both groups. 

Our results on syllable perception revealed that the audiovisual gain 
in CI users and NH listeners was comparable. However, Rouger et al. 
(2007) used a word recognition task and showed for the CI users an 
enhanced gain in word recognition performance when the visual and 
auditory input was combined. The authors concluded that CI users are 
‘better audiovisual integrators’ when compared to NH listeners. The 
inconsistency to our results might originate from the difference of de-
mands in the task. As argued before, the task in our experiment and in 
the previous one with tones (Schierholz et al., 2015) was probably too 
easy to detect differences between the groups on the behavioural level. 
Schierholz et al. (2015) suggested that audiovisual benefits in CI users 
might be more pronounced in more ecologically valid stimulus condi-
tions, since CI users might need their compensatory strategies rather for 
more complex speech stimuli. 

However, it seems that syllables are not yet complex enough to show 
a group difference in multisensory enhancement between CI users and 
NH listeners. As both groups performed with a very high hit rate, a 
difference was not detected due to ceiling effects. We suppose that 
experimental designs with even more complex speech stimuli, such as 
words or sentences, are necessary to reveal behavioural differences in 
audiovisual speech processing between CI users and NH listeners. 

4.1.1. Multisensory interactions in both groups - cortical level 
To analyse the influence of the visual input on the auditory cortical 

response, we compared the ERPs to the auditory condition (A) with the 
modulated ERP response (AV-V). If there is a difference between the 
auditory and the modulated response, this can be interpreted as indi-
cation for multisensory interactions (Besle et al., 2004; Stekelenburg and 
Vroomen, 2007; Teder-Sälejärvi et al., 2005; Vroomen and Stekelen-
burg, 2010). In that case, the difference can be either subadditive 
(A > AV − V) or superadditive (A < AV − V) (Stevenson et al., 2014). In 
multisensory research, both subadditive results (e.g. Cappe et al., 2010) 
and superadditive results (e.g. Schierholz et al., 2015) have been re-
ported for ERPs. Regarding the current study, the source analyses of the 
N1 and P2 ERPs revealed a reduced cortical activation for the modulated 
(AV-V) compared to the auditory-only (A) ERPs. Thus, our results point 
to a subadditive affect in both the CI users and the NH listeners, which is 
present at different processing stages, specifically at N1 and P2 latency. 

Further evidence of cortical multisensory interaction in both the CI 
users and the NH listeners comes from our analysis of the global field 
power (GFP) and the topographic clustering analysis. Regarding the 
GFP, we found that the peak in the P2 time window was shortened for 
the modulated (AV-V) compared to the auditory-alone (A) responses. 
This observation confirms previous conclusions that a reduction in la-
tency can be a sign for multisensory integration processes (van Was-
senhove et al., 2005). Regarding the topographic clustering analysis, we 
found an increased presence of the P2 and P2-like topographies for the 
modulated responses (AV-V) compared to auditory responses (A). This 
effect was not specific to one group but was observed for both the CI and 
the NH individuals. Thus, our findings point to a visual modulation of 
auditory ERPs in both the CI users and the NH listeners, which confirms 
our behavioural results of multisensory integration in both groups. 

Similar to the present study, Schierholz et al. (2015) investigated 
audiovisual interactions by applying the additive model to ERP data. 
They showed a cortical audiovisual interaction as well, as indicated by a 
significant visual modulation of auditory cortex activation at N1 latency, 
specifically for elderly CI users as opposed to young CI users and elderly 
NH individuals. In our study however, the visual modulation in cortical 
activation was present in both the NH and the CI group. This discrepancy 
in results may result from the fact that we did not include two age groups 
in our study, as it has been done in Schierholz et al. (2015). 

4.2. Group differences in auditory and audiovisual processing 

There was no difference in global field power (GFP) between CI users 
and NH listeners, indicating that the strength of cortical responses was 
comparable between the two groups. However, there were group dif-
ferences in ERP topographies as shown by the global map dissimilarity 
(GMD). In particular, GMD group differences were found not only for the 
auditory-only condition (A) and the modulated response (AV-V), but 
also for the difference wave ((AV-V)-A). 

In sum, these results suggest that differences between groups did not 
result from differences in signal strength, but rather from differences in 
topography. A distinct electric field topography however can be caused 
by a latency shift of ERPs and/or by distinct configurations of the neural 
sources. We performed different analyses, including hierarchical clus-
tering, single-subject fitting and source analysis, to distinguish between 
these two causes for topographic group differences. The following sec-
tions discuss the results of these analyses. 

4.2.1. P2 time window 
Hierarchical clustering and single-subject fitting analyses for the P2 

time window revealed a condition effect (independent of group) and a 
group effect (independent of condition). The condition effect, showing a 
more frequent map presence for P2 and P2-like topographies has been 
discussed already in the section 4.1.1. Concerning the group effect, we 
found a more frequent presence for P2 topographies for NH listeners 
compared to CI users and more frequent P2-like topographies for CI 
users compared to NH listeners. But, as a whole, four template maps 
have been identified by the clustering analysis, showing variable dis-
tributions across groups and conditions. This leads to the conclusion that 
group differences are relatively probable but are not easy to depict due 
to the high variability in the data. Therefore, it is unlikely that a source 
analysis will find clear results to reveal group-specific cortical activation 
patterns. Indeed, the source analysis did not reveal group differences, 
neither in the auditory, nor the visual cortex activation. However, there 
was an amplitude reduction for AV-V compared to A over both groups, 
confirming audiovisual interactions but no differences between CI users 
and NH listeners (see section 4.1.1). 

It may be argued that our selected auditory ROI was not appropriate 
enough for P2 responses, which could have prevented finding a group 
difference in auditory-cortex activation. To verify the ROI selection, we 
conducted a supplementary source analysis for the P2 ERP with an 
adjusted, smaller ROI that was selected by considering previous studies. 
Specifically, previous studies using MEG (magnetoencephalography) or 
fMRI (functional magnetic resonance imaging) have reported that the 
auditory P2 is generated in the anterior part of the auditory cortex, in 
particular the lateral part of the Heschel’s gyrus (Bosnyak et al., 2004; 
Lütkenhöner and Steinsträter, 1998; Ross and Tremblay, 2009; Trem-
blay et al., 2014). This region is also implemented in the Destrieux-atlas 
in Brainstorm (G_temp_sup-G_T_transv), a subregion of our originally 
selected auditory ROI. Statistical analyses did not show any different 
results between the adjusted (i.e. smaller) and the original ROI. There-
fore, we conclude that CI users and NH listeners show a comparable 
recruitment of the auditory cortex during auditory and audiovisual 
speech processing, at least at the P2 latency range. 

4.2.2. N1 time window 
Hierarchical clustering and single-subject fitting results for the N1 

time window demonstrated a more frequent presence of N1 topogra-
phies for the modulated responses (AV-V) compared to purely auditory 
responses (A) for CI users, but not for NH listeners. Specifically for CI 
users, there was a difference between A and AV-V, showing a more 
frequent map 6 (N1 topography) and a less frequent map 5 presence 
(blurred N1 topography) for modulated responses and an equal map 
presence of map 5 and map 6 for purely auditory responses. By contrast, 
the NH listeners showed no differences in map presence between audi-
tory and modulated responses, hinting towards similar neural processes 
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to evaluate these stimuli. 
Regarding the CI users, the increased presence of a conventional N1 

topography (map 6) specifically for the modulated response indicates 
alterations in audiovisual processing and a multisensory benefit for CI 
users, if additional visual information is provided. It is likely that these 
cortical alterations in CI users reflect compensatory strategies, which CI 
users develop to overcome the limited CI input. This compensatory 
processing strategy may allow the CI users to better use the visual input 
to reach a processing level closer to the one of the NH listeners. This is 
confirmed by direct group comparisons showing differences between 
NH listeners and CI users only for the auditory, but not for the modu-
lated response. Overall, as suggested by Stevenson et al. (2014), hier-
archical clustering with subsequent single-subject fitting is a powerful 
approach to study multisensory interactions. This was confirmed in this 
study, since this method allowed us to demonstrate a clear audiovisual 
benefit for CI users when they were provided with additional visual 
input. We suggest that further studies using more complex speech 
stimuli should apply this approach as well to study multisensory in-
teractions in CI users. As with behavioural results (Moody-Antonio et al., 
2005; Rouger et al., 2008; Tremblay et al., 2010), it may be speculated 
that cortical audiovisual interactions in CI users are more pronounced if 
speech stimuli with semantic information are used. 

On the sensor level, ERP data showed a prolonged N1 latency for CI 
users compared to NH listeners, for both the modulated and the 
auditory-only responses. Hierarchical clustering and single-subject 
fitting analyses confirmed the delayed N1 topography in CI users 
compared to NH listeners by assessing the first onset of map 6 (N1 
topography). On the source level, again, the source activity results 
confirmed a delayed N1 response for CI users compared to NH listeners 
for both auditory and visual cortices. In fact, one might assume that the 
time until the electrical signal reaches the auditory nerve with a CI is 
faster than in NH listeners, since the signal does not have to undergo the 
processing through the middle and inner ear due to the direct stimula-
tion of auditory nerve fibres. Interestingly, in the study of Schierholz 
et al. (2017), delayed cortical responses have been found not only in 
patients with a CI but also in patients with an auditory brainstem (ABI; 
direct stimulation of the cochlear nucleus) and an auditory midbrain 
implant (AMI; direct stimulation of the inferior colliculus). Although 
central auditory implants bypass more structures than the CI, ABI and 
AMI patients revealed even more delayed cortical responses and poorer 
behavioral abilities when compared to CI patients (Schierholz et al., 
2017). Given that ABI and AMI are not yet optimised in electrode array 
designs and processing strategies (Lim and Lenarz, 2015; McKay et al., 
2013), the remarkable delay of the cortical response seems to be 
particularly related to the insufficient input provided by the central 
auditory implants (Schierholz et al., 2017). Similarly, the auditory input 
provided by the CI is limited, and the delayed N1 ERP responses in CI 
users, when compared to NH listeners, may reflect enhanced difficulties 
to process speech sounds, resulting in more time to encode the stimuli. 
Indeed, previous studies with NH listeners have shown that difficult 
acoustic listening conditions, for instance speech in background noise, 
cause a delay in the N1 response (Billings et al., 2011; Finke et al., 
2016a). Moreover, our results of a slowed cortical N1 ERP in CI users are 
consistent with several other studies, which used purely auditory stimuli 
of different acoustic complexity in unilaterally stimulated CI users 
(Beynon et al., 2005; Finke et al., 2016a; Sandmann et al., 2009, 2015) 
and in bilaterally stimulated CI users (Senkowski et al., 2014). 

Taken together, our results revealed group differences for the N1 
ERP. First, the hierarchical clustering and single-subject fitting analyses 
revealed a condition effect specifically for the group of CI users, showing 
distinct patterns of N1 topography between the auditory-only (A) and 
the modulated auditory response (AV-V; Fig. 3A). By contrast, the NH 
listeners showed no differences in map presence between auditory and 
modulated responses, hinting towards similar neural processes to eval-
uate these stimuli (Fig. 3A). However, the CI-specific condition effect 
points to a particularly strong visual impact in CI users on auditory 

speech processing, which may allow these individuals to compensate for 
the degraded CI input. Apart from this CI-specific condition effect, our 
results revealed a map dissimilarity at N1 latency between the two groups, 
independent of the condition. The topographic and source analyses 
revealed that these group differences at N1 latency can be explained by a 
delayed cortical N1 response in CI users when compared to NH listeners. 
However, as discussed in the next two sections (4.2.3 and 4.2.4), the 
source analyses also revealed that this map dissimilarity at N1 latency is 
additionally caused by a distinct configuration of neural sources. When 
compared to the NH listeners, the CI users showed an additional acti-
vation in the visual cortex and a delayed cortical activation with a 
reversed, rightward functional lateralisation in the auditory cortex (see 
sections 4.2.3 and 4.2.4 for more details). 

4.2.3. Intra-modal plasticity in the auditory cortex 
The source analysis of cortical activity revealed hemispheric differ-

ences between NH listeners and CI users, with NH listeners showing 
more activity in the left auditory cortex and CI users showing more 
activity in the right auditory cortex. There are two possible explanations 
for these results. 

The first explanation is associated with the CI-related stimulus 
degradation, which affects the basic acoustic properties of the presented 
syllables. Indeed, many CI users reported that they did not perceive the 
syllables as syllables, but rather as distinct sounds. Therefore, it is 
conceivable that the CI users were able to discriminate the different 
stimuli, although the sounds were not identified as speech sounds. The 
two hemispheres of the brain have been found to be specialised for the 
processing of distinct basic acoustic properties (Belin et al., 2000; 
Poeppel, 2003; Zatorre and Belin, 2001). The left auditory cortex is 
involved in speech processing, as it preferentially processes fast tem-
poral cues, which are largely contained in speech signals (Boemio et al., 
2005). Whereas the right auditory cortex has been found to be more 
involved in the processing of spectral aspects of sounds and slowly 
modulated temporal acoustic cues, which is a property of musical 
stimuli (Belin et al., 2000; Poeppel, 2003; Zatorre and Belin, 2001). 
Thus, the hemispheric differences during speech and music processing 
can be attributed to the relative specialisation of the two hemispheres 
for basic acoustic stimulus properties, in particular fast temporal versus 
slow spectrotemporal acoustic cues. For this reason, one can assume that 
there must be more involvement of the left auditory cortex for pro-
cessing syllables, which is the case for NH listeners. For CI users how-
ever, the present results show more recruitment of the right auditory 
cortex. It is likely that this hemispheric difference was caused by the CI- 
related syllable degradation, resulting in alterations of basic acoustic 
properties of the CI signal and leading to a relatively enhanced activa-
tion in the right auditory cortex. This interpretation is confirmed by our 
finding that CI users rather perceived the syllables more as meaningless 
sounds and not as linguistic input. 

The second explanation for group differences in hemispheric asym-
metries is related to cortical reorganisation, which might be caused by 
deafness before implantation and subsequent fitting with a CI. In the 
study of Sandmann et al. (2009) this claim has been investigated by 
comparing processing of NH listeners for normal and noise-vocoded 
stimuli to simulate the hearing experience of a CI patient. The results 
revealed no difference between the normal and vocoded responses in NH 
listeners, providing evidence against pure stimulus degradation effects. 
The authors rather suggest that functional differences arose due to a 
distinct hearing experience as a consequence of cortical plasticity. Our 
CI users experienced profound deafness, and through the supply of a CI, 
the hearing was restored but was still artificial and highly different 
compared to normal acoustic hearing. This process leads to experience- 
related changes in the normal pattern of response asymmetry. A previ-
ous study with unilaterally-implanted CI users (Mortensen et al., 2006) 
suggests that it is important to maintain the left auditory cortex for 
auditory processing to show more success with a CI. This study found 
associations for speech-induced left superior temporal gyrus activation 
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with high levels of speech comprehension in CI users. Accordingly, 
Giraud et al., (2001a) demonstrated enhanced activation in the left 
auditory cortex for phonology-specific stimuli for NH listeners compared 
to unilaterally-implanted CI users, which was interpreted as decreased 
left hemispheric specialisation for the processing of speech in CI users. 
This is in line with other studies on patients with profound hearing loss 
(Fujiki et al., 1998; Ponton et al., 2001) and studies with CI patients 
showing cortical reorganisation after cochlear implantation (Green 
et al., 2005; Pantev et al., 2006). 

In the present study, we can report group differences in auditory 
cortex asymmetries as well, as our groups were carefully matched in 
stimulation side. Since all participants were right-handed, we can 
exclude lateralisation effects caused by handedness. However, we 
cannot exclude that differences happened due to the side of implanta-
tion, as we could not split up our groups into right-implanted and left- 
implanted patients due to the limited sample size. Further studies are 
required to systematically disentangle the effects of implantation side 
and cortical asymmetries in CI users for different kinds of stimulation 
(speech and non-speech). 

4.2.4. Cross-modal plasticity in the visual cortex 
The source analysis showed a stronger activation in the visual cortex 

for CI users compared to NH listeners, hinting towards cross-modal 
activation of the visual cortex. This confirms the results from previous 
studies, reporting that cortical changes in CI users are not restricted to 
the auditory cortex (Campbell and Sharma, 2013, 2016; Chen et al., 
2016; Giraud et al., 2001a; Giraud et al., 2001b), but are also present in 
visual and even in inferior frontal areas (Rouger et al., 2012). 

Previous results have suggested that CI users compensate the limited 
auditory input provided by the CI by additionally recruiting the visual 
cortex (Doucet et al., 2006; Giraud et al., 2001c; Strelnikov et al., 2010, 
2013). Giraud et al. (2001c) reported in their PET (positron emission 
tomography) study greater auditory activation in the visual cortex for 
meaningful speech sounds in unilaterally-implanted CI users compared 
to NH listeners. This additional visual activity was associated with 
enhanced speech-reading abilities and longer CI experience (Giraud 
et al., 2001c). The authors suggest that the activation of the visual cortex 
for auditory processing is present due to an enhanced synergy of the 
auditory and visual modalities in CI users. It is conceivable that this 
audiovisual synergy helps recovering speech comprehension after 
cochlear implantation, when CI users need to learn to match the novel 
auditory speech inputs with the corresponding visual speech cues 
(Strelnikov et al., 2013). Indeed, the finding of a positive correlation 
between visual-cortex activation and the duration of CI experience in-
dicates that the visual modality helps to restore auditory speech 
perception. This is in line with our results, demonstrating a positive 
relationship between CI experience and visual cortex activation, sup-
porting experience-related plastic changes after implantation. 

Up to now, the cross-modal recruitment of the visual cortex for 
processing auditory stimuli in CI users has been observed for syllables, 
words, environmental sounds, pure tones and reversed words (Chen 
et al., 2016; Giraud et al., 2001a; Giraud et al., 2001c). Thus, cross- 
modal activation of the visual cortex is not restricted to a semantic 
content of the auditory stimulus (Chen et al., 2016), but seems to be 
highly beneficial with regards to behavioural abilities, such as lip- 
reading (Rouger et al., 2007; Stropahl et al., 2015; Stropahl and Deb-
ener, 2017) and audiovisual word integration (Rouger et al., 2007). 

Our study is the first EEG study showing visual recruitment for 
auditory (and audiovisual) stimuli and a positive correlation of CI 
experience with visual cortex activation in CI users, extending existing 
evidence in this direction. This confirms that EEG is a suitable tool to 
study cortical reorganisation in CI users with the advantage of the highly 
precise temporal resolution allowing to track single processing steps. 
Here, we found differences in cortical activation between CI users and 
NH listeners already at the initial cortical processing stage of the N1 time 
window (approximately 100 ms post stimulus onset). 

4.3. Clinical implications 

Given that life expectancy and the exposure to noise are rising, 
hearing problems will become increasingly prevalent in the ageing 
population (Sun et al., 2021). Therefore, treatment methods have to be 
optimised, as hearing loss is an important factor influencing the quality 
of live (confirmed here with the NCIQ). As both auditory and visual 
input (lip movements, gestures) contribute to speech perception, spoken 
language communication is an audiovisual task (Drijvers and Özyürek, 
2017; Grant et al., 1998; Sumby and Pollack, 1954). Especially in 
difficult hearing situations (for instance speech in background noise) the 
supportive role of the visual modality can be crucial for understanding 
speech (Sumby and Pollack, 1954). Enhanced lip-reading and audiovi-
sual integration abilities may support advantages in perceiving speech in 
ecologically valid listening situations comparable to real-life situations 
including both modalities (Rouger et al., 2007, 2012; Stropahl et al., 
2015, 2017). Therefore, it is essential to not only investigate auditory or 
visual processing in CI users separately, but to focus on the interaction of 
the two modalities. Currently, the clinical assessment of speech 
perception in CI users is typically restricted to purely auditory methods. 
Given the importance of visual input in real-life situations, this approach 
is insufficient for gauging the actual capabilities of CI patients (Ste-
venson et al., 2017). To further optimise treatment options for CI pa-
tients, it is important to develop audiovisual, ecologically valid 
assessment methods, which requires an improved understanding of the 
relationship between multisensory interactions and hearing perfor-
mance with a CI. The present study confirmed that CI users highly 
benefit from additional visual input and seem to use distinct processing 
strategies compared to NH listeners. In particular, their multisensory 
processes remain intact despite the insufficient auditory CI input. Our 
results are of clinical relevance, because strong audiovisual interactions 
could help optimising auditory rehabilitation after cochlear implanta-
tion. In the first weeks and months after implantation, the CI users need 
to learn to match the novel auditory inputs from the CI with the corre-
sponding visual cues (Strelnikov et al., 2009). It may be speculated that 
audiovisual trainings can fasten and improve the auditory rehabilitation 
with a CI. Indeed, first results from NH listeners (with vocoded speech 
sounds) as well as results from late-implanted deafened ferrets have 
indicated that audiovisual training can enhance auditory perceptual 
learning (Bernstein et al., 2013, Bernstein et al., 2014; Isaiah et al., 
2014, Kawase et al., 2009). Thus, future studies should examine whether 
these positive effects of audiovisual training on auditory-only perceptual 
learning can also be confirmed in CI users by including different groups 
(control group, training group) and by differentiating patients with short 
and long CI experience. This would allow to find out whether an 
audiovisual-based rehabilitation strategy can optimise rehabilitation 
and whether this approach is applicable even several months after CI 
switch-on. 

5. Limitations 

One limitation of this study is that we chose to stimulate only one 
ear, which might be unnatural for both the CI users and the NH listeners. 
This limits the conclusions regarding cross-modal reorganisation in CI 
users and makes it difficult to directly connect the experimental setting 
to the real world, as usually both ears are used. However, unilateral 
stimulation enabled us to control for the possible confounds caused by 
the contralateral ear (different hearing systems and hearing thresholds). 
Another limitation is that we used headphones for NH controls and 
loudspeakers for the CI users to present the stimuli. As we chose to 
stimulate one ear only, one cannot use loudspeakers for NH controls, as 
it is not possible to appropriately mute the second ear. Nevertheless, 
both the loudspeakers and the headphones were equally calibrated to an 
intensity level of 65 dB SPL, and a loudness rating scale was used to 
verify that the stimulus situation was as similar as possible across the 
two groups of participants. Moreover, one could argue that the different 

N. Layer et al.                                                                                                                                                                                                                                   



NeuroImage: Clinical 34 (2022) 102982

15

approach of auditory presentation could have influenced audiovisual 
integration. We are not aware about studies that systematically exam-
ined differences in audiovisual speech, comparing the stimulation via 
headphones with the stimulation via loudspeakers. However, precise 
time-alignment of the auditory and visual stimulus – an important factor 
in multimodal processing – was given in both presentation schemes. 
Still, in order to better understand alterations in audiovisual processing 
after cochlear implantation, future studies are required to systematically 
compare the stimulation of the CI ear alone, the contralateral ear alone 
and both ears together. This should be done with ecologically valid 
stimuli, such as complex speech stimuli, and different task conditions (e. 
g. passive vs. active). Further, we suggest that future studies should 
compare different subgroups of CI patients (bimodal (CI + hearing aid), 
bilateral (CI + CI), single-sided deaf (CI + NH)) to explore potential 
differences in multisensory processing and cross-modal reorganisation 
across the different CI groups. Specifically, these studies need to assess 
whether the observed alterations in audiovisual speech processing in 
different groups of CI users can be used to fasten and improve the 
auditory rehabilitation after cochlear implantation. 

6. Conclusion 

This EEG study used electrical neuroimaging, including topographic 
and ERP source analysis, to examine cortical interactions during au-
diovisual syllable discrimination in CI users and NH listeners. Our re-
sults revealed a clear multisensory effect in both the CI users and the NH 
listeners, as indicated by shorter behavioural response times and 
reduced auditory-cortex activation at N1 and P2 latency. In addition, for 
the N1 ERP topography we found a condition effect specifically for the 
group of CI users, showing a distinct pattern of N1 topography between 
the auditory-only (A) and the modulated auditory response (AV-V). This 
observation points to a strong visual impact on auditory speech pro-
cessing in CI users, which allows these individuals to compensate for the 
limited CI input. This visual impact on auditory speech processing is a 
manifestation of multisensory processes that remain intact in CI users 
despite the limited auditory signal provided by the CI. Finally, for the N1 
ERP topography we found a group effect, which was independent of the 
condition (A, AV-V). Our source analyses suggest that this group dif-
ference is caused by two different reasons. First, the CI users show a 
delay in the cortical N1 response, pointing to difficulties in the cortical 
processing of the degraded signal. Second, the groups show distinct 
configurations of cortical sources at N1 latency, including not only a 
distinct directionality of auditory-cortex asymmetry (left-ward laterali-
sation in NH listeners, right-ward lateralisation in CI users), but also the 
additional recruitment of the visual cortex in the group of CI users, 
which was positively related to the duration of CI experience. These 
results confirm distinct multisensory processing between CI users and 
NH listeners, highlighting the need for audiovisual testing in clinical 
practice and for developing audiovisual methods in order to improve 
auditory rehabilitation. 
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Supplementary Material 

To make sure that there were no group differences and no group-specific effects concerning the two 

syllable conditions (/ki/ and /ka/), we conducted some supplementary analyses on the behavioural and 

ERP data. On the behavioural level, we took a closer look at the hit rates and the response times and 

on the ERP level, we analysed the peak mean and latencies of the global field power (GFP) for the N1 

and the P2 time windows.  

1) Hit rates: We computed a three-way mixed-model ANOVA with group (NH, CI) as within-

subjects factor and condition (A, V, AV) and syllable (/ki/, /ka/) as within-subjects factors for 

the hit rates. In the case of violation of the sphericity assumption, a Greenhouse-Geisser 

correction was applied. Moreover, post-hoc t-tests were performed and corrected for multiple 

comparisons using a Bonferroni correction, if there were significant main effects or 

interactions (p < .05). The ANOVA showed a main effect of condition (𝐹1,64 = 3.74;  𝑝 ≤

.05,  𝜂𝑝2 = 0.031). Post-hoc t-tests showed a difference between A and V (𝑡(67) = 3.11;  𝑝 ≤

.01) with A exhibiting higher hit rates than V.  

2) Response times: We computed a three-way mixed-model ANOVA with group (NH, CI) as 

within-subjects factor and condition (A, V, AV) and syllable (/ki/, /ka/) as within-subjects 

factors for the response times. In the case of violation of the sphericity assumption, a 

Greenhouse-Geisser correction was applied. Moreover, post-hoc t-tests were performed and 

corrected for multiple comparisons using a Bonferroni correction, if there were significant 

main effects or interactions (p < .05). The ANOVA showed a condition x syllable interaction 

(𝐹1,64 = 9.53;  𝑝 ≤ .01,  𝜂𝑝2 = 0.002). Post-hoc t-tests showed a difference between /ki/ and 

/ka/ for A (𝑡(33) = −5.56;  𝑝 ≤ .001) and a a difference between /ki/ and /ka/ for AV 

(𝑡(33) = −4.44;  𝑝 ≤ .001), with /ka/ showing shorter response times than /ki/.  

3) GFP peak mean and latency: We computed a three-way mixed-model ANOVA with group (NH, 

CI) as within-subjects factor and condition (A, V, AV) and syllable (/ki/, /ka/) as within-subjects 

factors for the N1 peak mean and latency and the P2 peak mean and latency. In the case of 

violation of the sphericity assumption, a Greenhouse-Geisser correction was applied. 

Moreover, post-hoc t-tests were performed and corrected for multiple comparisons using a 

Bonferroni correction, if there were significant main effects or interactions (p < .05).  

• N1 peak mean: The ANOVA showed a main effect of syllable (𝐹1,32 = 18.71;  𝑝 ≤

.001,  𝜂𝑝2 = 0.06). Post-hoc t-tests showed a difference between /ki/ and /ka/ 

(𝑡(69) = 5.75;  𝑝 ≤ .001), with /ka/ showing greater amplitudes than /ki/. 

• N1 peak latency: The ANOVA showed a main effect of group (𝐹1,32 = 8.21;  𝑝 ≤

.01,  𝜂𝑝2 = 0.068) and a main effect of syllable (𝐹1,32 = 4.72;  𝑝 ≤ .05,  𝜂𝑝2 = 0.05). 

Post-hoc t-tests showed a difference between /ki/ and /ka/ (𝑡(69) = −2.72;  𝑝 ≤ .01), 

with /ka/ showing shorter latencies than /ki/. In addition, post-hoc t-tests showed a 

difference between NH and CI (𝑡(69) = 3.03;  𝑝 ≤ .01), with CI users exhibiting longer 

latencies compared to NH. 

• P2 peak mean: The ANOVA showed no significant main effects or interactions. 

• P2 peak latency: The ANOVA showed a main effect of condition (𝐹1,32 = 4.35;  𝑝 ≤

.05,  𝜂𝑝2 = 0.019). Post-hoc t-tests showed a difference between AV-V and A (t(33) = 

3.0;\, 𝑝 ≤  .05), with AV-V showing shorter latencies than A.  

The results revealed that there were no group-specific differences or group-specific interactions 

caused by including /ki/ and /ka/ as separate factors in the ANOVA. The Supplementary Figure 1 

illustrates the results from the supplementary analyses for both the behavioural (hit rates, response 

times) and the ERP data (GFP peak mean and latency for N1 and P2).  



 

 

 

 

Supplementary Figure 1: Analyses including the syllables /ki/ and /ka/ as separate factors. A) Hit rates: 

no difference between the syllables. B) Response times: difference in response times between the 

syllables for A and AV, but no group difference. C) N1 peak mean and latency: difference between the 

syllables (/ka/ shows greater amplitudes and shorter latencies than /ki/, but no group difference. D) 

P2 peak mean and latency: no significant difference between the syllables and the groups. Significant 

differences are indicated (*p < 0.05, **p < 0.01, ***p < 0.001). 
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synopsis

objectives SSD CI users experience a maximally asymmetric hearing experience,
as the input highly differs between the CI and NH ears (Gordon et al., 2013; Kral
et al., 2013). SSD CI users are a subset of CI users who are a comparably new CI
patient group, because it was previously believed that implantation was unnecessary
due to the intact NH ear (Arndt et al., 2011; Buechner et al., 2010). Nowadays,
it is recognised that an implantation improves sound localisation, speech-in-noise
intelligibility, and quality of life due to the restoration of binaural hearing (Kitterick
et al., 2015). Nevertheless, it remains unknown whether the side of implantation
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affects the benefits of CI implantation in those patients. Furthermore, when tested
monaurally, it is unclear whether speech processing via the NH ear of SSD CI users is
comparable to that of NH controls. To fill this gap, this EEG study aimed to investigate
the effect of implantation side on auditory speech processing by comparing the CI
ear with the NH ear of SSD CI users, as well as a control group of NH listeners.
Additionally, we intended to demonstrate that the experimental design we chose can
be used to objectively differentiate between proficient and non-proficient SSD CI users.

methods An EEG with 32 electrodes was recorded from SSD CI users and a
group of NH controls. The stimuli were auditory syllables (/ki/, /ka/, /ti/) which
were presented in a two-deviant oddball paradigm, whereby /ki/ was the frequent
syllable and the other two served as the infrequent deviant syllables. The task of the
participants was to press a button whenever a deviant syllable was perceived. The
CI users were tested with their CI and NH ears separately, one after the other. The
NH controls were also tested monaurally, whereby the other ear was stimulated with
a vocoded version of the stimuli. This means that the stimuli were degraded such
that they resembled the theoretical sound quality of a CI (Shannon et al., 1995). It was
expected that non-proficient SSD CI users are less capable of distinguishing /ki/ from
/ti/ because of the subtle difference in the consonant, which only differs in the place
of articulation. This is in contrast to the distinction between the syllables /ki/ and
/ka/, where the vowels lead to a clear difference.

analysis We analysed the hit rates and response times of the button presses and
the ERPs at N1, P2 and P3b latencies. The P3b is a marker of the central auditory
system’s capability to discriminate between a standard and a deviant sound (Polich,
2007; Henkin et al., 2009). On the sensor level, the N1 and the P2 were analysed based
on the activity at fronto-central electrodes, while the P3b was analysed based on the
activity at parietal electrodes. Subsequently, we performed a source analysis with the
ipsi- and contralateral activity in the auditory cortex. Both sensor and source ERP
data were statistically analysed based on the separate research question, including
the factors "group" (proficient/non-proficient SSD CI users or left/right implanted
SSD CI users), "stimulation side" (NH/CI ears), "stimulus type" (standard/ deviant 1/
deviant 2), and "hemisphere" (left/ right; for source analysis only).

results As expected, it was possible to distinguish proficient and non-proficient
SSD CI users based on the similarity between the standard and deviant syllables when
they were stimulated via the CI ear. In particular, the proficiency level was reflected in
the ERP amplitudes at N1 and P3b latency, with reduced and/or prolonged amplitudes
for non-proficient compared to proficient CI users. Accordingly, non-proficient CI
users showed poorer hit rates than proficient CI users. Comparing the processing of
syllables between the NH ear and the CI ear of the SSD CI users revealed generally
reduced and/or delayed ERPs for the CI ear, and prolonged response times for the CI
ear compared to the NH ear. Comparing the processing of NH controls for original
and vocoded stimulation did not reveal any statistical differences, neither at the
behavioural nor at the sensory ERP level. Furthermore, the left-ear implanted SSD
CI users exhibited an enhanced functional asymmetry in the auditory cortex than
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right-ear implanted SSD CI users, showing enhanced auditory-cortex activity in the
right compared to the left hemisphere. This was observable independent of whether
the syllables were presented via the CI or the NH ears. For right-implanted CI users no
such effect was observable. Interestingly, contrasting left with right stimulation with
vocoded stimuli in NH controls resulted in the same pattern of functional asymmetry
within the auditory cortex as in the left-implanted CI users. Finally, comparing the
processing of the NH ears of the CI users with the NH controls revealed differences in
functional asymmetry within the auditory cortex. Again, left-ear implanted CI users
showed a greater activity in the right hemisphere compared to right-ear implanted CI
users. NH controls did not exhibit such effects.

discussion The results confirm that the proficiency in syllable discrimination
can be assessed by N1 and P3b ERPs. Furthermore, the findings show that speech
processing is more difficult via the CI ear compared to the NH ear for SSD CI users.
A side-of-implantation effect was observed for left-implanted CI users when they
were stimulated both via the CI and the NH ear. When NH controls were stimulated
with vocoded (CI input simulated) syllables this resulted in a comparable effect for
left-sided stimulation. Whereas, when comparing the NH ears of CI users and NH
controls, the functional asymmetry is only observable for the CI users. We hypothesise
that the observed side-of-implantation effects for CI users emerge as a result of
cortical reorganisation caused by temporal deafness and/or limited sensory input
following cochlear implantation. Overall, the findings provide a better understanding
of rehabilitation success in SSD CI users by demonstrating that CI-related stimulus
degradation and experience-related functional changes in the auditory cortex affect
cortical speech processing in SSD CI users.
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Abstract
Cochlear implants (CIs) allow to restore the hearing function in profoundly deaf individuals. Due to the degradation of the 
stimulus by CI signal processing, implanted individuals with single-sided deafness (SSD) have the specific challenge that 
the input highly differs between their ears. The present study compared normal-hearing (NH) listeners (N = 10) and left- and 
right-ear implanted SSD CI users (N = 10 left, N = 9 right), to evaluate cortical speech processing between CI- and NH-ears 
and to explore for side-of-implantation effects. The participants performed a two-deviant oddball task, separately with the 
left and the right ear. Auditory event-related potentials (ERPs) in response to syllables were compared between proficient 
and non-proficient CI users, as well as between CI and NH ears. The effect of the side of implantation was analysed on the 
sensor and the source level. CI proficiency could be distinguished based on the ERP amplitudes of the N1 and the P3b. 
Moreover, syllable processing via the CI ear, when compared to the NH ear, resulted in attenuated and delayed ERPs. In 
addition, the left-ear implanted SSD CI users revealed an enhanced functional asymmetry in the auditory cortex than right-ear 
implanted SSD CI users, regardless of whether the syllables were perceived via the CI or the NH ear. Our findings reveal that 
speech-discrimination proficiency in SSD CI users can be assessed by N1 and P3b ERPs. The results contribute to a better 
understanding of the rehabilitation success in SSD CI users by showing that cortical speech processing in SSD CI users is 
affected by CI-related stimulus degradation and experience-related functional changes in the auditory cortex.

Keywords Single-sided deafness · Cochlear implants · Event-related potential · Oddball paradigm · Hemispheric 
asymmetry · Cortical plasticity

Introduction

Cochlear implants (CIs) can (partially) restore the hearing 
of individuals with severe to profound sensorineural hearing 
loss by direct electrical stimulation of the auditory nerve 
(Zeng et al. 2011). Compared to normal acoustic hearing, 
the sounds transmitted by a CI are limited in the spectral 

and temporal domain and have a smaller dynamic range 
(Drennan, 2008). Therefore, CI recipients need to adapt to 
the highly artificial inputs after implantation. However, the 
speech understanding with a CI remains limited and highly 
variable across the patients (Lenarz et al. 2012; Roberts et al. 
2013). Previous studies have shown that different individual 
factors contribute to this variability in CI outcome, among 
them peripheral factors (e.g. positioning of the electrode 
array), cortical reorganisation as induced by auditory dep-
rivation (before cochlear implantation) and by the (limited) 
electrical hearing with a CI (after cochlear implantation) 
(Lazard et al. 2012b; Lazard et al. 2012a, b, c).

The clinical margins for CI indication have been extended 
over the last years, now including single-sided deaf (SSD) 
individuals (Arndt et al. 2011a, b; Buechner et al. 2010). 
SSD CI users are to be distinguished from bilateral (CI on 
both ears) and bimodal (CI on one ear and hearing aid on 
the contralateral ear) CI users, since in SSD CI users the 
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signal quality of the input highly differs between the two 
ears, and the normal-hearing (NH) ear typically remains the 
dominant communication channel. This leads to maximal 
asymmetric auditory processing in this group of patients 
(Gordon et al. 2013; Kral et al., 2013). Nevertheless, Arndt 
et al. (2011a, b) showed improved hearing abilities in SSD 
patients aided with a CI compared to alternative treatments 
like contralateral routing of signal (CROS) or bone-anchored 
hearing aids (BAHA). SSD CI patients particularly benefit in 
sound localisation, speech understanding in noise and qual-
ity of life due to the restored binaural hearing (Kitterick et al. 
2015). However, it remains not well understood whether the 
extent of the benefits in SSD CI users depends on the side 
of implantation. Similar to the findings from CI users with 
bilateral hearing loss (Mosnier et al. 2014), first results point 
to a right-ear advantage for speech recognition ability in 
SSD CI patients as well (Wettstein and Probst, 2018). In 
addition to the largely unresolved question regarding the 
side-of-implantation effects, it remains unclear whether SSD 
patients—when tested with only the NH ear—show the same 
speech processing capabilities as NH listeners who use only 
one of their ears (Arndt et al. 2019; Maslin et al. 2015). To 
better understand these effects on the CI outcome in SSD 
CI users, the current study systematically compared speech 
processing between left- and right-ear implanted SSD users 
on the one hand, and between these two patient groups and 
NH listeners on the other hand.

After cochlear implantation, speech intelligibility is 
typically assessed via behavioural measures, in particular 
word and sentence tests (Haumann et al. 2010; Hey et al. 
2016, 2014; Hahlbrock, 1953; Hochmair-Desoyer et al. 
1997). Event-related potentials (ERPs) however allow the 
objective evaluation of speech processing in CI users with 
a high temporal resolution (Luck, 2014). Previous studies 
have used ERPs in the electroencephalogram (EEG) to 
study cortical auditory processing in CI users (Beynon 
et al. 2005; Finke et al. 2016; Finke et al. 2015; Hen-
kin et al. 2009; Sandmann et al. 2010; Sandmann et al. 
2009; Groenen et al. 2001). Most of these studies applied 
an auditory oddball paradigm, in which a frequent stand-
ard sound and an infrequent deviant sound were pseudo-
randomly presented, meaning that a deviant sound is fol-
lowed by at least two standard sounds. Using this type 
of paradigm allows the study of the N1 ERP (negativity 
around 100 ms post stimulus) and the P2 ERP (positivity 
around 200–250 ms post stimulus). These ERPs are elic-
ited in response to both the standard and deviant sounds 
and originate mainly from the auditory cortex (Crowley 
and Colrain, 2004; Näätänen and Picton, 1987). An addi-
tional deviant-related P3b response (positivity around 
300–650 ms) is elicited if the central auditory system can 
discriminate between the standard and the deviant sound 
(Henkin et al. 2009). It has been widely assumed that the 

P3b reflects the evaluation and classification of incoming 
auditory events (for a review, see Polich, 2007).

Most of the previous EEG studies on CI users have used 
an auditory oddball paradigm to study N1, P2 and P3b ERPs 
in individuals with bilateral hearing loss (Beynon et al. 
2005; Finke et al. 2016, 2015; Henkin et al. 2009). ERPs 
of postlingually deafened adult CI users seem to be reduced 
in amplitude and prolonged in latency when compared to 
NH listeners, suggesting that CI users have difficulties in 
the sensory (N1, P2) and higher-level cognitive processing 
(P3b) of the limited CI input (Beynon et al. 2005; Finke 
et al. 2016; Henkin et al. 2014; Henkin et al. 2009; Sand-
mann et al. 2009). Moreover, adult CI users with bilateral 
hearing impairment show functional changes in the auditory 
cortex contra- and ipsilateral to the CI ear after implanta-
tion (Finke et al. 2015; Green et al. 2005). It is therefore 
not surprising that this group of patients can show altered 
functional asymmetry in the auditory cortex when compared 
to NH listeners, suggesting that auditory deprivation and/or 
cochlear implantation induce changes in the normal pattern 
of cortical response asymmetries. In contrast to implanted 
children with SSD (Lee et al. 2020; Polonenko et al. 2017), 
not much is known about functional changes in the adult 
auditory cortex of SSD CI patients. Knowledge about plas-
ticity in the ipsi- and contralateral auditory cortex in SSD 
patients could help to understand the factors contributing to 
the CI outcome in these individuals. Thus, one principal aim 
of the present study was to evaluate the side-of-implantation 
effect on the functional asymmetry in the auditory cortex of 
adult SSD CI users.

Most of the previous studies using the oddball paradigm 
have been restricted to one stimulus pair (Billings et al. 
2011; Sasaki et al. 2009). However, it is of clinical interest 
to develop a time-optimized multi-deviant oddball paradigm, 
which allows assessing multi-attribute auditory discrimina-
tion ‘profiles’. In the present study, we used a two-deviant 
oddball paradigm with one standard syllable and two types 
of deviant syllables of different acoustic–phonetic demand. 
In addition to NH controls, left- and right-ear implanted SSD 
CI users were tested sequentially on both ears. We system-
atically compared the behavioural and electrophysiological 
measures within and between the different groups of adult 
participants, which allowed us to address the following 
research questions:

(1) Can a two-deviant oddball paradigm be used to objec-
tively evaluate the speech discrimination ability in SSD 
CI users?

(2) Do SSD CI users show differences in speech processing 
between the CI ear and the NH ear?

(3) Is there a side-of-implantation effect on speech process-
ing via the CI ear in SSD CI users?
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(4) Is there a side-of-stimulation effect on speech process-
ing via the NH ear in SSD CI users and in NH listen-
ers?

Following recent results on adult SSD CI users, we 
expected differences in behavioural and ERP measures 
between the CI ear and the NH ear in SSD CI users (Bönitz 
et al. 2018; Finke et al. 2016). In accordance with previous 
observations on the CI users with bilateral hearing loss, 
we hypothesised an altered functional asymmetry in the 
auditory cortex of SSD CI users when compared to NH 
listeners (Sandmann et al. 2009).

Material and Methods

Participants

Nineteen single-sided post-lingually deafened CI users 
participated in this study (six male; two left hand-
ers). All of them had no history of neurological or psy-
chiatric disorders. All participants used their CI at a 
daily basis (15.5 ± 0.7  h/day) for at least ten months 
(mean = 18 months; sd = 8 months). The age ranged from 
37 to 66 years (mean = 53.26 years; sd = 8.49 years). The 
duration of deafness before implantation varied from two 
months to 36 years (mean = 69 months; sd = 115 months). 
Since this variable is difficult to determine, anamnestic 
conversations were used to determine the time point at 
which a conventional hearing aid was no longer suffi-
cient to understand speech. The duration of deafness was 
then calculated as the period between this time point and 
the cochlear implantation. All subjects were unilaterally 
implanted with a CI, nine of them on the right side and 
ten on the left side. Apart from two participants, all of the 
CI users were right-handed, as assessed by the Edinburgh 
inventory (Oldfield, 1971). According to previous studies 
with SSD CI users (Bönitz et al. 2018; Finke et al. 2016), 
the four pure tone average (4PTA–over 0.5, 1,2 and 4 kHz) 
of the contralateral NH ear was ≤ 30 dB. Speech compre-
hension was tested using the Freiburg monosyllabic word 
test (Hahlbrock, 1970) and the Oldenburg sentence test 
(Wagener et al. 1999), the latter conducted with and with-
out background noise. Here, all stimuli were presented 
via a loudspeaker placed at a distance of 1.6 m from the 
listeners head located at 0° in a soundproofed booth. Addi-
tionally, ten age-matched NH controls participated in this 
study (two male). Their age ranged from 41 to 70 years 
(mean = 53.2 years; sd = 9.37 years). Detailed information 
about the implant systems and the demographic variables 
of the participants can be found in Table 1.

Stimuli

The stimuli consisted of three different syllables which were 
taken from the Oldenburg logatome (OLLO) corpus, pro-
viding natural spoken language stimuli (Welge-Lüßen et al. 
1997). The stimuli were generated by cutting the syllables 
/ki/, /ti/ and /ka/ out of the available logatomes from one 
speaker (male speaker 2, V6 “normal spelling style” and N3 
“dialect”). All syllables had a duration of 300 ms and were 
normalised using the RMS function of the Adobe Audition 
software. The syllables differed by the place of articulation 
in the consonant contrast (/k/ vs. /t/) (Henkin et al. 2009) 
and by phonetic features in the vowel contrast (/a/ vs. /i/), in 
particular the vowel height and the vowel place (Micco et al. 
1995). The German vowels /i/ and /a/ differ in the central 
frequencies of the first (F1) and second formant (F2). The 
formant values of /a/ are 730 Hz for F1 and 1284 Hz for F2. 
Regarding the vowel /i/, the formant values are 278 Hz (F1) 
and 2139 Hz (F2). In the German language, these formant 
values indicate the highest contrast between vowels, which 
should be perceivable by most of the CI users (Groenen et al. 
2001). Unlike the aforementioned vowels, the contrast of the 
consonants /k/ vs. /t/ is very small, only differing in their 
place of articulation. The syllables /ki/ and /ti/ differ in rapid 
spectral changes in the transition of F2, which represents 
the articulatory movement from the consonant to the vowel 
(Kent, 1997). Those characteristics are very difficult to dis-
tinguish for CI users. In this study, we deliberately used one 
easier (/ki/ vs. /ka/) and one more difficult stimulus contrast 
(/ki/ vs. /ti/) to study the effects of auditory discrimination 
ability on behavioural and ERP measures in SSD CI patients.

In addition to the auditory oddball task with “original”, 
unprocessed syllables, the NH control group performed 
three additional blocks with degraded, “vocoded” syllables. 
This adjusted sound condition allowed to analyse the effects 
of stimulus degradation comparable to CI processing (Shan-
non et al. 1995). A noise vocoder was used to degrade the 
syllables (Gaudrain and Başkent, 2015). The MATLAB code 
is available online (see Gaudrain, 2016). The vocoder fil-
tered the signal into four bands using 12th order, zero-phase 
Butterworth bandpass filters. The band boundaries were 
equally spaced based on a 35-mm basilar membrane dis-
tance (Greenwood, 1990) across a frequency range between 
0.2 and 20 kHz. To extract the temporal envelope, the output 
of each band was half-wave rectified and low-pass filtered 
at 250 Hz (zero-phase fourth order Butterworth filter). The 
envelope was then multiplied by a wide-band noise carrier, 
and the resulting signal was summed across bands.

Task and Procedure

The experimental paradigm consisted of an auditory odd-
ball task. The participants were presented with a frequent 
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standard syllable (/ki/, 80% probability) and two infrequent 
deviant syllables (/ka/ and /ti/, 10% probability each). The 
participants were instructed to respond to deviant syllables 
via a button press of a computer mouse. The total of 800 tri-
als were separated into three blocks with reasonable breaks 
in between. If a participant showed short response times, the 
inter-stimulus interval of 1400 ms was shortened accord-
ingly. Hence, the measurement time added up to a maxi-
mum of 19 min (800 trials × 1400 ms) per ear. The stimuli 
were presented in a pseudo-randomised order with the con-
straint that a deviant syllable was preceded by at least three 
standard syllables. This was, however, not known by the 
participants. Prior to the experiment, a short training was 
performed at each ear. The participants sat in a comfortable 
chair in a sound attenuated booth. To avoid eye movements, 
the participants were instructed to look at a fixation cross on 
a computer monitor throughout the task.

In the CI-only listening condition, the processor of the 
CI users was put inside an aqua case from the manufacturer 
Advanced Bionics (https:// www. advan cedbi onics. com) to 
avoid an additional stimulation of the NH ear. An earphone 
was inserted through a hole of the aqua case, where it was 
directly positioned over the microphone input of the CI. In 
general, all processors only fit into the aqua case with the 
compact batteries, which were provided by the clinic for 
each measurement. A long coil cable was used to connect 
the processor to the implant.

In SSD CI users, the use of an aqua case (in combination 
with an insert earphone) is advantageous compared to the 
stimulation via direct connect or loudspeakers for the follow-
ing two reasons. First, the patients used CI processors from 
different manufacturers. A presentation of the stimuli via 
direct connect was not used to avoid an additional potential 
bias through the different ways of stimulus transfer into the 
different types of sound processors. Second, stimulus deliv-
ery via a loudspeaker would have been inappropriate, as this 
condition prevents a sufficient (passive) stimulus masking of 
the NH (i.e., non-tested) ear (Park et al. 2021).

Regarding the NH-only condition in SSD CI users and 
NH listeners, the stimuli were presented via inserted ear-
phones positioned in the external auditory canal. The con-
tralateral ear, that is, non-tested ear, was masked with an 
earplug in all conditions and groups. In general, the audio 
input level was calibrated to an acoustical input at 65 dB 
SPL. In addition, the participants performed a subjective 
rating before the start of the experiment. The loudness was 
readjusted to ensure that it was set to a moderate level in 
each individual, which is equivalent to a level of 60–70 dB 
SPL (e.g. Sandmann et al. 2009). This adjustment is impor-
tant, since recent auditory brain imaging studies showed that 
the loudness can affect cortical activation (Zhou et al. 2022).

To have a measure of the subjective listening effort, par-
ticipants were asked after every block of the experiment 

to rate the effort of understanding the syllables on a scale 
between zero (no effort at all) and five (very demanding). In 
addition, we asked the participants to rate the difficulty to 
perform the task on a similar scale (between zero (no effort 
at all) and five (very demanding)).

Data Recording and Analysis

Behavioural Data: Auditory Oddball Task

The percentage of hit rates (hits) and individual mean 
response times (RT) of correct trials were analysed. Correct 
responses were defined as the occurrence of a button press in 
response to deviant syllables from 200 to 1200 ms following 
stimulus onset.

Electrophysiological Data: Recording and Data Processing

The EEG was continuously recorded with a BrainAmp DC 
amplifier from 30 active electrode sites, placed according to 
the extended 10/20 system (Brainproducts, http:// www. brain 
produ cts. com). An additional electrode was placed under the 
left eye for recording electrooculography (EOG), and the 
reference electrode was placed on the nose. The EEG was 
digitized at 1000 Hz, and the impedance was kept below 5 
kΩ throughout the recording.

The data was analysed with EEGLAB (Delorme and 
Makeig, 2004) running in the MATLAB environment 
(R2020a; Mathworks). The EEG was downsampled to 
500 Hz and offline filtered with a FIR-filter, using a high 
pass cut-off frequency of 0.1 Hz and a maximum possible 
transition bandwidth of 0.2 Hz (two times the cut-off fre-
quency) plus a low-pass cut-off frequency of 40 Hz and a 
transition bandwidth of 2 Hz. For both filters, the Kaiser-
window (beta = 5.653, max. stopband attenuation = -60 dB, 
max. passband deviation = 0.001) approach was used (Wid-
mann et al. 2015). This approach maximises the energy 
concentration in the main lobe, thus averaging out noise 
in the spectrum and reducing information loss at the edges 
of the window (Widmann et al. 2015). Missing channels 
located over the region of the speech processor and transmit-
ter coil were removed (mean and standard error: 0.6 ± 0.6 
electrodes; range: 0–2 electrodes). The EEG data of the 
CI ear was segmented into epochs from − 100 to 400 ms 
relative to the stimulus onset, and it was baseline corrected 
(− 100 to 0 ms). Similar to previous studies, an independ-
ent component analysis (ICA) was then applied to the seg-
mented data to identify the electrical CI artefact which spa-
tially and temporally overlaps with auditory brain activity 
(Debener et al. 2007; Sandmann et al. 2010, 2009). After 
applying the ICA weights to the original (down-sampled 
and filtered (0.1–40 Hz) continuous EEG) data, all com-
ponents that could be assigned to the electrical CI artefact 
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were removed. Subsequently, the EEG datasets of both sides 
(CI ear: after first ICA-based artefact reduction; NH ear: 
original, i.e. down-sampled and filtered (0.1–40 Hz)) were 
merged and segmented into 2 s dummy segments. Segments 
exceeding an amplitude threshold criterion of four standard 
deviations were removed, and a second ICA was applied. All 
components assigned to ocular artefacts and other sources 
of non-cerebral activity were removed (Jung et al. 2000). 
Afterwards, the removed channels over the CI were inter-
polated using a spherical spline interpolation, a procedure 
still allowing good dipole source localisation of auditory 
event-related potentials (ERPs) in CI users (Debener et al. 
2007; Sandmann et al. 2009). Only correct responses (hits 
for deviant syllables and correct rejections for standard syl-
lables) were included for ERP analysis. Subsequently, a peak 
analysis of ERPs was performed on single-subject averages 
measured at different regions-of-interest (ROIs). We defined 
a frontocentral and a parietal ROI based on the grand aver-
age computed across all conditions and participants. The 
frontocentral ROI included the channels FCz, FC1, FC2, 
Fz and Cz and was used to analyse the N1 and P2 ERPs. 
The parietal ROI included the channels Pz, P3, P4, CP1 and 
CP2 and was used for the peak detection of the P3b com-
ponent. For ERP quantification, individual peak amplitudes 
and latencies were measured by detecting the maximum and 
latency of ERP peaks in commonly used latency bands of 
the N1, P2 and P3b ERPs (Luck, 2014; Picton, 2010; N1: 
80–160 ms; P2: 180–300 ms; P3b: 300–900 ms).

Source Analysis

Cortical source activities were computed using the Brain-
storm software (Tadel et al. 2011) and following the tutorial 
of Stropahl et al. 2018. Brainstorm applies the method of 
dynamic statistical parametric mapping of the data (dSPM; 
Dale et al. 2000). This method uses the minimum-norm 
inverse maps with constrained dipole orientations to esti-
mate the locations of the scalp-recorded electrical activity 
of the neurons. It seems to localise deeper sources more 
accurately than standard minimum norm procedures, but the 
spatial resolution remains blurred (Lin et al. 2006). Prior to 
source estimation, the EEG data was re-referenced to the 
common average. Single-trial pre-stimulus baseline inter-
vals (− 200 to 0 ms) were used to calculate individual noise 
covariance matrices and thereby estimate individual noise 
standard deviations at each location (Hansen et al. 2010). 
As a head model, the boundary element method (BEM) 
as implemented in OpenMEEG was used, providing three 
realistic layers and representative anatomical information 
(Gramfort et al. 2010; Stenroos et al. 2014). Source activi-
ties were evaluated in an a-priori defined auditory region-
of-interest (ROI). The definition of the ROI was based on 
the Destrieux-Atlas implemented in Brainstorm (Destrieux 

et al. 2010). The used auditory ROI comprised four smaller 
regions of the original atlas (G_temp_sup-G_T_transv, 
G_temp_sup-Plan_tempo, Lat_Fis-post, S_temporal_trans-
verse). These regions were combined using the “merge 
scouts” feature in Brainstorm and approximated Brodmann 
areas 41 and 42. Peak activation magnitudes and latencies 
within this ROI were extracted for each individual partici-
pant. The activation data is given as absolute values with 
arbitrary units based on the normalisation within the dSPM 
algorithm.

Statistical Analyses

The subsequent statistical analysis was performed in R (Ver-
sion 3.6.3, R Core Team 2020, Vienna, Austria). To address 
the four different research questions, the amplitudes and 
latencies of auditory ERPs were analysed separately on the 
sensor level (frontocentral ROI on head surface: N1, P2; 
parietal ROI on head surface: P3b) and on the source level 
(ERP source analysis: activation in ipsi- and contralateral 
auditory cortex at N1 latency). This was done by computing 
mixed ANOVAs with the between-subject factor “group” 
(proficient/non proficient CI users or left/right implanted 
patients) and the within-subject factors “stimulation side” 
(CI/NH), “stimulus type” (standard/deviant 1/deviant 2) and 
“hemisphere” (left/right). Significant interactions and main 
effects (p < 0.05) were followed-up by paired t-tests, and the 
Holm-Bonferroni approach was used for the correction of 
multiple comparisons (Holm, 1979). In the case of violation 
of spericity, a Greenhouse–Geisser correction was applied.

Results

Question 1: Can a Two‑Deviant Oddball Paradigm 
Be Used to Objectively Evaluate the Speech 
Discrimination Ability in SSD CI Users?

Behavioural Results

The mean RTs of the nineteen SSD CI users were analysed 
with a two-way ANOVA, including the within-subject fac-
tors “stimulated ear” (CI, NH) and “stimulus type” (devi-
ant 1, deviant 2). A significant main effect of “stimulated 
ear”  (F1,13 = 23.82,  padj ≤ 0.001, η2 = 0.22) was followed up 
by pairwise comparisons, revealing faster RTs when syl-
lables were presented via the NH ear compared to the CI 
ear (p ≤ 0.001). A significant main effect of “stimulus type” 
 (F1,13 = 8.56,  padj = 0.012, η2 = 0.08) was followed up by 
pairwise comparisons, revealing faster response times for 
deviant 1 compared to deviant 2 (p = 0.04).

In contrast to the RTs, the hit rates showed a more 
complex pattern of results. While all participants could 
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reliably discriminate deviant 1 from the standard sound 
(CI: 90.86 ± 0.07%, NH: 92.17 ± 0.05%), only some of the 
participants were able to reliably differentiate deviant 2 
from the standard sound. Hence, the group of participants 
(including both the left- and right-ear implanted SSD CI 
users) was divided into two subgroups (proficient, non-
proficient CI users) based on the median split in the 
behavioural performance (median of hit rate = 37.5%). In 
the following, these subgroups are referred to as profi-
cient (performance > 37.5%) and non-proficient CI users 
(≤ 37.5%).

The hit rates of the participants were analysed using a 
three-way mixed ANOVA, with the between-subject fac-
tor “group” (proficient, non-proficient) and the within-
subject factors “stimulated ear” (CI, NH) and “stimulus 
type” (deviant 1, deviant 2). A significant three-way 
interaction  (F1,17 = 147.84,  padj ≤ 0.001, η2 = 0.62) was 
followed up by simple two-way interactions and pairwise 
comparisons. As expected, there was a significant differ-
ence between the two groups for the stimulation of the 
CI ear (Fig. 1b): The proficient users had higher hit rates 
for deviant 2 when compared to the non-proficient users 
(p ≤ 0.001). By contrast, there was no group difference 
for the stimulation of the NH ear.

Comparing the response times between the proficient 
and non-proficient CI users revealed no significant dif-
ference between the two groups, neither for the CI ear nor 
for the NH ear.

ERPs: Proficient vs. Non‑Proficient CI Users

The grand average ERPs from both the NH ear and the CI 
ear revealed an N1 and P2 response (Fig. 1c, Supplementary 
Fig. 1). In addition, the grand average ERPs showed a P3b 
ERP around 400–600 ms, which was observed in response 
to both deviant types in the proficient CI users, but which 
was restricted to deviant 1 in the non-proficient CI users 
(Fig. 1c).

In a first step of the ERP analysis, we focused on the 
N1 and P2 ERPs. We computed a two-way mixed ANOVA 
for the N1 and P2 ERPs, with the between-subject factor 
“group” (proficient, non-proficient) and the within-subject 
factor “stimulus type” (deviant 1, deviant 2). This was done 
separately for the stimulation over the CI ear and the NH 
ear. Regarding the stimulation over the CI ear, we found a 
main effect of “group” for the N1 amplitude  (F1,17 = 4.16, 
 padj = 0.057, η2 = 0.16) and the N1 latency  (F1,17 = 5.68, 
 padj = 0.029, η2 = 0.14), respectively. The pairwise compari-
sons revealed a significantly enhanced and prolonged N1 
ERP for the non-proficient CI users when compared to the 
proficient CI users (averaged over all three stimulus types; 
amplitude: p = 0.02; latency: p = 0.03). No group differences 
were found in the P2 component (Supplementary Fig. 1a).

For the stimulation over the NH ear, we found no group 
effect for the N1 ERP, but a main effect of “stimulus type” 
 (F1,17 = 42.99,  padj = 0.001, η2 = 0.16), which was followed up 
by pairwise comparisons. This analysis revealed an enlarged 
N1 amplitude for deviant 2 compared to deviant 1 (averaged 
over both groups; p = 0.01). Regarding the P2 component, 

Fig. 1  a Depiction of the oddball paradigm with frequent standard 
and two deviant syllables. b Hit rates for the NH- and the CI-ear 
separately for both deviant types plus the separation into two groups 
based on the hit rates for deviant 2. c ERPs showing the objectifica-
tion of the groups by the P3 component with topographic plots. The 

shaded areas indicate the 95% confidence intervals. For illustration 
purposes, the ERPs are low-pass filtered (10 Hz). The left topography 
belongs to deviant 1 (blue line) and the right topography belongs to 
deviant 2 (red line), respectively. Time range for topographic plots: 
555–575 ms
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we found a significant two-way interaction between the fac-
tors “group” and “stimulus type”  (F1,17 = 4.56,  padj = 0.048, 
η2 = 0.03). The subsequent pairwise comparisons showed 
a greater P2 amplitude for deviant 2 for non-proficient CI 
users compared to the proficient CI users (p = 0.047).

In a second step, we focused on the P3b ERP. We com-
puted a two-way mixed ANOVA with the between-subject 
factor “group” (proficient, non-proficient) and the within-
subject factor “stimulus type” (deviant 1, deviant 2) sepa-
rately for the CI ear and the NH. For stimulation via the CI 
ear, the analyses revealed a two-way interaction between 
the factors “group” and “stimulus type”  (F1,17 = 6.13, 
 padj = 0.002, η2 = 0.13), showing a significantly enhanced 
P3b amplitude for the proficient CI users specifically for 
deviant 2 when compared to the non-proficient CI users 
(p ≤ 0.001). No group difference was observed for the stimu-
lation via the NH ear (p = 0.21). However, the stimulation 
via the NH ear showed a main effect for “stimulus type” 
 (F1,17 = 8.6,  padj = 0.009, η2 = 0.13), resulting in a signifi-
cantly prolonged P3b latency for deviant 2 when compared 
to deviant 1 (p = 0.03). Furthermore, we found a significant 
positive correlation between the P3b amplitude and the hit 
rate of deviant 2 in both groups (proficient CI-users: R = 0.8, 
p = 0.009; non-proficient CI-users: R = 0.85, p = 0.002).

In sum, the results concerning question 1 revealed that 
ERPs, which are recorded in the context of a two-deviant 
oddball paradigm, show differences in initial sensory and 
later cognitive speech processing between different sub-
groups of SSD CI users. Specifically, non-proficient and 
proficient SSD CI users can be distinguished on the basis of 
the N1 and P3b amplitudes (for stimulation via the CI ear) 
as well as on the basis of the P2 amplitude (for stimulation 
via the NH ear). These findings suggest that the two-deviant 
oddball paradigm can be used to assess speech discrimina-
tion proficiency in SSD CI users.

Question 2: Do SSD CI Users Show Differences 
in Speech Processing Between the CI Ear and the NH 
Ear?

Since not all participants were able to reliably identify 
deviant 2, this condition was removed for further statistical 
analyses.

Behavioural Results: CI Ear vs. NH Ear (SSD CI Users)

The comparison of the behavioural results for deviant 
1 between the CI ear and the NH ear in SSD CI users 
(regardless of the side of implantation) showed no differ-
ences in hit rates but significantly faster response times 
(Fig. 2a) for the stimulation of the NH ear compared to 
the CI ear (t(18) = − 5.12, p ≤ 0.001, d = 0.92). Further-
more, the listening effort for syllable processing via the 

CI ear was significantly enhanced compared to the NH ear 
(t(18) = − 2.14, p = 0.047, d = 0.50).

ERPs on Sensor Level: CI Ear vs. NH Ear (SSD CI Users)

Figure 2 shows the ERPs in response to the standard and 
deviant 1, separately for the CI ear and the NH ear. The 
“stimulus type” (standard, deviant 1) x “stimulated ear” (CI, 
NH) ANOVA revealed a significant main effect of “stimu-
lated ear” for the N1 amplitude  (F1,18 = 16.54,  padj ≤ 0.001, 
η2 = 0.13) and latency  (F1,18 = 8.72,  padj = 0.009, η2 = 0.13), 
respectively. The follow up pairwise comparisons revealed 
a smaller N1 amplitude (p = 0.001) and a prolonged N1 
latency (p = 0.002) for the CI ear compared to the NH ear 
(averaged over both stimulus types). Similarly, the P2 ampli-
tude revealed a significant main effect of “stimulated ear” 
 (F1,18 = 12.10,  padj = 0.003, η2 = 0.07), resulting in a signifi-
cantly smaller amplitude for the CI ear than for the NH ear 
(p = 0.02). Paired t-tests between the P3b amplitudes and 
latencies of deviant 1 showed a prolonged latency for the 
CI ear compared to the NH ear (t(18) = − 27.27, p = 0.014, 
d = 0.62) but no ear difference in the P3b amplitude (Fig. 2c).

ERPs on Source Level: CI Ear vs. NH Ear (SSD CI Users)

Figure 2d shows the source activity separately for the two 
stimulation conditions (CI ear, NH ear) in the bilateral audi-
tory cortex. Given that the ERP analysis on the sensor level 
did not reveal a significant effect of “stimulus type” (stand-
ard, deviant 1), the ERP analysis on the source level was 
restricted to the averages computed across the two stimulus 
types. The paired t-tests revealed a significantly delayed cor-
tical response at N1 latency for the stimulation via the CI 
ear when compared to the NH ear (t(18) = 29.64, p = 0.008, 
d = 0.72). No significant difference was found for the ampli-
tude of the source activity at N1 latency range.

Behavioural and ERP Results: Vocoded vs. Original Sounds 
(NH Listeners)

To evaluate whether the observed differences between the 
CI ear and the NH ear originate from the CI-related degra-
dation of the stimuli (hypothesis 1) or from cortical plastic-
ity (hypothesis 2), we compared the behavioural and ERP 
results between the two stimulus conditions “vocoded” and 
“original” syllables (separately for the two stimulus types: 
standard/deviant 1) within the group of NH listeners.

Regarding the behavioural results, the NH control group 
did not show any significant difference between the vocoded 
and the original syllables (Supplementary Fig. 2a). But 
the subjective listening effort for syllable processing with 
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vocoded stimuli was significantly enhanced compared to the 
original stimulation (t(9) = − 2.42, p = 0.039, d = 0.78).

Concerning the ERPs on the sensor level, the supple-
mentary Fig. 2b shows the waveforms of the NH control 
group separately for the “vocoded” and “original” stimulus 
conditions. The two-way ANOVA with the within-subject 
factors “condition” (vocoded/original) and “stimulus type” 
(standard/deviant 1) revealed no main effects and no sig-
nificant interaction for the N1 ERP. However, the same 
ANOVA computed separately for the P2 ERP revealed a sig-
nificant main effect of “condition”  (F1,9 = 17.69,  padj = 0.002, 
η2 = 0.15), resulting in a significantly larger P2 amplitude for 
the stimulation with vocoded syllables compared to the stim-
ulation with the original syllables (p = 0.02). Finally, paired 
t-tests comparing the P3b ERP between the two stimulus 
conditions (vocoded/original) revealed no statistical differ-
ence in P3b amplitudes and latencies.

Concerning the ERPs on the source level, the sup-
plementary Fig. 2d shows the source waveforms in the 
bilateral auditory cortex separately for the “vocoded” and 
“original” stimulus conditions. Paired t-tests comparing 
the two simulation conditions (vocoded/original) showed 
no statistical difference in the source activity at the N1 
latency range, neither for the amplitude nor for the latency.

In sum, the findings on question 2 revealed that syllable 
processing via the CI ear—when compared to the NH ear 
—results in prolonged response times, enhanced subjec-
tive listening effort, and ERPs with reduced amplitudes 
(N1, P2) and prolonged latencies (N1, P2, P3b). These 
results suggest that the CI-related stimulus degradation 
leads to difficulties in speech processing in SSD CI users, 
not only at initial sensory but also at later cognitive pro-
cessing stages.

Fig. 2  Comparisons between the NH- and the CI- ear in SSD patients 
on different levels. a Faster reaction times for stimulation over the 
NH-ear for deviant 1. b ERP-averages across standard and deviant 1 
show a smaller and prolonged N1 component and a smaller P2 com-
ponent for stimulation over the CI-ear. Time range for topographic 
plots: N1 = 100–130  ms (NH-ear)/110–140  ms (CI-ear), P2 = 220–
250  ms. c ERPs to deviant 1 show a prolonged P3 component for 

stimulation over the CI-ear. Dotted lines represent responses to the 
standard syllable. Time range for topographic plots: 530–570  ms 
(NH-ear)/580–620  ms (CI-ear). d Source analysis shows a response 
in the auditory cortex at N1 latency which is delayed for stimula-
tion via the CI. The blue area represents the used region of interest, 
red areas show activation. Time points for brain plots: 118 ms (NH-
ear)/134 ms (CI-ear)
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Question 3: Is there a Side‑of‑Implantation Effect 
on Speech Processing via the CI Ear in SSD CI Users?

Behavioural Results and ERPs on sensor level: Left CI vs. 
right CI (SSD CI users)

The group of nineteen SSD CI users was divided into two 
subgroups according to the implantation side. Ten partici-
pants were implanted on the left ear and nine on the right 
ear (Table 1). For the behavioural results (hit rates, response 
times) and the ERPs (amplitude and latency of N1, P2, P3b 
ERPs), we computed unpaired t-tests between the groups 
(left-implanted, right-implanted) separately for the CI ear 
and the NH ear. However, the results did not show any sta-
tistical differences between the left- and right-ear implanted 
SSD CI users.

ERPs on Source Level: Left CI vs. Right CI (SSD CI Users)

Figure 3a shows the activity in the left and right auditory 
cortex separately for left- and right-ear implanted SSD 
CI users when stimulated over the CI. A two-way mixed 

ANOVA with the between-subject factor “group” (left/
right implanted) and the within-subject factor “hemi-
sphere” (left, right) revealed a significant two-way interac-
tion  (F1,17 = 9.043,  padj = 0.008, η2 = 0.17). Post-hoc t-test 
revealed a hemispheric difference for the left-implanted 
group (p = 0.031), with enhanced activity in the right than 
left auditory cortex. By contrast, the right-implanted group 
did not show a hemispheric difference in auditory-cortex 
activation.

Does the Side‑of‑Implantation Effect Arise 
from the Stimulus Degradation Through the CI 
or from Intra‑Modal Plasticity in the Auditory Cortex?

To verify whether the observed hemispheric differences 
between the two SSD groups arise from the stimulus deg-
radation through the CI (hypothesis 1) or from intra-modal 
plasticity in the auditory cortex (hypothesis 2), we compared 
the behavioural and ERP results between the two stimulus 
conditions “vocoded” and “original” syllables (separately 
for the two stimulation sides: left/right) within the group of 
NH listeners. We computed two-way ANOVAs including the 

Fig. 3  Activitiy in the left and right auditory cortex shows differences 
in the latency range of the N1 component for the groups. a Mean 
activities plus boxplots for all SSD patients, separated by implanta-
tion side, stimulated via the CI are shown. b Mean activities plus box-
plots for all NH control subjects, separated by the stimulation side, 

for the stimulation with vocoded syllables are shown. Hemispheric 
asymmetries specifically for left implanted SSD patients and left 
stimulated NH controls, as indicated by enhanced N1 amplitude in 
the right compared to left auditory cortex
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within-subject factors “side of stimulation” (left/right) and 
“condition” (original/vocoded stimuli).

Regarding the behavioural results, we observed a sig-
nificant main effect of “side of stimulation” for the hit 
rates  (F1,19 = 14.26,  padj = 0.001, η2 = 0.10), which was due 
to a higher hit rate for stimulation via the right ear when 
compared to the left ear (averaged over both conditions; 
p = 0.006). All other analyses revealed no statistical dif-
ferences between the stimulation sides, neither in response 
times, nor in ERP measures (amplitudes and latencies of 
N1, P2, P3b ERPs).

Figure 3b illustrates the activity in the left and right 
auditory cortex for the NH control group when stimulated 
with vocoded syllables via the left and right ear. A two-way 
ANOVA with the within-subject factors “side of stimula-
tion” (left/right) and “hemisphere” (left/right) revealed a 
significant two-way interaction  (F1,9 = 9.85,  padj = 0.012, 
η2 = 0.07). Post-hoc t-tests showed a hemispheric difference 
in auditory-cortex activation for the stimulation of the left 
ear (p = 0.028), with an enhanced activation in the right than 
left auditory cortex. By contrast, there was no hemispheric 
difference in auditory-cortex activation for the stimulation 
of the right ear.

In sum, the results concerning question 3 revealed no 
side-of-implantation effect on behavioural speech discrimi-
nation abilities in SSD CI users, although the NH listen-
ers showed in general enhanced hit rates for the right-ear 
than the left-ear stimulation condition (i.e., regardless of 
whether the syllables were “original” or “vocoded”). In con-
trast to the behavioural findings, however, the ERP analyses 
revealed a side-of-implantation effect on auditory cortex 
functions for the SSD CI users, with enhanced hemispheric 
difference in auditory-cortex activation for the left-ear than 
the right-ear implanted individuals. A consistent pattern of 
hemispheric asymmetry was observed in the NH listeners, in 
particular when these individuals were tested with vocoded 
stimuli, that is, in approximated sound conditions. This sug-
gests that the side-of-implantation effect on auditory-cortex 
asymmetry mainly originates from the CI-related degrada-
tion of the stimuli (i.e., confirmation of hypothesis 1).

Question 4: Is there a Side‑of‑Stimulation Effect 
on Speech Processing via the NH Ear in SSD CI Users 
and in NH Listeners?

Behavioural Results and ERP Results on Sensor Level: Left 
Side vs. Right Side in SSD CI Users and NH Controls

We statistically compared the behavioural and ERP meas-
ures (for “original” syllables) for the NH ear of SSD 
CI users between the left and right implanted patients, 
hence the side-of-implantation effect on the NH ear. No 

differences were found for any behavioural measures, 
nor for the sensory ERP components (N1, P2). The t-test 
between the two groups for the higher-cognitive P3b com-
ponent revealed a statistically significant difference in 
latency (t(16,98) = − 3.18, p = 0.005, d = 1.45), with a pro-
longed latency for the right SSD CI users (NH ear on the 
left side). The same analysis for the NH control group did 
not show any differences between the sides of stimulation.

ERPs on Source Level: Left Side vs. Right Side in SSD CI 
Users and NH Controls

Figure  4a shows the activation of the left and right 
implanted SSD patients in the left and right auditory cor-
tex when stimulated over their NH ear. A two-way mixed 
ANOVA with the between-subject factor “group” (left/
right implanted) and the within-subject factor “hemi-
sphere” (left/right) showed a significant two-way interac-
tion  (F1,17 = 5.91,  padj = 0.026, η2 = 0.08). Post-hoc tests 
revealed a hemispheric difference in auditory-cortex 
activation for the stimulation via the right NH ear (left 
implanted group; p = 0.009), with greater activation in the 
left than right auditory cortex. By contrast, there was no 
hemispheric difference in the right-implanted SSD group 
when stimulated via the (left) NH ear. Additionally, a trend 
for a difference between the two SSD groups (when stimu-
lated via the NH ear) was observed in the left auditory 
cortex, showing more activation for the stimulation of the 
right NH ear (left-implanted SSD users) compared to the 
left NH ear (right-implanted SSD users; p = 0.076).

The comparison of the two NH ears of the NH control 
group revealed no significant hemispheric differences in 
auditory-cortex activation, neither for the stimulation of 
the left nor the right ear (Fig. 4b).

In sum, the findings concerning question 4 revealed that 
stimulation via the NH ear in SSD CI users resulted in 
comparable behavioural speech discrimination abilities 
between left-ear and right-ear implanted individuals. How-
ever, the two groups of SSD CI users differed in the pattern 
of functional asymmetries in the auditory cortex. When 
stimulated via the NH ear, the left-ear implanted SSD 
CI users (NH ear on the right side) revealed a stronger 
auditory-cortex asymmetry than the right-ear implanted 
individuals (NH ear on the left side). The NH listeners 
in general showed a less pronounced side-of-stimulation 
effect. These results suggest a side-of-implantation effect 
on speech processing via the NH ear for SSD CI users, 
possibly caused by implantation-side specific alterations in 
the ipsilateral and contralateral auditory cortex as induced 
by temporary deafness and/or degraded sensory input after 
implantation (i.e., confirmation of hypothesis 2).
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Discussion

The present study compared event-related potentials (ERPs) 
between left-ear and right-ear implanted single-sided deaf 
(SSD) cochlear implant (CI) users on the one hand, and 
between these two patient groups and normal-hearing (NH) 
controls on the other hand. We used a two-deviant-oddball 
paradigm and ERP source analysis to evaluate differences 
in cortical speech processing between acoustic and electri-
cal hearing as well as between proficient and non-proficient 
SSD CI users. Our results revealed that proficient and non-
proficient CI users can be distinguished on the basis of N1 
and P3b ERPs to speech sounds. Further, the results suggest 
that processing via the CI is more difficult than via the NH 
ear, as indicated by longer response times, higher subjective 
listening effort and ERPs with reduced amplitudes (N1, P2) 
and prolonged latencies (N1, P2, P3b; Finke et al. 2016, 
2015; Henkin et al. 2009; Sandmann et al. 2009). Further, 
we found a stronger contralateral dominance of activation 
in the auditory cortex at N1 latency for left-ear than right-
ear implanted SSD CI patients, regardless of whether these 

individuals were tested with the CI ear or the NH ear. A 
contralateral dominance for left-ear stimulation was also 
observed in the NH control group, which however was 
particularly present in the “vocoded” sound condition. We 
conclude that SSD CI users show a side-of-implantation 
effect on speech processing over both the CI and the NH 
ear. The next paragraphs focus on the four research questions 
addressed in the present study.

Question 1: Can a Two‑Deviant Oddball Paradigm 
Be Used to Objectively Evaluate the Speech 
Discrimination Ability in SSD CI Users?

Speech recognition ability after cochlear implantation is 
heterogeneous, meaning that many patients reach open-
set speech recognition ability while others do not (Blamey 
et al. 2013). Such variability can also be observed in SSD 
CI users (Speck et al. 2021), as confirmed by the current 
results. Although all of our CI users were able to discrimi-
nate between the syllables /ki/ (standard) and /ka/ (deviant 
1), several CI users showed difficulties in the discrimination 

Fig. 4  Activity in the left and right auditory cortex shows differences 
in the latency range of the N1 component for the groups. a Mean 
activities plus boxplots for all SSD patients, separated by implan-
tation side, stimulated via the NH ear are shown. The left NH ear 
belongs to the right implanted SSD patients and the right NH ear 
belongs to the left implanted SSD patients. b Mean activities plus 

boxplot for all NH control subjects, separated by the stimulation side, 
for the stimulation with original syllables are shown. Hemispheric 
asymmetries specifically for right NH ear of the SSD patients, as 
indicated by enhanced N1 amplitude in the left compared to right 
auditory cortex
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of the syllable contrast /ki/ (standard) versus /ti/ (deviant 2). 
These findings were expected because the vowel contrast /i/ 
versus /a/ (deviant 1) is the highest possible contrast in the 
German language. By contrast, the consonant contrast /k/ 
versus /t/ (deviant 2) mostly refers to rapid spectral changes 
in the transition of the second formant (F2), making it more 
difficult to be distinguished. Not surprisingly, half of our CI 
users showed a hit rate below 37.5% for deviant 2, which 
confirms previous observations of impaired discrimination 
ability in CI users (Sandmann et al. 2010). It seems that diffi-
culties with electrical hearing are caused by different factors, 
among them the limited spectral and temporal information 
provided by the implant, the spread of neural excitation in 
the cochlea, as well as physiological deficiencies in the audi-
tory nerve (Drennan, 2008; Friesen et al. 2001; Kral, 2007; 
Nadol et al. 1989; Wilson and Dorman, 2008). Auditory 
deprivation not only reduces metabolism in the auditory cor-
tex contralateral to the hearing-impaired ear (Speck et al. 
2020) but also induces a reorganisation of the central audi-
tory system, which may impair the cortical adaptation to the 
new artificial CI signal after implantation (Lee et al. 2001; 
Sandmann et al. 2012). Taken together, it seems that several 
individual factors contribute to the variability in speech dis-
crimination ability observed in SSD CI users.

Our results on the stimulation via the CI ear also revealed 
a relationship between the (behavioural) auditory discrimi-
nation ability and objective ERP measures. CI users who 
were better able to discriminate between the syllables /ki/ 
and /ti/—here referred to as proficient CI users—showed a 
reduced and delayed N1 ERP when compared to the non-
proficient CI users, who showed impaired syllable discrimi-
nation ability (Supplementary Fig. 1a: bottom left and right; 
Supplementary Fig. 1b). Importantly, the factor “age” cannot 
explain the reduced N1 ERPs in the proficient CI users, as 
the two groups had a comparable age, and a supplementary 
analysis revealed that the correlation between N1 ERPs and 
age was not significant (Supplementary Fig. 1c). Thus, our 
results suggest that the N1 ERP can distinguish between 
proficient and non-proficient CI users. Similarly, previous 
neuroimaging studies have suggested significantly differ-
ent cortical activation patterns between lower and higher CI 
performers (Kessler et al. 2020), and an association between 
the recruitment of the auditory cortex and improvement in 
speech recognition ability over the first months after coch-
lear implantation (Sandmann et al. 2015).

Despite agreements with previous findings, the present 
ERP results indicate that the non-proficient CI performers 
revealed an enhanced N1 response when compared to the 
proficient CI performers, which however contradicts previ-
ous observations from positron-emission-tomography (PET) 
studies, reporting an enhanced cortical activation for indi-
viduals with better speech recognition ability (Giraud et al. 
2001; Green et al. 2005). This discrepancy in results may 

be explained by differences in methodology, including the 
measurement technique (PET versus EEG), the task (passive 
versus active), the type of auditory stimuli (words versus 
syllables), and the tested groups of CI users (bilateral hear-
ing loss versus SSD). In general, an enhanced N1 amplitude 
(observed in non-proficient CI users) indicates a larger popu-
lation of activated neurons in the auditory cortex, a stronger 
synchronisation of this neural activity, or a combination 
thereof. Thus, the current results may point to an enhanced 
recruitment and/or more synchronised neural activity in the 
auditory cortex in the non-proficient as compared to the pro-
ficient CI users. It is likely that these functional alterations 
in non-proficient CI users reflect an enhanced allocation of 
attentional resources to process small acoustic changes in 
speech sounds in the context of a discrimination task.

It has been previously suggested for CI users with bilat-
eral hearing loss that ERPs can be used to objectively evalu-
ate the auditory discrimination ability (Henkin et al. 2009; 
Sandmann et al. 2010; Soshi et al. 2014). Most of these pre-
vious studies used an auditory oddball paradigm and focused 
on the P3b response, which is elicited by infrequent, task-rel-
evant changes in stimuli, and which shows maximal ampli-
tudes over parietal scalp locations (Polich and Comerchero, 
2003). Different models exist to describe the P3b component 
(Verleger, 2020). For instance, the P3b has been proposed to 
be a correlate of decision making (O’Connell et al. 2012), 
and to reflect voluntary attention to the task-relevant tar-
get stimuli (Polich, 2007). However, the elicitation of such 
a response requires that the individual can distinguish the 
acoustical differences between the task-relevant and task-
irrelevant events. Indeed, previous results with CI users have 
pointed to a connection between the behavioural discrimi-
nation ability and the P3b ERP. They have revealed that the 
P3b in response to deviant sounds is comparable between 
CI users (with bilateral hearing loss) and NH listeners if the 
acoustic cues are well distinguishable by the participants 
(Henkin et al. 2009). However, in situations with more dif-
ficult stimulus contrasts, the CI users’ P3b response was 
reduced in amplitude and prolonged in latency (Henkin et al. 
2009). The current study with SSD CI users confirms these 
previous observations. Our proficient and non-proficient CI 
users were well able to discriminate the syllable contrast /ki/ 
versus /ka/ (deviant 1), both when tested via the NH ear and 
via the CI ear (Fig. 1b), and the P3b amplitude elicited to this 
syllable contrast was comparable across groups and stimu-
lated ears (Fig. 1c). However, we found group differences 
in the P3b for the syllable contrast /ki/ versus /ti/ (deviant 
2), specifically when the CI users were tested via the CI ear 
(Fig. 1c: bottom left and right). Proficient CI users, but not 
non-proficient CI users, showed a P3b in response to deviant 
2. Additionally, we found significant correlations between 
the hit rates and the P3b amplitude in both groups, point-
ing to a direct connection between the discrimination ability 
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and the P3b amplitude. Taken together, our results confirm 
previous studies by showing that the P3b is an appropriate 
ERP component to study higher-order cognitive process-
ing in SSD CI users (Bönitz et al. 2018; Finke et al. 2016; 
Wedekind et al. 2021). Further, our results extend previous 
findings by demonstrating that the P3b can serve as an objec-
tive index for the behavioural speech discrimination ability 
in SSD CI users. Regarding the clinical application of the 
P3b, however, future studies should replicate and extend our 
results with more complex stimuli, for instance words. The 
use of similar stimuli in ERP recordings and common clini-
cal test procedures (e.g., Freiburg monosyllabic word test) 
would allow even better comparability between the results 
of the electrophysiological P3b response and the behavioural 
word recognition ability obtained by speech audiometry.

Our results provide further evidence that ERP measures, 
in particular the N1 and the P3b, can differentiate between 
proficient and non-proficient CI users. This is consist-
ent with other studies, reporting that ERPs measures—in 
particular the mismatch negativity (MMN; latency around 
150–200 ms) and the P3b (latency around 300–650 ms) —
can distinguish between CI users who have better versus 
lower abilities to discriminate speech sounds (Henkin et al. 
2009; Turgeon et al. 2014). Thus, there is converging evi-
dence that objective ERP measures can be used to assess 
behavioural speech recognition ability in CI users. How-
ever, the application of an EEG paradigm in the clinical 
context poses the challenge that the recording time should 
be as minimal as possible. Pakarinen et al. (2009) proposed 
a fast multi-feature paradigm for the recording of the mis-
match negativity (MMN) to different speech sounds in the 
same recording session. Although this type of paradigm is 
very promising, the MMN is recorded in a passive condi-
tion and thus has a much smaller signal-to-noise ratio when 
compared to the P3b response. It is therefore reasonable 
to design a time-efficient active oddball paradigm, which 
allows to measure the more pronounced P3b in response to 
several speech stimuli and in a time short enough to avoid 
problems with vigilance, motivation, or restlessness of the 
patient. Our results are promising as they demonstrate that 
a two-deviant oddball paradigm is suitable to assess syl-
lable discrimination proficiency in SSD CI users. Further, 
our findings extend previous reports by showing that cor-
tical AEPs can be used in SSD CI users to objectify not 
only the detection (Távora-Vieira et al. 2018) but also the 
discrimination of speech sounds. Thus, our results suggest 
that this paradigm could be useful in the clinical context, as 
it allows the objective monitoring of the auditory rehabilita-
tion in different acoustic dimensions after cochlear implanta-
tion. To extend our findings, which are limited to syllables, 
the paradigm should be extended to more complex speech 
stimuli such as words. Importantly, the objective ERP meas-
ures could indicate whether the custom setting of the CI 

is sufficient for detailed speech discrimination ability, and 
whether renewed adjustments in certain frequency ranges 
could be useful. This is particularly important for patients 
with an ambiguous constellation of behavioural results.

Question 2: Do SSD CI Users Show Differences 
in Speech Processing Between the CI Ear and the NH 
Ear?

Our participants showed slower response times for the pro-
cessing of syllables via the CI ear compared to the NH ear. 
This is consistent with recent work on SSD CI users, show-
ing for the CI ear prolonged behavioural responses not only 
to sinusoidal tones (Bönitz et al. 2018) but also to words 
(Finke et al. 2016). Given the temporally and spectrally lim-
ited signal quality of the CI input, it is highly likely that 
these slower response times reflect enhanced difficulties to 
process the speech sounds via the CI ear when compared to 
the NH ear (Beynon et al. 2005; Groenen et al. 2001; Kelly 
et al. 2005). This interpretation is supported by our observa-
tion that SSD CI users report an enhanced listening effort for 
syllable processing via the CI ear as compared to the NH ear.

Similar to the behavioural results, we found an effect of 
stimulation type (acoustic versus electric) on ERPs, not only 
on the sensor level but also in the auditory cortex. For the CI 
ear, the ERPs (on the sensor level) were smaller in amplitude 
(N1, P2) and prolonged in latency (N1, P3b). These results 
are consistent with previous EEG studies on SSD CI users 
(Bönitz et al. 2018; Finke et al. 2016; Legris et al. 2018). 
CI-related effects on ERPs are also suggested by the current 
N1 source analysis, showing a prolonged cortical response 
to syllables when processed via the CI ear as compared to 
the NH ear (Fig. 2d). In sum, our ERP results are consistent 
with our behavioural observations since they suggest dif-
ficulties in speech processing via the CI ear, both at initial 
sensory and later cognitive processing stages. It is likely 
that the ERP differences between the CI ear and the NH ear 
are caused by CI-related stimulus degradation and/or corti-
cal reorganisation as induced by temporary deafness and/or 
cochlear implantation (e.g., Sandmann et al. 2015).

To analyse the specific effect of CI-related stimulus deg-
radation on speech processing, we compared the behavioural 
and ERP results of NH listeners between the two stimulus 
conditions “original” and “vocoded” speech sounds. The 
behavioural results did not reveal significant differences in 
hit rates and response times between the two sound con-
ditions (Supplementary Fig. 2a). Further, N1 ERPs were 
comparable for “original” and “vocoded” syllables, both on 
the sensor level (Supplementary Fig. 2d) and in the auditory 
cortex (Supplementary Fig. 2d). These results indicate that 
the NH listeners could well distinguish the different syllable 
pairs, regardless of the CI-related stimulus degradation. Fur-
ther, our results suggest that the cortical speech processing 
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at N1 latency was not significantly affected by stimulus 
degradation in NH listeners. Given that noise-band vocoder 
simulations used in NH listeners allow a good approximation 
to the performance levels of CI users (Friesen et al. 2001), 
our results indicate that the attenuated and prolonged N1 
ERP for the CI ear in our SSD patients cannot be explained 
by the degraded CI input alone. It seems more likely that 
this latency effect for the CI ear is at least partially caused 
by intra-modal plasticity in the auditory cortex of SSD CI 
users. Indeed, a previous prospective longitudinal study on 
CI users (with bilateral hearing loss) has shown that the 
N1 latency reduces over the first year of implant use and 
approaches the levels of NH listeners, but remains delayed, 
even after one year of CI experience (Sandmann et al. 2015). 
This observation indicates limitations in the capacity of the 
auditory cortex to adapt to the CI signal after implantation. 
Taken together, our results suggest that differences in speech 
processing between the CI ear and the NH ear in SSD CI 
users are at least partially related to limitations in cortical 
adaptation to the implant signal, causing difficulties in the 
sensory and cognitive processing when speech is perceived 
via the CI ear.

Unlike our findings about the N1 ERP, we observed an 
effect of stimulus degradation on the P2 response in the 
NH control group, with enhanced P2 amplitude for the 
“vocoded” sounds when compared to the “original” sounds 
(Supplementary Fig. 2b). With regards to the SSD group, 
however, speech processing via the CI ear resulted in a 
smaller P2 amplitude when compared to the NH ear. Two 
different mechanisms may account for this group specific 
differences in P2 amplitude modulation, in particular 1) 
training-related alterations of sound representation, and 2) 
allocation of attentional resources. Regarding the first mech-
anism, previous EEG studies have proposed that the training-
related enhancement of the auditory P2 response represents 
an electrophysiological correlate of perceptual learning, 
memory, and training (Ross and Tremblay, 2009; Tremblay 
et al., 2001). It seems that P2 amplitude modulations are 
associated with cortical changes induced by repeated stimu-
lus exposure rather than the learning outcome itself (Trem-
blay et al. 2014). Thus, our result of a smaller P2 response 
for the CI ear in SSD CI users can be explained by the fact 
that the NH ear—when compared to the CI ear—is more 
experienced and is more exposed to auditory stimuli as it is 
the dominant communication channel in these individuals. 
Regarding the second mechanism, previous studies with NH 
listeners have suggested that both the N1 and the P2 ERPs 
are susceptible to attention (Crowley and Colrain, 2004). 
An enhanced ERP amplitude at P2 latency can be explained 
by the attentional shift towards auditory stimuli (Picton and 
Hillyard, 1974), and seems to be associated with stimulus 
categorisation (García-Larrea et al. 1992). Following these 
previous studies, we interpret the larger P2 amplitude for 

“vocoded” stimuli in the NH control group as reflecting an 
enhanced allocation of attentional resources to process the 
degraded and unfamiliar stimuli. It seems that in this difficult 
listening condition, the NH listeners’ speech processing is 
not automatic but explicit and therefore needs the additional 
recruitment of cognitive resources to reconstruct the limited 
speech signal (Rönnberg et al. 2013; Zekveld et al. 2010). 
This interpretation is supported by the finding that the NH 
control group reported an enhanced subjective listening 
effort in the “vocoded” than the “original” sound condition.

Question 3: Is there a Side‑of‑Implantation Effect 
on Speech Processing via the CI Ear in SSD CI Users?

It is currently not well understood, how the side of implan-
tation affects the rehabilitation success in adult postlin-
gually deafened SSD CI users. Recent results have pointed 
to a right-ear advantage for speech recognition ability in 
SSD CI users, independent from their pure tone thresholds 
(Wettstein and Probst, 2018). The authors have argued that 
this right-ear advantage in SSD CI users is mostly driven 
by the left-hemisphere dominance for speech processing. 
However, the current study could not replicate these previ-
ous findings, given that our behavioural results revealed no 
side-of-implantation effect on syllable processing. One may 
speculate that this lack of replication can be explained by 
the fact that the current study focused on syllables, whereas 
Wettstein and Probst (2018) presented four-syllabic num-
bers and monosyllabic words. The use of different stimulus 
types in the two studies obviously limits the comparability 
between the results. However, in addition to the EEG para-
digm, our SSD CI users were also examined with standard 
clinical speech tests (Table 1). The results revealed no sig-
nificant differences between left-ear and right-ear implanted 
SSD CI users regarding the pure-tone thresholds, the word 
recognition ability (assessed by the Freiburg monosyllabic 
word test) and the speech intelligibility (assessed by the 
Oldenburg sentence test). Thus, we speculate that the lack 
of a replication of a behavioural side-of-implantation effect 
may be related to the small sample size (used in the present 
study) in combination with the high variability in behav-
ioural results observed in SSD CI users.

Our data revealed a significant hemispheric difference 
for the left-implanted participants, but not for the right-
implanted participants, both for stimulation via the CI ear 
and the NH ear (Fig. 3a and Fig. 4a). For the stimulation via 
the CI ear (Fig. 3a), the left-implanted CI users showed a 
significantly enhanced activation in the right as compared to 
the left auditory cortex—referred to as contralateral domi-
nance effect. For the stimulation via the NH ear, the left-
implanted CI users (with a NH ear on the right side) showed 
a contralateral dominance effect as well, as indicated by a 
significantly enhanced activation in the left as compared to 
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the right auditory cortex (Fig. 4a; see section “Question 4: 
Is there a side-of-stimulation effect on speech processing 
via the NH ear in SSD CI users and in NH listeners?” for a 
discussion of the side-of-implantation effect on the NH ear).

In contrast to children with SSD, who develop a nor-
mal lateralization to the contralateral auditory cortex when 
implanted at young age (Lee et al. 2020; Polonenko et al. 
2017), not much is known about functional changes in the 
auditory cortex of postlingually deafened adult SSD CI 
patients. To discuss the observed differences in auditory-
cortex asymmetry between our left- and right-ear implanted 
SSD CI users, it is important to keep two aspects in mind. 
First, the contralateral dominance of the auditory cortex has 
been described for monaural stimulation (Hine and Debener, 
2007). In the human auditory system, the pathway from each 
ear to the contralateral cortical hemisphere consists of more 
nerve fibres than the pathway to the ipsilateral hemisphere 
(Rosenzweig, 1951). Therefore, monaural stimulation evokes 
stronger responses in the contralateral than in the ipsilateral 
hemisphere (Jäncke et al. 2002). Second, there is a relative 
hemispheric specialisation of the left and right auditory cor-
tex for the processing of basic acoustic properties (Lazard 
et al. 2012a). Prior studies have suggested that the left audi-
tory cortex is more proficient in the processing of fast tem-
poral acoustic cues, which are largely contained in speech 
stimuli (Boemio et al. 2005; Poeppel, 2003). Conversely, the 
right auditory cortex seems to preferentially process slowly 
modulated signals and spectral aspects of sounds, which 
are largely contained in musical stimuli (Liegeois-Chauvel, 
1999; Poeppel, 2003; Zatorre et al. 2002). Thus, the hemi-
spheric differences during speech and music processing can 
be attributed to the relative specialisation of the two hemi-
spheres for basic acoustic stimulus properties, in particular 
fast temporal versus slow spectrotemporal acoustic cues. It 
has been assumed that the auditory cortex’ preference for 
basic stimulus properties drives higher-order organisation 
for speech and music perception (Lazard et al. 2012a).

Our observation of a contralateral dominance effect for 
the left-ear implanted SSD CI users during speech process-
ing seems to contradict previous results of left-hemisphere 
dominance for speech processing in NH listeners. However, a 
strong activation in the right auditory cortex in these patients 
can be explained by the combination of two factors. First, the 
left ear shows stronger projections to the contralateral than 
ipsilateral auditory cortex. Therefore, monaural stimulation 
of the left ear resulted in an enhanced activation in the right 
than left auditory cortex. Second, the CI processing remark-
ably reduces the quality of the speech sounds and affects the 
spectrotemporal properties of the presented syllables. Given 
the relative specialisation of the two hemispheres for basic 
acoustic stimulus properties, the CI-related stimulus degra-
dation may have resulted in a relatively stronger right-than 
left-auditory cortex activation. Indeed, some of our SSD CI 

patients reported that the speech stimuli were perceived as 
more noise-like and less speech-like when presented via the 
CI than the NH ear.

Our results showed a contralateral dominance effect spe-
cifically for the left-ear but not for the right-ear implanted 
SSD CI users. This contrasts with the results of Sandmann 
et al. (2009), who found a stronger contralateral dominance 
effect for right- than left-ear stimulated CI users. This dis-
crepancy in results can be due to different reasons. First, 
in the current study we used syllables, while Sandmann 
et al. (2009) used dyadic tones, i.e., musical sounds. Speech 
and musical stimuli are characterised by different acoustic 
properties. Given the relative specialisation of the left and 
right auditory cortex for basic stimulus properties (Poeppel, 
2003; Zatorre and Belin, 2001), the discrepancies between 
previous and current results with regards to the pattern of 
cortical asymmetry could be explained by distinct stimulus 
properties, resulting in a different recruitment of the left and 
right auditory cortex. Another reason for discrepant findings 
between previous and current results is that the current study 
examined SSD CI users, whereas Sandmann et al. (2009) 
tested CI users with bilateral hearing loss. In contrast to 
the current study, the hearing ability of the second ear was 
reduced, and it was not matched between the left- and right-
ear stimulated CI users. Given that auditory deprivation 
reduces the metabolism in the contralateral auditory cortex 
(Speck et al. 2020) and can induce cortical reorganization in 
the auditory cortex (Stropahl et al. 2017), the different pat-
tern of hemispheric asymmetry in the auditory cortex might 
have arisen due to the confounding effect of the hearing loss 
in the second ear.

It may be argued that handedness is a factor confound-
ing our results regarding functional hemispheric asymmetry, 
since the probability of a reversed lateralisation for language 
processing seems to be enhanced in left handers when com-
pared to right handers (Hund-Georgiadis et al. 2002). How-
ever, previous studies using different methods have observed 
that the majority of right- and left-handed individuals show 
left-sided cerebral dominance for language processing, and 
only less than 10% of the left-handers show right-sided cer-
ebral dominance for language processing (Khedr et al. 2002; 
Szaflarski et al. 2002). In addition, a supplementary analysis 
of our behavioural and ERP data revealed that the two left-
handed CI-users lay within the normal range (as defined 
by mean ± 2 standard deviations) and therefore we conclude 
that the activity in the left and right auditory cortex was not 
confounded by the factor handedness.

Our results revealed a similar pattern of auditory-cortex 
asymmetry between the SSD CI users and the NH control 
group, when the latter group was presented with “vocoded” 
sounds (Fig. 3). Specifically, SSD CI users and NH listeners 
showed a contralateral dominance effect for the left-ear stim-
ulation, with enhanced activation in the right as compared 
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to the left auditory cortex. By contrast, no hemispheric dif-
ference was found for SSD CI users and NH listeners when 
they were stimulated via the right ear. Given these simi-
larities between CI users and NH listeners (the latter tested 
with “vocoded” stimuli) and the fact that noise-band vocoder 
simulations allow a good approximation to sound conditions 
in CI users (Friesen et al. 2001), we conclude that the dif-
ferent pattern of contralateral dominance between left- and 
right-ear implanted CI SSD users is mainly driven by the CI-
related stimulus degradation. Nevertheless, it is important 
to note that our sample size is limited, and the current study 
only allows conclusions to be drawn regarding the process-
ing of syllables. Therefore, future studies should examine 
the functional asymmetry in the auditory cortex in further 
SSD CI users and for different auditory stimuli, in particular 
speech and musical sounds.

Question 4: Is there a Side‑of‑Stimulation Effect 
on Speech Processing via the NH Ear in SSD CI Users 
and in NH Listeners?

A recent multicentre study has reported a significant dif-
ference in the hearing threshold between the NH ear of 
SSD patients and the NH ears of age-matched NH listen-
ers (Arndt et al. 2019). This observation points to a poorer 
peripheral hearing capacity for the intact ear of SSD patients 
when compared to NH listeners. Importantly, these previous 
results suggest that SSD CI users show behavioural altera-
tions not only in the CI ear but also in the NH ear. It seems 
that these alterations in the NH ear are not induced by coch-
lear implantation, given that the hearing threshold of the 
NH ear appears to be comparable at the times before and 
after implantation (Speck et al. 2021). Further, alterations 
in the NH ear of SSD CI users are not limited to the hearing 
threshold but can also show up in other auditory tests. For 
instance, Maslin et al. (2015) have reported that in SSD CI 
users the intact ear is better able to discriminate intensity 
differences, suggesting perceptual improvements as induced 
by cortical plasticity following unilateral deafness.

The present study did also reveal a significant difference 
between the NH ear of SSD CI users and the matched NH 
ear of NH listeners with regards to the hearing threshold, 
but not with regards to the behavioural performance and 
hit rates in the auditory oddball paradigm. Thus, our results 
can confirm alterations in the intact ear of SSD CI users, at 
least on the peripheral hearing capacity. But we could not 
confirm these alterations on the behavioural level in the odd-
ball paradigm. Several reasons may account for the lack of 
comparability between the two results in the present study. 
In addition to the small sample size and the high variability 
in behavioural measures across participants, there are meth-
odological discrepancies between the two measurements 
(Arndt et al. 2019; Maslin et al. 2015; Speck et al. 2021), 

in particular in terms of the task (pure-tone audiometry/
intensity difference limens vs. auditory oddball task) and 
the stimulus material (pure tones vs. syllables). It may be 
speculated, that alterations in the NH ear of SSD CI users 
are stimulus- and task-selective and may be revealed only 
under specific conditions.

As far as we are aware, the present study is the first to 
compare the NH ears of SSD CI users and NH listeners 
in the context of an auditory oddball paradigm. The ERP 
source analysis revealed that stimulation of the right NH 
ear of (left-implanted) CI users induced an enhanced acti-
vation in the left as compared to the right auditory cortex 
—referred to as contralateral dominance effect (Fig. 4a top 
right). By contrast, the NH listeners—when stimulated on 
the right ear—showed no hemispheric difference in audi-
tory-cortex activation, although on the descriptive level, the 
activation in the left hemisphere was enhanced (Fig. 4a bot-
tom right). Regarding the stimulation of the left NH ear, both 
the (right-implanted) SSD CI users the NH listeners showed 
no activation differences between the right and left auditory 
cortex (Fig. 4a top left and bottom left). These results sug-
gest that specifically the group of left-ear implanted SSD CI 
users shows cortical alterations for speech-sound processing 
when stimulated via the (right) NH ear (Fig. 4a top right). 
Interestingly, the same group also revealed an enhanced 
contralateral dominance effect when stimulated via the CI 
ear (Fig. 3a top left; see also section “Question 3: Is there a 
side-of-implantation effect on speech processing via the CI 
ear in SSD CI users?” for a discussion of this effect).

The enhanced hemispheric asymmetry for the stimula-
tion of the right NH ear in (left-implanted) SSD CI users 
may be explained by alterations in the left auditory cortex 
for the processing of rapidly changing stimulus properties 
contained in speech stimuli (Boemio et al. 2005; Poeppel, 
2003). It can be speculated that these improvements are 
induced by temporary unilateral deafness and/or electrical 
afferentation with a CI. These improvements may reflect 
an optimised left-hemispheric speech processing, which is 
particularly important in difficult listening conditions with 
reduced or degraded auditory input (processing via the CI 
ear), but which also affects the processing of the normal 
acoustic input (processing via the NH ear). Alternatively, 
but not mutually exclusive, previous animal studies have 
shown that unilateral deafness results in an enhanced ipsi-
lateral activation, which is due to an increased number and/
or enhanced excitability of neurons that are responsive to 
the intact ear (McAlpine et al. 1997; Mossop et al. 2000). 
Regarding the current results, the reduced hemispheric 
asymmetry for the stimulation of the left NH ear in (right-
implanted) SSD CI users may be explained by the fact that 
SSD patients show enhanced afferent input from the (left) 
intact ear to the (left) ipsilateral auditory cortex (Maslin 
et al. 2015). Thus, the speech processing via the left NH 
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ear in right-implanted SSD CI users might evoke a strong 
activation in the left auditory cortex, which counteracts 
the contralateral dominance effect for left-ear stimulation. 
Taken together, our results provide first evidence of a side-
of-implantation effect on functional auditory-cortex asym-
metry in adult postlingually deafened SSD CI users, which 
is not limited to the CI ear, but which is also shown for the 
NH ear. However, in order to gain a better understanding of 
the cortical changes in the intact ear of SSD CI users, future 
studies are required to examine whether a similar pattern of 
results on hemispheric asymmetries can be observed with 
other types of stimuli, for instance musical sounds and more 
complex speech stimuli.

Limitations

One limitation of this study is the relatively small group 
size, which results in a low statistical power and therefore 
makes it difficult to draw conclusions that are transferable 
to the generality. However, we believe that our results point 
out important issues in single-sided deaf CI-users that are 
worth further research to support our findings of asymmetry 
in the auditory cortex depending on the side of implanta-
tion. Furthermore, we did not find correlations between our 
results of the EEG paradigm and the clinical speech tests 
reported in this manuscript. One important reason for this 
lack seems to be the fact that the syllable-discrimination task 
in the EEG paradigm (discrimination of phonetic contrasts) 
and the clinical speech tests (monosyllabic word test, Olden-
burg Sentence Test (OLSA)) examine speech competencies 
on different linguistic levels. In particular, the comparison 
between the standard stimulus (/ki/) and the deviant 2 stimu-
lus (/ti/) only relies on the consonant-contrast, which is very 
hard to discriminate for some CI-user, particularly in situa-
tions without any given context. A second reason could be 
our exploratory median split procedure. We used this pro-
cedure to divide our sample in equal group sizes, but it was 
not possible to get a division in clearly poor and clearly high 
CI performers. Further research should use more diverse and 
complex stimuli to differentiate the groups (proficient vs. 
non-proficient) on a more solid basis.

Conclusions

The present study used an auditory oddball task to examine 
cortical speech processing of the CI ear and the NH ear of 
SSD CI users. Given that non-proficient and proficient SSD 
CI users could be distinguished based on the N1 and P3b 
amplitude, we conclude that the time-efficient two-deviant 
oddball paradigm can be used to assess speech discrimina-
tion proficiency in SSD CI users. Further, our results suggest 

that the observed differences in cortical speech processing 
between the CI ear and the NH ear in SSD CI users are (at 
least partially) caused by limitations in the cortical adap-
tation to the implant signal, which leads to difficulties in 
the sensory and cognitive speech processing for the CI ear. 
Finally, we found a side-of-implantation effect on auditory-
cortex asymmetry for both the CI ear and the NH ear. We 
suppose that these side-of-implantation effects originate 
from CI-related degradation of the stimuli and cortical reor-
ganisation as induced by temporary unilateral deafness and/
or degraded sensory input after implantation.
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synopsis

objectives Given that a CI provides only restricted temporal and spectral informa-
tion (Drennan and Rubinstein, 2008), CI users are thought to develop compensatory
strategies to overcome these limitations. CI users with bilateral hearing loss (provided
with either two CIs or one CI plus hearing aid) show enhanced audiovisual interac-
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tions which are reflected in cross-modal recruitment of the visual cortex for purely
auditory stimuli (Chen et al., 2016; Giraud et al., 2001c) and in better lip-reading
abilities compared to NH controls (Rouger et al., 2007). Current ERP studies confirm
enhanced multisensory interactions in these CI users for simple non-linguistic stimuli
(Schierholz et al., 2015) and linguistic stimuli (Layer et al., 2022; Radecke et al., 2022).
However, it is unknown whether these observations are valid for all CI user groups.
Given that previous reports were based on CI users with bilateral hearing loss (here
referred to as contralateral hearing device (CHD)-CI users), there is no knowledge
about audiovisual interactions and lip-reading skills in CI users with unilateral hearing
loss (SSD-CI users). To fill this gap, this ERP study extends the results from Layer et al.
(2022) by comparing the timecourse of auditory and audiovisual speech processing, as
well as the lip-reading abilities in CI-CHD users, CI-SSD users and NH controls.

methods In this study, we included postlingual CI-CHD and CI-SSD users and
NH controls. CI-CHD users were fitted with either two CIs or a CI plus a hearing
aid on the contralateral ear. The CI-SSD users were fitted with one CI and were
NH on the contralateral ear. We recorded an EEG using 64 electrodes while the
participants performed a speeded response task (the same as in Layer et al. (2022)).
The syllables /ki/ and /ka/ were presented in auditory (A), visual (V) and audiovisual
(AV) conditions. Each button on a computer mouse was assigned to one of the two
syllables. The participants were asked to press a corresponding button as fast as
possible when identifying a syllable. Furthermore, after each experimental block, we
asked participants to rate how difficult it was to perform the task. Following the
EEG experiment, the participants were required to perform a lip-reading test with
monosyllabic words, similar to Layer et al. (2022).

analysis We evaluated both behavioural and ERP measures during the EEG
experiment, comparable to Layer et al. (2022). The behavioural measures comprised
hit rates and response times of the button presses. The ERP measures were analysed
by using an additive model (Barth et al., 1995), which is frequently used to investigate
audiovisual interactions (Stevenson et al., 2014). In particular, we contrasted auditory
responses (A) with visually modulated auditory responses (AV-V). If these responses
were different different from one another, non-linear multisensory interactions were
assumed to take place (e.g. Vroomen and Stekelenburg, 2010). First, we analysed the
ERP data at the sensor level by calculating the global field power during the N1 and
P2 peaks’ time windows. We compared the amplitudes and latencies of those peaks
across groups (NH, CI-CHD, CI-SSD) and conditions (A, AV-V). In addition, we used
hierarchical clustering to identify dominant topographic maps in the data, which we
then used for a single-subject fitting analysis. In particular, we focused on the map
presence and the first onset of the maps within time windows of the N1 and P2, and
statistically examined whether there exist group and condition differences. Finally,
we performed a source analysis, concentrating on the visual and auditory cortices.
Again, we focused on the N1 and P2 time windows, examined the activity peaks and
latencies, and statistically compared groups and conditions.
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results At the behavioural level, we confirmed multisensory integration for each
experimental group, as we observed the shortest response times for audiovisual sylla-
bles compared to auditory-only and visual-only syllables. In line with this observation,
multisensory interactions were reflected in the ERP data, exhibiting generally reduced
activity for AV-V compared to A for both the N1 and P2, independent of the group. We
also discovered differences between the groups, as shown in the topographic analysis
which revealed a significant change of N1 voltage topographies for AV-V compared to
A, particularly for CI-CHD users. Moreover, both CI user groups exhibited delayed
auditory-cortex and enhanced visual-cortex responses, as well as superior lip-reading
results compared to NH controls.

discussion Taken together, both the behavioural and ERP results show an au-
diovisual benefit for both CI user groups and NH listeners, which is reflected in the
response times and in the visual modulation of the auditory response. Furthermore,
group differences are discovered in the topographic analysis, which revealed a par-
ticularly strong visual influence on auditory processing in CI-CHD users compared
to CI-SSD and NH controls at N1 latency. Nevertheless, both CI user groups ap-
pear to have difficulties to process the limited CI input which is reflected in delayed
auditory-cortex responses compared to NH listeners. To compensate for this, both
CI user groups seem to recruit the visual cortex more strongly, and develop better
lip-reading skills compared to NH controls. CI-SSD users seem to compensate the
limited CI signal by developing enhanced lip-reading abilities and by cross-modally
recruiting visual cortex, similarly to CI-CHD users. This is unexpected, given that
CI-SSD users have an intact NH ear. We therefore conclude that these compensatory
strategies are independent of the hearing threshold and supply of the contralateral
ear. Overall, these findings confirm both differences and similarities among different
CI user groups, and they support the benefits of audiovisual information for all CI
users, which should be taken into account in clinical practise.
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A B S T R A C T   

Hearing with a cochlear implant (CI) is limited compared to natural hearing. Although CI users may develop 
compensatory strategies, it is currently unknown whether these extend from auditory to visual functions, and 
whether compensatory strategies vary between different CI user groups. To better understand the experience- 
dependent contributions to multisensory plasticity in audiovisual speech perception, the current event-related 
potential (ERP) study presented syllables in auditory, visual, and audiovisual conditions to CI users with uni-
lateral or bilateral hearing loss, as well as to normal-hearing (NH) controls. Behavioural results revealed shorter 
audiovisual response times compared to unisensory conditions for all groups. Multisensory integration was 
confirmed by electrical neuroimaging, including topographic and ERP source analysis, showing a visual mod-
ulation of the auditory-cortex response at N1 and P2 latency. However, CI users with bilateral hearing loss 
showed a distinct pattern of N1 topography, indicating a stronger visual impact on auditory speech processing 
compared to CI users with unilateral hearing loss and NH listeners. Furthermore, both CI user groups showed a 
delayed auditory-cortex activation and an additional recruitment of the visual cortex, and a better lip-reading 
ability compared to NH listeners. In sum, these results extend previous findings by showing distinct multisen-
sory processes not only between NH listeners and CI users in general, but even between CI users with unilateral 
and bilateral hearing loss. However, the comparably enhanced lip-reading ability and visual-cortex activation in 
both CI user groups suggest that these visual improvements are evident regardless of the hearing status of the 
contralateral ear.   

1. Introduction 

A cochlear implant (CI) can help restore the communication abilities 
in patients with severe to profound sensorineural hearing loss by elec-
trically stimulating the auditory nerve (Zeng, 2011). However, listening 
with a CI is completely different from conventional hearing, as the 
electrical signal provided by the CI transmits only a limited amount of 
spectral and temporal information (Drennan and Rubinstein, 2008). 
Consequently, the central auditory system must learn to interpret the 

artificially sounding CI input as meaningful information (Giraud et al., 
2001c; Sandmann et al., 2015). The ability of the nervous system to 
adapt to a new type of stimulus is an example of neural plasticity 
(Glennon et al., 2020; Merzenich et al., 2014). This phenomenon has 
been investigated in various studies with CI users, manifesting as an 
increase in activation in the auditory cortex to auditory stimuli during 
the first months after CI implantation (Giraud et al., 2001c; Green et al., 
2005; Sandmann et al., 2015). Additional evidence for neural plasticity 
in CI users comes from the observation that these individuals recruit 
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visual cortices for purely auditory speech tasks (Chen et al., 2016; Gir-
aud et al., 2001c); a phenomenon referred to as cross-modal plasticity (e. 
g. Glennon et al., 2020). 

Previous research has shown that event-related potentials (ERPs) 
derived from continuous electroencephalography (EEG) are an adequate 
method for studying cortical plasticity in CI users (Beynon et al., 2005; 
Finke et al., 2016a; Sandmann et al., 2009, 2015; Schierholz et al., 2015, 
2017; Sharma et al., 2002; Viola et al., 2012; Layer et al., 2022). The 
primary benefit of analysing ERPs is the high temporal resolution, which 
allows for the tracking of individual cortical processing steps (Biasiucci 
et al., 2019; Michel and Murray, 2012). For instance, the auditory N1 
(negative potential around 100 ms after stimulus onset) and the auditory 
P2 ERPs (positive potential around 200 ms after stimulus onset) are at 
least partly generated in the primary and secondary auditory cortices 
(Ahveninen et al., 2006; Bosnyak et al., 2004; Näätänen and Picton, 
1987). Current models of auditory signal propagation recognise that 
there is an underlying anatomy exhibiting a semi-hierarchical and 
highly parallel organisation (e.g. Kaas and Hackett, 2000). In terms of 
auditory ERPs this would suggest that prominent components, such as 
the N1–P2 complex, include generators not only within primary audi-
tory cortices, but within a distributed network along the superior tem-
poral cortices as well as fronto-parietal structures and even visual 
cortices. Moreover, top-down effects, such as attention or expectation of 
incoming auditory events mediated by the frontal cortex, can influence 
these auditory processes (Dürschmid et al., 2019). The majority of 
previous ERP studies with CI users have used auditory stimuli to show 
that the N1 and P2 ERPs have a reduced amplitude and a prolonged 
latency in comparison to normal-hearing (NH) individuals. This obser-
vation suggests that CI users have difficulties in processing auditory 
stimuli (Beynon et al., 2005; Finke et al., 2016a; Henkin et al., 2014; 
Sandmann et al., 2009) and is consistent with previous behavioural re-
sults of impaired auditory discrimination ability in CI users (Sandmann 
et al., 2010, 2015; Finke et al., 2016a,b). 

Although multisensory conditions more likely represent everyday 
situations, only a few ERP studies so far have been conducted with au-
diovisual stimuli. These studies primarily concentrated on rudimentary, 
non-linguistic audiovisual stimuli (sinusoidal tones and white discs) and 
showed a prolonged N1 response, and a greater visual modulation of the 
auditory N1 ERPs in CI users compared to NH listeners (Schierholz et al., 
2015, 2017). Our previous study extended these results to more complex 
audiovisual syllables (Layer et al., 2022), using electrical neuroimaging 
(Michel et al., 2004, 2009; Michel and Murray, 2012) to perform 
topographic and ERP source analyses. Unlike traditional ERP data 
analysis, which is based on waveform morphology at specific electrode 
positions, electrical neuroimaging is reference-independent and takes 
into account the spatial characteristics and temporal dynamics of the 
global electric field to distinguish between the effects of response 
strength, latency, and distinct topographies (Murray et al., 2008; Michel 
et al., 2009). By using this topographic analysis approach, we previously 
showed a group-specific topographic pattern at N1 latency and an 
enhanced activation in the visual cortex at N1 latency for CI users when 
compared to NH listeners (Layer et al., 2022). These observations 
confirm a recent report about alterations in audiovisual processing and a 
multisensory benefit for CI users, if additional (congruent) visual in-
formation is provided (Radecke et al., 2022). 

Based on previous ERP and behavioural results, one might conclude 
that multisensory processes, in particular integration of auditory and 
visual speech cues, remain intact in CI users despite the limited auditory 
signal provided by the CI. Nevertheless, it remains unclear whether the 
enhanced visual impact on auditory speech processing applies to all of 
the CI users, given that large inter-individual differences (e.g. with 
regards to the hearing threshold in the contralateral ear) have not been 
taken into account. Most of the aforementioned studies have included CI 
users with bilateral hearing loss (e.g. Finke et al., 2016a; Sandmann et al., 
2015; Schierholz et al., 2015; Radecke et al., 2022; Layer et al., 2022), 
either provided with a CI on both ears (CI + CI on contralateral side) or 

on one ear (CI + hearing aid on contralateral side). These CI users will be 
referred to as CI-CHD users (CHD = ‘contralateral hearing device’) in the 
following. However, over the last years, the clinical margins for CI 
indication have been extended to unilateral hearing loss, enabling the 
implantation of single-sided deaf (SSD) patients (CI + NH on contra-
lateral side; Arndt et al., 2011; Arndt et al., 2017; Buechner et al., 2010). 
This CI user group is particularly interesting, as the signal quality of the 
input is very different for the two ears, leading to maximally asymmetric 
auditory processing (Gordon et al., 2013; Kral et al., 2013). The variable 
hearing ability in the contralateral ear across different CI groups may at 
least partly account for the large variability in speech recognition ability 
observed in CI users (Lazard et al., 2012). To better understand the 
factors contributing to this variability and to extend previous findings on 
CI-CHD users and NH listeners (Layer et al., 2022), the current study 
systematically compared the timecourse of auditory and audiovisual 
speech processing as well as the lip-reading abilities between different 
groups of CI users, in particular CI-CHD users and CI-SSD users, and to 
NH listeners. The inclusion of the additional group of patients crucially 
extends our previous study because it not only evaluates the trans-
ferability our previous results to different patient groups but also pro-
vides deeper insights into the influence of individual factors - 
specifically the hearing ability of the second ear - on audiovisual speech 
processing in CI users. This is noteworthy because literature comparing 
CI-SSD to bimodal or bilateral CI users is scarce. However, the few 
existing studies reported differences in speech-in-noise performance 
(Williges et al., 2019) and in situations with multiple concurrent 
speakers (Bernstein et al., 2016) between CI-SSD users and bimodal or 
bilateral CI users, respectively. But, given this first evidence for purely 
auditory situations, we hypothesised that further differences would 
emerge for audiovisual stimulation, which has yet to be reported. 

Given that CI-SSD users have an intact ear on the contralateral side, it 
is reasonable that this NH ear serves as the main communication channel 
despite the advantages given by the CI (Kitterick et al., 2015; Ludwig 
et al., 2021). Therefore, we hypothesised that CI-SSD users are less 
influenced by visual information, benefit less from audiovisual input and 
show poorer lip-reading skills than CI-CHD users. However, we expected 
a delay in cortical responses in the CI-SSD group, similar to the group of 
CI-CHD users, when compared to NH individuals, based on previous 
results from studies with purely auditory stimuli comparing the CI and 
the NH ear (Finke et al., 2016b; Bönitz et al., 2018; Weglage et al., 
2022). 

2. Material and methods 

The study was conducted in accordance with the Declaration of 
Helsinki and was approved by the Ethics Committee of the medical 
faculty of the University of Cologne (application number: 18 − 257). 
Prior to data collection, all participants gave written informed consent, 
and they were reimbursed. 

2.1. Participants 

In total, twelve post-lingually deafened CI-SSD patients were invited 
to participate in this study to extend the results from our previous study 
(Layer et al., 2022) by including an additional subgroup of CI-SSD users. 
Among these participants, one had to be excluded due to poor EEG data 
quality (high artefact load), resulting in a total of eleven CI-SSD patients 
(two right-implanted). Accordingly, we selected post-lingually deafened 
CI-CHD patients and NH listeners from our previous study (Layer et al., 
2022; n = 11 each) such that they matched the CI-SSD patients as best as 
possible by gender, age, handedness, stimulated ear and years of edu-
cation. The matched subset datasets from our previous study of CI-CHD 
users and NH listeners were reused for the current study and were 
extended by newly acquired data from an additional group of CI-SSD 
users. The CI-CHD users were implanted either unilaterally (n = 2; all 
left-implanted using a hearing aid on the contralateral ear) or bilaterally 
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(n = 9; two right-implanted). All CI users had been using their device 
continuously for at least one year prior to the experiment. For the 
experiment, only the ear with a CI was stimulated and in the case of 
bilateral implantation, the ‘better’ ear (the ear showing the higher 
speech recognition scores in the Freiburg monosyllabic test) was used as 
stimulation side. 

Thus, for final analyses, thirty-three volunteers were included, with 
eleven CI-SSD patients (7 female, mean age: 56.5 years ± 9.2 years, 
range: 39 − 70, 10 right-handed), eleven CI-CHD patients (7 female, 
mean age: 61.4 years ± 9.7 years, range: 39 − 75, 11 right-handed) and 
eleven NH listeners (7 female, mean age: 60.1 years ± 10.1 years, range: 
34 − 70, 11 righthanded). Detailed information on the implant system 
and the demographic data are provided in Table 1. To check that 
cognitive abilities were age-appropriate, the DemTect Ear test battery 
was used (Brünecke et al., 2018). All participants scored within the 
normal, age-appropriate range (13 − 18 points). In addition, the 
German Freiburg monosyllabic speech test (Hahlbrock, 1970) with a 
sound intensity level of 65 dB SPL (see Table 4 for scores) was used to 
assess speech recognition abilities. To obtain a hearing threshold (HT) of 
the contralateral ear, we measured the aided HT in CI-CHD users in 
free-field and the unaided HT of the NH ear of CI-SSD users with 
headphones (see Table 1). All participants were native German speakers, 
had normal or corrected-to-normal vision (assessed by the Landolt test 
according to the DIN-norm; Wesemann et al., 2010) and none of the 
participants had a history of psychiatric disorder. Their handedness was 
assessed by the Edinburgh inventory (Oldfield, 1971). 

2.2. Stimuli 

The stimuli in this study were identical to those used in our previous 
study (Layer et al., 2022) and they were presented in three different 
conditions: visual-only (V), auditory-only (A) and audiovisual (AV). 
Additionally, there were trials with a black screen only (‘nostim’), to 
which the participants were instructed to not react. The stimuli were 
delivered using the Presentation software (Neurobehavioral Systems, 
version 21.1) and a computer in combination with a duplicated monitor 
(69 inch). The stimuli consisted of the two syllables /ki/ and /ka/ which 
are included in the Oldenburg logatome speech corpus (OLLO; Wesker 
et al., 2005). They were cut from the available logatomes from one 
speaker (female speaker 1, V6 ′normal spelling style’, no dialect). These 
two syllables in particular differed in their phonetic distinctive features 
(vowel place and height of articulation) in the vowel contrast (/a/ vs. 
/i/; Micco et al., 1995). These German vowels are different in terms of 
central frequencies of the first (F1) and second formant (F2) represent-
ing the highest contrast between German vowels (e.g. Obleser et al., 
2003), making them easily distinguishable for CI users. Importantly, as 
we presented visual-only syllables as well, the chosen syllables not only 
highly differ in terms of auditory (phoneme) realisation, but also in their 
visual articulatory (viseme) realisation. A viseme is the visual equivalent 
of the phoneme: a static image of a person articulating a phoneme (Dong 
et al., 2003). The editing of the syllables was done with Audacity 
(version 3.0.2) by cutting and adjusting them to the same duration of 
400 ms. The syllables were normalised (adjusted to the maximal 
amplitude) in Adobe Audition CS6 (version 5.0.2). 

To create a visual articulation of the auditory syllables, we used the 

Table 1 
Demographic information on the CI participants; HT (hearing threshold; average over 500 Hz, 1 kHz, 2 kHz, 4 kHz); Stim. = stimulated; HL = hearing loss; m = male; f 
= female.  

ID Group Sex Age Handed- 
ness 

Fitting HT (dB HL; contra- 
lateral ear) 

Stim. 
ear 

Etiology Age at onset of HL 
(years) 

CI use of the stim. ear 
(months) 

CI 
manufacturer 

1 CI- 
CHD 

m 61 right bilateral 32 left unknown 41 15 MedEl 

2 CI- 
CHD 

f 75 right bilateral 31 left hereditary 57 30 Advanced 
Bionics 

3 CI- 
CHD 

f 39 right bilateral 26 right otosclerosis 24 17 Advanced 
Bionics 

4 CI- 
CHD 

f 70 right bilateral 37 left unknown 37 56 MedEl 

5 CI- 
CHD 

f 70 right bilateral 37 left meningitis 69 20 MedEl 

6 CI- 
CHD 

m 59 right bimodal 85 left unknown 49 33 Advanced 
Bionics 

7 CI- 
CHD 

f 63 right bilateral 36 left meningitis 20 106 Advanced 
Bionics 

8 CI- 
CHD 

f 64 right bilateral 29 left whooping 
cough 

9 78 Cochlear 

9 CI- 
CHD 

m 53 right bilateral 36 left unknown 30 235 Cochlear 

10 CI- 
CHD 

f 58 right bimodal 41 left unknown 49 18 Advanced 
Bionics 

11 CI- 
CHD 

m 56 right bilateral 35 right hereditary 19 63 MedEl 

12 CI-SSD f 64 right SSD 10 left unknown 49 30 Cochlear 
13 CI-SSD f 40 right SSD 10 right sudden hearing 

loss 
34 77 MedEl 

14 CI-SSD m 43 right SSD 12 left bike accident 42 12 Cochlear 
15 CI-SSD m 54 right SSD 17 left unknown 52 28 MedEl 
16 CI-SSD f 49 right SSD 23 right otosclerosis 39 19 MedEl 
17 CI-SSD m 59 left SSD 17 left sudden hearing 

loss 
49 54 Cochlear 

18 CI-SSD f 57 right SSD 12 left sudden hearing 
loss 

20 53 Cochlear 

19 CI-SSD m 62 right SSD 13 left sudden hearing 
loss 

47 63 Cochlear 

20 CI-SSD f 62 right SSD 15 left otitis media 14 65 MedEl 
21 CI-SSD f 68 right SSD 25 left unknown 60 50 Cochlear 
22 CI-SSD f 52 right SSD 22 left hereditary 20 12 MedEl  
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MASSY (Modular Audiovisual Speech SYnthesizer; Fagel and Clemens, 
2004), which is a computer-based video animation of a talking head. 
This talking head has been previously validated for CI users (Meister 
et al., 2016; Schreitmüller et al., 2018) and is an adequate tool to 
generate audiovisual and visual speech stimuli (Massaro and Light, 
2004). To generate articulatory movements matching the auditory 
speech sounds, one has to provide files that transform the previously 
transcribed sounds into a probabilistic pronunciation model providing 
the segmentation and the timing of every single phoneme. This can be 
done by means of the web-based tool MAUS (Munich Automatic Seg-
mentation; Schiel, 1999). To obtain a video file of the MASSY output, the 
screen recorder Bandicam (version 4.1.6) was used in order to save the 
finished video files. Finally, the stimuli were edited in Pinnacle Studio 
22 (version 22.3.0.377), making video files of each syllable in each 
condition: 1) Audiovisual (AV): articulatory movements with corre-
sponding auditory syllables, 2) Auditory-only (A): black screen (video 
track turned off) combined with auditory syllables, 3) Visual-only (V): 
articulatory movements without auditory syllables (audio track turned 
off). Each trial started with a static face (500 ms) and was followed by 
the video, which lasted for 800 ms (20 ms initiation of articulatory 
movements + 400 ms auditory syllable + 380 ms completion of artic-
ulatory movements). For further analyses, we focused on the moving 
face (starting 500 ms post-stimulus onset/after the static face), as the 
responses to static faces comparing NH listeners and CI users have been 
investigated previously (Stropahl et al., 2015). 

Supplementary video related to this article can be found at https 
://doi.org/10.1016/j.crneur.2022.100059 

In general, all participants were assessed monaurally, meaning that 
in CI-SSD users the CI-ear was measured, in bimodal CI users the CI-ear 
was measured and in bilateral CI users the better CI-ear was measured. 
Regarding the CI-SSD patients, we followed the procedures of a previous 
study (Weglage et al., 2022) and positioned the processor inside an aqua 
case (Advanced Bionics; https://www.advancedbionics.com) to specif-
ically stimulate the CI-ear without risking a cross-talking to the NH ear. 
Note that stimulation via a loudspeaker is not possible in this group, 
because an ear-plug is not enough to cover and mask the NH-ear, as it 
only reduces the intensity level by maximally 30 dB (Park et al., 2021). 
We refused the option of using noise to mask the NH ear, as this noise 
would have to be very loud to fully mask the information. This stimu-
lation option would rather represent a speech-in-noise condition and 
would differ much more from the other two groups. An insert earphone 
(3M E-A-RTONE 3A) was put inside a hole of the aqua case where it was 
placed right over the microphone of the CI. A long coil cable was used to 
connect the processor with the implant. Regarding the CI-CHD users, the 
stimuli were presented via a loudspeaker (Audiometer-Box, type: LAB 
501, Westra Electronic GmbH) which was placed in front of the partic-
ipant. The hearing aid or the CI at the contralateral side was removed 
during the experiment and the ear was additionally covered with an 
ear-plug. For NH participants, the ear of the matched CI user was stim-
ulated via an insert earphone (3M E-A-RTONE 3A), and the contralateral 
ear was closed with an ear-plug as well to avoid a cross-talking to the 
contralateral ear. The stimuli were calibrated to 65 dB SPL to ensure that 
the intensity level was equal for each stimulation technique. All par-
ticipants rated the perceived loudness of the syllables with a seven-point 
loudness rating scale (as used in Sandmann et al., 2009, 2010), to ensure 
that the syllable intensity was perceived at a moderate level of 60− 70 
dB (Allen et al., 1990). The stimuli (video files) are provided as sup-
plementary material and can be downloaded. 

2.3. Procedure 

The procedure was identical to our previous study (see Layer et al., 
2022). The additional CI-SSD users were seated comfortably in an 
electromagnetically shielded and dimly lit booth at a viewing distance of 
175 cm to the screen. The participants were instructed to discriminate as 
fast and as accurately as possible between the syllables /ki/ and /ka/. 

The given response was registered using a mouse, with each of the two 
buttons assigned to one syllable. The sides were counterbalanced across 
the participants to prevent confounds caused by the used finger. 

For each condition (AV, A, V, ‘nostim’), 90 trials each were presented 
per syllable, resulting in a total number of 630 trials (90 repetitions x 3 
conditions (AV, A, V) x 2 syllables (/ki/, /ka/) + 90 ‘nostim’-condi-
tions). Each trial began with a ‘nostim’-condition or a static face of the 
talking head (500 ms) followed by a visual-only, auditory-only or an 
audiovisual syllable. Afterwards, a fixation cross was shown until the 
participant pressed a button. In the case of a ‘nostim’-trial, the partici-
pants were asked not to respond to. The trials were pseudo-randomised 
such that no trial of the same condition and syllable appeared twice in a 
row. The experiment lasted for 25 min excluding breaks, composed of 
five blocks of approximately 5 min each. A short break was given after 
each block. To ensure that the task was understood by the participants, 
we presented a short practice block consisting of five trials per condition 
before starting the recording. An illustration of the experimental para-
digm can be found in Fig. 1A. 

To obtain further behavioural measures apart from the ones regis-
tered in the EGG task (hit rates, response times), we asked the addi-
tionally measured CI-SSD users to rate the exertion of performing the 
task after each experimental block by using the ‘Borg Rating of Perceived 
Exertion’-scale (Borg RPE-scale; Williams, 2017). Further, we measured 
the lip-reading abilities by means of a behavioural lip-reading test 
consisting of monosyllabic words from the German Freiburg test 
(Hahlbrock, 1970) which were visualised by various speakers and filmed 
(Stropahl et al., 2015). The participants were asked to watch the short 
videos of the muted monosyllabic word performances and to report 
which word was understood. This test was used in previous studies with 
CI patients (Stropahl et al., 2015; Stropahl and Debener, 2017), as well 
as in our previous study with CI-CHD users and NH listeners (Layer et al., 
2022), whose scores we compared to CI-SSD users in the current study. 

2.4. EEG recording 

Similar to our previous study (Layer et al., 2022), the EEG data of the 
additionally measured CI-SSD users were continuously recorded by 
means of 64 AG/AgCl ActiCap slim electrodes using a BrainAmp system 
(BrainProducts, Gilching, Germany) and a customised electrode cap 
with an electrode layout (Easycap, Herrsching, Germany) according to 
the 10-10 system. To record an electrooculogram (EOG), two electrodes 
were placed below and beside the left eye (vertical and horizontal eye 
movements, respectively). The nose-tip was used as reference, and a 
midline electrode placed slightly anterior to Fz served as ground. Data 
recording was performed using a sampling rate of 1000 Hz. The online 
analog filter was set between 0.02 and 250 Hz. Electrode impedances 
were maintained below 10 k Ω during data acquisition. 

2.5. Data analysis 

The subset data taken from our previous study including the newly 
acquired data of the CI-SSD users were analysed in MATLAB 
9.8.0.1323502 (R2020a; Mathworks, Natick, MA) and R (version 3.6.3; 
R Core Team (2020), Vienna, Austria). Topographic analyses were car-
ried out in CARTOOL (version 3.91; Brunet et al., 2011). Source analyses 
were performed in Brainstorm (Tadel et al., 2011). The following R 
packages have been used: ggplot2 (version 2.3.3) for creating plots; 
dplyr (version 1.0.4), tidyverse (version 1.3.0) and tidyr (version 1.1.3) 
for data formatting; ggpubr (version 0.4.0) and rstatix (version 0.7.0) for 
statistical analyses. 

2.5.1. Behavioural data 
In a first step, we collapsed the syllables /ki/ and /ka/ for each 

condition (A, V, AV), as they did not show substantial differences be-
tween each other (mean RTs ± one standard deviation of the mean: CI- 
CHD: /ki/= 620 ms ± 88.3 ms, /ka/= 611 ms ± 88.0 ms; CI-SSD: /ki/=
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574 ms ± 100.0 ms, /ka/= 566 ms ± 94.0; NH: /ki/= 607 ms ± 91.6 
ms, /ka/= 587 ms ± 102.0 ms; all p ≥ 0.354). Second, false alarms or 
missing responses were discarded from the dataset. Trials that exceeded 
the individual mean by more than three standard deviations for each 
condition were declared as outliers and were removed from the dataset. 
Then, RTs and hit rates were computed for each condition (A, V, AV) for 
each individual. To analyse the performance for each condition and 
group, a 3 x 3 mixed ANOVA was used separately for the RTs and the hit 
rates, with condition (AV, A, V) as the within-subjects factor and group 
(NH, CI-CHD, CI-SSD) as the between-subjects factor. In the case of 
violation of the sphericity assumption, a Greenhouse-Geisser correction 
was applied. Moreover, post-hoc t-tests were carried out and corrected 
for multiple comparisons using a Bonferroni correction, in the case of 
significant main effects or interactions (p ≤ .05). As the hit rates were 
very high in our previous study (Layer et al., 2022), we did not expect 
CI-SSD users to deviate from this pattern. Concerning the RTs, we ex-
pected similar results for CI-SSD users as for CI-CHD users and NH lis-
teners, with shorter RTs for AV conditions compared to unisensory (A, 
V) conditions. 

In a next step, we analysed the origin of the redundant signals effect, 
which is the effect of achieving faster RTs for audiovisual stimuli in 
comparison to unimodal stimuli (A, V) (Miller, 1982). For this purpose, 
we reused a subset of our previously reported data of the CI-CHD users 
and NH listeners (Layer et al., 2022) and extended these by the addi-
tional group of CI-SSD users. There are two accounts explaining this 
issue: the race model (Raab, 1962) and the coactivation model (Miller, 
1982). Briefly, the race model claims that due to statistical facilitation it 

is more probable that either of the stimuli (A and V) will result in shorter 
response times in comparison to one stimulus alone (A or V). Therefore, 
one can assume that RTs of redundant signals (AV) are significantly 
faster, and that no neural integration is required to observe a redundant 
signals effect (Raab, 1962). In contrast, the coactivation model (Miller, 
1982) assumes an interaction between the unimodal stimuli which 
forms a new product before initiating a motor response, leading to faster 
RTs. A widely used method in multisensory research is to test for the race 
model inequality (RMI; Miller, 1982) to explain whether the redundant 
signals effect was caused by multisensory processes or by statistical 
facilitation. According to the RMI, the cumulative distribution function 
(CDF) of the RTs in the multisensory condition (AV) can never exceed 
the sum of the CDFs of the two unisensory (A, V) conditions: 

P(RTAV ≤ t) ≤ P(RTA ≤ t) + P(RTV ≤ t),  for all t ≤ 0,

where P(RTx ≤ t) represents the likelihood of a condition x ∈ {AV,A,V}

being less than an arbitrary value t. Violation of this model, for any given 
value of t, is an indication for multisensory processes (see also Ulrich 
et al. (2007) for details). By applying the RMITest software by Ulrich 
et al. (2007), the CDFs of the RT distributions for each condition (AV, A, 
V) and for the sum of the modality-specific conditions (A + V) were 
estimated. The individual RTs were rank ordered for each condition to 
obtain percentile values (Ratcliff, 1979). Next, for each group separately 
(NH, CI-CHD, CI-SSD), the CDFs for the redundant signals conditions 
(AV) and the modality-specific sum (A + V) were compared for the five 
fastest deciles (bin width: 10 %). We used one-tailed paired t-tests 

Fig. 1. Behavioural results. A) Overview of the paradigm (adapted from Layer et al., 2022). B) Mean response times for auditory (red), visual (green) and audiovisual 
(blue) syllables averaged over all groups, demonstrating that audiovisual syllables had shorter response times than auditory-only and visual-only RTs. C) Mean hit 
rates for auditory (red), visual (green) and audiovisual (blue) syllables averaged across all groups, with no differences between the three conditions. D) Cumulative 
distribution functions for CI-CHD, CI-SSD and NH. The race model is violated for all three groups because they show that the probability of faster response times is 
higher for audiovisual stimuli (blue line) than for those estimated by the race model (cyan line). Significant differences are indicated (* p < 0.05, ** p < 0.01, *** p <

0.001). (For interpretation of the references to colour in this figure legend, the reader is referred to the Web version of this article.) 
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followed by a Bonferroni correction to account for multiple compari-
sons. Significance at any decile bin was treated as violation of the race 
model, suggesting multisensory interactions in the behavioural re-
sponses. Here, we expected a similar redundant signals effect for CI-SSD 
users, as CI-CHD users and NH listeners both showed a violation of the 
race model inequality in our previous study (Layer et al., 2022). 

To assess differences between the CI user groups and the NH listeners 
in the lip-reading task and in the subjective rating of exertion, we per-
formed one-way ANOVAs. Whenever a significant main effect of group 
was present, we performed follow-up tests with a Bonferroni correction 
to account for multiple comparisons. Concerning the lip-reading ability, 
we anticipated that CI-SSD users performed worse compared to CI-CHD 
users due to their intact contralateral ear, which may reduce the need to 
rely on lip movements in their everyday life. In terms of subjective 
exertion rating, we expected no difference between experimental groups 
because our previous study (Layer et al., 2022) found no difference, 
which was likely due to the easy task. 

2.5.2. EEG pre-processing 
The pre-processing of the EEG data was done with EEGLAB (version 

v2019.1; Delorme and Makeig, 2004), a software working within the 
MATLAB environment (Mathwork, Natick, MA). The raw data were 
down-sampled (500 Hz) and filtered with a FIR-filter, having a high pass 
cut-off frequency of 0.5 Hz with a maximum possible transition band-
width of 1 Hz (cut-off frequency multiplied by two), and a low pass 
cut-off frequency of 40 Hz with a transition bandwidth of 2 Hz. For both 
filters, the Kaiser-window (Kaiser-β = 5.653, max. stopband attenuation 
= − 60 dB, max. passband deviation = 0.001; Widmann et al., 2015) was 
used to maximise the energy concentration in the main lobe by aver-
aging out noise in the spectrum and minimising information loss at the 
edges of the window. Electrodes in the proximity of the speech processor 
and transmitter coil were removed for CI users (mean: 2.8 electrodes; 
range: 1 − 4). Afterwards, the datasets were epoched into 2 s dummy 
epoch segments, and pruned of unique, non-stereotype artefacts using 
an amplitude threshold criterion of four standard deviations. An inde-
pendent component analysis (ICA) was computed (Bell and Sejnowski, 
1995) and the resulting ICA weights were applied to the epoched orig-
inal data (1 − 40 Hz, − 200 to 1220 ms relative to the stimulus onset 
(including the static and moving face)). Independent components 
reflecting vertical and horizontal ocular movements, electrical heartbeat 
activity, as well as other sources of non-cerebral activity were rejected 
(Jung et al., 2000). Independent components exhibiting artefacts of the 
CI were identified based on the side of stimulation and the time course of 
the component activity, showing a pedestal artefact around 700 ms after 
the auditory stimulus onset (520 ms). The identified components were 
removed from the EEG data. In a next step, we interpolated the missing 
channels using a spherical spline interpolation (Perrin et al., 1989) 
which allows for a solid dipole source localisation of auditory ERPs in CI 
users (Debener et al., 2008; Sandmann et al., 2009). Only trials yielding 
correct responses (NH: 91.0 % ± 3.9 %; CI-CHD: 88.1 % ± 3.8 %; 
CI-SSD: 86.6 % ± 4.5 %) were kept for further ERP analyses. 

2.5.3. EEG data analysis 
We compared event-related potentials (ERPs) of all conditions (AV, 

A, V) between the two CI user groups and the NH participants. The 
additive model which is denoted by the equation AV = A+ V (Barth 
et al., 1995) was used to investigate multisensory interactions. The 
model is satisfied and suggests independent and linear processing if the 
multisensory (AV) responses equal the sum of the unisensory (A, V) 
responses. Whereas, if the model is not satisfied, non-linear interactions 
between the unisensory modalities are assumed (Barth et al., 1995). 
Similar to our previous study (Layer et al., 2022), we rearranged the 
equation to A = AV − V such that we could compare the directly 
measured auditory ERP response (A) with the term [AV − V], denoting 
an ERP difference wave representing a visually-modulated auditory ERP 
response. Hence, [AV-V] is an estimate of an auditory response elicited 

in a multisensory context. In the case of a lack of interaction between the 
two unisensory (A, V) modalities, both A and AV-V should be identical. 
However, if the auditory (A) and the modulated auditory (AV-V) ERPs 
are not identical, this would point to non-linear multisensory in-
teractions (Besle et al., 2004; Murray et al., 2005; Cappe et al., 2010; 
Foxe et al., 2000; Molholm et al., 2002). Such non-linear effects can be 
either super-additive (A < AV − V) or sub-additive (A > AV − V). 
But, since interpreting these effects is not straightforward, it is necessary 
to obtain reference-independent measurements of power or of source 
estimates (e.g. Cappe et al., 2010). Before creating the difference waves 
(AV-V), we randomly reduced the number of epochs based on the con-
dition with the lowest number of epochs for each individual to guarantee 
that there was an equal contribution of each condition to the resulting 
difference wave. The difference waves were only created for the CI-SSD 
users in this study, and the difference waves for the NH listeners and 
CI-CHD users were reused from our previous study (Layer et al., 2022). 

As in our previous study (Layer et al., 2022), we analysed our ERP 
data within an electrical neuroimaging framework (Murray et al., 2008; 
Michel et al., 2009; Michel and Murray, 2012), comprising topographic 
and ERP source analysis to compare auditory (A) and modulated (AV-V) 
ERPs within and between groups (NH, CI-CHD, CI-SSD). We investigated 
the global field power (GFP) and the global map dissimilarity (GMD) to 
quantify ERP differences in response strength and response topography, 
respectively (Murray et al., 2008). First, we looked at the GFP, at the 
time window of the N1 and the P2 (N1: 80 − 200 ms; P2: 200 − 370 ms), 
which were chosen based on visual inspection of the GFP computed for 
the grand average ERPs across conditions and groups. The GFP is the 
spatial standard deviation of all electrode values at a specific time point 
(Murray et al., 2008) and was first described by Lehmann and Skrandies 
(1980). The reason for choosing the GFP instead of selecting specific 
channels of interest is that this approach allows for a more objective 
peak detection. The GFP peak mean amplitudes and latencies were 
detected for each individual, condition (A, AV-V) and time window (N1, 
P2) and were statistically analysed by using a 3 x 2 mixed ANOVA with 
group (NH, CI-CHD, CI-SSD) as the between-subjects factor and condi-
tion (A, AV-V) as the within-subjects factor for each peak separately. 
Based on previous observations with CI-CHD users (Beynon et al., 2005; 
Finke et al., 2016a; Henkin et al., 2014; Sandmann et al., 2009; Layer 
et al., 2022) and CI-SSD users (Finke et al., 2016b; Bönitz et al., 2018; 
Weglage et al., 2022), we expected delayed N1 and reduced P2 re-
sponses for all CI user groups compared to NH controls. 

Second, we analysed the GMD (Lehmann and Skrandies, 1980) to 
quantify topographic dissimilarities (and by extension, dissimilar con-
figurations of neural sources; Vaughan Jr, 1982) between experimental 
conditions and groups, regardless of the signal strength (Murray et al., 
2008). The GMD was analysed in CARTOOL by computing a ‘topo-
graphic ANOVA’ (TANOVA; Murray et al., 2008) to quantify differences 
in topographies between groups for each condition. Even though the 
name is misleading, this is no analysis of variance, but a non-parametric 
randomisation test. This randomisation test was executed with 5.000 
permutations and by calculating sample-by-sample p-values. To control 
for multiple comparisons, an FDR correction was applied (FDR = false 
discovery rate; Benjamini and Hochberg, 1995). Since ERP topographies 
remain stable for a certain period of time before changing to another 
topography (called ‘microstates’; Michel and Koenig, 2018) and to ac-
count for temporal autocorrelation, the minimal significant duration 
was adjusted to 15 consecutive time frames, corresponding to 30 ms. 

2.5.4. Hierarchical clustering and single-subject fitting analysis 
Whenever differences in topographies (GMD) for two groups or 

conditions are found, this is an indication for distinct neural generators 
contributing to these topographies (e.g. Vaughan Jr, 1982). However, it 
is also possible that a GMD is caused by a latency shift of the ERP, 
meaning that the same topographies are present but just shifted in time 
(Murray et al., 2008). To disentangle these two possible GMD causes, we 
performed a hierarchical topographic clustering analysis with 
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group-averaged data (NH(A), NH(AV-A), CI-CHD(A), CI-CHD(AV-V), 
CI-SSD(A), CI-SSD(AV-V)) to identify template topographies within the 
time windows of interest (N1, P2). Again, we used CARTOOL for this 
analysis and chose the atomize and agglomerate hierarchical clustering 
(AAHC) which has been especially designed for ERP-data (detailed in 
Murray et al., 2008). This method includes the global explained variance 
of a cluster and prevents blind combinations (agglomerations) of 
short-duration clusters. Thus, this clustering method identifies the 
minimal number of topographies accounting for the greatest variance 
within a dataset (here NH(A), NH(AV-A), CI-CHD(A), CI-CHD(AV-V), 
CI-SSD(A), CI-SSD(AV-V)). 

In a next step, the template maps detected by the AAHC were entered 
into a single-subject fitting (Murray et al., 2008) to identify the distri-
bution of specific templates by calculating sample-wise spatial correla-
tions for each individual and condition between each template 
topography and the observed voltage topographies. Each sample was 
matched to the template map with the largest spatial correlation. For 
statistical analyses, we focused on the first onset of maps (latency) and the 
map presence (number of samples in time frames) which are two of many 
other output options provided by CARTOOL. Particularly, we performed 
a mixed ANOVA with group (NH, CI-CHD, CI-SSD) as the 
between-subjects factor and condition (A, AV-V) and template map as 
within-subject factors, separately for each time window (N1, P2). In the 
case of significant three-way interactions, group-wise mixed ANOVAs 
(condition x template map) were computed. A Greenhouse-Geisser 
correction was applied whenever there was a violation of the sphe-
ricity assumption. Post-hoc t-tests were computed and corrected for 
multiple comparisons using a Bonferroni correction. We anticipated that 
the analysis of the first onset of maps would confirm a delayed N1 la-
tency for both CI-CHD and CI-SSD users based on previous results. In 
terms of map presence at N1 latency range, we speculated that there 
would be a pattern between CI-CHD users and NH listeners for CI-SSD 
users, as they have both a CI and a NH ear. However, we are not 
aware of previous studies reporting similar results for CI-SSD users. 

2.5.5. Source analysis 
We performed an ERP source analysis for each group and condition 

by means of Brainstorm (Tadel et al., 2011) to find out whether topo-
graphic differences can be explained by fundamentally different con-
figurations of neural generators. The tutorial provided by Stropahl et al. 
(2018) served as guideline for conducting the source analysis. As in our 
previous study (Layer et al., 2022) and in various studies with CI pa-
tients (Bottari et al., 2020; Stropahl et al., 2015; Stropahl and Debener, 
2017), we selected the method of dynamic statistical parametric map-
ping (dSPM, Dale et al. (2000)). dSPM works more precisely in identi-
fying deeper sources than standard norm methods, even though the 
spatial resolution stays relatively low (Lin et al., 2006). It takes the 
minimum-norm inverse maps with constrained dipole orientations to 
approximate the locations of electrical activity recorded on the scalp. 
This method can be successfully used to localise small cortical areas such 
as the auditory cortex (Stropahl et al., 2018). First, individual noise 
covariances were calculated from single-trial pre-stimulus onset base-
line intervals (− 50 to 0 ms) to estimate single-subject based noise 
standard deviations at each location (Hansen et al., 2010). As a head 
model, the boundary element method (BEM) which is implemented in 
OpenMEEG was used. The BEM gives three realistic layers and repre-
sentative anatomical information (Gramfort et al., 2010). The final ac-
tivity data is then displayed as absolute values with arbitrary units based 
on the normalisation within the dSPM algorithm. Consistent with the 
procedures of our previous study (Layer et al., 2022), we defined an 
auditory and a visual ROI by combining smaller regions within the 
Destrieux-atlas (Destrieux et al., 2010; Tadel et al., 2011; auditory: 
G_temp_sup-G_T_transv, S_temporal_transverse, G_temp_sup-Plan_tempo 
and Lat_Fis-post; visual: G_cuneus, S_calcarine, S_parieto_occipital). 
These ROIs were chosen in accordance with several previous studies 
(Stropahl et al., 2015; Stropahl and Debener, 2017; Giraud et al., 2001b, 

c; ; Prince et al., 2021; Layer et al., 2022). In specific, the chosen parts of 
the auditory ROI have been reported as both N1 (Näätänen and Picton, 
1987; Godey et al., 2001; Woods et al., 1993; Bosnyak et al., 2004) and 
P2 (Crowley and Colrain, 2004 (for review); Hari et al., 1987; Bosnyak 
et al., 2004; Ross and Tremblay, 2009) generators. The selected ROIs can 
be viewed in Fig. 4A. 

Source activities for each ROI, condition and group were exported 
from Brainstorm for each participant. Afterwards, the peak means and 
latencies for each time window of interest (N1: 80 − 200 ms, P2: 200 −

370 ms) were extracted. A mixed-model ANOVA was performed sepa-
rately for each time window with group (NH, CI-CHD, CI-SSD) as 
between-subject factor and condition (A, AV-V), ROI (auditory, visual) 
and hemisphere (left, right) as within-subjects factors. A Greenhouse- 
Geisser correction was applied in the case of violation of the sphe-
ricity assumption. In the case of significant interactions or main effects, 
post-hoc t-tests were computed and corrected for multiple comparisons 
using a Bonferroni correction. Similar to our hypotheses for the fitting 
data, we speculated that a pattern between the one of CI-CHD users and 
NH listeners would emerge for the recruitment of the visual cortex, 
which we observed for CI-CHD users in our previous study (Layer et al., 
2022). In addition, in accordance with the fitting data and the GFP, we 
expected a delayed auditory cortex response for CI-SSD users as well. 
Finally, based on our previous study, we expected to find indications for 
multisensory processing, with different activity for AV-V compared to A 
for CI-SSD users, too. 

3. Results 

3.1. Behavioural results 

Overall, all participants showed hit rates of ≥ 98 % in all conditions, 
and the mean RTs were between 504 ms and 638 ms (see Table 2). The 3 
x 3 mixed ANOVA with condition (AV, A, V) as within-subject factor and 
group (CI-CHD, CI-SSD, NH) as between-subject factor revealed for RTs 
no main effect of group (F2,30 = 1.06; p = .36, ηp2 = 0.058) and no 
group × condition interaction, but a main effect of condition (F1.31,39.3 =

100.63; p ≤ .001, ηp2 = 0.31). Follow-up post-hoc t-tests showed that 
RTs to redundant signals (AV) were significantly faster when compared 
to V (t(32) = 12.4; p ≤ .001) or A (t(32) = 20.3; p ≤ .001). There was 
no difference in RTs between the unisensory stimuli A and V (t(32) = −

0.84; p = 0.41). These results are displayed in Fig. 1B. 
For the hit rates, the 3 x 3 mixed ANOVA with condition (AV, A, V) as 

within-subject factor and group (CI-CHD, CI-SSD, NH) as between- 
subject factor showed no main effects or interactions (see Fig. 1C). 

Concerning the race model, the one sample t-tests were significant in 
at least one decile for each group (see Table 3). This means that the 
likelihood of faster response times for redundant signals (AV) is higher 
than for those estimated by the race model (A + V). Fig. 1D displays the 
results of the race model. Overall, the violation of the race model in CI- 
CHD, CI-SSD users and NH listeners confirms the existence of multi-
sensory integration in all tested groups. 

For the other behavioural measures, we calculated one-way ANOVAs 
with subsequent t-tests to assess differences in auditory word recognition 
ability and (visual) lip-reading abilities between CI-CHD, CI-SSD users and 

Table 2 
Mean hit rates (in %) and mean response times (in ms).  

Condition Hit rates Response times 

NH CI-CHD CI-SSD NH CI-CHD CI-SSD 

A 99.0 ±
0.7 

98.6 ±
1.1 

98.1 ±
1.6 

638 ±
84.1 

623 ±
92.4 

607 ±
79.4 

V 98.5 ±
1.2 

98.0 ±
1.3 

98.5 ±
1.3 

638 ±
98.4 

623 ±
96.1 

602 ±
87.7 

AV 98.7 ±
1.0 

98.3 ±
1.3 

99.1 ±
0.8 

526 ±
81.9 

530 ±
89.4 

504 ±
74.0  
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NH listeners. The ANOVAs showed a main effect of group for both the 
auditory word recognition ability (F2,30 = 23.99; p < .001, ηp2 =

0.615) and (visual) lip-reading abilities (F2,30 = 8.6; p = .001, ηp2 =

0.364). Follow-up t-tests revealed poorer speech recognition ability in 
the Freiburg monosyllabic test (p ≤ .001), but better lip-reading skills 
for all CI users when compared to NH listeners (CI-CHD vs. NH: p =

.002, CI-SSD vs. NH: p = .004). There was no difference between the 
two CI-user groups (CI-CHD vs. CI-SSD: p = 0.6). Concerning the sub-
jective exertion measured during the EEG task, the ANOVA did not show a 
difference between the CI-CHD, the CI-SSD users and NH listeners 

(F2,30 = 0.25; p = 0.78, ηp2 = 0.016). These results indicate that none 
of the tested groups perceived the task as more effortful than another 
group. The scores of these tests can be found in Table 4. 

3.2. ERP results on the sensor level: GFP 

In Fig. 2 the GFP of the grand averaged ERPs for the unisensory 
auditory (A) and the visually modulated auditory (AV-V) responses are 
shown for each group. Approximately between 120 and 140 ms, the first 
prominent peak is visible for all three groups. This peak fits into the time 
window of a N1 ERP. The next peak is around 240 ms and seems to be 
more prominent in NH listeners when compared to the two CI user 
groups. In the following, this peak is labelled as the P2 ERP. The GFP of 
the other conditions (V, AV) are also shown in the supplementary ma-
terial (including the GMD between groups for each condition) to give an 
idea of the “raw,” non-difference wave data. First, we calculated a 3 x 2 
mixed ANOVA with group (NH, CI-CHD, CI-SSD) as between-subject 
variable and condition (A, AV-V) as within-subject factor for the N1 
GFP peak mean amplitude and the GFP peak latency. For the N1 peak 
amplitude, no statistically significant main effects or interactions were 
found. However, the ANOVA with N1 latency revealed a significant main 
effect of group (F2,30 = 4.76; p ≤ .05, ηp2 = 0.18). Follow-up t-tests 

Table 3 
Redundant signals and modality-specific sum in each decile. AV is the redundant signals condition. A + V is the modality-specific sum. Paired-samples one-tailed t-tests 
were conducted for each group (with Bonferroni correction for multiple comparisons). An asterisk indicates a statistically significant result (p ≤ .05/ 5).  

Decile NH CI-CHD CI-SSD 

AV A + V p AV A + V p AV A + V p 

.10 402 444 .000* 413 462 .000* 373 432 .000* 

.20 437 480 .000* 460 494 .008* 409 461 .000* 

.30 467 504 .000* 489 520 .014 435 484 .000* 

.40 496 525 .003* 519 541 .056 456 450 .000* 

.50 520 543 .011 547 560 .169 485 515 .000*  

Table 4 
Other behavioural measures for CI users and NH listeners. In the Freiburg 
monosyllabic word test and in the lip-reading test, a score of 100% means that all 
words have been repeated correctly. A higher value for the exertion rating means 
it was more effortful to perform the task (range: 6–20; 6 = no effort, 20 = highly 
effortful).  

Group Freiburg test (%) Lip-reading test Exertion rating 

CI-CHD 70.9 ± 12.2 14.5 ± 6.7 12.5 ± 2.0 
CI-SSD 71.4 ± 13.1 15.5 ± 4.4 12.2 ± 1.8 
NH 98.2 ± 4.0 6.9 ± 4.7 11.9 ± 1.6  

Fig. 2. ERP results on the sensor level. A) GFP of 
conditions A and AV-V for CI-CHD users (red), CI-SSD 
users (green) and NH listeners (blue), including 
standard error. It is important to note that the GFP 
only provides positive values because it represents the 
standard deviation across all electrodes separately for 
each time point. The ERP topographies at the GFP 
peaks (N1(A) = CI-CHD: 147 ms, CI-SSD: 136 ms, NH: 
118 ms; N1(AV-V) = CI-CHD: 137 ms, CI-SSD: 135 
ms, NH: 118 ms; P2(A) = CI-CHD: 305 ms, CI-SSD: 
288 ms, NH: 256 ms; P2(AV-V) = CI-CHD: 284 ms, 
CI-SSD: 307 ms, NH: 245 ms) are given separately for 
each group (displayed on the right). The grey-shaded 
areas represent the N1 and P2 time windows for 
detecting peak and latency. The grey bars below 
represent the time window in which significant GMDs 
between the three groups were observed. (For inter-
pretation of the references to colour in this figure 
legend, the reader is referred to the Web version of 
this article.)   
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showed a prolonged N1 latency for both the CI-CHD (t(21) = 3.14; p ≤

.05) and the CI-SSD users (t(21) = 3.83; p ≤ .05) compared to NH in-
dividuals. There was no significant difference between the two CI groups 
(t(21) = − 0.03; p = .97). 

We performed the same 3 x 2 mixed ANOVA for the P2 GFP peak 
mean amplitude and latency. For both the P2 peak amplitude and la-
tency, there was no significant main effects or interactions. 

3.3. ERP results on the sensor level: GMD 

The GMD was analysed sample-by-sample to identify if and when 
ERP topographies significantly differ between conditions and groups. 
We compared CI-CHD with NH listeners (CI-CHD vs. NH), CI-SSD with 
NH listeners (CI-SSD vs. NH) and both CI groups (CI-CHD vs. CI-SSD) 
separately for each condition (A and AV-V). For the auditory condition 
(A), the results revealed topographic differences for all group compar-
isons within the time window of the N1 (CI-CHD vs. NH: 90− 132 ms, CI- 
SSD vs. NH: 114 − 128 ms, CI-CHD vs. CI-SSD: 100 − 122 ms). Con-
cerning the topographic differences within the P2 time window, there 
were no differences between the two groups of CI users, but we observed 
differences between the NH listeners and the two CI groups (CI-CHD vs. 
NH: 208 − 280 ms, CI-SSD vs. NH: 152 − 272 ms). 

Regarding the GMD for the modulated condition (AV-V), there was a 
difference between NH listeners and CI-CHD at the N1 time window (NH 
vs. CI-CHD: 104 − 126 ms). Within the P2 time window, again there 
were no differences between the two CI groups, however there were 
differences between the NH listeners and each CI group (CI-CHD vs. NH: 
204 − 264 ms, CI-SSD vs. NH: 154 − 242 ms). In addition, the GMD 
duration at the P2 time window was shorter for AV-V compared to A. 
The exact durations displaying differences between the groups are 
illustrated in Fig. 2 (grey bars beneath the GFP plots). 

3.4. ERP results on the sensor level: Hierarchical clustering and single- 
subject fitting results 

To better understand the underlying topographic differences (i.e. 
GMD) between the three groups, we conducted a hierarchical topo-
graphic clustering analysis by using the group-averaged data (CI-CHD 
(A); CI-CHD(AV-V); CI-SSD(A); CI-SSD(AV-V); NH(A); NH(AV-V)) in 
order to find template topographies within the N1 and P2 time windows. 
For that purpose, we chose a segment ranging from − 100 ms to 470 ms 
(50–235 time frames). Specifically, we employed the atomize and 
agglomerate hierarchical clustering (AAHC) to identify the minimal 
amount of topographies that can explain the variance in our data set as 
best as possible. This method detected 17 template maps in 18 clusters 
that explained 88.08 % of all data. To be precise, we detected two maps 
within the N1 time window (map A and Map B) and three prominent 
maps within the P2 time window (Map C, Map D, Map E). With these 
template maps, we performed a single-subject analysis (Murray et al., 
2008) to determine how well each of the template maps spatially 
correlated with the data from each participant. As the template Map B 
matches the topography from a conventional N1 peak (Fig. 2; Finke 
et al., 2016a; Sandmann et al., 2015), this template map will be referred 
to as N1 topography hereafter. Template Map C looks like a typical P2 
topography (Fig. 2; Finke et al., 2016a; Schierholz et al., 2021) and 
therefore we will refer to this template map as the P2 topography. The 
template Map E is particularly prominent in the two CI-user groups and 
will be referred to as P2-like topography due to its similarity to the P2 
topography (Fig. 2). 

Dissimilarities within the topography across groups and conditions 
(see section ‘ERP results on the sensor level: GMD’) can be explained by 
a latency shift of the ERPs and/or by distinct neural generator config-
urations. To shed light on the origin of these differences, we analysed the 
first onset of maps and the map presence for the N1 and the P2 time 
windows. These results are presented in the following two subsections. 

3.4.1. N1 time window 
On the descriptive level, the CI-CHD users showed a map A and a Map 

B (= N1 topography) which were both present in the auditory-only 
condition (A; number of samples map A: 18.3 ± 18.6; Map B: 30.5 ±
19.0). Interestingly, specifically in the modulated condition (AV-V), the 
Map B (= N1 topography) was clearly more frequent compared to map A 
(number of samples 39.9 ± 18.2 (Map B) vs. 9.27 ± 16.6 (map A)). By 
contrast, both the NH listeners and the CI-SSD users showed a greater 
presence of Map B (= N1 topography) in general, irrespective of con-
dition (A: number of samples: NH 40.8 ± 10.8; CI-SSD 48.0 ± 6.71; AV- 
V: number of samples: NH 36.9 ± 12.5; CI-SSD 47.5 ± 8.26). 

To obtain an explanation for a potential ERP latency shift, we sta-
tistically analysed the first onset of maps by using a mixed-model ANOVA 
with group (NH, CI-CHD; CI-SSD) as the between-subjects factor and 
condition (A, AV-V) and template map as the within-subject factors for 
the N1 time window. The three-way mixed ANOVA revealed a signifi-
cant group × map interaction (F2,29 = 13.4; p ≤ .001, ηp2 = 0.39). 
Follow-up t-tests showed that the onset of Map B (=N1 topography) was 
earlier in the NH listeners when compared with the CI-CHD (t(20) =

3.82; p ≤ .01) and the CI-SSD (t(21) = 6.75; p ≤ .001). There was no 
group difference in the onset of the N1 topography between CI-CHD and 
CI-SSD (t(20) = − 0.54; p = .6). The results suggest that the N1 is 
generated later in CI users compared to NH individuals, regardless of the 
hearing threshold of the contralateral ear. 

Second, we statistically analysed the number of time frames of the 
maps that showed the highest spatial correlations to the single-subject 
data, i.e. the map presence. This variable can provide an explanation 
for potentially distinct underlying neural generators between the three 
groups (CI-CHD, CI-SSD, NH) and the two conditions (A, AV-V). As 
above, we calculated a mixed-model ANOVA with group (NH, CI-CHD, 
CI-SSD) as the between-subjects factor and condition (A, AV-V) and 
template map as the within-subjects factors for the N1 time window. 

For the N1 template maps, the ANOVA results showed a group x map 
× condition interaction (F2,30 = 7.12; p ≤ .005,ηp2 = 0.04). Post-hoc t- 
tests revealed for the CI-CHD users, but not for the CI-SSD users or NH 
listeners, that the presence of Map B (=N1 topography) was significantly 
enhanced for the modulated (AV-V) compared to the auditory-only (A) 
condition (t(10) = − 2.85; p ≤ .05). These results are illustrated in 
Fig. 3A. Given that template Map B corresponds to a conventional N1 
topography, the results suggest that CI-CHD users in specific generate a 
N1 ERP map for the modulated response (AV-V) more frequently 
compared to the unisensory (A) condition. This visual modulation effect 
at the N1 latency was not observable for the NH listeners and the CI-SSD 
users. 

Taken together, our results for the N1 on the first onset of maps and 
the map presence suggest that the observed topographic group differ-
ences at N1 latency can be explained by the following two reasons: 1) 
there are generally delayed cortical N1 ERPs in CI users, regardless of 
the condition (auditory-only or modulated response) and regardless of 
whether these patients have unilateral or bilateral hearing loss, and 2) 
there is a distinct pattern of ERP topographies specifically for the CI- 
CHD users compared to NH listeners and CI-SSD users. The visual 
modulation effect in the N1 topography was only observed for CI-CHD 
users, which suggests that this CI group in particular has a strong vi-
sual impact on auditory speech processing. By contrast, the visual 
impact in the CI-SSD users seems to be less pronounced and appears to 
be comparable to the NH listeners. 

3.4.2. P2 time window 
Similar to the analysis on the N1 time window, we analysed the first 

onset of maps by using a mixed-model ANOVA with group (NH, CI-CHD; 
CI-SSD) as the between-subjects factor and condition (A, AV-V) and 
template map as the within-subject factors for the P2 time window. The 
results did not reveal any significant main effects or interactions. 

In a second step, we analysed the map presence for the P2 time 
window. As above, we calculated a mixed-model ANOVA with group 
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(NH, CI-CHD, CI-SSD) as the between-subjects factor and condition (A, 
AV-V) and template map as the within-subjects factors for the P2 time 
window. The three-way mixed ANOVA showed a significant group x 
map (F4,60 = 3.47; p ≤ .05,ηp2 = 0.12) and a condition x map (F2,60 =

3.41; p ≤ .05, ηp2 = 0.03) interaction. For the group × condition 
interaction, follow-up t-tests revealed for the NH listeners a significantly 
enhanced presence of Map C (= P2 topography) compared to CI-SSD 
users (t(21) = − 3.18; p ≤ .01). Vice versa, CI-SSD users showed a 
significantly enhanced presence of Map E (= P2-like topography) 

compared to NH listeners (t(21) = 3.65; p ≤ .01), regardless of the 
condition. Finally, for Map D, there was a significant difference between 
CI-CHD users and NH individuals (t(21) = 3.46; p ≤ .01), with CI-CHD 
users showing a more dominant presence of this map compared to NH 
controls. These results are shown in Fig. 3B. Following the condition ×
map interaction, follow-up t-tests revealed significant differences be-
tween A and AV-V only for Map E (t(32) = − 2.5; p ≤ .01). This result 
suggests that a P2-like topography (Map E) is generated more often for 
modulated responses (AV-V) compared to unmodulated responses (A), 

Fig. 3. Results from the hierarchical clustering and 
the single-subject fitting. A) Cumulative map fre-
quency of the N1 maps: the CI-CHD users, but not the 
NH listeners or CI-SSD users, show a condition effect, 
with more frequent N1 map presence for AV-V 
compared to A. The corresponding map topogra-
phies are displayed on the right side, with Map B 
being referred to as the N1 topography. B) Cumula-
tive map frequency of the P2 maps: there is a group 
effects (independent of the condition): NH listeners 
reveal a more frequent presence of a P2 topography 
(Map C) compared to CI-SSD users, and CI-SSD users 
show a more frequent presence of a P2-like topog-
raphy (Map E) compared to NH listeners. CI-CHD 
users show a more frequent presence of Map D 
compared to NH listeners. Additionally, there is a 
condition effect (independent of the group): The 

presence of the P2-like topography (Map E) is enhanced for AV-V compared to A. This suggests a visual modulation of auditory speech processing at P2 latency in all 
groups. Significant differences are indicated (* p < 0.05, ** p < 0.01, *** p < 0.001).   

Fig. 4. ERP results on the source level. A) N1 and P2 source activity for CI users (red), CI-SSD users (green) and NH listeners (blue) separately for each ROI and each 
hemisphere with standard error (standard error shading was capped at zero). The source activity is displayed as absolute values with arbitrary units based on the 
normalisation within Brainstorm’s dSPM algorithm. The grey shaded areas mark the N1 (light grey) and the P2 (dark grey) time windows. The boxes depict the 
location of the defined ROIs, with auditory ROIs in blue and visual ROIs in yellow. B) Group effect of the N1 peak mean in the visual cortex: both CI-CHD and CI-SSD 
users show more activity in the visual cortex compared to NH listeners, regardless of condition. C) Condition effect of the N1 peak mean in the auditory cortex: there 
is a significantly reduced auditory-cortex activation for AV-V compared to A, indicating multisensory interactions in all groups. D) N1 latency effect in the auditory 
cortex: Both CI and CI-SSD users show a prolonged N1 latency compared to NH listeners in the auditory cortex, regardless of the condition. This suggests a delayed 
auditory-cortex activation in CI users, independent of the hearing threshold in the contralateral ear. E) P2 condition effect in the visual cortex: there is a significantly 
reduced visual-cortex activation for AV-V compared to A, pointing towards multisensory interactions in all groups. Significant differences are indicated (* p < 0.05, 
** p < 0.01, *** p < 0.001). (For interpretation of the references to colour in this figure legend, the reader is referred to the Web version of this article.) 
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which is shown in Fig. 3B. 
In sum, our results about the first onset of maps and the map presence 

at P2 latency suggest group-specific topographic differences at P2 la-
tency, with a stronger presence of a conventional P2 topography (Map 
C) in NH listeners compared to CI-SSD users and a stronger presence of 
the P2-like topography (Map E) in CI-SSD users compared to NH lis-
teners. Together with the observation that Map D is more present in CI- 
CHD users than in NH listeners, these results confirm our GMD results, 
showing a significant group difference between NH listeners and the two 
CI-user groups for both conditions (A, AV-V) at P2 latency (Fig. 2). 
Finally, all groups show a P2-like topography (Map E) that is more 
frequent in the modulated than in the auditory-only condition, which 
points to alterations in the cortical processing at P2 latency due to the 
additional visual information in the speech signal. 

3.5. Results from ERP source analysis 

We conducted a source analysis to further analyse the differences 
between the three groups, focusing on the auditory and visual cortex 
activity in both hemispheres. Single-subject source activities for each 
ROI, condition and group were exported from Brainstorm and were 
statistically analysed. The source waveforms for the N1 and the P2 are 
illustrated in Fig. 4A, showing the response in the auditory cortex (N1 
peak latency mean: CI-CHD = 141 ms ± 27 ms; CI-SSD = 143 ms ± 28 
ms; NH = 122 ms ± 22 ms) and in the visual cortex (N1 peak latency 
mean: CI-CHD = 143 ms ± 29 ms; CI-SSD = 136 ms ± 28 ms; NH = 136 
ms ± 35 ms) for all groups. The peak mean amplitudes and latencies 
were the dependent variables for the following ANOVA. We performed a 
mixed-model ANOVA with group (NH, CI-CHD, CI-SSD) as the between- 
subjects factor and condition (A, AV-V) and hemisphere (left, right) as 
the within-subject factors for each time window of interest (N1, P2) and 
each ROI (auditory, visual) separately. 

Concerning the N1 peak mean in the visual cortex, the mixed-model 
ANOVA showed a significant main effect of group (F2,30 = 4.39; p ≤ .

05, ηp2 = 0.15). Post-hoc t-tests confirmed a significant difference be-
tween the NH listeners and both CI groups (NH vs. CI-CHD: t(21) =

3.01; p ≤ .05; NH vs. CI-SSD: t(21) = 3.18; p ≤ .05), but no difference 
between the two CI groups (CI-CHD vs. CI-SSD: t(21) = − 0.24; p =

0.81). Thus, both CI user groups showed more recruitment of the visual 
cortex compared to NH listeners, regardless of hemisphere and condition 
(see Fig. 4B). 

For the N1 peak mean in the auditory cortex, the mixed-model ANOVA 
revealed a significant main effect of hemisphere (F1,29 = 9.46; p ≤ .005,
ηp2 = 0.11) and a significant main effect of condition (F1,29 = 34.25;
p ≤ .001,ηp2 = 0.11). Resolving the main effect of hemisphere, follow- 
up t-tests showed a greater amplitude for the right hemisphere 
compared to the left hemisphere (t(63) = − 3.66; p ≤ .001), regardless 
of group and condition. Following the main effect of condition, the 
subsequent t-tests revealed reduced amplitudes for AV-V compared to A 
(t(64) = 5.95; p ≤ .001), regardless of hemisphere and group, which 
points to multisensory interaction processes (see Fig. 4C). 

For the N1 peak latency in the auditory cortex, the mixed-model 
ANOVA identified a significant main effect of group (F2,29 = 4.31;
p ≤ .05,ηp2 = 0.13) and a significant main effect of hemisphere (F1,29 =

5.68; p ≤ .05,ηp2 = 0.02). Following the main effect of hemisphere, the 
post-hoc t-test revealed a significant difference between the left and the 
right auditory cortex (t(63) = 2.20; p ≤ .05) with the right hemisphere 
showing faster latencies compared to the left hemisphere. Resolving the 
main effect of group, follow-up t-tests revealed a significantly shorter 
latency of the auditory-cortex response in the NH listeners compared to 
both CI groups (NH vs. CI-CHD: t(21) = 5.64; p ≤ .001; NH vs. CI-SSD: 
t(21) = 6.01; p ≤ .001), but no difference between the two CI groups 
(CI-CHD vs. CI-SSD: t(21) = − 0.20; p = 0.80). Hence, both CI user 
groups showed a delayed auditory-cortex response compared to NH 
listeners, regardless of hemisphere and condition (see Fig. 4C). For the 

N1 peak latency in the visual cortex, the mixed-model ANOVA did not 
show any significant main effects or interactions. 

Concerning the P2 peak mean in the auditory cortex, the mixed-model 
ANOVA found a significant main effect of condition (F1,29 = 11.25; p ≤

.01,ηp2 = 0.04). Resolving this main effect, the post-hoc t-tests revealed 
a significant difference between A and AV-V (t(64) = 2.9; p ≤ .005), 
with A showing greater amplitudes than AV-V, regardless of group and 
hemisphere. This points to multisensory interaction processes in the 
auditory cortex at P2 latency. 

For the P2 peak mean in the visual cortex, the mixed-model ANOVA 
found a significant main effect of condition (F1,30 = 17.06; p ≤ .001,
ηp2 = 0.06) as well. Follow-up t-tests revealed a significant difference 
between A and AV-V (t(65) = 3.92; p ≤ .001), with A showing greater 
amplitudes than AV-V, regardless of group and hemisphere. This points 
to multisensory interaction processes in the visual cortex at P2 latency as 
well (see Fig. 4E). 

Regarding the P2 peak latency in the auditory and visual cortices, the 
mixed-model ANOVA found neither significant main effects nor signif-
icant interactions. 

3.6. Correlations 

We performed correlations for each CI user group (CI-SSD and CI- 
CHD), using the Pearson’s correlation and the Benjamini-Hochberg 
(BH) procedure to control for multiple comparisons (Benjamini and 
Hochberg, 1995). First, we wanted to check whether lip-reading abilities 
are related to the CI experience and the age at onset of hearing loss 
(Stropahl et al., 2015; Stropahl and Debener, 2017; Layer et al., 2022). 
The results revealed a trend for a positive relationship between 
lip-reading abilities and CI experience (CI-CHD: r = 0.51; p = 0.038; p 
corrected = 0.076; CI-SSD: r = 0.47; p = 0.12; p corrected = 0.147) and 
a negative relationship between lip-reading abilities and the age of onset 
of hearing loss for both CI user groups (CI-CHD: r = − 0.84; p = 0.001; 
p corrected = 0.005; CI-SSD: r = − 0.69; p = 0.01; p corrected = 0.027). 
Thus, for both CI user groups it holds that the earlier the onset of hearing 
impairments, the more pronounced are the lip-reading abilities. More-
over, we aimed to reproduce the relationship between CI experience and 
the activation in the visual cortex (Giraud et al., 2001c; Layer et al., 
2022). The results did not reach a significance level (CI − CHD : r =

0.51; p = 0.1; p corrected = 0.16; CI − SSD : r = 0.34; p = 0.29; p 
corrected = 0.29). 

4. Discussion 

In this follow-up study, we used behavioural and EEG measures to 
investigate audiovisual interactions in CI users with unilateral (CI-SSD) 
and bilateral (CI-CHD) hearing loss and in a group of NH controls. This 
study was conducted to extend the results from our previous study 
comparing CI-CHD users with NH listeners (Layer et al., 2022), by 
including a third group of participants; namely the CI-SSD users. A 
subset of our previously reported data was reused and compared to the 
additional group of CI-SSD users. The inclusion of the additional group 
of patients significantly extends our previous study because it not only 
examines the transferability of our previous findings to different CI 
patient groups, but also provides valuable insights into the influence of 
individual factors - specifically the hearing ability of the second ear - on 
audiovisual speech processing in CI users. 

At the behavioural level, we confirmed multisensory interactions for 
all three groups, as evidenced by the shortened response times for the 
audiovisual condition compared to each of the two unisensory condi-
tions (Fig. 1B) and by the violation of the race model (Fig. 1E). This was 
in line with the ERP analyses, confirming a multisensory effect for all 
groups by exhibiting a reduced activation in the auditory and visual 
cortex for the modulated (AV-V) response compared to the auditory- 
only (A) response at both the N1 and P2 latencies (Fig. 4C and E, 
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respectively). In addition to this multisensory effect across all groups, we 
found group-specific differences. First, specifically the group of CI-CHD 
users, showed a change of N1 voltage topographies when additional 
visual information accompanied the auditory information (Fig. 3A), 
which suggests a particularly strong visual impact on auditory speech 
processing in CI users with bilateral hearing loss. Second, both groups of 
CI users revealed a delayed auditory-cortex activation (Fig. 4D), 
enhanced lip-reading abilities (Fig. 1D) and stronger visual-cortex 
activation (Fig. 4B) when compared to the NH controls. Thus, the cur-
rent results extend the results of our previous study (Layer et al., 2022) 
by showing distinct multisensory processes not only between NH lis-
teners and CI users in general, but even between CI users with unilateral 
(CI-SSD) and bilateral (CI-CHD) hearing loss. 

4.1. Behavioural multisensory integration in all groups 

The behavioural results revealed that both the NH listeners and the 
two CI user groups had faster reaction times for audiovisual syllables 
than for unisensory (auditory-alone, visual-alone) syllables (Fig. 1; 
Table 2). No difference was found between the auditory and visual 
conditions. Hence, all groups exhibited a clear redundant signals effect 
for audiovisual syllables, implying that the benefit of cross-modal input 
is comparable between the CI user groups and NH listeners on a 
behavioural level (Laurienti et al., 2004; Schierholz et al., 2015; Layer 
et al., 2022), at least when considering syllables that are combined with 
a talking head. The violation of the race model for each group (CI-CHD, 
CI-SSD, NH) suggests that multisensory integration was the cause for the 
observed redundant signals effect in both CI user groups and NH lis-
teners. However, the behavioural responses of the CI users were not 
slower compared to the NH listeners, even though the signal provided by 
the CI is known to be limited in comparison to a natural hearing expe-
rience (Drennan and Rubinstein, 2008). The observation of comparable 
response times in CI users can be explained by the fact that there were 
only two syllables, and that the difficulty of the task was correspond-
ingly low. Compatible with this, all groups were equally able to perform 
the task, and the subjective rating of the listening effort showed no 
difference between the groups. 

One would assume that the CI users might be better and faster at 
identifying the purely visual syllables due to results from previous 
studies with congenitally deaf individuals and CI users, showing visual 
enhancements, in particular visually induced activation in the auditory 
cortex (Bottari et al., 2014; Finney et al., 2003; Hauthal et al., 2014; 
Bavelier and Neville, 2002; Heimler et al., 2014; Sandmann et al., 2012). 
This cross-modal activation seems to be driven by auditory deprivation 
and might form the neural basis for specific superior visual abilities 
(Lomber et al., 2010). Importantly, auditory impairment is not only 
experienced in CI users before receiving a CI, but also after the im-
plantation when only a limited auditory input is provided by the CI. 
Thus, it is not surprising that CI users reveal compensatory visual stra-
tegies, such as enhanced lip-reading abilities, in order to overcome the 
limited CI signal (Rouger et al., 2007; Schreitmüller et al., 2018; Stro-
pahl et al., 2015; Stropahl and Debener, 2017). Our results extend 
previous observations of enhanced visual abilities in CI users by showing 
that not only CI-CHD users, but surprisingly also CI-SSD users demon-
strate a better lip-reading ability when compared to NH listeners. 
Importantly, the lip-reading ability was comparable between the two 
patient groups, and both groups showed a positive correlation with the 
age of the onset of hearing loss, indicating that an earlier onset of 
hearing loss triggers improved behavioural visual abilities. Our results 
demonstrate that this visual improvement develops across different 
groups of CI patients, independent of the hearing abilities of the 
contralateral ear. 

However, behavioural visual improvements in CI users seem to be 
stimulus- and task-specific, as indicated by our finding that the two CI 
user groups showed comparable behavioural results to NH listeners in 
the speeded response task. Our finding is consistent with previous 

studies, using a speeded response task with simple tones and white discs 
as auditory and visual stimuli, respectively (Schierholz et al., 2015, 
2017). It seems that in our study the task with the basic stimuli and the 
two syllables was too easy, leading to ceiling effects in all groups. This 
estimation is in line with our observation that the perceived exertion 
effort was comparable between all three groups. Importantly, behav-
ioural group differences have well been reported in a previous study 
using more complex stimuli presented in the context of a difficult 
recognition paradigm, showing an enhanced audiovisual gain in CI users 
when compared to NH listeners (Radecke et al., 2022). This is consistent 
with the view that behavioural advantages due to additional visual in-
formation in CI users are task- and stimulus-selective, and that they 
become evident under specific circumstances, for instance in conditions 
with semantic information (Moody-Antonio et al., 2005; Rouger et al., 
2008; Tremblay et al., 2010; Radecke et al., 2022). Thus, future studies 
should use linguistically complex stimuli, such as words or sentences 
presented in auditory, visual and audiovisual conditions, in order to 
better understand the behavioural advantages for visual and audiovisual 
speech conditions in CI users compared to NH individuals. 

4.2. Electrophysiological correlates of multisensory speech perception 

Similar to the behavioural data, we also discovered commonalities 
among groups at the ERP level. Nonetheless, group differences were 
found as well, which will be discussed in the following sections. 

4.2.1. Group similarities in multisensory speech processing 
Similar to the behavioural results, we found evidence for multisen-

sory effects in the ERP responses. The topographic clustering analysis 
with subsequent single-subject fitting confirmed multisensory in-
teractions for both CI user groups and NH individuals by revealing an 
increase in P2-like topographies for the modulated ERPs (AV-V) compared 
to the purely auditory condition (A). This observation points to a visual 
modulation of the auditory ERPs in the two CI user groups as well as in 
the NH individuals. 

These findings are supported by the source analysis. Specifically, we 
investigated the visual impact on the auditory cortical response by 
comparing the ERPs of the auditory condition (A) with the visually 
modulated ERPs (AV-V). A difference between these two conditions can 
be seen as evidence for non-linear multisensory interactions (Besle et al., 
2004; Murray et al., 2005; Cappe et al., 2010; Foxe et al., 2000; Molholm 
et al., 2002). As previous studies have shown, a difference between two 
conditions can either be superadditive (A < AV − V; e.g. Schierholz 
et al., 2015) or subadditive (A > AV − V; e.g. Cappe et al., 2010) 
(Stevenson et al., 2014). Our source analyses confirmed the multisen-
sory interactions in all groups, both within the N1 and the P2 time 
windows by demonstrating a subadditive effect, indicated by a reduced 
activation in the auditory cortex for the modulated (AV-V) compared to 
the auditory-only (A) condition. A similar subadditive effect was even 
observed for the visual cortex at P2 latency in all groups. In sum, these 
findings are highly consistent with the results from other ERP studies (e. 
g. Cappe et al., 2010) as well as fMRI studies (e.g. Martuzzi et al., 2007), 
showing multisensory interactions in both the auditory and visual cortex 
and confirming the behavioural results of multisensory integration for 
all groups. 

4.2.2. Group differences in multisensory speech processing 
As measured by global field power (GFP), the signal strength of 

cortical responses did not differ between the two CI user groups and the 
NH listeners. Nevertheless, for the response topography, as quantified by 
the global map dissimilarity (GMD), we detected various differences 
between CI-CHD, CI-SSD and NH listeners for both the auditory-only 
condition (A) and the modulated response (AV-V). Thus, group differ-
ences were not caused by signal strength but rather by differences in 
their electric field topographies and by extension the configuration of 
active brain networks. To ascertain whether distinct topographies were 
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caused by a simple latency shift of the ERP responses and/or by variable 
configurations of the neural sources, we conducted various analyses, in 
particular hierarchical clustering, single-subject fitting and source 
analysis. 

Within the N1 time window, hierarchical clustering and single-subject 
fitting showed specifically for the CI-CHD users – but not for CI-SSD 
users and not for NH listeners – a greater presence of N1 topographies 
(Map B) for modulated responses (AV-V) compared to purely auditory 
responses (A). The difference in N1 topography between CI-CHD users 
and NH listeners was already reported in our previous study (Layer 
et al., 2022), which was now expanded by including a group of CI-SSD 
users. Interestingly, the NH listeners and CI-SSD users showed no dif-
ferences in map presence between auditory and modulated responses, 
indicating that these two groups use similar neural processes to evaluate 
the audiovisual speech stimuli. An increasing presence of a conventional 
N1 topography (Map B) specifically for the modulated condition in-
dicates alterations in audiovisual processing and a multisensory benefit 
for CI-CHD users, when additional visual information is present. This 
modulation in CI-CHD users reflects most likely a strategy that they 
develop to compensate for the limited CI input. Interestingly, this 
modulation was not detected in CI-SSD users, which leads to the 
assumption that CI-CHD have a higher benefit from additional visual 
input compared to CI-SSD users. This group-specific effect may be due to 
the fact that CI-SSD users have a NH ear on the contralateral side which 
might serve as the main communication channel. Therefore, it is not 
surprising that CI-SSD users and NH listeners show comparable topo-
graphic results, at least within the N1 latency range. Previous research 
comparing different groups of CI users is limited. Nevertheless, first 
evidence of differences in speech-in-noise performance between CI-SSD 
users and bimodal CI users (CI on one ear and hearing aid on the 
contralateral ear) was reported (Williges et al., 2019). On the other 
hand, differences between CI-SSD users and bilateral CI users (both ears 
fitted with CIs) were observed in situations with multiple concurrent 
speakers (Bernstein et al., 2016). As a result, we expected group dif-
ferences to emerge not only for auditory stimulation but also for au-
diovisual stimulation. However, as far as we are aware, this has not been 
investigated yet. Our results therefore indeed confirm first indications of 
different processing strategies among different CI user groups. 

Given that our results are restricted to the processing of syllables, we 
propose that further studies should use more complex speech stimuli in 
order to refine and deepen the current findings about different groups of 
CI users. Similar to the current analyses, future studies should apply 
electrical neuroimaging (Michel et al., 2009), including topographic and 
ERP source analysis, given that it is a powerful approach to investigate 
multisensory interactions (Stevenson et al., 2014). It is likely that the 
testing of CI-CHD in more complex speech conditions, in particular with 
semantic information, results in even more enhanced cortical audiovi-
sual interactions (Radecke et al., 2022), as can be assumed based on 
previous behavioural results (Moody-Antonio et al., 2005; Rouger et al., 
2008; Tremblay et al., 2010). We speculate that in these demanding 
stimulus conditions, an increase in audiovisual interactions may become 
even detectable in the group CI-SSD users. 

Apart from this modulation effect, which was specific for CI-CHD 
users, we found generally delayed cortical responses for both CI user 
groups compared to NH listeners, which was consistently reflected in 
various analyses. On the sensor level, ERP data revealed that both CI- 
CHD users and CI-SSD users had a prolonged N1 latency compared to 
NH listeners for both the modulated and the auditory-only responses. By 
comparing the first onset of Map B (N1 topography) between the three 
groups of participants, hierarchical clustering and single-subject fitting 
analyses confirmed the delayed onset of the N1 topography in the two 
groups of CI users. Similarly, the source analysis revealed a delayed N1 
response in the auditory cortex for both CI-CHD and CI-SSD users 
compared to NH listeners. In fact, since the signal does not have to pass 
through the middle and inner ear due to direct stimulation of auditory 
nerve fibres, one might assume that the time until the electrical signal 

reaches the auditory nerve with a CI is faster than in NH listeners. 
Interestingly, Schierholz et al. (2017) discovered delayed cortical re-
sponses not only in patients with a CI, but also in patients with an 
auditory brainstem implant (ABI; direct stimulation of the cochlear 
nucleus) and an auditory midbrain implant (AMI; direct stimulation of 
the inferior colliculus). Despite the fact that central auditory implants 
bypass more structures than CIs, ABI and AMI patients showed even 
more delayed cortical and poorer behavioural responses when compared 
to CI patients, appearing to be specifically related to the insufficient 
input provided by central auditory implants (Schierholz et al., 2017). 
Analogously, delayed N1 ERP responses in CI users are likely to reflect 
difficulties in processing speech sounds with the CI compared to natural 
hearing. In line with this, previous research with NH listeners has shown 
that difficult acoustic listening conditions, such as speech in background 
noise, cause a delay in the N1 response (Billings et al., 2011; Finke et al., 
2016a). Furthermore, our findings of slowed cortical N1 ERPs in CI users 
are consistent with the findings of several other studies which used 
auditory stimuli of varying acoustic complexity, and which showed 
delayed N1 latency and poorer auditory discrimination ability in CI-CHD 
users compared to NH listeners (Beynon et al., 2005; Finke et al., 2016a; 
Sandmann et al., 2009, 2015; Senkowski et al., 2014). This is also an 
observation that has been reported in studies with CI-SSD users 
comparing the cortical responses from the CI ear and the NH ear (Finke 
et al., 2016b; Weglage et al., 2022). 

To sum up, the results on the N1 ERPs revealed several group dif-
ferences. First, the hierarchical clustering and single-subject fitting an-
alyses showed a condition effect specifically for the group of CI-CHD 
users, showing distinct patterns of N1 topography between the modu-
lated auditory response (AV-V) and the auditory-only response (A; 
Fig. 3A). However, for both the CI-SSD users and the NH listeners, such a 
modulation was not given, which leads to the conclusion that these two 
groups do not benefit from additional visual input to the same extent as 
CI-CHD users. CI-CHD users seem to have a particularly strong visual 
impact on auditory speech processing, allowing these individuals to 
compensate the limited CI input. By contrast, CI-SSD users appear to be 
less dependent on additional visual input, probably due to the fact that 
they can rely on the contralateral ear, which is normal-hearing. 

Apart from the CI-CHD-specific condition effect, however, our results 
revealed a map dissimilarity at N1 latency between the three groups, at 
least for the auditory condition (Fig. 2A). The results from the topo-
graphic and source analyses suggest that these group differences can at 
least partially be explained by a delayed N1 auditory-cortex response in 
both CI-CHD and CI-SSD users when compared to NH listeners. How-
ever, as discussed in the following section (4.2.3), the results from the 
source analyses indicate that this map dissimilarity at N1 latency is also 
caused by a different configuration of neural sources. Both CI user 
groups showed an additional activation in the visual cortex compared to 
NH listeners (see section 4.2.3 for more details). 

Within the P2 time window, the hierarchical clustering and single- 
subject fitting analyses showed a condition effect (independent of 
group; Fig. 3B) and some group effects (independent of condition; 
Fig. 3B). The condition effect, which revealed an enhanced map presence 
of the P2-like topography (Map E) for the modulated (AV-V) compared 
to the auditory response (A), indicates a visual modulation of the 
auditory ERPs in all groups of participants. Regarding the group effects, 
we found a greater map presence of the P2 topography (Map C) for NH 
individuals compared to CI-SSD users, and a greater map presence of a 
P2-like topography (Map E) for CI-SSD users compared to NH listeners. 
This difference is in line with the results from the GMD observations, 
pointing to a difference in response topography at the P2 time window 
(Fig. 2). At the same latency window, we also found a difference be-
tween CI-CHD users and NH listeners for the Map D, showing a greater 
presence of this topography in CI-CHD users than NH listeners. This 
difference was also confirmed by the GMD analysis, showing a differ-
ence in response topography at the P2 time window (Fig. 2). Impor-
tantly, no significant differences between CI-CHD users and CI-SSD users 
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were detected in the topographic analysis at P2 latency, which corre-
sponds to the lack of differences in the GMD analysis. These results 
however are not easy to interpret. One may speculate that the two CI 
user groups do not differ statistically at P2 latency but exhibit distinct 
topographic patterns when compared to NH listeners. Therefore, a 
source analysis is unlikely to yield clear results revealing group-specific 
cortical activation patterns. Indeed, the source analysis revealed no 
group differences in auditory or visual cortex activation. Nevertheless, 
the source analysis provided evidence for audiovisual interactions by 
identifying reduced amplitudes for the modulated condition (AV-V) 
compared to the purely auditory condition (A), independent of the 
groups (see section 4.1). Taken together, we conclude that CI users and 
NH listeners recruit the auditory and visual cortices similarly during 
auditory and audiovisual speech processing, at least at the P2 latency 
range. Future research is required to determine if group-specific differ-
ences within the P2 time window emerge with other stimuli/tasks and 
whether they appear beyond the visual and auditory sensory systems, as 
in frontal or other temporal areas (Campbell and Sharma, 2013; Giraud 
et al., 2001a). 

4.2.3. Cross-modal plasticity in the visual cortex 
The results from the source analysis within the N1 time window 

revealed a greater recruitment of the visual cortex for both the CI-CHD 
users and CI-SSD users when compared to NH listeners. This cross-modal 
activation of the visual cortex is in line with previous research findings 
from CI-CHD users, reporting that cortical alterations are not limited to 
the auditory cortex (Campbell and Sharma, 2013, 2016; Chen et al., 
2016; Giraud et al., 2001a,b) but seem to extend to the visual and even 
inferior frontal areas (Rouger et al., 2012). As far as we are aware, this is 
the first study to show that auditory-induced activation in the visual 
cortex is not restricted to CI-CHD users, as shown in our previous study 
(Layer et al., 2022) but is also present in CI-SSD users. 

It has been suggested that the additional recruitment of the visual 
cortex in CI users is a way to compensate the limited auditory input 
delivered through the CI (Doucet et al., 2006; Giraud et al., 2001c; 
Strelnikov et al., 2010, 2013). In the PET (positron emission tomogra-
phy) study of Giraud and colleagues (Giraud et al., 2001c), a greater 
auditory activation in the visual cortex was reported for 
unilaterally-implanted CI users (with bilateral hearing loss) in compar-
ison to NH controls for meaningful sounds. The authors found an asso-
ciation between this visual recruitment with longer CI experience and 
pronounced lip-reading abilities (Giraud et al., 2001c). By now, 
cross-modal recruitment of the visual cortex for processing auditory 
stimuli has been observed in CI users for syllables, words, environmental 
sounds, pure tones, and reversed words (Chen et al., 2016; Giraud et al., 
2001b; Giraud et al., 2001c). This visual cortex activation when pro-
cessing auditory stimuli may represent an enhanced synergy of the 
auditory and visual modalities in CI users. This might be beneficial for 
speech comprehension recovery following cochlear implantation, when 
CI users must learn to match novel auditory speech inputs with corre-
sponding visual speech cues (Strelnikov et al., 2013). Consistent with 
this view, our previous study showed a positive correlation between CI 
experience and visual-cortex activation, indicating that CI users 
increasingly recruit the visual cortex with increasing duration of CI 
usage (Layer et al., 2022). 

The present study extends previous findings by showing visual 
recruitment for auditory (and audiovisual) syllables not only in CI-CHD 
users but also in CI-SSD users. This observation in CI-SSD users may 
appear surprising because these individuals have at least one ear on the 
contralateral side on which to rely. However, in natural conditions with 
bilateral stimulation, the CI-SSD users’ auditory performance is still 
impaired compared to normal hearing patients (Dorman et al., 2015; 
Ludwig et al., 2021), particularly in difficult listening conditions, which 
may explain why these individuals develop compensatory strategies, as 
indicated by enhanced lip-reading skills and cross-modal recruitment of 
the visual cortex. Taken together, our results suggest that 

auditory-induced activation of the visual cortex is independent of the 
hearing abilities on the contralateral ear when being stimulated over the 
CI ear. However, future studies are required to systematically compare 
the stimulation of the CI ear alone, the contralateral ear alone and both 
ears together. The measured cortical activation differences would pro-
vide a clearer picture of how much of the large variability in speech 
recognition ability in different CI users can be attributed to the contra-
lateral ear. Further, we suggest that future studies should further split 
the CI groups into bimodal (CI – HA), bilateral (CI–CI) and SSD (CI–NH) 
CI users and use more ecologically valid stimuli such as complex speech 
stimuli, and different task conditions (e.g. passive vs. active) in order to 
deliver a portrait of the characteristics for each group in terms of au-
diovisual speech processing and cortical reorganisation. This could 
allow for developing methods for accelerating and improving auditory 
rehabilitation after implantation that are specific for each CI user group. 

5. Limitations 

An important limitation of this study is the small sample size of n =
11 per group. A small sample size is common in the scarce literature on 
CI-SSD users, because this patient group was not implanted a few years 
back due to the intact NH ear. Only after proving the benefits of an 
implantation (improved hearing abilities compared to other techniques 
such as bone-anchored hearing aids (BAHA) or contralateral routing of 
signal (CROS) (Arndt et al., 2011, 2017); better speech intelligibility, 
sound localisation and quality of life (Kitterick et al., 2015)), CI-SSD 
users were increasingly fitted with a CI. Consequently, results with 
small sample sizes always must be interpreted with caution. Future 
studies, however, should aim to increase the number of participants in 
order to improve statistical power and apply more extensive statistical 
correction methods, as suggested by Cramer et al. (2016). 

One might ask the question whether the presented results are 
transferrable to other audiovisual stimuli or whether these are restricted 
to language-specific stimuli. We assume that the significant audiovisual 
benefit observed in our CI users was strongly driven by the linguistic 
property of the presented stimuli, and we hypothesise that this audio-
visual benefit may even be more pronounced for more difficult linguistic 
stimuli (words or sentences). Nevertheless, when solely focusing on the 
additional recruitment of the visual cortex, as observed in the present 
and our recent results (Layer et al., 2022), previous studies have sug-
gested that this effect is not restricted to purely linguistic tasks. This 
effect has been shown for syllables, words and environmental sounds 
(Giraud et al., 2001c). Another study (Chen et al., 2016) extended these 
results to pure tones and reversed words, showing that intelligibility is 
not necessary for eliciting auditory-induced recruitment of the visual 
cortex. However, these previous studies do not provide answers con-
cerning processing differences and similarities between CI user groups, 
which is the novelty of this study. We hypothesise that further and more 
pronounced differences between CI-CHD users and CI-SSD users will 
become evident for more difficult linguistic stimuli (words/sentences vs. 
syllables) and more difficult task conditions (semantic processing vs. 
discrimination of syllables). Importantly, future studies should use the 
same experimental settings (i.e. the same paradigm) for different types 
of stimuli. They should compare cortical response patterns between 
non-linguistic stimuli (e.g. basic and environmental sounds) and lin-
guistic stimuli (e.g., syllables and words), to see if our findings are 
transferable to both non-linguistic and more difficult linguistic stimulus 
conditions within the same patients. 

6. Conclusion 

The present study applied electrical neuroimaging, including topo-
graphic and source analysis, to investigate whether the cortical pro-
cessing of audiovisual syllables is different between CI-CHD users and 
CI-SSD users. These two CI user groups were also compared to NH lis-
teners. This study expands on our previous study that compared CI-CHD 
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users to NH listeners by reusing these data to include an additional 
group of CI users. Our findings showed a clear multisensory effect in 
both CI user groups and NH listeners, as evidenced by faster behavioural 
response times and reduced auditory-cortex activation at N1 and P2 
latencies. Furthermore, we discovered a condition effect for the N1 ERP 
topography in the group of CI-CHD users only, demonstrating a distinct 
pattern of N1 topography between the auditory-only (A) and the 
modulated auditory response (AV-V). This finding indicates a strong 
visual influence on auditory speech processing especially in CI-CHD 
users, allowing these patients to compensate for the limited CI input. 
Finally, we discovered that both CI user groups showed a delay in the 
auditory-cortex response at N1 latency, indicating difficulties in cortical 
processing of the CI’s limited signal. Nonetheless, we found that both CI 
user groups showed pronounced lip-reading abilities and an additional 
recruitment of the visual cortex compared to NH listeners. This finding 
extends previous results by demonstrating that this cross-modal visual 
activation is also present in CI-SSD users, who have an intact NH ear on 
the contralateral side. One may speculate that these cortical alterations 
allow the CI users to combine multisensory information, to refine ex-
pectations and to sharpen perception. We conclude that an auditory- 
induced activation in the visual cortex is independent of the hearing 
threshold and supply on the contralateral ear when being stimulated via 
the CI ear. This auditory-induced activation in the visual cortex is an 
important and insightful similarity between the two CI user groups. 
Overall, these results confirm existing differences in multisensory pro-
cessing both when comparing NH listeners and CI users and when 
comparing different groups of CI users. This emphasises the importance 
of developing individual rehabilitation methods tailored to different 
groups of CI users. 
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Supplementary Material 

We added a supplementary figure to illustrate the “raw” data for each condition, as we 

displayed only the condition A and the difference wave (AV-V) in the manuscript:  

 

 



GFP of the conditions A, V, and AV for CI-CHD users (red), CI-SSD users (green) and NH listeners (blue). 

It is important to note that the GFP only provides positive values because it represents the standard 

deviation across all electrodes separately for each time point. The ERP topographies at the GFP peaks 

(N1(A) = CI-CHD: 147 ms, CI-SSD: 136 ms, NH: 118 ms; N1(V) = CI-CHD: 149 ms, CI-SSD: 134 ms, NH: 

153 ms; N1(AV) = CI-CHD: 147 ms, CI-SSD: 144 ms, NH: 127 ms ; P2(A) = CI-CHD: 305 ms, CI-SSD: 288 

ms, NH: 256 ms;  P2(V) = CI-CHD: 259 ms, CI-SSD: 265 ms, NH: 268 ms; P2(AV) = CI-CHD: 253 ms, CI-

SSD: 250 ms, NH: 264 ms) are given separately for each group (displayed on the right). 
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synopsis

objectives Even though it is possible to achieve good speech comprehension
with a CI in quiet listening situations (Fetterman and Domico, 2002; Holden et al.,
2013; Krueger et al., 2008), hearing in noisy environments remains highly challenging
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for CI users (Müller-Deile et al., 1995; Wilson and Dorman, 2008). Furthermore, it
has been shown that hearing difficulties in noisy environments are reflected in the
subjective listening effort (Han and Dimitrijevic, 2020; Hughes and Galvin, 2013;
Winn, 2016). However, behavioural studies have demonstrated that noise reduction
algorithms, such as "ForwardFocus", can improve speech intelligibility in demanding
auditory situations (Mauger et al., 2014; Müller-Deile et al., 2008; Wolfe et al., 2015;
Hey et al., 2019). CI users show strong audiovisual interactions (Radecke et al., 2022;
Butera et al., 2018; Layer et al., 2022), and it is currently not well understood how
the presence of background noise and the activation of a noise reduction algorithm,
specifically "ForwardFocus", affect audiovisual speech perception in CI users. The aim
of the current ERP study is to extend previous results by incorporating objective ERP
measures and audiovisual speech conditions, as audiovisual conditions better reflect
real-life hearing situations (Sumby and Pollack, 1954; Ross et al., 2007).

methods We recorded an EEG with 64 electrodes of bimodal CI users (CI on one
ear, hearing aid on the other ear) who were provided with a CP1000 processor of
the manufacturer Cochlear Limited. The CI users performed a syllable-identification
task with the syllables /ba/, /da/, /ga/, presented from the front (0◦) and stationary
noise presented from the left and right (90◦ and 270◦). The syllables were presented in
three background noise conditions: 1) with background noise and "ForwardFocus" on
(BN+FF+), 2) with background noise and "ForwardFocus" off (BN+FF-), and 3) without
background noise and "ForwardFocus" off (BN-FF-). In addition, the syllables were
presented either in auditory-only (A), visual-only (V) and audiovisual (AV) conditions.
The task of the participants was to push a corresponding button as fast as possible on
a touchscreen when a syllable was identified. In addition, we asked the participants to
rate the task difficulty and the listening effort after each experimental block. Finally,
we assessed the speech-in-noise performance using the clinical Oldenburg sentence
test (OLSA; Wagener et al., 1999).

analysis The behavioural responses (hit rates, response times) and the cortical
processing of auditory and audiovisual syllables were compared between the three
noise conditions. The ERP data were analysed using a set of fronto-central sensory
channels and a source analysis for a spatio-temporal evaluation of the ERPs, focusing
on the N1 and the P2 time windows. For both analytical procedures, we statistically
analysed differences between modality conditions (A, AV) and background noise
conditions (BN+FF+, BN+FF-, BN-FF-). In the source analysis, we identified five
activity-based regions of interest (insular cortex, lateral-occipital cortex, superior-
frontal cortex, superior-temporal cortex, transverse-temporal cortex), which were also
taken into account for the statistical analysis. In addition, we statistically analysed the
subjective ratings of the task difficulty and the listening effort for each background
noise condition. Finally, we compared the speech-in-noise performance in the OLSA
with "ForwardFocus" switched on or off.

results The results revealed a multisensory benefit which was reflected in shorter
response times and greater P2 amplitudes for audiovisual stimuli compared to purely
auditory stimuli in expanded cortical regions, in particular the superior temporal
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cortex, the lateral occipital cortex, and the insular cortex. Furthermore, we found
that speech processing was generally hampered in the presence of background noise,
as indicated by longer response times, greater listening effort, higher task difficulty,
and a delayed activation in the auditory cortex at N1 latency, both for auditory and
audiovisual conditions. But, we found evidence for successful noise reduction by the
"ForwardFocus" algorithm in speech-in-noise conditions. This effect was reflected by
shorter response times, reduced listening effort, lower task difficulty, and better speech
intelligibility in the OLSA. In addition, our results provide objective evidence for
beneficial effects of using "ForwardFocus" in speech-in-noise conditions, by showing
enhanced cortical responses within the superior frontal cortex at P2 latency particularly
in audiovisual listening situations.

discussion The results further confirm subjective and objective difficulties in
hearing in CI users when competing background noise is present. Nevertheless, the
results indicate that "ForwardFocus" has positive effects which are reflected in the
behavioural and the ERP results. "ForwardFocus" allows for better speech intelligibility
and reduced listening effort in complex auditory scenes by enabling the reallocation of
attentional resources to the relevant auditory speech cues and by leading to a stronger
perceived spatial congruency of auditory and available visual speech cues. Based
on these results, we recommend using "ForwardFocus" to CI patients in appropriate
listening situations.
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Abstract 
Objective: Hearing with a cochlear implant (CI) is difficult in noisy environments, but the use of noise 
reduction algorithms, specifically ForwardFocus, can improve speech intelligibility. The current 
event-related potentials (ERP) study examined the electrophysiological correlates of this perceptual 
improvement. 

Methods: CI users performed a syllable-identification task in auditory and audiovisual conditions, 
with syllables presented from the front and stationary noise presented from the sides. Brainstorm 
was used for spatio-temporal evaluation of ERPs.  

Results: CI users revealed an audiovisual benefit as reflected by shorter response times and greater 
activation in temporal and occipital regions at P2 latency. However, in auditory and audiovisual 
conditions, background noise hampered speech processing, leading to longer response times and 
delayed auditory-cortex-activation at N1 latency. Nevertheless, activating ForwardFocus resulted in 
shorter response times, reduced listening effort and enhanced superior-frontal-cortex-activation at 
P2 latency, particularly in audiovisual conditions.  

Conclusions: ForwardFocus enhances speech intelligibility in audiovisual speech conditions by 
allowing the reallocation of attentional resources to relevant auditory speech cues and/or by 
improving the perceived spatial congruency of auditory and visual speech signals.  

Significance: This study shows for CI users that background noise and ForwardFocus differentially 
affect spatio-temporal cortical response patterns, both in auditory and audiovisual speech conditions.  
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Highlights 

• Behavioural audiovisual improvements are reflected by enhanced activation in 
temporal and occipital regions at P2 latency  

• Background noise delays responses within the auditory cortex (N1) and reduces 
superior frontal cortex activity (P2)  

• Noise reduction via ForwardFocus improves audiovisual speech performance by 
allowing the reallocation of attentional resources  
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1 Introduction 

A cochlear implant (CI) is a neuroprosthetic device that can (partially) restore hearing in 
patients with sensorineural hearing loss through direct electrical stimulation of auditory 
nerve fibres (Zeng, 2011; House & Urban, 1973; Simmons et al., 1965). Hearing with a CI is 
highly different from natural acoustic hearing because the sounds transmitted by a CI are 
limited in terms of spectral and temporal information and have a lower dynamic range 
(Drennan & Rubinstein, 2008). Nevertheless, the CI users can learn to interpret these 
electrical speech signals as meaningful information (Green et al., 2008; Sandmann et al., 
2015), and they can reach satisfactory levels of open-set speech recognition in optimal 
listening conditions within a few months after implantation (Fetterman & Domico, 2002; Hey 
et al., 2016; Holden et al., 2013; Krueger et al., 2008). However, in difficult hearing situations, 
as for example in speech conditions with interfering background noise, the CI users’ speech 
comprehension typically deteriorates as a function of increasing background noise (Müller-
Deile et al., 1995; Wilson & Dorman, 2008). Thus, CI users are critically more susceptible to 



3 
 

background noise in comparison to normal-hearing listeners, despite having many years of 
experience with the CI (Davidson et al., 2010; Fu & Nogaki, 2005; Radecke et al., 2022). In 
addition, it is often reported that the presence of additional background noise increases the 
subjective listening effort (Han & Dimitrijevic, 2020; Hughes & Galvin, 2013; Winn, 2016), 
which has been referred to as the cognitive resources and the attention necessary for 
comprehending speech (e.g., Gosselin & Gagne, 2011; Downs 1982). Therefore, it is not 
surprising that hearing-impaired individuals complain about hearing problems and high 
listening effort, particularly in noisy environments (Zhao et al., 1997; for review McCormack 
& Fortnum, 2013). 

Improved speech intelligibility in background noise has been recognised as an important goal 
in CI users.  To address this issue, CI manufacturers are working on developing noise 
reduction algorithms, as they proved to provide significant benefits in hearing performance 
in noisy environments (Mauger et al., 2014; Müller-Deile et al., 2008; Wolfe et al., 2015). One 
example is ForwardFocus, a new noise reduction algorithm available for the Nucleus 7 
system’s CP1000 and Kanso 2 sound processor of the manufacturer Cochlear (Hey et al., 
2019). ForwardFocus can attenuate noise sources arriving from multiple locations in the 
background, in contrast to a directional adaptive beamformer microphone (BEAM) which 
adaptively directs its null towards a single dominant noise source. A directional microphone 
has a fixed null point at 210 degrees to provide the best directivity index, whereas 
ForwardFocus does not have a fixed null point but applies a digital attenuation to sound 
sources located on the sides and behind the listeners. ForwardFocus in Nucleus 7 is a user-
controlled technology (enabled via app), which means that CI users can activate it whenever 
they are in a noisy environment. Activating the ForwardFocus algorithm allows the CI users 
to concentrate on a single speaker from the front while removing noise from behind, where 
other competing conversations are taking place. In contrast, other directional technologies 
in Cochlear sound processors (e.g., BEAM or ZOOM) are activated automatically in 
appropriate situations. 

Hey et al. (2019) recently conducted a clinical evaluation of ForwardFocus with experienced 
CI users. Herein, the Oldenburg sentence test (OLSA; Wagener et al., 1999) was utilised to 
compare the benefits of ForwardFocus and BEAM in various noise conditions (Oldenburg 
noise, multiple-talker babble noise). Indeed, the results showed that ForwardFocus 
significantly improved speech comprehension in co-located frontal and spatially separated 
listening situations (speech: 0 degrees; noise: 90, 180 and 270 degrees). A follow-up study 
by Hey et al. (2021) used monosyllabic words, two-digit numbers, and sentences in noise to 
compare speech intelligibility between different, recent CI sound processors (Cochlear 
Limited). As expected, the results revealed benefits of using ForwardFocus in situations with 
speech from the front and noise from 90 degrees. Although these results are promising (Hey 
et al., 2019; 2021), they are based on subjective measures. An objective evaluation of 
beneficial ForwardFocus effects is still missing. 

An optimal tool for objectively evaluating speech processing are event-related potentials 
(ERPs) derived from continuous electroencephalography (EEG). ERPs are characterized by 
an excellent temporal resolution, allowing the assessment of fast brain dynamics (Biasiucci 
et al., 2019; Michel & Murray, 2012). Especially the auditory N1 (negative potential around 
100 ms after stimulus onset) and the P2 (positive potential around 200 ms after stimulus 
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onset) provide important insight into the cortical processing of auditory stimuli (Finke et al., 
2016; Sandmann et al., 2009; Weglage et al., 2022). The generators of these ERP components 
are proposed, at least partly, within the primary and secondary auditory cortex and they 
reflect synchronous neural activity in response to acoustic changes (Hari et al., 1987; 
Näätänen & Picton, 1987; Pantev et al., 1996; Ross & Tremblay, 2009; Tremblay et al., 2014; 
Vaughan Jr & Ritter, 1970; Wolpaw & Penry, 1975). However, current models propose the 
existence of a semi-hierarchical and highly parallel organisation of auditory signal 
propagation (e.g., Kaas & Hackett, 2000). This implies that prominent components of 
auditory ERPs, such as the N1 and the P2, include generators not only within primary 
auditory cortices, but also within a distributed network including the superior temporal 
cortex, fronto-parietal structures, and even the visual cortex. Importantly, these auditory 
processes can be modulated by top-down effects, such as the direction of attention or the 
prediction of auditory events originating from the frontal cortex (Dürschmid et al., 2019). 

One principal aim of this study is to objectively evaluate the advantages in speech perception 
provided by ForwardFocus in noisy environments by using ERPs in patients with a CI in one 
ear and a hearing aid (HA) in the other ear, referred to as bimodal CI users. Bimodal CI 
patients represent the most prevalent group of CI users in Germany (Hoppe et al., 2018; 
Holder et al., 2018). In addition, we extend previous evaluations by considering not only 
auditory but also audiovisual stimuli, since in everyday life communication both auditory and 
visual information (facial expressions, gestures, articulatory movements) contribute to the 
intelligibility of speech (Drijvers & Özyürek, 2017; Grant et al., 1998; Sumby & Pollack, 1954). 
The role of the visual modality is even more crucial in difficult listening environments, such 
as speech conditions with interfering background noise (Ross et al., 2007; Sumby & Pollack, 
1954). If unisensory auditory signals are difficult to perceive (e.g., due to background noise), 
additional visual signals like lip movements can significantly improve the speech perception 
(van de Rijt et al., 2019). This remarkable increase in audiovisual integration (Bavelier et al., 
2006; Kaiser et al., 2003; Mitchell & Maslin, 2007; Rouger et al., 2007; Stevenson et al., 2017; 
Rouger et al., 2007; Strelnikov et al., 2013), which especially is observed in conditions with 
poorly perceivable auditory and visual signals, has been referred to as “inverse effectiveness” 
(Stein & Meredith, 1993). Due to the limited CI input, it is not surprising that CI users show a 
pronounced visual influence on auditory perception (Desai et al., 2008; Butera et al., 2018) 
that even fosters subsequent auditory object recognition (Radecke et al., 2022). In addition, 
on a neurophysiological level, CI users demonstrate a pronounced interplay between the 
visual and auditory cortices (Giraud et al., 2001; Strelnikov et al., 2013). It seems that some 
of these multisensory interactions occur already at early cortical processing stages, as 
indicated by the altered auditory and visual cortex activation within the N1 and the P2 
latency range in response to multisensory stimuli, compared to unisensory conditions (Layer 
et al., 2022; Schierholz et al., 2015, 2017). However, it remains unknown whether the strong 
audiovisual interactions in CI users are modulated by additional background noise and can 
be influenced by a noise reduction algorithm like ForwardFocus. 

Here, we present an EEG study in which bimodal CI users were tested with syllables in 
auditory, visual, and audiovisual conditions. The auditory syllables (0 degrees) were 
presented with or without stationary background noise (90 and 270 degrees). The CI users 
were examined in the best-aided listening condition, using both the CI and the (contralateral) 
hearing aid and with the ForwardFocus noise reduction algorithm switched either on or off 
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in the speech-in-noise condition. We expected a noise effect, as indicated by prolonged N1 
ERP latencies, delayed response times, reduced hit rates, and enhanced subjective listening 
effort due to the presence of additional background noise (e.g., Finke et al., 2016; Han & 
Dimitrijevic, 2020; Hughes & Galvin, 2013; Winn, 2016). Furthermore, we anticipated a 
multisensory effect, in particular enhanced ERP amplitudes and higher hit rates for the 
audiovisual compared to the auditory-only condition (e.g., Layer et al., 2022; Schierholz et al., 
2015). Finally, we expected objective evidence for a ForwardFocus effect by finding enhanced 
speech intelligibility and weaker noise-induced ERP modulations for the condition with 
“ForwardFocus switched on” when compared to the condition with “ForwardFocus switched 
off”. 

2 Material and methods 

The study was carried out in accordance with the Declaration of Helsinki (2013) and was 
approved by the Ethics Committee of the University of Cologne’s medical faculty (application 
number: 21-1258_1). All participants provided written informed consent prior to data 
collection and were reimbursed. 

2.1 Participants 

Ten post-lingually deafened CI patients took part in this study (5 female, mean age: 62.3 ± 
15.1 years, range: 33 − 81). All CI users were right-handed, as assessed by the Edinburgh 
inventory (Oldfield, 1971). The CI users were all bimodally fitted, which means that they use 
a CI on one side and a hearing aid (HA) on the contralateral ear. The participants were chosen 
based on their HA ear, which had a moderate (35-39 dB), a moderately severe (50-64 dB) or 
a severe (65-79 dB) hearing impairment, as determined by tone audiometry by averaging the 
values at 500, 1000, 2000, and 4000 Hz (Humes, 2019). All CI users were implanted with an 
implant of the type Nucleus CI622 with a Slim Straight electrode, and they were supplied with 
a CP1000 sound processor (Cochlear Limited). These requirements, which we set in order to 
make the bimodal CI users as homogeneous as possible, made obtaining these patients very 
difficult, especially given that the vast majority has profound hearing loss.  The HA 
manufacturers and models varied between the participants. Table 1 contains detailed 
information on the HA systems, as well as demographic data for each participant. All 
participants had at least one year of CI experience, they were native German speakers with 
normal or corrected-to-normal vision (measured by the Landolt test according to the DIN-
norm; Wesemann et al., 2010), and none of them had a psychiatric disorder history. All 
participants were tested bimodally, in the best-aided condition (with CI and HA) to be as close 
as possible to the CI users’ everyday life hearing situation. 

Table 1: Demographic information of the CI participants; F = female; M = male; HL = hearing loss; L = left; R 
= right; HA = hearing aid. 

ID Sex Age Age HL CI Experience Experience Aetiology HL HA HA model 

    [years] onset ear CI HA   [grade] manu-   

      [years]   [months] [years]     facturer   

1 F 40 22 L 15 16 unknown Moderate 
- severe 

Widex UNIQUE220 
U-FS 
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2 F 33 30 R 18 1 sudden 
HL 

Moderate 
- severe 

ReSound LiNX 3D 5 

3 M 63 35 R 31 29 unknown Moderate 
- severe 

Signia Pure 312 3X 

4 M 74 55 L 24 17 noise 
exposure 

Severe Phonak Naída Q70-
SP 

              at work       

5 M 73 45 L 21 26 unknown Moderate 
- severe 

T insera 500 M 

6 F 72 37 R 23 29 unknown Moderate 
- severe 

Signia Motion 13P 
2Nx 

7 M 61 50 L 12 10 unknown Severe Bernafon VN5 MNR 
100 

8 M 64 21 L 43 39 unknown Moderate Signia Intuis 3 M 

9 F 62 9 R 20 51 unknown Severe Phonak Naída P-UP 

10 F 81 65 L 33 13 unknown Moderate 
- severe 

ReSound Key 3 

2.2 Stimuli 

The stimuli used in this study were taken from the freely available OLAVS stimulus pool 
(Stropahl et al., 2017). They consisted of the syllables /ba/, /da/ and /ga/ and were spoken 
(audio file) and visualised (muted video file of the lip movements) by the female speaker 
’TK04’. According to the documentation of the OLAVS stimulus pool, all stimuli were 
normalised to -30 dB FS. The syllables were presented in three different sensory conditions: 
visual-only (V), auditory-only (A) and audiovisual (AV) (see Figure 1A). Pinnacle Studio 22 
(version 22.3.0.377) was used to edit the syllables by creating video files of each syllable in 
each condition: 1) AV: articulatory movements with corresponding auditory syllables, 2) A: 
black screen (video track turned off) combined with auditory syllables, 3) V: articulatory 
movements without sound (audio track turned off). Each sensory condition (except for A) 
started with a static face (duration of 750 ms) and was followed by the video, which lasted 
1070 ms (140 ms articulary movement initiation + 930 ms auditory syllable and completion 
of articulatory movements). After the presentation of the video file, a response screen 
appeared with all three syllables (/ba/, /da/, /ga/) as response options. The response 
buttons were arranged on the screen such that they had the same distance to a marker on the 
table. An illustration of an audiovisual trial can be found in Figure 1B. The stimuli were 
presented using the Presentation software (Neurobehavioral Systems, version 21.1) and a 
computer in combination with a duplicated touch screen monitor (Phillips 222B9T/00; 21.5 
inch) placed in front of the participant. The syllables were presented via a loudspeaker placed 
in front of the participant (0 degrees, 1.15 m distance, height: individually adjusted according 
to the height of the participants). Please note the loudspeaker presenting the syllables was 
always positioned above the touchscreen. For conditions with background noise, we used the 
stationary ’olnoise’ which is generated by multiple random superpositions of the Oldenburg 
sentence test corpus (OLSA; Wagener et al., 1999).  The background noise was presented via 
loudspeakers placed on both the right and left ears (90 and 270 degrees; 1.15 m distance, 
height: individually adjusted according to the height of the participants on ear level; model: 
KRK Classic 5). The setting is displayed in Figure 1C. In Audacity (version 3.0.5), we generated 
a decorrelated version of the noise by splitting the stereo file into two mono files, which were 
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then recombined with a slight delay to each other. This procedure is advantageous because 
the tested person does not perceive a constant, simultaneously presented noise from both 
sides, but rather a noise more akin to noise encountered in everyday situations. The sound 
intensity level of the syllables was calibrated to 65 dB SPL, and the sound intensity level of 
the noise was individually adjusted (see next section). In addition, all participants rated the 
perceived loudness of the syllables using a seven-point loudness rating scale (e.g., Layer et 
al., 2022; Sandmann et al., 2010). This rating revealed that all CI users perceived the syllables 
as moderately loud, which corresponds approximately to an intensity level of 60 – 70 dB SPL.   

 

Figure 1: Experimental setting, paradigm and conditions. A) Overview of the sensory conditions (A, V, AV) 
that are presented pseudo randomly during the experiment. B) Overview of a trial and the three background 
noise conditions (adapted from Stropahl & Debener (2017)): 1) with background noise - ForwardFocus 
switched off, 2) with background noise - ForwardFocus switched on, 3) without background noise - 
ForwardFocus switched off. C) Experimental setting with a participant seated in front of a touchscreen monitor, 
hearing syllables from the front (0 degrees) and background noise from the sides (90 and 270 degrees), and 
seeing the stimuli on the monitor. The task was to select the heard syllable on the monitor via touch.  

2.3 Adaptive signal-to-noise (SNR) measurement 

To obtain an individually adjusted noise level for each participant in the EEG experiment,  we 
programmed an adaptive signal-to-noise (SNR) measurement in MATLAB (version R2020b; 
Mathworks, Natick, MA). First, a training was carried out by presenting the same three 
syllables as in the actual experiment (/ba/, /da/, /ga/) in a randomised order in presence of 
noise. The noise was a stationary noise (‘olnoise’; Wagener et al., 1999) and thus was the 
same noise type as used for the EEG experiment. We started the training by presenting some 
trails in quiet, then adding noise with different SNRs with the goal that the participant still 
had a syllable intelligibility of 100 %. This was done manually and was repeated until we 
were confident that the participants provided consistent responses. We used the end SNR 
value corresponding to 100 % syllable intelligibility from training as our start value for the 
adaptive procedure. By that, all participants started the adaptive procedure with the same 
syllable intelligibility. The adaptive procedure again presented randomly one of the three 
syllables. It calculated the mean after each twenty responses and adjusted the upcoming SNR 
corresponding to the goal syllable intelligibility (which was set to 80 %) by increasing or 
decreasing the SNR value by 2 dB steps (in total 77 ± 41 trials required). The duration of the 
adaptive measurement was approximately 10 - 15 minutes. This individual SNR was then 
used for the main EEG experiment, and it ensured that the performance was comparable 
across the participants. We selected the 80 % criterion because it avoided ceiling effects and 
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it allowed to measure a potential benefit from ForwardFocus. Furthermore, it is critical for 
the EEG analysis to ensure that the participants can recognise the syllables well enough, 
because only correct trials are analysed, and a certain number of correct trials is required to 
perform an EEG analysis. The individual SNR values can be found in Table 2. 

2.4 Procedure 

The participants were seated comfortably in an electromagnetically shielded and dimly lit 
room. Each sensory condition began with a static face of the speaker (duration of 750 ms), 
which was followed by a syllable (A, V, or AV) and a response screen with three response 
options to choose from (see Figure 1). The CI users were instructed to select as fast as 
possible the syllable which was perceived on the touch screen by pressing the corresponding 
area on the screen. Furthermore, we placed a marker on the table and instructed the 
participant to place their hand on this area while watching the video and to return to this 
point after registering the response. This was done for relieving the hand and to ensure that 
the distance was the same to each button. We created two versions of the presentation script, 
enabling a variation in the order of the response buttons on the screen. For each sensory 
condition (A, V, AV) and background noise condition (without background noise- 
ForwardFocus off, with background noise-ForwardFocus off, with background noise-
ForwardFocus on), 84 trials were presented, except for the V condition, which was only 
presented in the condition without background noise. This resulted in a total number of 588 
trials (84 repetitions x 2 sensory conditions (A, AV) x 3 background noise conditions) + 84 
visual sensory conditions (V) without background noise only, which will be reported 
elsewhere). The sensory conditions were pseudo-randomised such that no two trials of the 
same sensory condition and syllable appeared in a row. We created two experimental blocks 
for every background noise condition, lasting about six to seven minutes each. The order of 
blocks was counterbalanced across the participants to avoid order effects of the background 
noise conditions in the data. The EEG recording time was approximately 38 minutes, 
excluding breaks. After each block, a short break was given and the CI users were asked to 
rate the subjective listening effort and the task difficulty on a scale from 0 to 5 (scale: 0=no 
effort; 5=very effortful/very difficult). We presented a short practise block of 12 trials before 
beginning the EEG recording to ensure that the task was understood.  

Regarding the CI settings, the ForwardFocus was enabled, and all other noise-processing 
algorithms were deactivated. The processor was linked to a tablet (Apple inc. version 2020) 
with the Nucleus App installed. We used this app to activate or deactivate ForwardFocus 
whenever it was required during the experiment. 

2.5 Further behavioural measures 

Apart from the behavioural measures from the EEG task (response times (RTs), hit rates) and 
the rating of the listening effort and task difficulty after each experimental block, we obtained 
results from a working memory task, a behavioural control task and from a number of 
audiometric tests. 

To obtain a measure for working memory capacity in our participants, we administered the 
German version of the size-comparison span (SICSPAN) test, which was developed by 
Sörqvist et al. (2010). We decided to include this test, as speech in noise is often associated 
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with enhanced recruitment of cognitive processes, such as working memory (Rönnberg et 
al., 2013). As reported in a previous study with CI users (Finke et al., 2016), we analysed the 
results of the SICSPAN test by taking the total sum of remembered words. 

The goal of the behavioural control task was to demonstrate that reaction times were equal 
for each button, thereby ruling out the possibility that one button was pushed faster than 
another, potentially confounding the behavioural results of the EEG experiment. This short 
reaction time experiment (approximately one minute duration) was constructed in a similar 
fashion as the EEG task, including three buttons (one of them red, the others grey). These 
buttons were placed at the same height and distance as the response buttons, and the task of 
the participants was to press the red button as fast as possible. The order of the appearance 
of the red button was randomised. Similar to the EEG paradigm, the CI users were instructed 
to return to a marked area on the table after registering a response. The experimental setting 
of this experiment can be viewed in Supplementary Figure 1A.  

To obtain a detailed picture of the hearing abilities of each CI patient, we used pure-tone 
audiometry at 500, 1000, 2000, and 4000 Hz to calculate the pure tone average for these four 
frequencies (PTA4) to know the hearing threshold and the German Oldenburg sentence test 
(OLSA; Wagener et al., 1999) in noise. Pure-tone audiometry was conducted in free-field with 
1) the CI-ear only (contralateral ear without HA and with ear-plug inserted), 2) the HA-ear 
only (with and without HA, contralateral ear without CI but with ear-plug inserted). Similar 
to the experimental setting during EEG recordings, the OLSA was conducted in noise with 
both ears, with the CI users positioned in such a way that the sentences came from the front 
and the noise came from the side of the CI-ear, which was similar to the setting in the EEG 
experiment (90 degrees). We made two runs, once with ForwardFocus activated and once 
with ForwardFocus deactivated. Again, we made sure that the order was balanced among 
participants. The scores in the audiometric tests can be found in Table 2. 

Table 2: Further behavioural results for each participant. The hearing threshold is the average over 500 
Hz, 1 kHz, 2 kHz, 4 kHz. For OLSA in noise, the SNR (signal-to-noise ratio) is given, keeping the noise constantly 
at 65 dB SPL and varying the intensity of the sentences. The ’SNR’ column displays the SNR values calculated 
from the adaptive measurement to obtain the SNR for 80 % correct syllable identification for the EEG 
experiment. For the SICSPAN, the total sum of remembered words is given in the present table (maximal amount 
= 63 words).  

 

ID 

Hearing 
threshold 
(PTA4)     

OLSA in noise 
(dB SNR)   

Individual 

SNR (dB) SICSPAN 

  HA-ear HA-
ear 

CI-
ear  

ForwardFocus ForwardFocus  Sum 

(words) 

  without HA with 
HA 

  off on   

1 62.5 31.75 33 -2.7 -5.2 -10 45 

2 60.75 35.25 33.25 -3.4 -7.5 -12 47 

3 68 38.25 31.25 -6.2 -13.2 -11 30 

4 72.75 44 33.25 7.7 4 -2 44 
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ID 

Hearing 
threshold 
(PTA4)     

OLSA in noise 
(dB SNR)   

Individual 

SNR (dB) SICSPAN 

5 62.25 49.25 38.75 2.2 -2.1 -11 41 

6 68 32.5 36.75 0.2 -4.5 -8 41 

7 73.5 50 36.75 9.5 2.2 -5 37 

8 49.75 38.75 31 2.9 1.5 -13 44 

9 31.25 75 33.5 -3.4 -4.5 -6 55 

10 57.5 39.25 33.5 4.3 1.9 -3 46 

2.6 EEG recording 

The EEG data were collected continuously using 64 AG/AgCl ActiCap slim electrodes and a 
BrainAmp system (BrainProducts, Gilching, Germany), and a customised electrode cap with 
an electrode layout (Easycap, Herrsching, Germany) in accordance with the 10-10 system. 
Two electrodes were placed beneath and beside (vertical and horizontal eye movements, 
respectively) the left eye to record an electrooculogram (EOG). A nose-tip electrode was used 
as reference, and a midline electrode placed slightly anterior to Fz was used as ground. The 
data were recorded using a sampling rate of 1000 Hz and an online analog filter between .02 
and 250 Hz. Electrode impedances were reduced below 10 kΩ prior to data collection. 

2.7 Data analysis 

Behavioural data analysis was performed using R (version 1.2.5033; R Core Team (2020), 
Vienna, Austria). Sensor ERP analyses were conducted in MATLAB 9.8.0.1323502 (R2020a; 
Mathworks, Natick, MA) and R. Source analyses were performed in Brainstorm (Tadel et al., 
2011) and R. The following R packages were used: ggplot2 (version 2.3.3) for creating plots; 
dplyr (version 1.0.4), tidyverse (version 1.3.0) and tidyr (version 1.1.3) for data formatting; 
ggpubr (version 0.4.0) and rstatix (version 0.7.0) for statistical analyses. 

2.7.1 Behavioural data analysis 

First, false alarms and missing responses were removed from the dataset. Outliers were 
defined as trials that exceeded the individual mean by more than three standard deviations 
for each condition and were removed from the dataset. We focused on the moving face 
(starting 750 ms post-stimulus onset/after the static face), as the responses to static faces 
had previously been investigated (Stropahl et al., 2015).  Then, for each CI user, RTs and hit 
rates were calculated for each condition (A, AV) and each background noise condition 
(without background noise, with background noise-ForwardFocus off, with background 
noise-ForwardFocus on). To analyse the performance for each condition, a 2 x 3 repeated 
measures ANOVA was used separately for the RTs and the hit rates, with sensory condition 
(AV, A) and background noise condition (without background noise-ForwardFocus off, with 
background noise-ForwardFocus off, with background noise-ForwardFocus on) as the 
within-subjects factors. 
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To assess differences in task difficulty and subjective listening effort between the three noise 
conditions, a one-way repeated measures ANOVA was used. To analyse whether the RTs in 
the behavioural control task differed between the button positions, we performed a one-way 
ANOVA. A Greenhouse-Geisser correction was used whenever the sphericity assumption was 
violated in the ANOVA results. Furthermore, in the case of significant main effects or 
interactions, post-hoc t-tests were performed, which were corrected for multiple 
comparisons using a Bonferroni-Holm correction (𝑝 ≤ .05). Finally, to compare the SNR 
values obtained in the OLSA in noise, we calculated a two-sample t-test to assess differences 
between switching ForwardFocus on and off. 

2.7.2 EEG pre-processing 

EEGLAB was used for conducting the pre-processing of the EEG data (version v2021.0.0; 
Delorme & Makeig, 2004), which is running in the MATLAB environment (Mathwork, Natick, 
MA). The raw data were downsampled (500 Hz) and filtered with a FIR-filter with a high pass 
cut-off frequency of 0.1 Hz and a maximum possible transition bandwidth of 1 Hz (cut-off 
frequency multiplied by two), and a low pass cut-off frequency of 40 Hz and a transition 
bandwidth of 2 Hz. The Kaiser-window was used for both filters (Kaiser-𝛽 = 5.653, max. 
stopband attenuation = -60 dB, max. passband deviation = 0.001; Widmann et al., 2015) to 
maximise energy concentration in the main lobe by averaging out noise in the spectrum and 
minimising information loss at the window’s edges. Electrodes near the speech processor 
and transmitter coil were detached (mean: 3.1 electrodes; range: 2 − 4). Then, the datasets 
were epoched into 2 s dummy epoch segments, and pruned of unique, non-stereotype 
artefacts with a threshold criterion of four standard deviations. An independent component 
analysis (ICA) was computed (Bell & Sejnowski, 1995), and the resulting ICA weights were 
applied to the epoched original data (1 − 40 Hz, -200 to 2000 ms relative to the onset of the 
static face)). Independent components representing vertical and horizontal occular 
movements, electrical heartbeat activity, and other non-cerebral activity sources were 
excluded (Jung et al., 2000). Independent components exhibiting CI artefacts were identified 
and removed based on the location of the centroid (CI side) and the time course of the 
component activity, showing a pedestal artefact around 890 ms which reflects the auditory 
stimulus onset. In the following step, we used a spherical spline interpolation (Perrin et al., 
1989) to interpolate the previously removed channels near the speech processor and 
transmitter coil. Only those trials yielding correct responses were kept for further analyses. 

2.7.3 ERP data analysis - sensor level 

We compared event-related potentials (ERPs) of all sensory conditions (AV, A) between the 
three background noise conditions (without background noise-ForwardFocus off, with 
background noise-ForwardFocus off, with background noise-ForwardFocus on). We 
identified the N1 and P2 time windows based on visual inspection of the great grand averages 
and the single subject data. We selected an electrode cluster consisting of fronto-central 
electrodes (Fz, FC1, Fz, FC2, Cz) for the peak detection. This electrode cluster is commonly 
used for auditory and audiovisual experiments (e.g., Finke et al., 2016; Weglage et al., 2022). 
The N1 time window for peak and latency detection was between 250 ms and 350 ms (please 
note: auditory stimulus onset was 140 ms after the onset of the visual articulatory movement 
onset), and the P2 time window was identified between 380 ms and 480 ms. The selected 
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electrode cluster as well as the ERPs including the time windows of the N1 and P2 are 
displayed in Figure 3A. The corresponding peak latencies can be found in Table 3. We 
calculated for each condition a 2 x 3 repeated measures ANOVA separately for the N1 and P2 
peak means and latencies, with sensory condition (AV, A) and background noise condition 
(without background noise-ForwardFocus off, with background noise-ForwardFocus off, 
with background noise-ForwardFocus off) as the within-subjects factors. Whenever the 
sphericity assumption was violated, a Greenhouse-Geisser correction was applied. 
Furthermore, when there were significant main effects or interactions, post-hoc t-tests were 
performed, and multiple comparisons were corrected using the Bonferroni-Holm correction 
(𝑝 ≤ .05).  

Table 3: ERP peak mean latencies for each noise and sensory condition. The peak mean latencies for the 
N1 and the P2 are given with their corresponding standard deviation. Note that the onset of the auditory part 
of the syllable was 140 ms which came after the onset of the visual articulatory movement. When subtracting 
these 140 ms from the peak latency values reported here, one will get the typical approximately 100-200 ms 
and 200-300 ms ranges for the elicitation of the N1 and the P2, respectively. Without background noise-
ForwardFocus off = BN-FF-, with background noise-ForwardFocus off = BN+FF-, with background noise-
ForwardFocus on = BN+FF+. 

Noise condition Sensory Peak latency [ms]   

  condition N1 P2 

BN+FF- A 314 ± 29 415 ± 25 

BN+FF- AV 314 ± 25 419 ± 17 

BN+FF+ A 313 ± 24 428 ± 17 

BN+FF+ AV 309 ± 23 412 ± 18 

BN-FF- A 294 ± 16 402 ± 20 

BN-FF- AV 293 ± 24 412 ± 14 

2.7.4 ERP data analysis - source level 

We performed an ERP source analysis for the sensory and background noise conditions by 
using Brainstorm (Tadel et al., 2011; Stropahl et al., 2018). Similar to previous studies with 
CI patients (Bottari et al., 2020; Layer et al., 2022; Stropahl & Debener, 2017), we chose the 
method of dynamic statistical parametric mapping (dSPM, Dale et al. 2000)). Even though the 
spatial resolution remains low, dSPM works more precisely in identifying deeper sources 
than standard norm methods (Lin et al., 2006). To approximate the locations of electrical 
activity recorded on the scalp, minimum-norm inverse maps with constrained dipole 
orientations are used. This method is effective for locating small cortical areas such as the 
auditory cortex (Stropahl et al., 2018). To estimate single-subject based noise standard 
deviations at each location, individual noise covariances are calculated from single-sensory 
condition pre-stimulus onset baseline intervals (-50 to 0 ms) (Hansen et al., 2010). The 
boundary element method (BEM), which is implemented in OpenMEEG, was used as a head 
model. The BEM provides three realistic layers as well as representative anatomical 
information (Gramfort et al., 2010). Based on the normalisation within the dSPM algorithm, 
the final activity data is then displayed as absolute values with arbitrary units. We chose 
regions of interest (ROIs) based on the inbuilt function to compute a t-test against baseline 
(Bonferroni corrected, 𝑝  = .001) for which we used the grand averaged data (average over 
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the sensory conditions A and AV and all noise conditions) to determine where most of the 
activity is concentrated on the cortex. These activity-based areas were matched with 
predefined regions from the ’Desikan-Killiany’ atlas which is implemented in Brainstorm. 
The resulting final ROIs are ’insula’, ’lateraloccipital’, ’superiorfrontal’, ’superiortemporal’ 
and ’transversetemporal’. EEG source analysis can be very accurate (approximately 2 cm in 
ideal conditions; Klamer et al., 2015), however this is only ensured when using individual 
head models for each participant, which is not the case in this study. Therefore, we decided 
to choose larger ROIs for the statistical analyses, as provided by the inbuilt ROIs in 
Brainstorm. Supplementary Figure 2 depicts the maximal activity (A) and the ROIs which 
were selected based on this maximal activity (B).  

Source activities for each ROI, modality and background noise condition were exported from 
Brainstorm for each CI user. The peak means and latencies were then extracted for each time 
window of interest (N1: 250 − 350 ms, P2: 350 − 480 ms; relative to the onset of the visual 
articulatory movements). The source ERPs for three regions, including the time windows of 
the N1 and P2, are displayed in Figure 4A. We calculated for each ROI a 2 x 3 repeated 
measures ANOVA separately for the N1 and P2 peak means and latencies, with sensory 
condition (AV, A) and background noise condition (without background noise-ForwardFocus 
off, with background noise-ForwardFocus off, with background noise-ForwardFocus on) as 
the within-subjects factors. Whenever the sphericity assumption was violated, a Greenhouse-
Geisser correction was applied. In the case of significant interaction or main effects, post-hoc 
t-tests were computed and corrected for multiple comparisons using a Bonferroni-Holm 
correction (𝑝 ≤ .05). 

3 Results 

To facilitate reading, the background noise conditions are abbreviated in the subsequent 
sections as follows: without background noise-ForwardFocus off = BN-FF-, with background 
noise-ForwardFocus off = BN+FF-, with background noise-ForwardFocus on = BN+FF+.  

3.1 Behavioural results from the ERP experiment 

In general, all participants showed relatively high hit rates of ≥ 81.3 % for A and AV, even in 
the conditions with background noise. The hit rate for V was 71.4 %. The hit rates and 
response times (RTs) can be found in Table 4.  

Table 4: Mean hit rates (in %) and mean response times (in ms) for each sensory and background noise 
condition (without background noise-ForwardFocus off = BN-FF-, with background noise-ForwardFocus off = 
BN+FF-, with background noise-ForwardFocus on = BN+FF+).  

Noise condition Sensory condition Hit rates Response times 

BN+FF- A 87.9 ± 7.7 1873 ± 168 

BN+FF- V - - 

BN+FF- AV 95.3 ± 3.7 1761 ± 130 

BN+FF+ A 83.8 ± 7.5 1810 ± 141 

BN+FF+ V - - 
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Noise condition Sensory condition Hit rates Response times 

BN+FF+ AV 94.1 ± 4.7 1715 ± 89 

BN-FF- A 81.3 ± 10.8 1761 ± 147 

BN-FF- V 71.4 ± 4.0 1749 ± 79 

BN-FF- AV 89.3 ± 11.4 1680 ± 109 

The 2 x 3 repeated measures ANOVA for the hit rates, with sensory condition (AV, A) and 
background noise condition (BN+FF-, BN+FF+, BN-FF-) as the within-subjects factors 
resulted only in a main effect of sensory condition (𝐹1,9 = 18.263;  𝑝 ≤ .01,  𝜂𝑝2 = 0.235). 
Follow-up post-hoc t-tests showed that hit rates to AV syllables were significantly higher 
when compared to A, which is referred to as multisensory effect (𝑡29) = −5.84;  𝑝 ≤ .001; 
Figure 2A). 

Concerning the RTs, the 2 x 3 repeated measures ANOVA, with sensory condition (AV, A) and 
background noise condition (BN+FF-, BN+FF+, BN-FF-) as the within-subjects factors 
revealed a main effect of sensory condition (𝐹1,9 = 10.737;  𝑝 ≤ .01,  𝜂𝑝2 = 0.126) and a main 

effect of background noise condition (𝐹1.26,11.37 = 5.53;  𝑝 ≤ .05,  𝜂𝑝2 = 0.09). For the main 
effect of sensory condition, post-hoc t-tests showed that RTs for AV syllables were 
significantly faster than for A syllables, which is referred to as multisensory effect (𝑡(29) =
5.66;  𝑝 ≤ .001; Figure 2A). Resolving the main effect of background noise condition, post-hoc 
t-tests revealed that all conditions differed from each other: BN-FF- vs. BN+FF+ (𝑡(19) =
2.96;  𝑝 ≤ .01), BN-FF- vs. BN+FF- (𝑡(19) = 3.6;  𝑝 ≤ .01) and BN+FF+ vs. BN+FF- (𝑡(19) =
2.94;  𝑝 ≤ .01), which is referred to as noise effect and ForwardFocus effect. These results are 
displayed in Figure 2B. 

3.2 Other behavioural results 

Differences in task difficulty and subjective listening effort between the three background 
noise conditions (BN+FF-, BN+FF+, BN-FF-) were analysed with a one-way repeated 
measures ANOVA. For the subjective listening effort, the ANOVA revealed a main effect of 
background noise condition (𝐹2,27 = 4.112;  𝑝 ≤ .05,  𝜂𝑝2 = 0.233). The post-hoc t-test 
showed a difference between BN+FF+ and BN+FF- (𝑡(9) = 6.53;  𝑝 ≤ .001) and between 
BN+FF- and BN-FF- (𝑡(9) = 4.25;  𝑝 ≤ .01). In addition, there was a trend for a difference 
between BN-FF- and BN+FF+ (𝑡(9) = 2.19;  𝑝 = .056). So, the subjective listening effort was 
least effortful for BN-FF-, more effortful for BN+FF+ and most effortful for BN+FF- (noise 
effect and ForwardFocus effect).  

Concerning the subjective task difficulty, the ANOVA showed a main effect of background 
noise condition (𝐹2,27 = 3.344;  𝑝 ≤ .05,  𝜂𝑝2 = 0.119). Post-hoc t-test revealed a difference 
between all noise conditions: BN+FF+ and BN+FF- (𝑡(9) = 2.91;  𝑝 ≤ .05), BN+FF- and BN-
FF- (𝑡(9) = 3.95;  𝑝 ≤ .01) and BN-FF- and BN+FF+ (𝑡(9) = 3.7;  𝑝 ≤ .01). So, the subjective 
task difficulty was least difficult for BN-FF-, followed by BN+FF+ and BN+FF- (noise effect and 
ForwardFocus effect) The results of the listening effort and task difficulty can be inspected in 
Figure 2B.   
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Concerning the difference between SNR values obtained in the OLSA in noise when switching 
ForwardFocus on and off, the two-sample t-test showed that there was a significant 
difference between using ForwardFocus and not using ForwardFocus (𝑡(9) = 5.25;  𝑝 ≤
.001). Thus, activating ForwardFocus in the OLSA lowers the SNRs when compared to 
performing this test without ForwardFocus (ForwardFocus effect). 

To assess whether the RTs in the behavioural control task differed between the button 
positions, we performed a one-way ANOVA. The ANOVA did not reveal a button position 
effect (𝐹2,597 = 0.795;  𝑝 = .452,  𝜂𝑝2 = 0.003; see Supplementary Figure 1B). 

 

Figure 2: Behavioural results. A) There is a multisensory effect both for hit rates and RTs, showing higher hit 
rates and shorter RTs for AV compared to A, respectively. All possible effects are defined in the box on the top 
right. B) There is a noise effect and an additional effect of noise reduction via ForwardFocus. These effects were 
observed in the response times, the subjective listening effort and the subjective task difficulty. These results 
imply that in conditions without noise, the response times are faster, listening effort is lower, and task difficulty 
is lower when compared to the condition without noise. Moreover, switching ForwardFocus on results in a 
noise reduction effect resulting in faster response times, lower listening effort as well as lower task difficulty 
compared to the background noise condition in which ForwardFocus is switched off. Significant differences are 
indicated ((*)𝑝 = 0.056, *𝑝 < 0.05, **𝑝 < 0.01, ***𝑝 < 0.001). 

3.3 ERP results - sensor level 

We analysed the ERPs on the sensor level by means of a 2 x 3 repeated measures ANOVA 
separately for the N1 and P2 peak means and latencies. In these ANOVAs, we included the 
within-subject factors sensory condition (AV, A) and background noise condition (BN+FF-, 
BN+FF+, BN-FF-). 

Concerning the N1 peak mean, the ANOVA revealed a main effect of sensory condition (𝐹1,9 =

17.859;  𝑝 ≤ .01,  𝜂𝑝2 = 0.302). Post-hoc t-test confirmed a difference between A and AV 
(𝑡(29) = −6.2;  𝑝 ≤ .001), with AV syllables showing reduced amplitudes compared to A. The 
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ANOVA on the N1 peak mean latency resulted in a main effect of background noise condition 
(𝐹2,18 = 4.526;  𝑝 ≤ .05,  𝜂𝑝2 = 0.137). Follow-up t-tests showed a difference between both 
conditions with background noise compared to the condition without background noise (BN-
FF- vs. BN+FF+: 𝑡(19) = 4.13;  𝑝 ≤ .01; BN-FF- vs. BN+FF-: 𝑡(19) = 3.24;  𝑝 ≤ .01) and no 
difference between BN+FF+ and BN+FF- (𝑡(19) = 0.423;  𝑝 = .677). Thus, both conditions 
with background noise resulted in delayed N1 latencies compared to the condition without 
background noise, which is referred to as noise effect (see Figure 3B). 

Regarding the P2 peak mean, the ANOVA showed a sensory condition x background noise 
condition interaction (𝐹2,18 = 4.341;  𝑝 ≤ .05,  𝜂𝑝2 = 0.02). Post-hoc analyses revealed a 
difference between A and AV for BN-FF- (𝑡(9) = −5.11;  𝑝 ≤ .001) and for BN+FF+ (𝑡(9) =
−3.72;  𝑝 ≤ .01), with significantly greater amplitudes for AV compared to A for these two 
conditions, which is referred to as multisensory effect (see 3D). In addition, follow-up analyses 
showed for A a difference between BN-FF- and the two conditions with background noise 
(BN-FF- vs. BN+FF+: 𝑡(9) = −3.53;  𝑝 ≤ .05; BN-FF- vs. BN+FF-: 𝑡(9) = −3.29;  𝑝 ≤ .05) and 
no difference between the conditions with ForwardFocus on or off with background noise 
(𝑡(9) = 1.13;  𝑝 = .289). Thus, the P2 amplitudes were significantly higher for the condition 
without background noise compared to the two conditions with background noise, which we 
refer to as noise effect. However, for AV there was a difference between all three background 
noise conditions: BN+FF+ vs. BN+FF- (𝑡(9) = −2.39;  𝑝 ≤ .05), BN+FF- vs. BN-FF- (𝑡(9) =
−4.83;  𝑝 ≤ .01), and BN-FF- vs. BN+FF+ (𝑡(9) = −4.41;  𝑝 ≤ .01). As a result, the P2 
amplitude was the highest for the condition BN-FF-, followed by BN+FF+ and BN+FF-, which 
we refer to as noise and ForwardFocus effect (see Figure 3C). Concerning the results on the 
P2 peak mean latency, the ANOVA showed a sensory condition x background noise condition 
interaction (𝐹2,18 = 5.112;  𝑝 ≤ .05,  𝜂𝑝2 = 0.08). However, resolving the ANOVA yielded no 
significant effects. 
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Figure 3: ERP results on the sensor level. A) Sensor ERPs for all noise conditions (BN+FF-, BN+FF+, BN-FF-) 
and both sensory conditions (A, AV), with shaded standard error and the corresponding topographies for each 
peak. The grey areas mark the time windows for the N1 and P2 peak mean detection. The peak mean latencies 
are given in Table 3. B) There is a noise effect at N1 latency, which is reflected in shortened latencies for the 
condition without background noise (BN-FF-) compared to the two conditions with background noise (BN+FF-
, BN+FF+). C) There is both a noise effect and a ForwardFocus effect at P2 latency for AV conditions, showing the 
largest P2 amplitudes for BN-FF-, followed by BN+FF+ and BN+FF-. For A, there is only a noise effect (larger P2 
amplitudes for BN-FF- compared to the two conditions with BN). D) At P2 latency, there is a multisensory effect 
for BN-FF- and BN+FF+ only, with AV having larger P2 amplitudes than A. All possible effects are summarised 
in the box on the right. Significant differences are indicated (*𝑝 < 0.05, **𝑝 < 0.01, ***𝑝 < 0.001). 

3.4 ERP results - source level 

We calculated for each of the five ROIs (insular cortex, lateral occipital cortex, superior 
temporal cortex, transverse temporal gyri, superior frontal cortex) a 2 x 3 repeated measures 
ANOVA separately for the N1 and P2 peak means and latencies, with sensory condition (AV, 
A) and noise condition (BN+FF-, BN+FF+, BN-FF-) as the within-subject factors. 

Regarding the ANOVA for the transverse temporal gyri, which comprise the primary and parts 
of the secondary auditory cortex, we observed a main effect of background noise condition 
at N1 latency (𝐹2,18 = 11.714;  𝑝 ≤ .001,  𝜂𝑝2 = 0.143). Post-hoc t-tests revealed a difference 
between the condition without background noise and the two conditions with background 
noise (BN-FF- vs. BN+FF+: 𝑡(19) = 2.68;  𝑝 ≤ .05; BN-FF- vs. BN+FF-: 𝑡(19) = 4.07;  𝑝 ≤ .01). 
However, there was no difference between the two background noise conditions (BN+FF+ 
vs. BN+FF-: 𝑡(19) = 1.53;  𝑝 = .142). This means that the N1 is delayed for conditions with 
background noise compared to the condition without background noise and this is referred 
to as noise effect (see Figure 4C). 

The ANOVA for the superior temporal cortex did reveal a main effect of sensory condition for 
the P2 peak mean (𝐹1,9 = 6.744;  𝑝 ≤ .05,  𝜂𝑝2 = 0.09). Post-hoc t-tests confirmed a 
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difference between A and AV (𝑡(29) = −3.39;  𝑝 ≤ .01), with larger P2 amplitudes for AV 
syllables compared to A syllables, which can be interpreted as multisensory effect as well. 

Concerning the lateral occipital cortex, the ANOVAs again showed only main effects of 
sensory condition for the peak means of the N1 (𝐹1,9 = 6.344;  𝑝 ≤ .05,  𝜂𝑝2 = 0.17) and the 

P2 (𝐹1,9 = 13.638;  𝑝 ≤ .01,  𝜂𝑝2 = 0.272). No latency effects were observed. For both the N1 
and the P2 amplitude, follow-up t-tests revealed that there was a difference between the 
activity for A and AV syllables (N1: 𝑡(29) = −3.82;  𝑝 ≤ .001); P2: 𝑡(29) = −5.46;  𝑝 ≤ .001). 
Thus, the activity for AV syllables was higher within the lateral occipital cortex compared to 
A syllables, which can be inspected in Figure 4B (P2) and is referred to as multisensory effect. 

For the insular cortex, the ANOVAs revealed main effects of sensory condition for the peak 
means of the N1 (𝐹1,9 = 9.724;  𝑝 ≤ .05,  𝜂𝑝2 = 0.139) and the P2 (𝐹1,9 = 5.572;  𝑝 ≤

.05,  𝜂𝑝2 = 0.12). However, no latency effects were observed. For both the N1 and the P2 
amplitude, follow-up t-tests revealed that there was a difference between the activity for A 
and AV syllables (N1: 𝑡(29) = −4.55;  𝑝 ≤ .001); P2: 𝑡(29) = −3.25;  𝑝 ≤ .01). Thus, the 
activity for AV syllables was higher within the insular cortex compared to A syllables, which 
can be interpreted as multisensory effect.   

Finally, the ANOVAs for the superior frontal cortex revealed a main effect of sensory condition 
for the N1 peak mean (𝐹1,9 = 7.243;  𝑝 ≤ .05,  𝜂𝑝2 = 0.16) and a main effect of background 

noise condition for the P2 peak mean (𝐹2,18 = 4.128;  𝑝 ≤ .05,  𝜂𝑝2 = 0.075). Follow-up t-
tests on the N1 amplitude revealed a difference between A and AV (𝑡(29) = −3.43;  𝑝 ≤ .01), 
with greater amplitudes for AV syllables compared to A syllables. Concerning the post-hoc t-
tests for the P2 background noise condition main effect, there was a difference between 
BN+FF- and BN-FF- (𝑡(19) = −3.436;  𝑝 ≤ .01), and a difference between BN+FF- and 
BN+FF+ (𝑡(19) = −2.46;  𝑝 ≤ .05). There was no difference in P2 activity between BN-FF- 
and BN+FF+ (𝑡(19) = −0.273;  𝑝 = .788). Thus, there was more activity within the superior 
frontal cortex for the conditions BN-FF- and BN+FF+ when compared to BN+FF-, which is 
referred to as noise effect and ForwardFocus effect (see Figure 4D). 
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Figure 4: ERP results on the source level. A) The source waveforms for each background noise condition 
(BN+FF-, BN+FF+, BN-FF-) and the two sensory conditions (A, AV) are displayed for the lateral occipital cortex, 
the transverse temporal gyri and the superior frontal cortex (from top to down). The black arrows on the right 
of the source waveforms indicate that the following boxplot corresponds to the assigned ROI. The bottom-right 
box summarises all possible effects. B) A multisensory effect at P2 latency is found for the lateral occipital cortex, 
as reflected by greater amplitudes for AV compared to A. The same effect has been shown for the superior 
temporal and the insular cortices, which is why we chose the lateral occipital cortex as representative ROI to 
display these results. C) There is a noise effect at N1 latency within the transverse temporal gyri, as shown by 
delayed latencies for conditions with noise (BN+FF+ and BN+FF-) compared to the condition without noise (BN-
FF-). D) At P2 latency, both a noise effect and a ForwardFocus effect is detected within the superior frontal cortex, 
as indicated by highest amplitudes for BN-FF-, followed by BN+FF+ and BN+FF-. Significant differences are 
indicated (*𝑝 < 0.05, **𝑝 < 0.01, ***𝑝 < 0.001). 

3.5 Correlations 

Based on previous studies that found a relationship between working memory capacity and 
frontal cortex activation (Rosemann & Thiel, 2018; Giroud et al., 2021; Du et al., 2016; Rudner 
et al., 2019) in noisy environments, we computed correlations between the SICSPAN test and 
the P2 activity in the superior frontal cortex. In particular, we used the total score of 
remembered words (see table 2 for exact scores) and calculated a Pearson correlation with 
the P2 activity within the superior frontal cortex for each noise condition (BN+FF-, BN+FF+, 
BN-FF-). The results did not reveal any correlation between these two variables, neither for 
the condition without background noise (BN-FF-: p = 0.459; r = 0.265), nor for the two 
conditions with background noise (BN+FF-: p = 0.917; r = -0.041; BN+FF+: p = 0.213; r = -
0.432).  
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4 Discussion 

In this study, we assessed the behaviour and the ERPs of bimodal CI users in response to 
auditory and audiovisual syllables that were presented in three different noise conditions, 
namely: 1) without background noise-ForwardFocus off (BN-FF-), 2) with background noise-
ForwardFocus off (BN+FF-) and 3) with background noise-ForwardFocus on (BN+FF+). The 
findings revealed a variety of effects, including a multisensory effect, a noise effect, and a 
ForwardFocus effect. These effects are discussed in detail in the following two sections.  

4.1 The benefit of multisensory information 

We observed a variety of results, indicating the occurrence of multisensory effects. A 
multisensory effect means that there are differences in behavioural and/or ERP responses 
between unisensory (auditory) and multisensory (audiovisual) conditions. In this study, we 
found evidence for multisensory effects on both the behavioural and ERP level. On the 
behavioural level, the results showed higher hit rates and shorter response times for AV 
conditions compared to A conditions (Figure 2A). Regarding the ERPs on the sensor level 
(channels on the scalp), we observed enhanced P2 amplitudes for audiovisual (AV) syllables 
compared to auditory-only (A) syllables in conditions without background noise (BN-FF-) 
and in conditions with background noise and activated ForwardFocus (BN+FF+; Figure 3D). 
Finally, the ERP source analyses (estimation of cortical ERP generators) revealed enhanced 
amplitudes in the audiovisual (AV) compared to the auditory-only (A) condition, both for the 
N1 ERP (lateral occipital cortex and insular cortex; see section 3.4. ERP results – source level) 
and the P2 ERP (lateral occipital cortex, insular cortex, and superior temporal cortex; see 
Figure 4B and section 3.4. ERP results – source level). 

Behavioural enhancements in multisensory compared to unisensory conditions have 
previously been shown not only in normal-hearing listeners (Mahoney et al., 2011; Molholm 
et al., 2002; Radecke et al., 2022) but also in individuals with mild-to-moderate hearing loss 
(Rosemann & Thiel, 2018; Tye-Murray et al., 2007) and in CI users (Schierholz et al., 2015; 
Layer et al., 2022; Radecke et al., 2022). Our results of higher hit rates and shortened 
response times for audiovisual compared to auditory-only conditions confirm previous 
studies with CI users, reporting audiovisual benefits for basic stimuli (sinusoidal tones and 
white discs; Schierholz et al., 2015) and syllables (Layer et al., 2022). By extension, for word 
recognition, it has been observed that CI users show higher accuracies in identifying 
audiovisual words compared to auditory-only words (Rouger et al., 2007). Given that spoken 
language communication is an audiovisual experience (Drijvers & Özyürek, 2017; Grant et 
al., 1998; Sumby & Pollack, 1954) in which auditory (speech) and visual information (facial 
expressions, articulatory movements, gestures) must be integrated, it appears natural that 
audiovisual stimuli are identified significantly faster and more accurately compared to 
unisensory auditory and visual stimuli. The CI users’ enhancement in audiovisual 
performance can be explained by the “principle of inverse effectiveness", according to which 
the effectiveness of multisensory enhancement increases proportionally with progressive 
degradation of unisensory signals (Stein & Meredith, 1993). This can be directly transferred 
to CI users because the auditory signal, which is typically the most reliable signal in speech, 
is degraded when compared to normal-hearing listeners (Drennan & Rubinstein, 2008). As 
visual speech in general is already less informative than auditory speech, inverse 
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effectiveness predicts that reduced auditory performance with a CI enhances the probability 
of a multisensory benefit (Stevenson et al., 2017).  

The multisensory improvement observed in the behavioural data is also reflected in 
significantly enhanced P2 amplitudes for conditions with (BN+FF+) and without background 
noise (BN-FF-) (Figure 3D). Thus, the CI users show a multisensory increase in P2 amplitude 
both in easier listening conditions (speech without background noise) and in the more 
difficult (speech-in-noise) listening condition with the activated ForwardFocus. 
Interestingly, the multisensory P2 effect was less pronounced for the perceptually most 
difficult stimulus condition “with background noise-ForwardFocus off” (BN+FF-), suggesting 
that the multisensory increase in P2 amplitude is reduced in conditions with poorer quality 
of the auditory perceptual input. Several reasons may account for the condition-specific 
pattern of multisensory P2 amplitude modulation. First, the P2 ERP component (Crowley & 
Colrain, 2004) has been linked to higher-order perceptual processing, including attention 
(Luck & Hillyard, 1994). Given that the allocation of attention is necessary for the 
identification and classification of stimuli, the current finding of enhanced P2 responses for 
multisensory conditions, compared to auditory-only conditions, may reflect the improved 
detection of informative stimuli (Garcı́a-Larrea et al., 1992). Following this line of 
argumentation, the observation of increased audiovisual P2 amplitudes for easy (BN-FF-) 
and relieved (BN+FF+) speech conditions suggest that the CI users can better allocate their 
attention to the informative features of the stimuli in the absence of noise or by activating 
ForwardFocus in noise. However, this reason cannot fully explain the condition-specific P2 
amplitude modulation, given that behavioural results revealed no differences in the 
multisensory effect between the three noise conditions (BN-FF-, BN+FF-, BN+FF+). 

A second reason for the condition-specific pattern of P2 amplitude modulation could be 
related to the distribution of attention between the visual and auditory modality (Mishra & 
Gazzaley, 2012). In this line of reasoning, the P2 amplitude is decreased in the case of divided 
attention. Without background noise, CI users can allocate their attention towards the 
informative auditory input in audiovisual conditions. However, as soon as noise is added 
(BN+FF-), CI users divide their attention between the auditory and visual input of the 
audiovisual syllable, as the auditory information is no longer intelligible enough. This noise-
induced effect on attention distribution, which may result in the reduction of the 
multisensory P2 amplitude, however, appears to be less pronounced when ForwardFocus is 
switched on (BN+FF+), because the auditory features seem to be still informative enough 
(due to the noise reduction algorithm), and only a smaller amount of visual information needs 
to be considered. Thus, due to the improved auditory input by means of ForwardFocus, the 
CI users may be less forced to divide their attention between the two modalities, which can 
explain the enhanced multisensory P2 amplitude in the BN+FF+ compared to the BN+FF- 
condition. It seems reasonable that additional visual input can inform the interpretation of 
ambiguous auditory syllables that are compromised by noise. In post-lingually deafened CI 
users, it has been proposed that an increased attentional allocation to visual information can 
improve the perception of the impoverished auditory CI input (Butera et al., 2018). To sum 
up, when compared to the condition without background noise, adding background noise 
might increase cross-modal divided attention and consequently a smaller P2 amplitude is 
observed. Activating ForwardFocus (BN+FF+), however, seems to reduce the effect of cross-
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modal divided attention in speech-in-noise conditions, which leads to greater audiovisual P2 
amplitudes when compared to ForwardFocus switched off (BN+FF-).  

A third explanatory approach for the condition-specific pattern of P2 amplitude modulation 
is that the spatial congruency between the auditory and visual signal is harmed by 
background noise. The cross-modal information is the most congruent in conditions without 
background noise (BN-FF-), as the sound and the corresponding visual cues come from the 
same direction (i.e., one speaker from the front), which is reflected by enhanced P2 
amplitudes. In conditions with background noise, the additional background noise (from 
lateral speakers) disturbs the congruency, as it is additionally present from the left and the 
right sides. Among the speech-in-noise conditions, ForwardFocus (BN+FF+) reduces the 
noise-induced disturbance, compared to ForwardFocus off (BN+FF-). Thus, a greater P2 
amplitude may reflect a stronger perceived congruency of auditory and visual information 
(Radecke et al., 2022), which, in the current experiment, rather reflects a spatial congruency, 
as ForwardFocus is a spatially selective algorithm. Similarly, a recent study reported that CI 
users showed an improved perception of environmental sounds when these ambiguous 
sounds were presented together with congruent visual context (Radecke et al., 2022). 
Importantly, the CI users’ P2 amplitudes were increased for congruent when compared to 
non-congruent audiovisual stimuli (Radecke et al., 2022), further supporting our 
interpretation that the P2 amplitude depends on the perceived congruency of auditory and 
visual input. Taken together, several reasons may account for our observation that the 
multisensory P2 amplitude is affected by the presence of background noise and the activation 
of ForwardFocus. We assume that the increased P2 amplitudes in the BN-FF- (without 
background noise-ForwardFocus off) and BN+FF+ conditions (with background noise-
ForwardFocus on) might indicate the enhanced detection of informative stimuli, the less 
divided attention between the auditory and visual modality (because of the highly 
informative, less ambiguous auditory input), and/or the enhanced perceived (spatial) 
congruency of auditory and visual input. 

Consistent with our behavioural observations and the ERP results on the sensor level, our 
results of the ERP source analysis revealed a multisensory effect in different cortical regions. 
As expected, we found an increase in amplitude within the superior temporal cortex for AV 
syllables compared to A syllables (see section 3.4. ERP results – source level). This finding 
can be explained by the important role the superior temporal lobe plays for multisensory 
processing (Calvert, 2001; Beauchamp, 2005; Driver & Noesselt, 2008; Noesselt et al., 2007). 
Previous research has identified convergence zones in various brain regions, among them 
the superior temporal sulcus, where neurons receive and combine afferent inputs from 
multiple sensory modalities (Driver & Noesselt, 2008). It has been assumed that activation 
in multisensory regions may modulate the response in sensory-specific brain areas by top-
down effects (Driver & Noesselt, 2008). In addition, animal studies have reported up to 20 % 
visually sensitive neurons in the primary auditory cortex (Bizley & King, 2009), and they have 
suggested direct connections between unimodal sensory cortices (Cappe & Barone, 2005). 
Concerning CI users, our results confirm multisensory interactions in the superior temporal 
lobe by showing enhanced activation for AV syllables compared to auditory-only syllables 
(see section 3.4. ERP results – source level). Previous studies have suggested that these 
multisensory interactions in the auditory cortex are even enhanced when compared to 
normal-hearing listeners (Strelnikov et al., 2013; Giraud et al., 2001; Layer et al., 2022; 
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Schierholz et al., 2015). The strong binding between the auditory and the visual sensory 
system in CI users may be a result of sensory deprivation (prior to CI implantation) and/or 
the degraded CI signal after implantation (Schierholz et al., 2017), and might facilitate 
auditory rehabilitation after implantation by allowing enhanced audio-visual integration in 
these individuals (Stropahl & Debener, 2017; Radecke et al., 2022).  

In addition to the superior temporal cortex, we found a multisensory effect in the lateral 
occipital cortex and in the insular cortex (see Figure 4B and section 3.4. ERP results – source 
level), as indicated by increased amplitudes for AV conditions compared to A conditions in 
both cortical regions. Regarding the lateral occipital cortex, the increased response in 
conditions with additional visual information likely reflects the processing of the visual 
component of AV syllables. Indeed, the lateral occipital cortex is known to be recruited not 
only for visual object recognition (Grill-Spector et al., 2001) but also during visual speech 
processing (Weiner & Grill-Spector, 2013). Concerning the insular cortex, the pronounced 
activity for AV compared to A syllables confirms previous observations that the insula is 
involved in the processing of unisensory auditory and audiovisual stimuli (Chen et al. 2015; 
Eckert et al., 2009; Sterzer & Kleinschmidt, 2010). Previous results suggest that the insula 
plays a role in perception by mediating states of enhanced sensory alertness and allocating 
multisensory attention (for review see Nieuwenhuys, 2012; Eckert et al., 2009; Sterzer & 
Kleinschmidt, 2010). Our results are in line with these reports by showing that CI users, when 
tested with a speeded syllables-identification task that is performed in conditions with high 
alertness, show a multisensory modulation of activation within the insular cortex. 
Importantly, our results suggest that this multisensory enhancement of insular activation can 
already be observed in (relatively) early steps of cortical speech processing, in particular at 
N1 and P2 latency.  

Taken together, our behavioural and ERP results of CI users provide evidence that 
multisensory stimuli are identified more quickly and more accurately when compared to 
unisensory auditory stimuli. The neuronal correlate of this behavioural multisensory 
enhancement is the increased P2 amplitude (sensor level; BN+FF+, BN-FF-), and the 
enhanced activation at P2 latency within the superior temporal cortex, the lateral occipital 
cortex and the insular cortex (source level; BN-FF-, BN+FF-, BN+FF+). These findings indicate 
that CI users, when exposed to audiovisual speech conditions with and without background 
noise, show audiovisual interactions in expanded cortical regions. 

4.2 Noise reduction via ForwardFocus affects allocation of attentional 
resources 

Our results revealed general effects of background noise (BN+FF-/BN+FF+ vs. BN-FF-). On 
the behavioural level, the presence of background noise resulted in prolonged response times 
(Figure 2B), enhanced subjective listening effort and higher task difficulty (Figure 2B). 
Regarding the ERPs, background noise conditions exhibited delayed N1 latency (Figure 3B) 
and reduced P2 amplitude (Figure 3C) compared to conditions without background noise 
(BN+FF-/BN+FF+ vs. BN-FF-). Similar results were observed in the ERP source analysis, 
showing a noise-induced delay in N1 response within the transverse temporal gyri, also 
referred to as auditory cortex (BN+FF-/BN+FF+ > BN-FF-; Figure 4C), and a reduction in P2 
amplitude within the superior frontal cortex (BN+FF- < BN+FF+/BN-FF-; Figure 4D). 
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Nevertheless, we found ForwardFocus-specific effects both in the behavioural and the ERP 
results (BN+FF- vs. BN+FF+). On the behavioural level, we found shorter response times 
(Figure 2B), reduced subjective listening effort, lower task difficulty (Figure 2B), and better 
speech intelligibility (see section 3.2 Other behavioural results) when ForwardFocus was 
switched on (Figure 2B). Benefits of using ForwardFocus were confirmed by objective 
measures. In particular, the P2 ERP amplitude (sensor level; Figure 3D) and the activation in 
the superior frontal cortex (ERP source analysis; Figure 4D) showed a multisensory effect 
(AV > A) which was found specifically for the condition “ForwardFocus switched on 
(BN+FF+)” but not for the condition “ForwardFocus switched off (BN+FF-)” (Figure 3D).  

Our findings regarding the background-noise effect are consistent with previous results in 
normal-hearing listeners (e.g., Billings et al., 2009), individuals with mild to moderate 
hearing impairment (Gillis et al., 2022) and CI users (e.g., Finke et al., 2016; Han & 
Dimitrijevic, 2020), suggesting delayed cortical responses for conditions with compared to 
without background noise. In addition to these objective measures, our results confirm 
previous behavioural observations, suggesting that CI users are very susceptible to noisy 
environments (Davidson et al., 2010; Fu & Nogaki, 2005) in which they experience a high 
listening effort (Hughes & Galvin, 2013; Winn, 2016). Background noise in general limits the 
capacity to understand speech, given that the noise can interfere physically (energetic 
masking) and perceptually (informational masking due competing talkers) with the speech 
signal (Pollack, 1975). This competition between speech and noise signals makes it harder to 
extract the speech information (Helfer & Vargo, 2009; Romei et al., 2011), and requires 
higher cognitive processes, such as attention and memory, in order to understand the 
meaning of the spoken language (Kent, 1992). The presented data support the view that CI 
users have particular difficulties to discriminate speech sounds in conditions with interfering 
background noise. Our study using a speeded syllables-identification task suggests that the 
presence of additional noise results in slower response times, enhanced subjective listening 
effort, higher task difficulty, and delayed cortical responses in the auditory cortex. 

Despite these negative effects of background noise, we found positive effects of noise 
reduction via ForwardFocus. Compared to BN+FF-, activating ForwardFocus (BN+FF+) 
improved the response times, reduced the subjective listening effort, and decreased the 
perceived task difficulty. In addition, like Hey et al. (2019, 2021), we found improved speech 
intelligibility in the clinical OLSA speech-in-noise test when ForwardFocus was switched on. 
Thus, our study provides additional evidence of successful noise reduction by ForwardFocus 
in an experimental setting with syllables presented from the front and stationary noise from 
the sides. The novelty of this study is that we demonstrate beneficial effects of ForwardFocus 
not only by means of subjective but also by objective measures. In particular, we found that 
the P2 ERP amplitude for AV syllables at P2 latency and the activation within the superior 
frontal cortex were enhanced for the condition “ForwardFocus switched on (BN+FF+)” when 
compared to the condition “ForwardFocus switched off (BN+FF-)”. One might argue that this 
activation effect within the superior frontal cortex is at odds because we found the strongest 
activation for the easiest condition (BN-FF-, followed by BN+FF+ and BN+FF-), whereas 
previous studies have reported pronounced frontal lobe recruitment for difficult listening 
situations requiring enhanced listening effort (Campbell & Sharma, 2013; Rosemann & Thiel, 
2018; Wong et al., 2009). A pronounced engagement of frontal brain regions has been 
associated with the recruitment of cognitive mechanisms, such as working memory, which 



25 
 

seem to be necessary to explicitly process the ambiguous auditory input in effortful speech-
in-noise conditions (Rosemann & Thiel, 2018; Giroud et al., 2021; Du et al., 2016; Rudner et 
al., 2019). However, preceding studies have assigned these cognitive processes (in 
demanding listening conditions) to other brain regions than in the current study, namely the 
inferior frontal cortex, which could explain the discrepancy between the current results and 
those of previous studies. Moreover, in our study we found no significant correlation between 
the working memory capacity (SICSPAN) and the P2 response amplitude in the superior 
frontal cortex (see section 3.5. Correlations). This strengthens our interpretation that the 
reduced activation in the superior frontal cortex, which was found for the most difficult noise 
condition (BN+FF-), cannot be directly explained by altered recruitment of cognitive working 
memory processes.  

An alternative explanation for the different activation in the superior frontal cortex between 
ForwardFocus off (BN+FF-) and ForwardFocus on (BN+FF+) might relate to the allocation of 
attentional resources. Our P2 ERP source analysis revealed a generator in the posterior part 
of the superior frontal cortex (Supplementary Fig. 2), a region that has been reported to be 
involved in audiovisual divided attention (Vohn et al., 2007). The same brain region 
incorporates parts of the supplementary eye field (SEF) and the frontal eye field (FEF). Both 
areas have been frequently related to visuo-spatial attention (Marshall et al., 2015; Kastner 
et al., 1999; Corbetta & Shulman, 2002). Furthermore, it has been proposed that visual 
information about a speaker's spatial position can be used as a spatial cue to facilitate 
auditory speech processing in the presence of distractions (Haykin & Chen, 2005; Kidd et al., 
2005). Therefore, visual inputs are critical for multisensory speech recognition, especially in 
noisy environments (Senkowski et al., 2008). With regards to our study, we speculate that CI 
users – when tested in audiovisual conditions with interfering noise and deactivated 
ForwardFocus (BN+FF-) - take visual stimulus features more into account, and that they 
increasingly divide their attention between auditory and visual stimulus features (Butera et 
al., 2018; Garcı́a-Larrea et al., 1992) when compared to conditions with ForwardFocus 
switched on (BN+FF+). In addition, the presence of noise in conditions with ForwardFocus 
off (BN+FF-) may limit the CI users’ ability to focus on the syllables, and it might compromise 
the spatial specificity of the perceived auditory speech signal (in front) due to distracting 
noise from the left and right side. However, when ForwardFocus is switched on, the noise-
induced distraction may be reduced, which might result in enhanced spatial specificity of the 
perceived auditory speech signal (A condition), and in stronger perceived spatial congruency 
of auditory and visual stimuli (AV condition; compare Radecke et al., 2022). Thus, our result 
of an enhanced P2 amplitude in speech-in-noise conditions for ForwardFocus on (BN+FF+) 
compared to ForwardFocus off (BN+FF-) can be explained by the allocation of attentional 
resources, in particular the less divided attention between auditory and visual stimulus 
features (because ForwardFocus allows more informative auditory input), and the stronger 
perceived spatial congruency of auditory and visual stimuli (AV condition). In other words, 
our results indicate that ForwardFocus can reduce the competing influence of noise, such 
that the CI users can better focus on the syllables and allocate their attention to the relevant 
auditory speech cues. This effect is supported by the fact that we did not find a significant 
activation difference in the superior frontal cortex between the condition without 
background noise (BN-FF-) and the condition with background noise and activated 
ForwardFocus (BN+FF+) , implying that in these easier listening conditions, the CI users have 
better perceived spatial congruency of auditory and visual stimuli compared to the more 
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difficult listening condition with background noise and deactivated ForwardFocus (BN+FF-). 
Thus, our results suggest that an activated ForwardFocus in combination with the availability 
of audiovisual speech cues can help to focus the attentional resources on the informative 
features of the syllables in situations with competing background noise.  

To sum up, the results confirm noise-induced alterations in behavioural and ERP results, as 
evidenced by prolonged response times, enhanced listening effort, and a delayed auditory-
cortex activation (N1 latency). These findings support previous conclusions that the N1-P2 
complex is a helpful tool to better understand the impact of background noise on speech 
processing (Billings et al., 2011; Obleser & Kotz, 2011). By extension, our study shows that 
the objective tool of the assessment of the N1-P2 complex allows the evaluation of noise 
reduction algorithms. Apart from the frequently reported noise effects, we provide both 
behavioural and electrophysiological evidence of successful noise reduction via 
ForwardFocus. Activating ForwardFocus results in shorter response times, reduced listening 
effort, lower task difficulty, better speech intelligibility, and an enhanced activation within 
the superior frontal cortex at P2 latency. We assume that these effects of ForwardFocus can 
be explained by attentional resources that can be allocated more effectively when 
multisensory information and activated ForwardFocus are combined. To summarise, this 
study provides both subjective and objective evidence that the use of ForwardFocus in 
situations with interfering noise (coming from distinct sources than the auditory signal) is 
highly beneficial for CI users in ecologically valid audiovisual speech conditions. 
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6 Conclusion 

The present study shows multisensory benefits in CI users and suggests that these 
individuals – when exposed to audiovisual speech conditions with and without background 
noise – show audiovisual interactions in expanded cortical regions, in particular the superior 
temporal cortex, the lateral occipital cortex and the insular cortex. The study also provides 
supportive evidence that speech processing in CI users is hampered by background noise, 
leading to prolonged response times, enhanced listening effort, higher task difficulty, and a 
delayed activation in the auditory cortex at N1 latency, both for auditory and audiovisual 
conditions. Nevertheless, the results confirm benefits of using ForwardFocus in background 
noise, both on the subjective and the objective ERP level, as evidenced by shorter response 
times, reduced listening effort, lower task difficulty, better speech intelligibility, and an 
enhanced activation within the superior frontal cortex in audiovisual speech conditions at P2 
latency. We propose that the combination of available multisensory information (AV 
syllables) and activated noise reduction via ForwardFocus results in a reallocation of 
attentional resources, leading to enhanced cortical activation at P2 latency, even when an 
interfering noise is present in addition to the relevant speech signal. This is of high clinical 
relevance, because the results can help optimising therapeutic procedures in the long term 
(for example by developing audiovisual training programs) and promoting the usage of 
ForwardFocus in noisy, real world listening situations.  
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Supplementary Figures 

 

Supplementary Figure 1: Behavioural control task. A) Paradigm of the control task. There are three buttons 
on the touchscreen and the task is to push the red button, of which the location pseudo randomly varied as fast 
as possible. B) Results: there is no significant difference in RTs between the location of the red button. 
Significant differences are indicated (*𝑝 < 0.05, **𝑝 < 0.01, ***𝑝 < 0.001). 

 

Supplementary Figure 2: Selection of ROIs for source analysis. A) The maximal activity for the grand 
averaged data (averaged over noise and sensory conditions) is displayed for the N1 (1) and P2 (2) time 
windows. The maximal activity has been calculated by means of an inbuilt t-test against the baseline directly in 
Brainstorm (Bonferroni-corrected, p-value threshold: p= 0.001). B) Based on this maximal activity, we chose 
the best-fitting ROIs within the "Desikan-Killiany" atlas in Brainstorm, which we used for follow-up statistical 
analyses.  
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6
D I S C U S S I O N

6.1 summary

The projects presented in this thesis cover a broad variety of research questions
regarding auditory and especially audiovisual speech processing in CI users from
different perspectives. They include new insights for auditory processing in SSD CI
users, explore the timecourse of auditory and audiovisual speech processing in CI
users with bilateral hearing loss and compare it to a group of NH controls. A further
novelty is a systematic comparison of this timecourse between CI users with bilateral
hearing loss, CI users with unilateral hearing loss and NH controls. Furthermore, we
present results on audiovisual processing and lip-reading abilities in CI users with
unilateral hearing loss for the first time. Finally, we investigate the issue of background
noise and its influence on audiovisual interactions in CI users with bilateral hearing
loss. The following sections summarise the most important results and discusses them
in the context of Health Sciences.

6.2 altered auditory processing in ci users with unilateral

hearing loss

The project "Side of implantation effect on functional asymmetry in the auditory cortex
of single-sided deaf cochlear-implant users" (Chapter 3) aims to further investigate
the particularities of auditory processing in SSD CI users. In contrast to research
investigating auditory processing in CI users with bilateral hearing loss, research
focusing on CI users with unilateral hearing loss is rather scarce. This is because
SSD CI users have an intact NH ear, which is why until recently they typically were
not implanted with a CI (Zeitler and Dorman, 2019; Arndt et al., 2011; Buechner
et al., 2010). For binaural hearing restoration various behavioural advantages have
been reported in recent years (Kitterick et al., 2015; Arndt et al., 2017). By contrast,
the number of studies on auditory processing in SSD CI users remains relatively
low. Some ERP studies demonstrated that the processing with the CI ear is delayed
compared to the NH ear (e.g. Finke et al., 2016b). It is unknown, however, whether
SSD CI users’ NH ears process auditory stimuli in the same way that NH listeners do.
Furthermore, it is unclear whether the side of implantation plays a role in achieving
implantation benefits in these patients.

The results of our ERP study replicated previous findings (Finke et al., 2016b; Bönitz
et al., 2018; Legris et al., 2020), demonstrating prolonged response times, increased
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subjective listening effort, and delayed and reduced auditory ERPs for the CI ear
compared to the NH ear. This further confirms that auditory processing is more
difficult via the CI ear than via the NH ear. However, comparing auditory processing
in NH controls by contrasting "normal" and "vocoded" (CI-simulated) stimulation did
not show delayed responses. Given that vocoded CI simulations can well approximate
the CI experience (Friesen et al., 2001), one can assume that stimulus degradation
alone cannot be the sole cause for the delayed responses. Previous longitudinal studies
on intra-modal plasticity within the first months after implantation have shown that
the N1 amplitude is increasing over time in CI users with bilateral hearing loss and in
SSD CI users, but the amplitude stays below the level of NH controls (Sandmann et al.,
2015; Legris et al., 2020). Thus, the differences between NH and CI ear processing
appear most likely as a result of cortical reorganisation or a combination of cortical
reorganisation and the auditory stimulus degradation via the CI.

Furthermore, the oddball paradigm that we used to present our syllables made
it possible to objectively distinguish between proficient and non-proficient SSD CI
users, as proficient SSD CI users were capable of distinguishing both the easy syllable
contrast (/ki/ vs. /ka/) and the more difficult syllable contrast (/ki/ vs. /ti/).
Whether a CI user was proficient was determined based on both behavioural (higher
hit rates) and ERP measures (faster and/or enhanced N1 and P3b ERPs) compared to
non-proficient CI users. This is consistent with previous studies, which found that
when acoustic cues are easily distinguishable, ERP responses to deviant sounds are
similar between CI users with bilateral hearing loss and NH listeners (Henkin et al.,
2009; Turgeon et al., 2014).

Concerning the questions on side-of-implantation, left-implanted CI users showed
an enhanced functional auditory-cortex asymmetry compared to right-implanted CI
users, reflected in greater right hemispheric activation compared to the left hemisphere.
This seems to contradict previous results on CI users bilateral hearing loss who
demonstrated a stronger auditory-cortex asymmetry for right-stimulated CI users
(Sandmann et al., 2009). The previous study, however, used tones, whereas we
used syllables which can potentially cause these contradicting effects, given that
the two cortical hemispheres have been shown to be differently engaged for these
inherently different types of stimuli (Poeppel, 2003; Belin et al., 2000; Zatorre and
Belin, 2001). Furthermore, because auditory deprivation reduces metabolism in the
contralateral auditory cortex (Speck et al., 2020) and can induce cortical reorganisation
in the auditory cortex (Stropahl et al., 2017a), different activity patterns may have
emerged as a result of the confounding effect of hearing loss in the second ear, making
CI users with bilateral and unilateral hearing loss not very comparable. However,
because similar effects were observable in left-ear stimulated NH controls when they
were stimulated with vocoded stimuli, we suggest that the side-of-implantation-effect
originates from the limited quality of the CI signal. Comparing the processing between
the NH ears of SSD CI users and NH controls revealed, a functional auditory-cortex
asymmetry in left-implanted SSD CI users, whereas no difference was detected in NH
controls. As far as we are aware, this study is the first one demonstrating a difference
in auditory processing between the NH ear of SSD CI users and NH controls. This
observations leads to the assumption that cortical reorganisation occurs as a result of
unilateral deafness, which appears to extend to the NH ear, indicating that auditory
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processing via the NH ear of SSD CI users is not the same as in NH controls. However,
because the sample size was relatively low and the participants were stimulated with
syllables only, more studies with different stimuli (words, musical sounds) are needed
to verify the robustness of the observed side-of-implantation effects.

Taken together, the findings of this project contribute to a better understanding of
rehabilitation success in SSD CI users by showing that auditory input degradation
caused by the CI and experience-related functional changes within the auditory cortex
influence cortical speech processing in SSD CI users.

Studying the behaviour and cortical changes in SSD CI users is very interesting
because these patients provide a unique perspective on what hearing with a cochlear
implant sounds like (Zeitler and Dorman, 2019). These patients can compare hearing
sensations of their NH ear with their CI ear, which makes it difficult for these CI users
to adapt to the new sensation because they constantly have the direct comparison
to natural hearing. This leads to the experience of a maximally asymmetric hearing
sensation that must be learned to be integrated (Gordon et al., 2013; Kral et al., 2013),
which often results in longer rehabilitation periods compared to CI users with bilateral
hearing loss (Muigg et al., 2020). Because of the extreme differences between the ears,
it was assumed that cochlear implantation would have no benefits because the central
auditory system would be unable to successfully process the auditory discrepancy
between acoustic and electric auditory input (Zeitler and Dorman, 2019). However, a
study performed in 2008 was the first one to show remarkable benefits of implantation
of SSD CI users in the reduction of tinnitus (van de Heyning et al., 2008), with various
other studies to follow. These subsequent studies found significant behavioural
improvements in tinnitus reduction, speech-in-noise intelligibility, directional hearing,
and quality of life due to the restoration of binaural hearing (Kitterick et al., 2015;
Arndt et al., 2017; Dorbeau et al., 2018; Galvin et al., 2018; Grossmann et al., 2016;
Távora-Vieira et al., 2015). In recent years, there has been a growing body of reports
indicating that implantation in SSD children is beneficial and highly recommended
(for review see Benchetrit et al., 2021). Recent studies have even highlighted the
consequences for academic performance and social interactions if binaural hearing
restoration is not addressed on time (Kay-Rivest et al., 2022; Macías et al., 2019).

Thus, there exists clear behavioural evidence that the central auditory system is
indeed capable of matching the highly differing input, even though processing seems
to be delayed for the CI ear compared to the NH ear (Finke et al., 2016b; Bönitz
et al., 2018), which is also replicated in the presented study. Studying the processing
mechanisms underlying these behavioural effects can help to identify additional
beneficial effects and their objective correlates. However, more research is needed
to investigate the auditory processing differences, like evaluating the robustness of
the side-of-implantation effect observed in this study, as well as the implications for
auditory processing with the NH ear in these patients. Such studies would contribute
to a better understanding of cortical reorganisation in SSD CI users compared to
CI users with bilateral hearing loss. Longitudinal studies, in particular, have the
potential to provide valuable insights into the changes in cortical processing before
and after implantation in order to study the timecourse of rehabilitation. Insights
from such studies may aid in predicting CI outcomes and determining, for example,
the neural basis for proficient and non-proficient SSD CI users. Finally, such studies
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may encourage other countries to relax their implantation criteria, which still vary
greatly across the globe (Van de Heyning et al., 2022), in order to allow for the most
early intervention possible.

6.3 altered audiovisual interactions in ci users with bilateral hear-
ing loss

The study "The timecourse of multisensory speech processing in unilaterally stim-
ulated cochlear implant users revealed by ERPs" (Chapter 2) investigates, as the
title already indicates, the timecourse of audiovisual speech processing in CI users
with bilateral hearing loss. Previous research has demonstrated that CI users with
bilateral hearing loss exhibit both intra-modal and cross-modal changes before and
after receiving the CI (for review see Stropahl et al., 2017a). However, cross-modal
recruitment of the visual cortex for auditory stimuli has only been shown in PET
and fNIRS studies (Giraud et al., 2001c; Chen et al., 2016) which could not provide
information about the precise temporal dynamics of this phenomenon, due to their
limited temporal resolution. Moreover, numerous studies have demonstrated that
the visual aspect of speech is particularly important for CI users, as they develop
pronounced lip-reading skills (Desai et al., 2008; Butera et al., 2018; Giraud et al.,
2001c; Strelnikov et al., 2015; Rouger et al., 2007; Stropahl et al., 2015). Most ERP
studies, however, reported results on auditory-only processing. Only recently, some
ERP studies were rather focused to audiovisual processing (Schierholz et al., 2015,
2017; Radecke et al., 2022), as audiovisual stimulation better represents the CI users’
real-world listening situations (for review see Stevenson et al., 2017).

In our ERP study, we focused on the question whether CI users have an altered
timecourse of audiovisual syllable processing as well as distinct audiovisual interac-
tions compared to a group of matched NH controls. By administering methods from
electrical neuroimaging which provide a spatio-temporal perspective (Michel et al.,
2009), we were able to confirm differences in speech processing between CI users and
NH listeners.

However, there were also some similarities between the groups: both groups
showed a multisensory effect which was behaviourally reflected in shorter audiovisual
response times compared to the ones of unimodal syllables. This is in line with the
results of the topographic and source analyses, revealing distinct P2 topographies
and generally reduced amplitudes for visually modulated auditory responses (AV-
V) compared to auditory responses (A). Thus, the additional visual input caused a
modulation of auditory responses, which has previously been shown for CI users
(Schierholz et al., 2015) and NH listeners (Cappe et al., 2010). These condition-specific
results show that audiovisual information is both beneficial for CI users and NH
listeners. Given that CI users are "better audiovisual integrators" (Rouger et al., 2007),
one might be surprised to not find a difference between CI users and NH listeners
for audiovisual and visual syllable discrimination. Nevertheless, this is in accordance
with an ERP study by Schierholz et al. (2015) using simple, non-linguistic stimuli that
did not reveal a difference between those to groups either. Given that CI users were
better at identifying visually and audiovisually presented words compared to NH
controls (Rouger et al., 2007), syllables are apparently not complex enough, which is



6.3 altered audiovisual interactions in bilateral ci users 147

in accordance with the generally high hit rates in this study. Further studies using
more complex linguistic stimuli are required to verify behavioural differences (hit
rates and response times) between CI users and NH listeners.

However, CI users showed a distinct topographic pattern at N1 latency, with a
clearer N1 topography for AV-V compared to A, which indicates a particularly strong
visual influence in auditory processing in CI users. In contrast to CI users, NH
listeners showed the same presence of a clear N1 topography both for AV-V and A,
which leads to the assumption that similar neuronal processes are engaged to evaluate
these stimuli in NH listeners. This difference was accompanied by a distinct source
configuration in CI users within the auditory and visual cortices at N1 latency. CI
users exhibited a delayed activation in the auditory cortex in contrast to NH listeners,
which was also shown in a previous ERP study with audiovisual stimuli (Schierholz
et al., 2015). Given that a follow-up study (Schierholz et al., 2017) found delayed N1

responses not only in CI users, but also in ABI and AMI patients, which are auditory
implants that bypass even more structures of the auditory pathway (see chapter 1,
1.1 hearing disorders, paragraph "types of hearing loss"). These findings suggest
that the delayed auditory-cortex responses can be attributed to the auditory implants’
limited input quality (Schierholz et al., 2017). Processing delays, in particular, may
reflect difficulties processing auditory information, which then require more time to
be encoded. In line with this, previous ERP studies with CI users have repeatedly
presented delayed N1 responses to stimuli of varying linguistic complexity (Finke
et al., 2016a; Beynon et al., 2005; Sandmann et al., 2015; Senkowski et al., 2014).

In addition, CI users showed an enhanced recruitment of the visual cortex for
auditory and audiovisual stimuli compared to NH listeners, that was positively
correlated with the CI-experience. This complements previous PET results that
demonstrated enhanced visual recruitment for auditory speech stimuli in CI users
compared to NH controls, which was also correlated with enhanced lip-reading skills
and longer CI-experience (Giraud et al., 2001c). Giraud et al. (2001c) suggested that the
enhanced visual-cortex recruitment represents a particularly strong synergy between
the visual and auditory systems. This synergy may aid in the recovery of speech
intelligibility after implantation, when CI users must learn to match novel auditory
sensations to corresponding visual speech cues (Strelnikov et al., 2013; Rouger et al.,
2012). The presence of a positive relationship between the extent of cross-modal visual-
cortex recruitment and CI-experience suggests experience-related reorganisation after
receiving the implant. Our study is the first EEG study that confirms these early
observations and extends them by investigating the additional temporal aspect. These
experience-related cortical changes seem to appear in the initial stages of auditory and
audiovisual processing, already at N1 latency. Finally, in accordance with previous
studies (Rouger et al., 2007; Stropahl et al., 2015), we confirmed enhanced lip-reading
abilities in CI users compared to NH listeners, which may be due to sharpened visual
abilities which emerge either during the phase of deafness before implantation or
after restoring hearing abilities with a CI. Lip-reading abilities that exist prior to
implantation do not reverse after implantation, but rather remain stable and may even
improve due to the audiovisual integration which is required to match the limited CI
input with visual speech information (Lazard et al., 2012a; Rouger et al., 2012).
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In summary, our study confirms that CI users show a distinct timecourse of auditory
and audiovisual processing and distinct audiovisual interactions. These differences
are most evident at N1 latency, which exhibited a distinct topographic pattern and
CI-specific alterations within the auditory and visual cortices compared to NH con-
trols. The enhanced visual cortex-recruitment may be a compensatory strategy to
overcome the limited CI input, which causes delays in auditory-cortex responses.
This compensatory strategy appears to cause the development of behavioural visual
refinements such as lip-reading abilities, which aid in audiovisual speech integration.

We suggest that future ERP studies should investigate the timecourse of audiovisual
speech processing also using more complex linguistic stimuli, such as words or
sentences. Moreover, given previous results, as well as the findings presented in this
project, we suggest that clinical assessments of speech comprehension in CI users
need to be adjusted. Currently, these are restricted to auditory-only methods, which is
insufficient for gauging the actual speech intelligibility abilities of CI patients, as the
important visual aspect of speech is neglected (Stevenson et al., 2017). The presented
study confirms that CI users benefit greatly from additional visual input and appear to
use different processing strategies than NH listeners. Although the auditory CI input
is limited in acoustic quality, the CI users’ multisensory processes seem to remain
intact.

The observation of strong audiovisual interactions is clinically relevant, as they can
aid in the optimisation of auditory rehabilitation after implantation. As previously
stated, CI users are required to match novel auditory sensations to corresponding
visual information after implantation (Strelnikov et al., 2009). This strongly sug-
gests that audiovisual training may be beneficial for accelerating and optimising the
restoration of speech recognition abilities with a CI. According to Strelnikov et al.
(2009), audiovisual rehabilitation may even extend to other benefits, such as sound
localisation. Previous research has shown that there must be an adequate amount of
auditory-cortex activity after CI implantation in response to auditory stimuli (Green
et al., 2005; Sandmann et al., 2015; Mortensen et al., 2006), as the strength of auditory-
cortex activation and speech recognition performance are positively correlated (Green
et al., 2005). Thus, for obtaining successful speech recognition abilities the auditory
cortex has to be effectively stimulated by the CI. This is consistent with findings
that show that good CI performers show an enhanced recruitment of the auditory
and inferior prefrontal cortices in response to speech stimuli compared to poor CI
performers (Mortensen et al., 2006).

To achieve an optimal stimulation of the auditory cortex, an effective rehabilitation
is essential, and audiovisual training may have the potential to realise faster improve-
ments. Indeed, some studies with NH listeners provided evidence for beneficial effects
of audiovisual training. Seitz et al. (2006) discovered that when a visual motion detec-
tion task was previously trained in an audiovisual setting, the participants showed
significantly better results than when the same task was trained only visually. Similar
results have been presented in the context of training with congruent and incongru-
ent object recognition. Audiovisual training resulted in an improved recognition of
the same objects in subsequent auditory-only or visual-only settings, but only for
congruent pairs (Matusz et al., 2015; Thelen and Murray, 2013).
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A further training study by Kawase et al. (2009) investigated NH listeners using
vocoded stimuli simulating the signal provided with a CI. They used a word recogni-
tions task including auditory or audiovisual training and either provided feedback on
the performance during the training or not. The results demonstrated that audiovisual
training resulted in better subsequent auditory word recognition than auditory-only
training. In addition, providing feedback during training generally resulted in better
performance (Kawase et al., 2009). Another study that used vocoded stimuli with NH
listeners reported similar results for nonsense words and pictures, where audiovisual
training resulted in better performance compared to auditory-only training (Bernstein
et al., 2013).

A follow up study of Bernstein et al. (2013) used the same task and compared the
training results for NH listeners with CI users (Bernstein et al., 2014). However, CI
users did not show the same benefits of audiovisual training as NH controls. But,
the CI users in this study had prelingual hearing loss or deafness at birth, causing
them to rely heavily on vision, which may explain the unexpected results (Bernstein
et al., 2014). By contrast, a recent study with postlingual CI users used the same stimuli
as in Matusz et al. (2015) and assessed auditory object recognition with previously
presented auditory and audiovisual stimuli (Radecke et al., 2022). The task was a
two-alternative forced choice task, for which the participants were asked to indicate
whether a current stimulus was already presented before. For both CI users and
NH controls, the authors confirmed a multisensory benefit for later auditory object
recognition (Radecke et al., 2022), and even a greater behavioural audiovisual benefit
for CI users compared to NH controls (see supplementary material of Radecke et al.,
2022).

Taken together, insights from NH listeners with both normal and vocoded stimu-
lation and initial insights from CI users indicate that audiovisual training may have
beneficial effects for subsequent auditory performance with the CI. We suggest that
future studies should confirm the efficiency of audiovisual training in CI users by
contrasting patients with experienced and inexperienced CI users, or pre-and postlin-
gual CI users. Insights from such studies may help determining whether audiovisual
training is best suited for specific cases or for all CI users and whether it can be used
for achieving a faster and improved auditory rehabilitation after CI implantation.

6.4 altered audiovisual interactions in different ci user groups

The project "Electrophysiological differences and similarities in audiovisual speech
processing in cochlear implant users with unilateral and bilateral hearing loss" (Chap-
ter 4) is a follow-up study of Layer et al. (2022), which is also included in this thesis.
As previously mentioned in this chapter, ERP studies on auditory processing in SSD
CI users are scarce, with even fewer studies comparing SSD CI users with CI users
with bilateral hearing loss. As far as we are aware, our study is the first one that
systematically compares auditory and especially audiovisual processing between
these two CI user groups and a control group of NH listeners. Currently, there are no
audiovisual studies with SSD CI users and there are no reports on lip-reading abilities
in this CI user group. Therefore, our study intended to fill these gaps.
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As in Layer et al. (2022), we observed a multisensory effect for all experimental
groups, which was reflected in the behavioural and ERP data. The response times were
significantly reduced for audiovisual syllables compared to the two unimodal syllables.
The ERPs were generally reduced (both at N1 and P2 latency) for modulated responses
(AV-V) compared to auditory responses (A). As a result, audiovisual information
benefited all three groups. Concerning the group differences, topographic analyses
revealed that CI users with bilateral hearing loss showed a significant change in N1

voltage topographies for AV-V compared to A. This suggests that additional visual
information leads to a more frequent distribution of a clear N1 topography in CI users
with bilateral hearing loss, which was neither observed in SSD CI users nor in the NH
controls. A condition-specific modulation of the topography points to a particularly
strong visual impact on auditory processing for CI users with bilateral hearing loss
compared to the other two groups. However, both CI user groups displayed delayed
responses in the auditory cortex, indicating difficulties in processing the limited CI
input, as previously demonstrated for each CI group separately (e.g. Finke et al.,
2016a,b). To probably compensate for the limited CI input (Doucet et al., 2006;
Giraud et al., 2001c; Strelnikov et al., 2013), both CI user groups showed an enhanced
cross-modal recruitment of the visual cortex and better results in the lip-reading
test compared to NH listeners. SSD CI users appear to develop similar strategies
and processing patterns to compensate for the limited CI input as CI users with
bilateral hearing loss, even though they have an intact contralateral NH ear. Therefore,
we conclude that these are universal to all CI user groups, as the observed visual
enhancements (enhanced lip-reading skills and visual-cortex activity) appear to be
independent of the contralateral ear’s hearing abilities.

We propose that future studies should further investigate SSD CI users in the context
of audiovisual processing by including more complex linguistic stimuli, like words
and sentences. Furthermore, more systematic comparisons of different CI user groups
are required to verify that all CI user groups have universal processing strategies to
compensate for the degraded CI input. Given the difference in topographic pattern
at N1 latency, which was only observed in CI users with bilateral hearing loss, we
hypothesise that more differences may emerge for more complex linguistic stimuli.
Furthermore, future studies may consider further dividing CI user groups with
bilateral hearing loss into bimodally (CI + hearing aid) and bilaterally (CI + CI)
supplied CI users and to compare the processing of the CI ear, the contralateral ear
and both ears together. Finally, differences between CI user groups may not be limited
to the auditory and visual cortices, which were the focus of our research. Therefore,
future studies should consider further cortical regions, such as frontal or temporal
areas (Campbell and Sharma, 2013; Giraud et al., 2001a), as they may be the source of
potential topographic dissimilarities.

Understanding CI user group-specific processing mechanisms may aid in the de-
velopment of tailored therapeutic solutions to ensure a rapid and successful CI
rehabilitation. Our findings, as well as the previous section’s discussion of existing
audiovisual training studies, indicate that audiovisual training has the potential to
benefit all CI user groups. A study by Strelnikov et al. (2011) investigated the effect
of audiovisual training on monaural spatial hearing in NH listeners. The results con-
firmed superior performance when the participants received audiovisual compared to
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visual training. Based on these findings, the authors suggest that audiovisual training
in the context of spatial hearing may be used to train SSD CI users with their CI
after implantation. However, there exist no audiovisual training studies with SSD CI
users or audiovisual training studies comparing the effectiveness for different CI user
groups. Thus, future research should include audiovisual training in order to find
evidence for potentially beneficial effects for an improved and faster rehabilitation
with a CI.

6.5 background noise influences audiovisual interactions in ci users

The final project of this thesis "The influence of background noise and noise reduction
by ’ForwardFocus’ on audiovisual speech perception in bimodal CI users: an ERP
study" (Chapter 5) investigates the impact of background noise on auditory and
audiovisual speech processing in CI users. This is an important issue because back-
ground noise makes the already limited CI input even more difficult to understand
(Müller-Deile et al., 1995; Wilson and Dorman, 2008). Especially in situations with
background noise, the visual aspect of speech (facial movements, gestures) has been
shown to be extremely helpful (Ross et al., 2007; Sumby and Pollack, 1954). To relieve
CI users in demanding hearing situations, CI manufacturers constantly develop spe-
cific algorithms which can be activated (or get activated automatically in appropriate
situations), such as noise-reduction algorithms (Mauger et al., 2014; Müller-Deile et al.,
2008). A recently introduced noise-reduction algorithm is "ForwardFocus", which
has been shown to be effective in behavioural studies (Hey et al., 2019, 2021). Our
study aims to investigate the impact of background noise on auditory and audiovisual
syllable processing, and to evaluate "ForwardFocus" by means of objective ERPs.

The results reveal that the presentation of audiovisual syllables generally results
in shorter response times and enhanced P2 amplitudes in various cortical regions
(superior temporal cortex, lateral occipital cortex, insular cortex) compared to auditory-
only syllables. The result of a multisensory benefit is consistent with previous reports
with CI users (Schierholz et al., 2015; Radecke et al., 2022), which are extended to
conditions with noise in this study. These results indicate that both conditions —
with and without background noise — cause audiovisual interactions in CI users
in expanded cortical areas. However, our results confirm that background noise
generally hampers speech processing, which is reflected in prolonged response times,
enhanced listening effort, and perceived task difficulty, delayed auditory-cortex activity
within the time window of the N1, and reduced activity within the superior frontal
cortex at P2 latency (both for auditory and audiovisual conditions). Activating
"ForwardFocus", however, is beneficial as it positively influences the aforementioned
behavioural measures. Concerning the ERPs, "ForwardFocus" causes enhanced P2

responses in the superior frontal cortex, especially in audiovisual conditions. The
results provide further behavioural and electrophysiological evidence showing clear
effects of background noise, both on auditory and audiovisual processing in CI users.
The P2 has been shown to be be modulated by attention (Crowley and Colrain, 2004),
and the superior frontal cortex has been described in the context of audiovisual
divided attention (Vohn et al., 2007) and visuo-spatial attention (Marshall et al., 2015;
Kastner et al., 1999; Corbetta and Shulman, 2002). Given that "ForwardFocus" seems
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to work best in audiovisual conditions, it is reasonable to hypothesise that it helps in
the reallocation of attentional resources, which results in a stronger perceived spatial
congruency of auditory and visual speech cues (Radecke et al., 2022; Butera et al.,
2018; García-Larrea et al., 1992).

Overall, multisensory information cannot prevent the delayed auditory-cortex activ-
ity which happens independently of whether syllables were presented in auditory-only
conditions or audiovisually. However, other cortical regions seem to be differently
involved based on whether the information was presented in unisensory or in multi-
sensory conditions and with or without background noise. More studies are required
to further disentangle these effects. It would be interesting to compare the presented
effects of noise to NH individuals, to see whether noise has distinct effects on auditory
and audiovisual processing, and whether some cortical regions are more strongly
involved in CI users than in NH listeners, such as the visual cortex in our previous
projects.

A limitation of this study is that the background noise was only presented from
90 and 270 degrees, and that we only included one type of noise. Future studies
should test multiple noise directions with different types of noise, as these factors may
highly influence the observed benefits of "ForwardFocus", given that it is primarily
specified to reducing noise from behind. In addition, we would suggest comparing
various signal-to-noise ratios within the EEG experiment, which would provide a more
fine-grained picture of the benefits of using "ForwardFocus" and a clearer picture of
the effects of background noise on audiovisual speech processing. Moreover, including
more complex linguistic stimuli, such as words and sentences would probably result in
even greater benefits in this experimental setting and would be even more ecologically
valid. Nevertheless, by using simple syllables we could already demonstrate a clear
effect of background noise and an effect of noise reduction via "ForwardFocus", which
extends previous behavioural results (Hey et al., 2019, 2021) by the present objective
ERP results. Based on the presented results, we recommend this algorithm to CI users
in situations with interfering noise (coming from distinct sources than the speech
signal). We suggest that future noise reduction algorithms should be evaluated in
both auditory and audiovisual conditions.

The results of multisensory benefits further support that clinical hearing assessments
should also include audiovisual testing procedures, as spoken communication is
inherently multisensory. Furthermore, given that successful speech recognition in
noise is a desirable milestone in rehabilitation which cannot always be guaranteed, the
inclusion of training procedures with background noise is critical. Indeed, previous
studies with CI patients practising digits in noise (Oba et al., 2011), sentences in noise
(Green et al., 2019), and spatially separated speech in noise (Lotfi et al., 2021) have
shown that training in noise is beneficial. Training with background noise can have
positive implications for speech understanding in quiet, as it may trigger top-down
processes that may be helpful in developing listening strategies to compensate for
background noise (Oba et al., 2011). A study with NH listeners by Lidestam et al.
(2014) showed positive effects of audiovisual training on speech-in-noise identification
compared to purely auditory training. Similar audiovisual training procedures may
be helpful in audiological settings, as CI users may highly benefit from such training,
which was also suggested by the authors (Lidestam et al., 2014).
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6.6 outlook

Further systematic comparisons between different CI user groups and stimuli may
allow for the identification of the optimal type of audiovisual training, and by extension
audiovisual training with background noise, given that real-world listening situations
are multisensory and frequently masked with noise. Practising real-world listening
situations may enable a better coping and preparation for the listening experiences
in everyday life, to prevent too overwhelming sensations. Furthermore, one could
consider developing training procedures that can be completed at home, as already
suggested by Green et al. (2019). For example, if training material includes audiovisual
stimulation with noise or multi-talker babble, one can train and sharpen hearing at
home, as some patients may rather prefer practising at home or in small groups.

For obtaining effective test material, it is necessary to generate appropriate and
convincing computer based animations of different speakers. Because the computer-
based animation used in studies 1 and 3 ("MASSY"; Modular Audiovisual Speech
SYnthesizer (Fagel and Clemens, 2004)) is relatively static, and lacks emotional and
facial expressions (head and brow movements), many participants in our studies found
this animation unnatural and artificial. Using video recordings of real people is also
not a perfect solution, as these people have to be recorded many times. One approach
could be to create a convincing video animation, which is based on movements from
real persons which can be fed with arbitrary speech material and be parametrised.
This would allow for the generation of an infinite number of test materials, optimally
with the feature to select different sexes, age groups, and voices (to practise hearing
at different frequencies and intensity levels). Such a video animation has recently
been proposed by Meister et al. (2022), who are currently evaluating the suitability of
this tool for using it in CI users. Such an optimal computer animation may also be
used for clinical hearing test procedures. The existing auditory-only tests could be
extended by audiovisual information and would give a more accurate evaluation of
the speech comprehension of hearing impaired individuals.

6.7 conclusion

Overall, this thesis provides further evidence that the visual part of audiovisual speech
information is highly beneficial for all CI user groups, particularly in background noise
situations, and that these benefits can be detected using both subjective, behavioural,
and objective (electrophysiological) measures. The findings from the experiments
presented in this thesis contribute to a better understanding of both auditory and
audiovisual cortical processing in CI patients. They may aid in the development of
predictive outcome models, audiovisual clinical hearing assessment procedures, as
well as therapeutic rehabilitation techniques such as audiovisual training for improving
the outcome with a CI.
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