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Abstract

Tremendous improvements have been made in numerical simulation using LES

(Large Eddy Simulation) over the past thirty years. This was possible with the

introduction of more robust numerical methods, improved boundary condition

modeling, and more accurate, detailed chemistries in the field of combustion.

High-performance computing is a key factor so that these simulations can be

performed in a reasonable time frame and use realistic large-scale representative

geometries. Even with the advances in all of these mentioned fields, the bottleneck

for solving these problems still remains the initial mesh resolution/quality. The

focus of this thesis is to first understand why the mesh resolution is important

through global stability analysis and then to alleviate this problem by using run-

time dynamic mesh adaptation for combustion related explosion problems.

The first part of the manuscript deals with global stability analysis (GSA) of

the linear convection-diffusion equation (LCDE) and linear convection-diffusion-

reaction equation (LCDRE) for non-reacting and reacting flows respectively. This

analysis shows the importance of the non-dimensional parameters such as CFL

number Nc, Peclet number Pe and Damkohler number, Da on stability, dispersive

and diffusive nature of the numerical scheme chosen (Lax-Wendroff and TTGC

schemes). Through the analysis, the importance of mesh resolution to obtain an

accurate, stable solution for any numerical problem is highlighted. Especially,

when solving realistic reacting flow problems, it is of paramount importance to

resolve the flame front adequately to obtain accurate solutions. To overcome this

issue, when solving realistic large-scale reacting flow simulations it is useful to

use run-time dynamic mesh refinement for accuracy and cost benefits.

In the second part of the manuscript, two different dynamic mesh adaptation

techniques are explained. Although using a similar generic algorithm, the differ-

ences between the two techniques are detailed. Several test cases are simulated

to validate the adaptation techniques. An appropriate quantity of interest (QOI)

is chosen according to the case studied. Using this quantity of interest, two large-

scale, compressible, and turbulent reacting flow test cases are simulated using

dynamic mesh adaptation with the goal of obtaining the same accuracy while

obtaining performance benefits.
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Résumé

Des améliorations considérables ont été apportées à la simulation numérique

par LES (Large Eddy Simulation) au cours des trente dernières années. Cela

a été possible grâce à l’introduction de méthodes numériques plus robustes, à

l’amélioration de la modélisation des conditions aux limites et à l’utilisation de

produits chimiques plus précis et détaillés dans le domaine de la combustion. Le

calcul haute performance est un facteur clé Le calcul haute performance est un fac-

teur clé pour que ces simulations puissent être réalisées dans un délai raisonnable

et utiliser des géométries représentatives réalistes à grande échelle. Malgré les

avancées dans tous ces domaines, le goulot d’étranglement pour la résolution de

ces problèmes reste la résolution/qualité du maillage initial. L’objectif de cette

thèse est d’abord de comprendre pourquoi la résolution du maillage est impor-

tante grâce à l’analyse de la stabilité globale, puis d’atténuer ce problème en

utilisant l’adaptation dynamique du maillage pour les problèmes d’explosion liés

à la combustion.

La première partie du manuscrit traite de l’analyse de stabilité globale (GSA)

de l’équation de convection-diffusion linéaire (LCDE) et de l’équation de convection-

diffusion-réaction linéaire (LCDRE) pour les écoulements sans réaction et avec

réaction respectivement. Cette analyse montre l’importance des paramètres non

dimensionnels tels que le nombre CFL Nc, le nombre de Peclet Pe et le nombre

de Damkohler, Da sur la stabilité, la nature dispersive et diffusive du schéma

numérique choisi (schémas Lax-Wendroff et TTGC). L’analyse met en évidence

l’importance de la résolution du maillage pour obtenir une solution précise et

stable pour tout problème numérique. En particulier, lors de la résolution de

problèmes réalistes d’écoulement réactif, il est primordial de résoudre le front de

flamme de manière adéquate pour obtenir des solutions précises. Pour surmonter

ce problème, lors de la résolution de simulations réalistes d’écoulement réactif

à grande échelle, il est utile d’utiliser le raffinement dynamique du maillage en

cours d’exécution pour des raisons de précision et de coût.

Dans la deuxième partie du manuscrit, deux techniques différentes d’adaptation

dynamique du maillage sont expliquées. Bien qu’utilisant un algorithme générique

similaire, les différences entre les deux techniques sont détaillées. Plusieurs cas de

test sont simulés pour valider les techniques d’adaptation. Une quantité d’intérêt

(QOI) appropriée est choisie en fonction du cas étudié. À l’aide de cette quantité

d’intérêt, deux cas d’essai d’écoulement réactif à grande échelle, compressible et

turbulent sont simulés en utilisant l’adaptation dynamique du maillage dans le
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but d’obtenir la même précision tout en obtenant des avantages en termes de

performance.
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CHAPTER 1

Introduction

Contents
1.1 Background . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1

1.1.1 Transport Industry . . . . . . . . . . . . . . . . . . . 2

1.1.2 Energy . . . . . . . . . . . . . . . . . . . . . . . . . . 3

1.1.3 Chemical Engineering . . . . . . . . . . . . . . . . . . 4

1.1.4 Fire safety studies . . . . . . . . . . . . . . . . . . . . 5

1.2 Numerical Simulations . . . . . . . . . . . . . . . . . . . . . . 6

1.3 Factors affecting accuracy and efficiency of LES . . . . . . . 8

1.3.1 The sub grid scale (SGS) turbulent flux . . . . . . . 8

1.3.2 Mesh Resolution . . . . . . . . . . . . . . . . . . . . 10

1.4 Objectives and organization of the thesis . . . . . . . . . . . 14

1.5 Acknowledgment . . . . . . . . . . . . . . . . . . . . . . . . . 15

1.1 Background

Combustion is the process involving chemical reactions between two or more

species accompanied by the emission of energy mostly in the form of heat. It has

been the primary source of energy for mankind and the basic use of combustion

in the olden days namely, lighting and heating, were superseded by its use in

harnessing mechanical power after the industrial revolution in the 18th century.

One of the first prime movers, the steam engine, used coal as fuel to burn and

produced energy which was used to vaporize water to steam and produce power.

Even after two and a half centuries since the industrial revolution, our de-

pendence on combustion as the main source of energy has not changed. Fig. 1.1

shows the historical and forecasted energy production (in QuadrillionBTUs) by

various fuel sources in the United States as documented by Energy Information
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Figure 1.1: Historical and projected energy production in United States
by fuel in BTUs and Historical and projected energy consumption in
United States by sector in Quadrillion BTUs. [1]

Administration in its 2020 report [1]. Even though energy production from re-

newable sources is gaining momentum, the technology has not still evolved to

fully meet the large global energy demand. While energy production from crude

oil, nuclear and hydropower plants is expected to stabilize in the future, natural

gas is expected to be the prime source of energy in the future owing to lower CO2

emission, low cost and wide availability. Even though the long-term impact of

Covid-19 on global energy demands is beyond comprehension at this point, the

trends indicate that non-renewable sources of energy shall continue to dominate

the global energy market. The field of combustion has varied uses majorly in the

following fields:

1.1.1 Transport Industry

Gas turbines dominate aviation propulsion, and while they have traditionally al-

ways been considered to be voracious fuel consumers, the demands of modern

aviation have resulted in a much more constrained fuel tolerance. Aviation gas

turbine engines are very efficient machines for converting stored chemical energy

into jet fuel. In contrast to ground transportation vehicles, aircraft-specific fuel

consumption has continually decreased (improved) since commercial aviation con-

verted to the gas turbine engine in the 1960s. Aviation gas turbines must operate

over a wide range of ambient conditions while increasing efficiency and meeting

specific emission targets. Many different types of essential studies are performed

on gas turbine engines for the aviation industry. Studies have been performed to

ignite or reignite a gas turbine engine in a cold and rarefied atmosphere which is

a critical issue for many manufacturers [2]. In these studies, many factors affect

the results like the influence of spark energy [3, 4, 5, 6], mean flow at the spark

location [7, 8], detailed kinetics [9, 10, 11] and pressure [12]. Significant progress
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in developing alternative (non-petroleum) fuels for aviation is an ongoing field of

importance [13, 14].

Another important field of study for gas turbine engines is thermoacoustic

instabilities [15]. Gas turbines work in lean operating conditions because of envi-

ronmental restrictions. Operating at these conditions will increase the possibility

of self-sustained oscillations and dynamic instabilities within the combustion sys-

tem due to pressure and temperature fluctuations. The dynamic instabilities refer

to thermoacoustics which is triggered when the heat release from the combustion

is coupled with the acoustic pressure fluctuation leading to high sound pressure

level (SPL) [16, 17]. These kinds of pressure oscillations could damage the com-

bustor’s internal parts. In some cases, small pieces of the combustor could break

apart and travel with the exhaust gases through the exhaust section and may

damage the gas turbine components [18]. Modern gas turbine combustors are

still under development to provide robustness, low emissions, and fuel-efficient

requirements.

Internal combustion (IC) engines operating on fossil fuel oil provide about 25

percent of the world’s power. The transportation of people and goods is required

in modern society. Currently transport is almost entirely powered by ICEs [19]

using liquid fuels as it is readily available, convenient, and affordable. There are

still no natural alternatives that can compete with the IC engine over the entire

range of applications that they cover, and IC engines are still undergoing further

improvement. It is possible that future IC engines will likely be characterized by

a mix of solutions, involving battery electric and hybrid electric vehicles (BEV

and HEV), fuel cell electric vehicles (FCEVs) and conventional vehicles. The

combustion engine will still play a central role, whether used for power gener-

ation or for powering the vehicle itself. As a result, there is great interest in

improving the thermal efficiency of IC engines without significant increases in

the purchase and operating costs. In the medium-to-long term, there is scope for

improving engines by co-designing fuel/engine systems for optimal performance.

Single- and dual-fuel technologies, such as homogeneous charge compression ig-

nition (HCCI) [20], premixed controlled compression ignition (PCCI) [21], and

reactivity controlled compression ignition (RCCI) [22] offer promise for improving

efficiency and reducing exhaust emissions.

1.1.2 Energy

A thermal power station is a power station in which heat energy is converted

to electricity. Typically, fuel is used to boil water in a large pressure vessel
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to produce high-pressure steam, which drives a steam turbine connected to an

electrical generator. The low-pressure exhaust from the turbine passes through

a steam condenser and is recycled to where it was heated, known as a Rankine

cycle. Similarly, Natural gas can also be burnt directly in a gas turbine connected

to a generator.

The combustion (gas) turbines being installed in many of today’s natural-gas-

fueled power plants are complex machines which involve three main sections: (i)

The compressor that draws air into the engine, pressurizes it, and feeds it to the

combustion chamber. (ii) The combustion system is typically made up of a ring of

fuel injectors that inject a steady stream of fuel into combustion chambers where

it mixes with the air. The combustion produces a high-temperature, high-pressure

gas stream that enters into the turbine section. (iii) The turbine is an array of

alternate stationery and rotating airfoil-section blades. As hot combustion gas

expands through the turbine, it spins the rotating blades. The rotating blades

perform a dual function: they drive the compressor to draw pressurized air into

the combustion section, and they spin a generator to produce electricity. Many

studies have been performed to understand the effect of ambient temperature

and operation conditions (compression ratio, turbine inlet temperature, air to

fuel ratio, and efficiency of compressor and turbine) on the performance of gas

turbine power plant [23, 24, 25].

1.1.3 Chemical Engineering

Olefins are the basic building blocks of the chemical industry, and their derivatives

are used as raw materials in manufacturing products used in our day-to-day life.

Steam cracking is the principal process of producing light olefins. In the United

States, 70 percent of ethylene is produced by steam cracking naphtha and the

remaining 30 percent is produced by cracking ethane [26]. In this method, lighter

hydrocarbon feed stocks such as ethane, propane and even higher hydrocarbons

such as naphtha and gas oil are heated at high temperature and at specified

pressure for a stipulated amount of time to produce light olefins such as ethylene

and propylene. Steam cracking also produces the least amount of CO2 per ton of

ethylene produced [27]. Steam cracking is expected to continue to be the primary

technology for olefin production at least for the coming couple of decades.

Different designs are used based on their NOx emissions and can be classified

as follows

1. Conventional burner - burner designs were aimed at creating quick mixing

of fuel and air and, thereby, a short and compact flame. NOx, CO and
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Unburnt Hydrocarbons (UHC) emissions and their control did not play any

role in the design process.

2. Low NOx burner - burner designs were aimed at producing lesser NOx

emissions. NOx reduction is achieved by forcing the combustion to occur

under lean or rich conditions so that the flame temperature and thermal

NOx is low.

3. Ultra-Low NOx burner - NOx can be further reduced by mixing the air used

for combustion with flue gas from the burner. Flue gases reduce NOx emis-

sions in two ways. Firstly, mixing with flue gas reduces the O2 concentration

in the air available for combustion, thereby reducing NOx production. Sec-

ondly, after losing heat to the process gas, flue gas temperature is lower

than the flame temperature.

4. Lean premix burner - Under rich conditions, lower NOx is produced in

both premix and non-premixed flames. However, under lean conditions,

non-premixed flames produce much higher NOx when compared to pre-

mixed flames. Hence, if fuel staging is implemented with a primary, lean

premix flame followed later by a rich staged combustion zone, then the NOx

produced is even lower than Ultra-low NOx burners.

Many design improvements are being made in the Ultra-low NOx burners to

reduce the amount of NOx produced. One method is to improve the mixing of

flue gas with fuel and air. This is implemented by incorporating a Coanda surface

on the burner tiles close to the fuel injection ports. Coanda surface can entrain

the fuel, air, and flue gas efficiently, thereby enhancing mixing and burning at

low temperatures, producing lower NOx. The other method to reduce NOx is

to increase the flame surface area to enhance mixing. This is incorporated by

modifying the burner tile geometry to alter the flame shape and increase the

flame surface area. The burner tile is divided circumferentially into multiple

segments over which the secondary fuel injection occurs. The increase in flame

surface area, even while keeping the flame compact, aids in enhancing fuel-air

mixing and reducing NOx.

1.1.4 Fire safety studies

A variety of studies are performed for fire safety. The burning characteristics

of wood cribs in a confined space are studied in [28]. The results show that

the burning conditions of wood cribs in a confined space fall into two regimes:
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the smaller porosity factor burning regime and the larger porosity factor burning

regime. The theoretical heat of combustion of a given product is the maximum

amount of heat that a product liberates in a fire as a result of complete combus-

tion [29]. Depending on the context of use, this parameter is also referred to as

the enthalpy of combustion, the calorific, or the heating value. The theoretical

(net) heat of combustion of materials is basic information necessary for fire safety

studies. Three combustion models, the volumetric heat source (VHS) model, the

eddy break-up model, and the presumed probability density function (prePDF)

model, are examined in enclosure fire simulation [30]. The combustion models are

compared and evaluated for their performance in predicting three typical enclo-

sure fires, a room fire, a shopping mall fire, and a tunnel fire. Study for enhanced

fundamental combustion understanding where buoyancy effects are eliminated,

and the new challenges of fire safety considerations in non-buoyant (spacecraft)

environments [31]. To predict fire spread and extinguishment using water sprays,

a computational fluid dynamics (CFD) model of fire spread with the description

of the CFD model, the solid pyrolysis model (wood in this case) and the coupling

of these models is studied. [32].

In all of the fields of combustion mentioned above, it is essential to perform

accurate and efficient numerical modeling to evaluate designs, system efficien-

cies and damages properly. Many of these furnaces, gas turbines, and fire safety

studies are of major sizes. It is, therefore, not economically feasible to perform

numerous experiments on such large-scale setups, especially for design purposes.

It is difficult to place probes and measure flow data at many locations in an

experimental rig. Therefore, it is essential to perform numerical simulations to

obtain a better understanding of the problem at hand due to the availability of

all the data in a numerical simulation. It is also economically beneficial to use

numerical simulations to obtain design parameter effects for large-scale applica-

tions. Different numerical approaches are, however available today, as detailed

hereafter.

1.2 Numerical Simulations

Numerical modeling involves calculating the numerical solution of governing equa-

tions describing relevant physical phenomena, subject to the appropriate (realis-

tic) boundary and initial conditions. While earlier numerical modeling of external

aerodynamic flow configurations focused on solving the linear and later the full

potential flow equations, today, the CFD community depends on mainly broad

– 6 –



classes of numerical approximations, namely, the Reynolds Averaged Navier-

Stokes Equations (RANS), Unsteady Reynolds Averaged Navier-Stokes Equa-

tions (URANS), Detached Eddy Simulation (DES), Large Eddy Simulation (LES),

Direct Numerical Simulation (DNS).

RANS governing equations are obtained by taking the time average of the

full Navier-Stokes Equations[33]. One then arrives at steady non-linear equations

with mean flow properties as the dependent variables. The averaging procedure

also gives rise to the well known closure problem in turbulence modeling due to the

mathematical inability to derive closure relations for the higher moments of the

non-linear terms arising from averaging. These terms are often modeled using the

Boussinesq Approximation [34], or by solving transport equations for the unclosed

terms (which in turn have even higher order moments). RANS provides time-

averaged flow field results since only a “statistically steady” solution is seeked

by solving the governing equations. As one is aware, turbulent flows possess

scales of a wide spectrum depending on the Reynolds number of the flow (for

incompressible, non-reacting flows). RANS does not resolve any of these scales;

all the flow scales are modeled instead. This is an inherent short coming of RANS

methods which limits its applicability to a narrow class of flow situations to which

the model constants are designed for. The main disadvantage of this approach is

that it cannot capture the most subtle effects of a turbulent flow. So, even if it is

based on averaged fields, these might be completely off if there is a transitional

effect strong enough to create an instability [35]. DES is a modification of a

RANS model in which the the model switches to a subgrid scale formulation in

regions fine enough for LES calculations [36].

DNS relies on solving the full Navier-Stokes equations without relying on any

averaging or filtering [37]. However, to resolve all the scales of the flow, one

would need to spatially discretize the domain to scales close to the Kolmogorov

scale [38]. As the ratio of the Kolmogorov to that of the integral length scale

of flow is proportional to the ratio of Re9/4, where Re denotes the Reynolds

number, very fine grid resolution is imperative. However, the advantage of this

method is the possibility to gain insight into the turbulent structure [39] in a way

considered as exact. This is aggravated by the requirement for computationally

costly, higher-order numerical methods to reduce discretization, dispersion, and

aliasing errors. While DNS of low Reynolds number flows have been performed in

the past, the current computational abilities does not permit DNS of any practical

reacting turbulent flows of interest.

The third approach is that of LES. LES solves the Navier-Stokes equations

after a spatial filtering operation is performed on the governing equations. This
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filtering operation also induces additional unclosed terms (sub-grid scale stresses)

in the governing equations like RANS. The filter size should be small enough to

solve approximately 80% of the turbulent kinetic energy (TKE) as stated [33].

LES is an alternative modeling approach to RANS, which solves the larger scales

of turbulence responsible for the interaction with the mean flow [40] while mod-

eling the smallest scales. However, these terms only represent the effect of flow

features which are not resolved by the grid due to the lack of grid resolution. At

high Re, these small scales are found to be universal in their statistical nature

and hence are modeled using sub-grid scale models, while the larger flow scales

are resolved.

While RANS computations are comparatively the cheapest today, they suffer

from their inherent inability to predict the physics of the flow beyond a region

of operating space for which the model is designed. On the other hand, DNS

can provide finer details of information in the flow but is exorbitantly costly. A

compromise between these two approaches is LES, where accurate flow informa-

tion can be obtained while resolving the large flow structures and modeling only

the smaller ones, which exhibit universal behavior in their statistics. LES has

hence been increasingly used in the design and analysis of practical reacting flow

configurations. As a result, we will use only LES from now on when we refer to

CFD in later chapters, and there is no use of RANS or DNS in the present work.

1.3 Factors affecting accuracy and efficiency of

LES

There are two key factors which affect the accuracy and efficiency of LES simu-

lations:

1. Subgrid-scale modeling (SGS),

2. Mesh resolution

1.3.1 The sub grid scale (SGS) turbulent flux

Subgrid-scale modeling refers to the representation of critical small-scale physical

processes that occur at length scales that cannot be adequately resolved on a

computational mesh. In Large-Eddy Simulation, subgrid-scale (SGS) modeling

is used to represent the effects of unresolved small-scale fluid motions (small

eddies, swirls, vortices) on the equations governing the large-scale motions that

are resolved through computer models. The formulation of physically realistic
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SGS models requires an understanding of the physics and the statistics of scale

interactions in hydrodynamic turbulence and is an open research question since

turbulence remains an unsolved problem in classical physics.

The SGS stress tensor τ tji expressed as

τij
t = −ρ̄ (ũiuj − ũiũj) (1.1)

Based on the Boussinesq assumption, this term is modeled as,

τij
t = 2ρ̄νt

(
S̃ij −

1

3
δij τ̃ll

)
(1.2)

where, νt is the SGS turbulent viscosity, ũi is the Favre filtered velocity vector

and S̃ij is the resolved strain rate tensor.

The Boussinesq approximation [34] is based on the assumption that the turbu-

lent flux terms follow a similar function model as molecular diffusion. In addition,

the approximation is also based on the hypothesis of scale separation and local

equilibrium [41]. The Boussinesq approximation is widely used in most of the

LES codes available today even though experimental observations contrary to it

have been reported [40].

The sub grid scale heat flux is given by the term,

qi
t = ρ̄

(
ũiE − ũiẼ

)
(1.3)

and is modeled as,

qi
t = −λt

∂T̃

∂xi
+

N∑
k=1

Ji,k
t
h̃s,k (1.4)

where,

λt =
µtCp
Prt

(1.5)

In Eqn. 1.5, µt and Prt are the turbulent viscosity and turbulent Prandtl

number respectively.

The sub grid scale species diffusion is given by,

−→
Ji,k

t = ρ̄
(
ũiYk − ũiỸk

)
(1.6)

This flux is modeled as,

Ji,k
t

= −ρ̄

(
Dt
k

Wk

W

∂X̃k

∂xi
− ỸkṼ c,t

i

)
(1.7)
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where the turbulent species diffusion coefficient Dt
k is obtained from,

Dt
k =

νt
Sctk

(1.8)

Here Sctk is the turbulent Schmidt number which is also specified by the user.

It is not in the scope or intention of this thesis to improve or analyze the

subgrid-scale modeling. The SGS models used here are indeed well known [42,

43, 44] and have been used for a variety of LES simulations.

1.3.2 Mesh Resolution

In all numerical simulations, a finer mesh resolution leads to a reduction in com-

putational errors. However this also results in a substantial increase in com-

putational overhead. Note that aside from this specific known behavior, for a

specific chosen mesh resolution, the errors relating to a certain numerical scheme

have to be analyzed and if possible eradicated/delayed to obtain accurate results

irrespective of the type of problem to be solved.

1.3.2.1 Numerical analysis

However, in many situations, finding an analytic solution to partial differential

equations is not always possible, and adequately qualifying a numerical solution

becomes rather difficult. However, a numerical scheme for which the numerical

dispersion relation is very close to the physical dispersion relation given a gov-

erning equation is an alternative way of looking at the above-mentioned problem.

Note that, Dispersion Relation Preservation, by definition, implies the consid-

eration of space-time discretization simultaneously. Despite this, in many past

efforts, DRP schemes were developed by considering only spatial discretization.

This can be explained by the absence for a while of an appropriate metric for

the numerical dispersion errors. Indeed no major systematic efforts were made

in this direction, except for some qualitative work reported in Vichnevetsky -

Bowles [45], Trefethen [46].

In the specific case of fluid dynamics, computations require capturing the

propagation of disturbances through the flow. These disturbances usually take

the form of either waves or wave packets. It is therefore natural to demand that

numerical methods capture wave/wave packets realistically. First, the spectral

analysis tools [47] were developed and reported to try to meet this purpose.

Correct numerical dispersion expressions in terms of numerical group velocity

were indeed reported [48, 49]. For many problems, errors and signals are of

comparable size, and the different wave number components of the physical signal
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should transmit their energy at the correct speed. It is hence mandatory to

correctly understand errors and their propagation. Unfortunately, the original

error analysis for discrete computing due to von Neumann is incomplete due

to the starting assumption that error and true/physical signals follow the same

dynamics. In fact, a more appropriate error analysis in discrete computing was

reported in [50] for the 1D convection equation, using a Fourier-Laplace spectral

analysis. This analysis shows that the discrete computing error dynamics is

governed by the basic numerical properties of the adopted space-time algorithm.

It results from such a study that to avoid error in numerical computation, one

hopes to have the following:

1. A numerical scheme that can resolve all physical scales of the flow,

2. A numerical scheme that is neutrally stable with no numerical dissipation/anti-

dissipation,

3. Individual wave and the collective group must propagate its phase and

energy at the correct phase and group velocity free from spurious dispersion.

Apart from the issues of dissipation and numerical dispersion, other factors are

responsible for errors in discrete computing. For example, anisotropy of numer-

ical schemes is an important factor in multi-dimensional cases. Fourier-Laplace

spectral analysis can also be used to quantitatively assess the resolution and

the isotropy of numerical wave solutions. The aspect ratio of the grid in two

dimensions along with the wave propagation angle are the parameters used to

qualitatively and quantitatively assess the anisotropy of the numerical solutions.

It has also been seen that some simulations result in the simultaneous creation of

physical and spurious waves in discrete computing. The physical waves (acous-

tic, vortical), which are formed naturally, have been termed p-waves, while non-

physical waves originating from numerical methods are termed q-waves [45, 51].

Spurious numerical waves have been identified as parasite waves by Trefethen [46],

who conjectured that this is linked to the numerical group velocity. However, no

quantitative measure was provided although the author suggested that the par-

asite waves occur for wavenumbers very close to the Nyquist limit at the highest

resolved wavenumber. Authors [45] have reported semi-discrete analysis for sec-

ond order central (CD2) spatial discretization scheme and Galerkin finite element

methods for 1D convection equation to explain q-waves qualitatively. It has been

shown that the existence of q-waves is related to the numerical group velocity.

In reality, no scheme exists that resolves all wavenumbers perfectly, especially

for reacting flows. Indeed, additional temporal and spatial scales are introduced
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by chemical reactions, hence theoretically requiring further local mesh than the

one for equivalent non-reacting flow. Considering the computational cost and

needed resolution, the area around the important flow features should be resolved

with finer grids while a relatively coarser grids could be used in the other areas.

This kind of issue can be properly addressed by using dynamic adaptive mesh

refinement (AMR) to refine the mesh in regions of interest locally. The need for

remeshing during a numerical simulation may arise from two different reasons:

either to reduce the numerical inaccuracy induced by an inadequate mesh (most

often because it is too coarse; yet, too fine meshes may induce numerical error

and waste too much compute time), or because of a constantly evolving reacting

flow field/changing geometry (moving bodies, deformations).

1.3.2.2 Adaptive mesh refinement

In LES, the largest scales are solved explicitly, while the smallest scales are mod-

eled. The scale separation is performed by a filtering operation. The filtering

operation is applied to the non-linear terms of the Navier-Stokes equation re-

sulting in the sub-filter terms which are modeled in the LES approach. In CFD

codes, the filtering operation is performed implicitly by the mesh size, assuming

that filtering width and mesh size are equal. The sub-filter terms that are to be

modeled are called the subgrid-scale terms (SGS) and is dependent on the mesh

size. The influence of the SGS models decreases with mesh size and therefore,

grid independency can not be achieved in LES. When the mesh size is very small,

allowing us to solve for all ranges of scales then the SGS model becomes negligi-

ble. To simulate a realistic complex geometry in LES, an adequate mesh must be

chosen to make sure that the simulations are accurate to guarantee the validity

of SGS closure models.

Most commonly, meshes consist of quadrilaterals or triangles in 2D and hexa-

hedra or tetrahedra in 3D. Triangles and tetrahedra are usually used to mesh the

domain for complex domains [52]. However, using quadrilaterals and hexahedra

results in using fewer elements to model the same domain size. Many numerical

schemes also exploit the ease of implementation on these element types [53, 54].

In many industrial types of applications, advantages of both type of elements is

required, which motivates the use of hybrid meshes with multiple element types.

It may also be necessary to use prisms or pyramids to transition between hexa-

hedra and tetrahedra elements [55, 56].

To overcome and satisfy the challenges discussed above, one of the most suc-

cessful tools to improve the performance of numerical simulations is adaptive

mesh refinement(AMR). In all numerical methods, a finer mesh resolution results
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in a reduction of the computational error. AMR introduces the concept of chang-

ing the mesh resolution locally. Using AMR, the mesh can be refined in regions

where it is required while keeping other parts of the mesh untouched, which is

usually done through local error estimators [57]. AMR can refine the number of

mesh elements, reducing the memory footprint during run-time. However, imple-

menting AMR in a true parallel high-performance environment results in huge

overhead in mesh management. The most demanding tasks include refining and

coarsening of the mesh, re-partitioning in parallel, creating ghost elements and

many more.

Mesh refinement is relatively less computationally expensive than remeshing,

as the existing connectivity is used as the starting point, simplifying the mapping

of the data associated with the original nodes and elements to the new ones.

Especially if the refinement is performed by adding new nodes along the edges of

the original elements, interpolating data to the new mesh is an easier operation.

The main challenge to implement AMR on HPC systems is storing and load bal-

ancing the mesh in parallel, especially when the mesh frequently changes during

the computation. Many different algorithms and approaches are found in the

literature that describe different approaches to the splitting of elements. Most

techniques involve edge subdivision, which is very effective and easy to imple-

ment in a serial context. However, it is still difficult to implement the successful

serial algorithms to the distributed environment. Some of the early work on local

mesh adaptation can be found in the works of Babuska [58]. After that, local

and global mesh refinement and coarsening of triangular and tetrahedral meshes

have been implemented for finite element methods [59], compressible flows [60],

magnetostatic problems [61], electromagnetic problems [62] and to generate an

optimal mesh based on equally distributed discretization error with the help of

error estimates [63].

Today’s large-scale simulations can only be run in parallel because many

meshes are now too big to fit in the memory of a single computer. Since shared-

memory architectures are subject to memory bottlenecks, scalability can only

be achieved using distributed memory architectures such as workstation clus-

ters. Therefore, a prerequisite for such simulations is to be able to generate huge

meshes in a parallel, distributed-memory fashion. Moreover, if users would like

to perform mesh adaptation, the latter must also be performed in parallel. There

are also works in literature for parallel mesh refinement algorithms for trian-

gular and tetrahedra meshes, which use bisection schemes [64, 65]. Zhang [66]

presented a parallel algorithm for distributed memory parallel computers using

bisection, characterized by simultaneous refinement of submeshes without the
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need for a central coordinator process for managing new vertices. The mesh is

partitioned into submeshes as many as the number of MPI processors. Partition-

ing is done using METIS. After the mesh is partitioned, submeshes are refined

independently, with shared faces treated as boundary faces. The shared tetra-

hedra, which have been bisected during the first phase, is exchanged between

neighboring submeshes, and the tetrahedra with one or more hanging shared

faces are bisected. The process is continued till global conformity of the mesh is

reached. De Cougny [64] used edge-based subdivision templates for refinement.

Mesh refinement using the Delaunay method has been implemented for solving

magnetostatic problems [61]. It has been successfully applied to varied cases with

large-scale flows in parallel and will be used in present work to solve complex,

large-scale, reacting, and compressible flow cases.

1.4 Objectives and organization of the thesis

Part 1 of the thesis covers the so called Global spectral analysis of the widely used

numerical schemes - Lax Wendroff [67] and TTGC [68] schemes. This part of the

thesis, focuses on the errors related to stability, dispersion, diffusion for the non-

reacting and the reacting flow problems using the model Convection-Diffusion

(CD) and Convection-Diffusion-Reaction (CDR) equation respectively.

In chapter 1, the non-reacting flow problem is studied using the CD equation

whenever solved using the schemes of interest. Obtained the numerical property

charts for each scheme to show significant combined effects of the CFL number,

the Peclet number, and the dependency on the wavenumbers with different regions

of stable and unstable simulations. These property charts are then validated

using well designed numerical tests of a wavepacket problem. A 2D extension

of the previous problem is then used to highlight the effect of anisotropy and

wave propagation angle on the scheme property charts. Finally, the 2D stability

charts are validated by solving a 2D Taylor-Green Vortex problem to highlight

the importance and the importance of Global spectral analysis.

In chapter 2, the focus is shifted to the reacting flow problems using the CDR

equation. A constant unity reaction source term is the first problem analyzed.

The property charts are designed for both the numerical schemes and the vali-

dated through a selection of numerical experiments. To develop a source term

that can be used for a practical combustion case, a reaction term formulation

which is faithful to realistic gaseous combustion chemistry is presented. The

designed reaction source term is similar to the Pfitzner reaction model. The sta-

bility limits are validated by solving the propagation of a 1D fully premixed flame
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using AVBP. Finally, the stability limits (grid resolution) when solving a realis-

tic reacting flow are established using GSA. Using the grid resolution, combined

effects of the CFL and Pe numbers at a specific Da can be analyzed to check the

effect of grid resolution on the stability of reacting flows.

Part 2 focuses on the fact that practically no numerical scheme can resolve all

the wavenumbers and especially in reacting flows, additional temporal and spatial

scales are introduced by chemical reactions. Hence we need the local finer meshes

obtained through dynamic mesh refinement.

In chapter 3, the AMR methodology and its implementation based on two

different techniques are introduced and explained in detail. The steps involved

in the algorithm for dynamic parallel mesh adaptation for both adaptation tech-

niques are explained. The details about the load balancing, partitioning, and

interpolation techniques used in adaptation techniques are differentiated. Two

simple test cases are chosen to validate the adaptation techniques: Firstly, the

test case chosen is the 2D Karman vortex street case (non-reacting flow), and

secondly, a planar flame in a 3D chamber (reacting flow) is chosen.

In chapter 4, we use dynamic mesh refinement for two compressible, reacting,

turbulent flow cases. These cases are perfect candidates for dynamic mesh refine-

ment as the flame front is constantly evolving and unsteady. The first case is a

closed channel with one obstacle consisting of an upper and lower wall mounted

fence-type obstacle. The second case is a channel with removable baffle plates and

a single central obstacle. In both these test cases, the two adaptation techniques

are compared with the experimental data available to validate the simulations.

Appropriate combinations of mesh adaptation criteria were chosen to obtain ac-

curate results. For these cases, a speed up in total wall time was observed while

maintaining accuracy of the results when compared to the reference simulation.
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2.1 Introduction

This chapter deals with the numerical solution strategies used to solve equations

in the LES solver used in the present study, ie. AVBP. AVBP is a predominantly

MPI dependent, explicit time integration based hybrid Finite Volume (FV)-Finite

Element (FE) solver that works on unstructured meshes. Compressible reactive,

Navier-Stokes equations are solved in AVBP with the problem of combustion

being addressed using the species transport framework. The convective numerical

schemes available include purely FV schemes (Centered, Lax-Wendroff (LW)) [67]

and FE schemes (variants of Taylor-Galerkin schemes such as TTGC [68] etc.).
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Out of all these schemes, LW and TTGC are the most widely used. While LW

enjoys the advantage of low computational cost, TTGC benefits from its superior

accuracy and resolution properties.

Numerical methods for CFD have been a widely studied topic and the most

popular among all the methods is definitely the Von-Neumann analysis. The Von-

Neumann analysis [69] originates from the Los Alamos Laboratory and appeared

in 1950s. This analysis involves expressing the numerical solution of periodic

problems in terms of the Fourier frequencies and identifying the modes of the

numerical difference equation that may potentially lead to numerical instability.

The second method widely used today is the Matrix Stability method [70]. In

this method, the convective (and diffusive) operators are expressed in the form

of a matrix. The effect of boundary conditions can also be included in this ma-

trix representation. The eigenvalues of the matrix then determine the stability

of the numerical scheme studied. The third and the final method available is

the so called Global Stability Analysis (GSA) [71]. This method analyses the

numerical solution in the spectral space. The conditions for stability of the nu-

merical scheme is obtained by looking at the amplification factors obtained from

the GSA expressions. In addition to the issue of stability, emphasis is also usually

put on the notion of dispersion relation preservation [72], a critical aspect to be

considered for high performance computing.

While all of the above methods predict the numerical stability of linear meth-

ods accurately, they differ from each other by studying other numerical aspects

of schemes as explained in what follows.

First, the Von-Neumann method is applicable only to periodic problems. An-

other shortcoming of this approach is the assumption that the numerical solution

follows the exact convection speed: ie. the one prescribed by the governing PDE.

This hypothesis is seldom true that can be seen later for correct dispersion re-

lations. The numerical phase and group velocity are indeed scheme dependent

and vary based on the Courant-Friedlich-Lewy (CFL) number and the wavenum-

ber of the solution. This assumption by Von-Neumann has been used to derive

an evolution equation for the numerical error. Similar to the convection speed,

the other physical properties of the governing equations such as the diffusion

coefficient (for the convection-diffusion equation) and the source term (for the

convection-diffusion-reaction equation) also are not necessarily constants when

solved numerically.

Next, the Matrix Method on the other hand, provides information on the

stability of schemes by looking at the spectral radii of the matrix produced by
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the numerical operators. If the spectral radius is larger than one, then numer-

ical instability is expected during long time integration. This method predicts

instability (only) after a considerable duration of time integration.

Another major drawback suffered by the previously mentioned methods is the

lack of information on the dispersion relation properties of schemes. Dispersion

relation of a PDE refers to the expression relating the spatio-temporal properties

in the spectral space. Any numerical method must be able to satisfy this relation

numerically to the maximum wavenumber extent possible. This particular aspect

is critical and seldom studied in high performance computing such as in DNS and

LES. Indeed, a stable scheme does not necessarily ensure an accurate numerical

solution. In fact, the numerical method should be able to accurately resolve the

speed of propagation of information, diffusion of information and the production

(or destruction) of information in addition to being stable. Only when the error

associated with all the above properties is minimized, a stable as well accurate

simulation results are obtained. Hence, while choosing numerical schemes for LES

or DNS solvers, one should ensure that the scheme reproduces the right amplitude

of the solution (dissipation), the right speed (dispersion) and the right diffusive

(diffusion) properties of the governing PDE. Any scheme which satisfies these con-

ditions is called a Dispersion Relation Preserving (DRP) scheme [73]. In contrast

to the previously mentioned methods, GSA addresses these properties, that is it

predicts not only the stability of the scheme but also the numerical dispersion,

diffusion and source term properties of schemes (DRP properties). In addition to

this, GSA also has the additional capability of studying the effect of boundary

closures on numerical schemes. This is why in this study, GSA is used to carry out

the numerical analysis of the linear Convection-Diffusion equation (LCDE) [74]

and the linear Convection-Diffusion-Reaction equation (LCDRE) [75].

In most natural phenomena, convection and diffusion are fundamental pro-

cesses that often compete yielding complex solutions. The importance of these

processes however varies since these can occur over a wide range of disciplines

and regimes like in fluid flows, climate studies, astrophysics or various branches

of mathematics related to pattern formation [76, 77]. In fluid dynamics, the

interplay between convection and diffusion is key to determining the stability

and dynamics, for example in the study of fluid stability in differentially heated

fluid layers [78]. It is also at the origin of turbulent flow closures like the (k,ε)-

turbulence models [79]. For the specific problem of the geomagnetic storm present

near Earth, authors [80] discussed the problem of plasma pressure diffusion or

even the observed process of anti-diffusion at the origin of the so called “entropy

anti-diffusion instability”. It is finally at the root of studies on granular transport
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problems for which flow criticality and clustering [81] arise due to the coupling

of a heat flow with diffusion and creates order in a chaotic system [82]. The

governing equations describing the above discussed phenomena are however usu-

ally highly non-linear and thereby preclude from having access to exact solutions.

Two approaches are therefore possible, either use simplified model equations such

as linear convection, linear diffusion or linear convection-diffusion equations or de-

velop numerical methods that solve the non linear problem using well validated

numerical schemes. Note that this last step, in all cases requires the use of sim-

plified models for which the general nature of the solution is known and restricted

to only a few linear problems. Adopted numerical analysis methods are however

multiple and with limits. It is therefore still useful to investigate numerical meth-

ods to fully understand the behavior of a chosen numerical scheme especially in

complex problems. GSA has been used for variety of popularly used numerical

schemes for solving reacting and non-reacting problems [74, 75].

Although this chapter includes the description of the numerical methods used

in AVBP, emphasis is on the numerical analysis of the popular schemes used in

CFD namely the Lax-Wendroff LW scheme and Taylor-Galerkin, TTGC scheme.

In the present study, the LW convective scheme is used in conjunction with a

centered scheme, hereafter denoted by LW-CD2 and Taylor-Galerkin convective

scheme as TTGC-CD2. Note that such a combination is quite popular and is often

used in LES of engineering applications [83], owing to its superior resolution in

comparison to other second-order schemes as well as for its low computational

cost. Although the stability analysis of the schemes have been performed in the

past using Von-Neumann analysis, GSA of the above mentioned schemes has not

been attempted yet. The objective is thus to capture by GSA the diffusive as well

as the dispersive properties of the resulting scheme for the 1D and 2D convection-

diffusion equations. For the 2D convection-diffusion equation, in addition to the

above mentioned properties, the isotropic nature of the scheme in two-dimensions

is also analyzed, where one looks for the properties of such a scheme as a function

of the angle of wave front direction. The validity and applicability of GSA are

demonstrated not only for this linear 2D problem but also for the non-linear

Navier-Stokes equations, thereby proving the efficacy of GSA in studying realistic

flows using non-linear academic and industrial CFD solvers.

There are three main reasons why numerical analysis of schemes using GSA

are beneficial. First, such an analysis can highlight the numerical properties

of these schemes (especially combined effect of Convection-Diffusion) and could

be helpful in interpreting the obtained numerical solution. Second, the specific

analysis of schemes when applied to governing equations involving diffusion and
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convective terms simultaneously are scarce and still needed to fully understand

the numerics (stability, dispersion and dissipation) of such problems . Finally,

presenting such an analysis serves as a necessary precursor (obtaining stability

limits as well as limits for accurate numerical solution) to the following chapter

where the same analysis is extended to study the effect of chemical source term on

the numerical resolution of the Convection-Diffusion-Reaction equation. These

mentioned reasons are the objectives for the current chapter of the manuscript.

Keeping these objectives in mind, this chapter is organized as follows. In

the following, a theoretical analysis of the convection-diffusion equation is first

provided as an introduction to GSA of the LW and TTGC schemes. Of par-

ticular interest are the relationships provided by GSA between the numerical

scheme properties: i.e. amplification factor, dissipation and dispersion errors

as function of the non-dimensional computational variables that are the non-

dimensional wavenumber (kh), CFL number (Nc) and Peclet number (Pe). GSA

provides valuable information on the scheme stability as well as the diffusive and

the dispersive properties of the scheme allowing to finely identify the limited range

of acceptable Nc-Pe combinations ensuring DRP. The analysis of the 1D prob-

lem is first detailed along with dedicated numerical experiments to illustrate and

validate the various findings. The 2D convection-diffusion problem is then ad-

dressed to finish with a 2D Taylor-Green vortex problem simulated using the full

non-linear Navier-Stokes equations in an attempt to illustrate the contribution of

GSA in explaining specific observed behaviors.

2.2 Analysis of the 1D linear convection-diffusion

equation

The theoretical and numerical analysis of the linear 1D convection-diffusion equa-

tion is detailed next, to be then followed by the use of GSA on the LW scheme.

The analysis here is mainly devoted to stability, dispersion and dissipation as well

as group velocity responses. This section ends with the validation of the findings

using a variety of numerical test cases.

2.2.1 Linear 1D convection-diffusion equation properties

The 1D linear convection-diffusion equation reads as,

∂u

∂t
+ c

∂u

∂x
= α

∂2u

∂x2
, (2.1)
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here, c and α are constant real numbers corresponding respectively to the

convection speed and diffusion coefficient. For spatially periodic configurations,

the above expression can be re-expressed applying a spatial Fourier Transform to

the unknown function u(x, t), in the hybrid spectral plane [47, 71]. In this case,

Eqn. 2.1 can be written as,

dÛ

dt
+ ickÛ = −αk2Û . (2.2)

Here, Û is the Fourier amplitude and k represents the wavenumber which is

a real number. This new equation can be solved analytically for a general initial

condition of the form, u(x, 0) = f(x) =
∫
F̂ (k)eikxdk, so that,

Û(k, t) = F̂ (k) e−αk
2te−ikct. (2.3)

For the physical dispersion properties of such a system, the unknown function

u(x, t), needs to be represented by a bi-dimensional Fourier-Laplace transform

(which implies a time as well as space periodic problem) such that,

u(x, t) =

∫ ∫
Ū(k, ω) ei(k x−ωt) dkdω, (2.4)

where, Ū and ω refer to the Fourier-Laplace amplitude and the complex cir-

cular frequency respectively. Substituting the above expression in Eq. (2.1), the

physical dispersion relation is obtained and is expressed as,

ω = c k − i α k2. (2.5)

This dispersion relation is an important property and governs the wave prop-

agation / diffusion in a given medium. The expression also indicates that ω is a

complex number, determined by the wavelength of interest, the convection speed,

c and the diffusion coefficient, α. The expression also details the phase and group

velocities of signal propagation by considering only the real part of ω. Any nu-

merical scheme used to solve the above convection-diffusion equation must obey

this dispersion relation to minimize phase and dispersion errors [50, 71]. Dif-

ferent physical phase speeds can be obtained from the above dispersion relation,

using,

cϕ =
ω

k
= c− i αk, (2.6)

from which the actual speed at which physical waves travel is obtained by

considering only the real part of the expression: i.e. cphys = <(cϕ) = c, while the
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imaginary part is the contribution of the diffusion process which is pure damping

of the amplitude of wave k with time.

Similarly, the physical group velocity which defines the velocity at which en-

ergy propagates in this same medium is represented by, vg,phys = <(vg,ϕ) = c

with,

vg,ϕ =
∂ω

∂k
= c− 2 i αk. (2.7)

Here as well, the imaginary part is a direct result of the energy damping as

a function of time and contained in a wave k. The importance of the complex

group velocity or the energy propagation speed is detailed in [74]. Note here,

both retrieved speeds are effectively complex in nature due to the diffusion process

taking place at the same time as convection.

Another important property of the above problem is that it also provides

access to the physical amplification factor: i.e. comparing the solution amplitude

at two distinct instants separated by ∆t,

Gphys =
Û(k, t+ ∆t)

Û(k, t)
= e−α k

2∆te−i k c∆t = e−i ω ∆t. (2.8)

For the problem at hand, Gphys solely depends on the speed at which in-

formation travels through the medium while it is diffused as expressed through

Eq. (3.9).

2.2.2 Discrete 1D linear convection-diffusion system prop-
erties

The numerical solution of Eq. (2.1) involves the use of two non-dimensional pa-

rameters, which depend upon the choice of the space-time discretization of the

governing equation. These numbers are Nc and Pe, which both relate to the

two physical processes of convection and diffusion. These follow the algebraic

expression linking the fixed chosen temporal and spatial steps respectively, ∆t

and h: Nc = c∆t
h

, Pe = α∆t
h2

. Upon substituting these expressions in Eq. (3.9),

the physical amplification factor as a function of the introduced non-dimensional

numbers is obtained and reads,

Gphys = e−Pe (kh)2 e−i Nc (kh). (2.9)

The CFL number, Nc, is a measure of the non-dimensional distance traveled

by the signal for a given time step and is directly related to the convection speed
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in the governing equation for a pure convection problem. Likewise, Pe quanti-

fies the decay rate in the diffusion equation. In numerical simulations, contrary

to the popular assumption in the classical Von-Neumann analysis, the numeri-

cal convection speed, cnum, and the numerical diffusion, αnum, show significant

dependency on the wavenumber, grid spacing h, Nc and Pe as demonstrated

in [50, 71]. As a result, every numerical scheme has a corresponding numerical

amplification factor, Gnum, that corresponds to a numerical dispersion relation

which governs the evolution of the solution in time. Ideally, it is highly desirable

that for a numerical scheme, Gnum is as close as possible to Gphy. Therefore, it

is essential to perform the equivalent detailed analysis as in section 2.2.1 in the

context of the discrete system.

Presuming that the discretization produces a consistent representation of the

continuous problem, it should result in a dispersion relation equivalent to Eq. (2.5)

as demonstrated in [50, 84]. As a result, the numerical dispersion properties can

be expressed using,

ωnum = cnum k − i αnum k2, (2.10)

where ωnum is the complex numerical circular frequency which differs from

its exact expression due to the fact that the effective numerical speed cnum and

diffusion coefficient αnum are both real functions which vary with k as well as the

numerical parameters, Nc and Pe. A similar relation has been reported and its

consequences described in the context of the physical process of anti-diffusion and

focusing by [74]. Similarly, the numerical amplification factor can be obtained

and expressed as a function of the two real functions: αnum, the measure of the

effective decay rate of the numerical solution and cnum, the effective speed at

which information travels,

Gnum = e−αnum k2∆t e−i k cnum∆t = e−i ωnum∆t. (2.11)

Using the previous relationships identified above, and applied here, one notes

that:

cnum = <
(ωnum

k

)
, (2.12)

and,

vg,num = <
(
∂ωnum
∂k

)
. (2.13)
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To obtain cnum, the notion of numerical phase shift per time step [50, 71]: i.e.

the ratio between the imaginary and real part of Gnum, is used:

tan(β) = −=(Gnum)

<(Gnum)
= tan(cnumk∆t). (2.14)

This allows to express the non-dimensional effective numerical speed with

respect to a purely convective problem, that is,

cnum
cphys

=
β

kc∆t
= − 1

(kh)Nc

tan−1

[
=(Gnum)

<(Gnum)

]
. (2.15)

Similarly, the numerical group velocity can be obtained by noting that,

vg,num = <
(
∂ωnum
∂k

)
=

1

∆t

∂β

∂k
, (2.16)

which results after normalization into,

vg,num
vg,phys

=
1

Nc

dβ

d(kh)
. (2.17)

Based on Eq. (3.12), it can be noted that the modulus of the numerical am-

plification factor is solely dependent by construction on αnum,

|Gnum| = e−αnumk2∆t, (2.18)

or after introducing the non-dimensional parameter Pe,

ln|Gnum| = −
αnum
α

(kh)2 Pe. (2.19)

The numerical amplification factor is a clear function of kh and Pe as well

as Nc which can appear through the actual expression of αnum. Alternatively,

Eq. (3.17) provides a direct access to the numerical diffusion coefficient which

upon normalization results in,

αnum
α

=
−ln|Gnum|
(kh)2Pe

. (2.20)

The above expression clearly expresses the fact that a numerical scheme mim-

ics the exact diffusion process when the above ratio is unity. Higher coefficients

correspond to excessive diffusion while lower diffusion is obtained for values of

αnum/α between 0 and 1. Negative values are also possible as seen later and

indicate anti-diffusion. These are nonphysical and lead to numerical instability.
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2.2.3 GSA of numerical schemes for the 1D convection-
diffusion equation

The above discrete expressions that have been derived can be obtained for specific

numerical schemes. Here, the focus is given to LW and TTCG schemes for the

convective fluxes and the second central difference diffusive fluxes, namely LW-

CD2 and TTGC-CD2.

LW-CD2 scheme

Now, the above analysis is applied to the LW-CD2 scheme. Here, the LW

scheme is used for the spatio-temporal discretization of the convective terms

while the diffusive term is approximated using a second order central difference

(CD2) scheme. Applied to the linear convection-diffusion equation at jth node,

at time level n, and introducing the non-dimensional numbers, the above scheme

results in the expression,

un+1
j = unj −

Nc

2
(unj+1 − unj−1) +

1

2
ζ(unj+1 − 2unj + unj−1), (2.21)

where ζ is defined as (N2
c + 2 Pe).

Upon substituting the Fourier representation of the unknown variable u and

upon simplification, Eq. (2.22) provides the expression for the numerical amplifi-

cation factor. For LW-CD2, this factor reads,

Gnum = 1− i Nc sin(kh) + [ζ(cos(kh)− 1)]. (2.22)

Using Eq. (3.13), the expression for the numerical phase shift becomes,

β = tan−1

(
Nc sin(kh)

1 + ζ(cos(kh)− 1)

)
, (2.23)

resulting in, the non-dimensional numerical phase and group velocities,

cnum
c

= − 1

(kh)Nc

tan−1

(
Nc sin(kh)

1 + ζ(cos(kh)− 1)

)
, (2.24)

vg,num
c

=

[
cos(kh) + ζ(1− cos(kh))

(1 + ζ(cos(kh)− 1))2 +N2
c sin

2(kh)

]
. (2.25)

Finally, the non-dimensional numerical diffusion coefficient is obtained as,

αnum
α

=

−ln
(√

(1 + ζ(cos(kh)− 1))2 +N2
c sin

2(kh)

)
(kh)2Pe

 . (2.26)
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Before analyzing the plots for LW-CD2 scheme, similar expressions are ob-

tained for TTGC-CD2 scheme.

TTGC-CD2 scheme

The TTGC is a two step scheme used to treat the spatio-temporal discretiza-

tion of the convective terms [68]. When applied to the LCDE, it yields the

following relationships,

(ũni+1 + 4ũni + ũni−1)

6
=

(uni+1 + 4uni + uni−1)

6
− αTTGC Nc

(uni+1 − uni−1)

2
+ (βTTGC N

2
c + Pe) (uni+1 − 2ui + uni−1)

(2.27)

(uni+1 + 4uni + uni−1)

6
=

(uni+1 + 4uni + uni−1)

6
−Nc

(ũni+1 − ũni−1)

2
+ (γTTGC N

2
c + Pe) (uni+1 − 2ui + uni−1)

(2.28)

The numerical properties of the TTGC scheme are then obtained using,

Gnum = 1 +
Â Ŝ ς2
Nc

− αTTGC(ÂL̂)2 − iÂL̂

(
1 +

ÂŜς1
Nc

)
, (2.29)

The expressions for αnum

α
is calculated using the above relation for Gnum from

equation 3.19.

for which,

Â = 3Nc

2+cos(kh)
, Ŝ = 2cos(kh)− 1, L̂ = sin(kh)

The above expressions obtained for both schemes clearly confirm a dependency

of the numerical properties on all parameters: i.e. kh, Nc and Pe. These aspects

are specifically detailed next, since they have important effects on the scheme

stability, effective diffusion, convection speed and group velocity.

As mentioned before, it is ideal if numerical methods used for LES and DNS

follow the dispersion relation of the original governing equation as closely as pos-

sible. This implies that the numerical solution should not only be stable, but also

be capable of resolving the magnitude, the speed and the diffusion characteristics

of the exact solution. When it comes to the scheme behavior, its accuracy can be

first assessed by looking at the relative amplification factor modulus Grel = |Gnum|
|Gphys|

.

Likewise, stability appears by looking at the condition, |Gnum| < 1, while the ef-

fective diffusive process as well as the potential appearance of anti-diffusion is

performed by investigating, αnum. Lastly, the non-dimensionalized convection

velocity, cnum/cphys, and the non-dimensional group velocity, vg,num/vg,phys, char-

acterize the scheme’s ability to recover the true convective process of the studied
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system. Note that to identify the regions in the kh-Nc-Pe space where the disper-

sion relation results in satisfying the DRP condition, a tolerance of ±1% deviation

is applied hereon.

Grel contours issued by LW-CD2 are plotted in Fig. 2.1 for increasing values

of Pe in the Nc-kh plane. Grel is a measure of the effective numerical diffusion

process relative to the exact solution. Excessive damping is therefore observed

if Grel < 1 and under-diffusion or even instability can be obtained if Grel > 1.

Note that the condition Grel > 1 does not necessarily imply numerical instability

since the solution can be bounded and still be larger than the exact solution (un-

der diffusive). To obtain the numerical instability limit, the absolute numerical

amplification factor |Gnum| (from which instability corresponds to |Gnum| > 1)

should be considered as well as Grel. The numerically unstable regions are shaded

in orange in Fig. 2.1. Likewise, the DRP regions are identified by allowing a 1%

deviation tolerance (0.99 < Grel < 1.01) and are indicated by the grey shaded

regions.

We begin by focusing on the Pe ≤ 0.01 cases which are shown in Fig. 2.1 (a) &

(b). For such cases, when compared to the standard LW scheme (corresponding

to Pe = 0 in Fig. 2.3), it is clear (as expected due to the addition of diffusion)

that a modified range of stability is obtained as shown in Fig. 2.3(a). Due to the

added physical / numerical diffusion, the standard LW critical stability criterion

for pure convection, Nc = 1 does not hold strictly anymore for all values of

kh. Indeed, the addition of the physical diffusion makes the scheme stable at

all wavenumbers for larger Nc values. It is also observed that in these cases

(Pe = 0.0001, 0.01), DRP is respected with minimal error in the solution. For too

low or too high Nc values, it can however result in errors and more specifically

under-diffusion for high wavenumbers. Here, enhanced stability is due to the

dominance of the diffusion process in the physics of the problem rendering the

convective process marginal and therefore results in the improved stability range.

When it comes to potential stability issues with LW-CD2, as Pe increases, the

acceptable range of Nc − kh values decrease and stability limits appear around

Pe ≈ 0.1 as shown by Fig. 2.1(c). Ultimately, for Pe ≈ 0.5, instability appears

for all Nc values mainly due to the Nyquist limiting wavelength kh = π, which

is in agreement with the well known pure diffusive problem which is unstable for

this value. In addition, numerical instability can occur for intermediate values of

Pe and different Nc ranges. For example, when Pe = 0.1, LW-CD2 is unstable

for Nc > 0.9 and kh > 1.5. For Pe ≥ 0.5 problems in the range Nc ≤ 1 and

kh < 1 are possibly stable although round-off errors will ultimately render these

simulations unstable after long time integration. These specific properties are
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overlooked by conventional Von-Neumann analyses since this approach predicts

a blanket condition of stability for values of Pe < 0.5 when analyzing a purely

diffusive problem and Nc < 1 for a purely convective problem. It is also worth

noting that as Pe increases, the DRP region shrinks to lower kh values. As a

result, an appropriate value of Nc should be chosen to obtain accurate and stable

solution. The common choice of Nc and Pe values is clearly not transparent and

surely not as simple as a linear combination of both individual processes as often

addressed in CFD codes.

The Grel contours for the TTGC-CD2 scheme are plotted in Fig. 2.2 for dif-

ferent values of Pe in the Nc-kh plane. In the cases where, Pe ≤ 0.001 shown

in Fig. 2.2 (a) & (b), there exists a large region of DRP present especially for

low wavenumbers with no instability noticed. For values of Nc up to 0.2, there is

a stable DRP preserving region for all wavenumbers which appears to be wider

than the one obtained with the LW-CD2 scheme. As Pe increases, the accept-

able range of Nc − kh values decreases and a first region of instability appears

around Pe ≈ 0.1, on Fig. 3.2(d). This behavior is similar to the one of the

LW −CD2 scheme where the first instability is also noticed at Pe ≈ 0.1. Finally,

for Pe ≈ 0.17, instability appears for all Nc values mainly due to the Nyquist

limiting wavelength kh = π: ie. earlier than for the LW −CD2 scheme for which

instability for all Nc values appears at Pe ≈ 0.50.

Figure. 2.3(a) shows the stability map in the Nc-Pe plane, by considering

the value of |Gnum| across all values of kh in [0, π] for the LW-CD2 scheme. It

can be observed that for vanishing diffusion (Pe → 0), the stability condition

for linear convection equation (Nc ≤ 1.0) is recovered while for pure diffusion

(Nc → 0), the well known stability limit [85] (Pe ≤ 0.5) is obtained. To better

understand the non-negligible combined effects of Nc and Pe on the stability,

Fig. 2.3(b) shows the same stability map in the Nc-Pe plane, but considering

only values of kh in the range 0 to π
2
: i.e. signals without poorly discretized

wavelengths. For such a case, the region of stability marked in the white shade

region increases for a wider range of Nc and Pe combinations. The differences in

the graphs of frame (a) and (b) highlight the region where instability is triggered.

In the first case, it is predominantly due to the Nyquist frequency limit which

is not the scenario for the case corresponding to frame (b) where well resolved

scales can still become unstable. In frame (c), the deep blue region indicates the

same stable region as shown in frame (a) for all values of kh considered within

the range [0, π]. The remaining contours indicate the kh value at which the

instability is first observed (|Gnum| > 1) thus, indicating the critical wavenumber

that can be resolved by the scheme when choosing a certain combination of
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Figure 2.1: Contours of |Gnum|/|Gphy| as a function of kh and Nc for
mentioned values of Pe for the LW-CD2 scheme. Regions of numerical
instability are colored in orange, while DRP regions are shaded in grey.
Five numerical test cases are marked (A to E) and explained later.

– 30 –



(a) (b)

(c) (d)

(e) (f)

Figure 2.2: Contours of |Gnum|/|Gphy| as a function of kh and Nc for men-
tioned values of Pe for the TTGC-CD2 scheme. Regions of numerical
instability are colored in orange, while DRP regions are shaded in grey.
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Figure 2.3: Stability region in the Nc − Pe plane for ranges of (a) kh
from 0 to π. (b) kh from 0 to π

2 for the LW-CD2 scheme. The orange
shaded region identifies the unstable region, |Gnum| > 1. (c) denotes the
critical value of kh at which numerical instability is first observed.

Nc and Pe. When approaching higher Nc and Pe combinations, the critical kh

value that can be resolved keeps on decreasing leading to numerical instability

at all wavenumbers above the critical value. The same trends are observed for

TTGC-CD2 scheme, as a result, not presented here.

As mentioned previously, Grel is an indirect measure of the solution accuracy

expressing the error through the inaccurate evaluation of the diffusive process

taking place numerically. Another measure of the numerical errors in the dif-

fusion process is αnum/α as shown in Fig. 2.4 for the LW-CD2 scheme. The

contours of αnum/α exhibit similar variations as that observed for |Gnum|. This

is expected, since diffusion is the only mechanism through which damping of the

solution occurs in convection-diffusion phenomena and is captured by |Gnum|. For

this same reason, variations of the non-dimensional effective diffusion coefficient,

αnum/α is also an indicator of numerical stability since it is the only mechanism

contributing to the evolution of the amplitude of a wave in time as evidenced
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by Eq. (3.16). Typically for negative numerical diffusion coefficients, the role of

diffusion on the solution is changed and results into focusing the solution at the

location of instability generation in the parameter space. This has been demon-

strated in the literature as anti-diffusion and such a numerical behavior is not

only unphysical, but also results in solution blow off [86]. Here, the stability limit

is reported on the basis of the condition: αnum/α > 0. These property charts

exhibit similar features as in Fig. 2.1 (as αnum/α ≤ 0 corresponds to |Gnum| > 1),

where the unstable region is shaded in orange. However, the DRP region, shown

in grey indicates a much narrower acceptable region that can be used for numeri-

cal simulations. As a result, this tolerance (0.99 ≤ αnum/α ≤ 1.01) is much more

restrictive to obtain accurate and stable solutions.

Similarly, the graphs of the numerical errors in the diffusion process (αnum/α)

for the TTGC-CD2 scheme are shown in Fig. 2.5. The contours for this variable is

very similar to those seen in the Grel contours. In the case of negative numerical

diffusion, anti-diffusion results in a focusing of the solution at the location of

instability in the parameter space. As Pe increases, the DRP region initially

increases but does not change much especially for larger Pe values till the critical

value of Pe = 0.17, for which there is no value of Nc which is stable for all

wavenumbers. The DRP region for this scheme is obtained for a smaller range of

Nc and kh when compared to the plots observed above for the LW-CD2 scheme.

Another property of interest is the ability of a scheme to propagate the in-

formation at the right speeds. This is illustrated through the contours of the

non-dimensional phase speed, as shown in Fig. 2.6. For low values of Pe (0.0001

and 0.01), the DRP regions are limited to a smaller range of kh (kh < 0.3) for

Nc < 0.7 and a larger range of kh (kh < 1.3) for Nc > 0.8. Hence, from the

perspective of resolving the phase speed accurately, it is desirable to carry out

computations at high values of Nc (Nc > 0.9) for low Pe values. As Pe is in-

creased, the DRP region is reduced. For Pe > 0.25, the DRP regions are limited

to kh < 0.4 for all values of Nc. It is also interesting to note that for high values

of Pe, the numerical phase speed is always higher than the physical phase speed.

It can be also noted that no region with negative phase speed is observed for any

value of Pe. This observation is of interest since negative phase and group speeds

can be detrimental to numerical solutions as they imply non-physical waves mov-

ing in the upstream direction to the flow. When it comes to real flow simulations,

it is important to underline the fact that the flow involves a range of wavenum-

bers. In such cases, phase speed is of interest but so is the speed at which groups

of waves travel (group velocity) along with the phase speed. For the linear CD

problem, both speeds are the same: i.e. constant c. This translates to the fact
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Figure 2.4: Effective measure of the numerical diffusion process, αnum/α
in the Nc − Pe plane for the LW-CD2 scheme. Region of instability is
identified in orange by |Gnum| ≤ 1; the grey region corresponds to the 1%
DRP zone. Five numerical test cases are marked (A to E) and explained
later.
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Figure 2.5: Effective measure of the numerical diffusion process, αnum/α
in the Nc − Pe plane for the TTGC-CD2 scheme. Region of instability
is identified in orange by |Gnum| ≤ 1; the grey region corresponds to the
1% DRP zone
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Figure 2.6: Contours of cnum
cphy

as a function of kh and Nc for mentioned

values of Pe for the LW-CD2 scheme. DRP regions are shaded in grey.
Five numerical test cases are marked (A to E) and explained later.
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that the real part of the dispersion relation is linear in k which is not guaran-

teed by numerics. In that respect, looking at the group velocity speed is more

constraining than looking at the phase speed alone. Therefore, in the rest of the

discussions, the dispersive property of the scheme is solely analyzed using group

velocity Vg,num plots. As a result, to compare the dispersive property of or the

LW-CD2 scheme and TTGC-CD2 scheme, the numerical group velocity of both

the schemes are shown.

Figure. 2.7 shows the non-dimensional group velocity of the scheme in the

Nc-kh plane for different values of Pe for the LW-CD2 scheme. Similarly to the

previous discussions, the DRP regions are identified by a tolerance of 1% devia-

tion and shown by the grey shaded regions. The non-dimensional group velocity

exhibits similar behavior as the non-dimensional phase speed in terms of its vari-

ations with kh and Nc for all the Pe values shown. The strong resemblance in the

DRP regions of both the phase speed and group velocity plots are clearly evident.

At very low values of Pe, Fig. 2.7 (a) & (b), negative values of group velocity

(q-waves) [87] are observed for high wavenumbers (kh > π/2) and for Nc < 0.7.

Computations performed in these regions will produce upstream propagating,

non-physical waves. While this may not be of great concern at higher values of

Nc due to the low values of |Gnum|, which will contribute to a significant damp-

ing of these waves, they can be detrimental when simulations are performed at

low Nc values since these waves can propagate upstream remaining undamped,

potentially resulting in non-physical flow events. As Pe increases, Fig. 2.7 (c)

& (d), the region of q-waves shrinks to finally disappear from the Nc-kh plane

around Pe = 0.25. Similar observations apply to the DRP region, that remains

quite narrow: i.e. for kh < 0.5 for all Nc values, with the region decreasing in

size with increasing Pe.

Similarly, Fig. 2.8 shows the non-dimensional group velocity of the TTGC-

CD2 scheme in the Nc-kh plane for different values of Pe. At very low values of

Pe, Fig. 2.8 (a) & (b), negative values of the group velocity (q-waves) are observed

for high wavenumbers (kh > 2.2) and when Nc < 0.8. The region of the q-waves

remains similar up to Pe = 0.01. As Pe further increases, Fig. 2.8 (d) & (e), the

region of q-waves changes shape and finally settles for all wavenumbers kh > 2.2

for higher values of Pe. In this case, as the value of Pe increases, the q-wave

region in the kh−Nc plane doesn’t disappear as it does for the LW-CD2 scheme.

As for the DRP region, it changes slightly with increasing Pe all through. This

variation in DRP region is not significant for this numerical scheme compared to

the LW-CD2 scheme.
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Figure 2.7: Contours of vg,num/vg,phy as a function of kh and Nc for men-
tioned values of Pe for the LW-CD2 scheme. The regions of q-waves are
colored in blue, while DRP regions are shaded in grey. Five numerical
test cases are marked (A to E) and explained later.
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(e) (f)

Figure 2.8: Contours of vg,num/vg,phy as a function of kh and Nc for men-
tioned values of Pe for the TTGC-CD2 scheme. The regions of q-waves
are colored in blue, while DRP regions are shaded in grey.
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To conclude the numerical analysis, the GSA analysis of the scheme indicates

that the scheme can be unstable over a large range of wavelengths and such a prop-

erty is strongly affected by both parameters Nc and Pe. Also and as anticipated,

the quality of a simulation, even if stable, is a function of all these parameters.

The next sub-section illustrates all above findings through dedicated numerical

experiments to confirm above conclusions and observations. The same numerical

experiments for the 1D LCDE are performed for both the schemes, however, the

results of the LW-CD2 scheme are reported here only, as both schemes follow the

property charts and numerical experiments faithfully.

2.2.4 Numerical experiments:

To illustrate the findings from the previous section, the convection-diffusion equa-

tion, Eq. (2.1), is numerically solved in the following using the LW-CD2 scheme.

The same numerical experiments presented here, were performed for the TTGC-

CD2 scheme and showed the same trends and conclusions. As a result, only

results for the LW-CD2 scheme are shown.

For the chosen numerical problem, the one-dimensional computational domain

arbitrarily extends from x = −50 to x = 50 and is uniformly discretized using

200 grid elements. To be in agreement with the previous numerical analysis,

spatially periodic boundary conditions are enforced on the domain boundaries

and the constant c is fixed and given the value of 1.0. The initialization of u is

prescribed to be a wavepacket of the form given by Eq. (2.30) for which σ is a

parameter used to fix the width of the wavepacket (fixed to 0.05) and x0 is the

location of its center initially fixed at x = x0 = 0,

u(x) = e−σ(x−x0)2sin(k0 x). (2.30)

Numerical tests are carried out to highlight the numerical properties of the

scheme found previously and their variations with Nc, Pe and kh. The values

of Nc and Pe are specifically chosen (Cases A to E) in each of these tests to

highlight behaviors identified from the property charts detailed and discussed in

the previous sections. Note that in terms of procedure, the diffusion coefficient

α and the time step, ∆t, are fixed once Nc, Pe, h and c are chosen. All the test

cases explained in this section are detailed in Table. 2.1 and explained thereafter.

Numerical instability is often described in the literature as the sudden ampli-

fication of signals at the Nyquist frequency although as discussed earlier this can

arise at other wavelengths. In the following, two cases are specifically detailed to

– 40 –



Case number k0h Nc Pe
A 1.80 0.40 0.50
B 1.80 0.95 0.25
C 0.30 0.0057 0.0001
D 1.57 0.0047 0.0001
E 1.98 0.0094 0.0001

Table 2.1: List of numerical cases analyzed with its important parame-
ters. These cases (A to E) were marked in the property charts in the
previous section.

illustrate the appearance of the instability at the Nyquist frequency, Case A for

Pe = 0.5 : i.e. at the diffusive limiting value, and an instability that arises at

a frequency other than the Nyquist limit, Case B for Pe = 0.25, theoretically

stable from a purely diffusive point of view.
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Figure 2.9: Numerical solution u as a function of the spatial coordinate
for Case A at four mentioned time instants. (Pe = 0.5, Nc = 0.4, kh = 1.8)

The numerical solution, u, as a function of the spatial coordinate for Case

A and at four mentioned time instants is shown in Fig. 2.9. In this case, the

numerical solution is seen to be damped to a tenth of its initial amplitude by t = 1

and completely vanishes by t = 5 . This is in accordance with the direct GSA

prediction for the particular value of Nc, Pe and kh which is far from the DRP
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region, as marked in Figs. 2.1& 2.4. However, as the simulation proceeds, the

presence of random round off errors emerge. These errors occur primarily at the

Nyquist limit and since this specific wavelength is always unstable as evidenced

from Fig. 2.3, numerical instability arises at the indicated times. This test case

demonstrates that although the initial solution falls in the stable amplification

region and is eventually damped, over long time integration it leads to instability

despite the presence of diffusion.
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Figure 2.10: Numerical solution u as a function of the spatial coordinate
for Case B at four mentioned time instants. (Pe = 0.25, Nc = 0.95,
kh = 1.8). Please note the change of scale of the sub-figures.

Case B corresponds to values of Grel = 2.63 and |Gnum| = 1.17. Since

|Gnum| > 1, numerical instability should arise despite the fact that the CFL

condition of LW is satisfied as is the purely diffusive limit. Note that the physical

amplification factor for this case is 0.448 indicating that the exact solution is

damped as expected although the numerical solution is amplified. Figure 2.10

confirms the findings from GSA; the solution of Case B is continuously amplified

and is indicative of an instability arising away from the Nyquist limit and due to

the improper interaction between the convective and diffusive discrete schemes.

Such a behavior is clearly dependent on the chosen (Nc, Pe) combination and

although a diffusive and stabilizing term is added to the problem, it does not
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guarantee stability of the simulation as highlighted here. In this case, the last time

instant shown is t = 10 and for which the wave packet has amplified significantly

in amplitude compared to Case A is clearly noted in the change of scale needed

for the vertical axis.

Next, Cases C, D and E are analyzed as follow ups to the previous set of

numerical test cases which addressed specifically the notion of numerical stability.

The following cases instead concentrate on the notion of group velocity. As

mentioned previously, although the convection velocity is of interest to qualify the

quality of a numerical prediction, enforcing a proper group velocity is a stronger

condition: i.e. minimized error in the convective velocity does not guarantee for

a proper energy propagation speed especially for a wide range of wavelengths.

This is even more critical as most problems are highly rich signals which result

in complex energy speeds at least numerically. The objective of the following

discussion is therefore to validate the group velocity property charts for the LW-

CD2 scheme. Case C represents the scenario where the numerical group velocity

and the numerical amplification factor is close to unity: i.e. both conditions

satisfying the DRP condition. In such a scenario, it is expected that the numerical

and exact solution move at the same speed as well as have similar amplitudes as

the wavepacket propagates in time. Case D corresponds to the scenario where

the numerical amplification is further away from the desired value of unity i.e.

satisfying the DRP requirement, while the numerical group velocity is near zero.

The numerical wave is therefore not expected to move and should remain around

its initial location x = x0 = 0. The amplitude of the numerical wavepacket should

nonetheless decrease faster than the exact solution. In Case E, the group velocity

has a negative value and the numerical amplification factor is much smaller than

unity. The wavepacket should hence move in the opposite direction compared to

the exact solution while being attenuated in time.

Figure 2.11 exposes all spatial resolutions issued by all three test cases in

comparison to the respective exact solutions at t = 20. As observed in the

respective GSA property charts, Case C, shows minimal error between the exact

and the numerical solution. The second case, Case D, has a numerical group

velocity close to zero as again confirmed by the numerical experiment, the exact

solution having moved to the right. Note that the numerical solution has also

a diminishing amplitude in time due to a smaller numerical amplification factor

than in the exact solution. Finally, Case E, has been specifically constructed to

evidence the so called q-waves which arise from high wavenumber components in

simulations. For such waves, upstream group velocity propagation arises which

is again confirmed by the prediction. Compared to the exact solution which
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Figure 2.11: Exact and numerical wave-packet solution for Cases C, D
and E to highlight the difference in numerical group velocity for LW-
CD2 scheme. Different ranges are chosen for the y-axis to highlight the
differences in numerical amplification for the three cases which start
with the same y-extent from the initial solution.

travels downstream, the numerical solution moves in the opposite direction and

has an amplitude that is also significantly decreased when compared to the initial

solution due to the numerical amplification factor that is much smaller than unity

for these high wavenumbers. Once again, this test highlights how the choice of

wavenumber, Nc and Pe play an important role in determining the numerical

amplification factor as well as the numerical group velocity. This makes it clear

that the choice of all the numerical parameters is crucial to obtain stable, accurate

and correct numerical solutions. Next, the same three cases discussed previously

(Cases C, D and E) are performed at a higher value of Pe = 0.01, to study its

influence on the numerical properties.

Although Pe has changed, the overall behavior of the cases does not change

compared to the previous study. Differences in numerical properties are present

when Pe is changed as shown by Table 2.2. One however notes that no significant

effect of Pe on the numerical group velocity is observed. By comparing the

numerical amplification factor, differences are more visible at the two Pe values.

To conclude, this first series of tests confirms the GSA properties and maps

detailed in the theoretical introduction. It furthermore highlights the paramount

importance of understanding the effect of each parameter on the numerical prop-

erties which eventually affects the accuracy and stability of the numerical solution
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Table 2.2: Values of numerical amplification factor and numerical group
velocity for the Cases C, D and E at two different Pe values, (Pe =
0.0001, P e = 0.01).

when using particular schemes. Performing similar analyses in 2D is nonetheless

mandatory for any use in a CFD context. Indeed, a 2D spatial discretization

comes with the addition of two new parameters namely the spatial cell aspect

ratio, AR = hy
hx

and the imposed wave propagation angle, θ = tan−1( cy
cx

), which

are detailed in the following section.

2.3 Extension to the linear 2D convection-diffusion

problem

The same analysis as the one performed for the 1D convection-diffusion equation

can be extended to 2D, as detailed next. Similarly to the 1D problem, theoretical

and numerical analysis are briefly recalled followed by the GSA analysis of the

2D numerical scheme. Numerical experiments are then performed to verify the

findings.

2.3.1 Theoretical and numerical developments

The 2D convection-diffusion problem reads,

∂u

∂t
+ cx

∂u

∂x
+ cy

∂u

∂y
= α

(
∂2u

∂x2
+
∂2u

∂y2

)
(2.31)

Here, cx, cy are constants specifying the components of the convection speed

in the x- and y-directions while α is the diffusion coefficient of the problem. Use of

GSA essentially follows the details given for the 1D convection-diffusion equation

with the exception that now expressions contain the vector representation of
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the convection speed and wavelengths. Aside from these differences in terms of

notations, the physical dispersion relation reads,

ω = ~c . ~k − i α ||~k||2 = (cx kx + cy ky)− i α (k2
x + k2

y). (2.32)

It also results in a vector phase speed, ~cϕ = ω ~k/||~k||2, with complex compo-

nents that are respectively,

cϕ,x =
ω kx

||~k||2
=

(cx kx + cy ky) kx

||~k||2
− i α kx, (2.33)

and,

cϕ,y =
ω ky

||~k||
=

(cx kx + cy ky) ky

||~k||2
− i α ky. (2.34)

Likewise, the physical group velocity , ~vg = ~∇k (ω), has also two complex

components,

vg,x =
∂ω

∂kx
= cx − 2 i α kx, (2.35)

vg,y =
∂ω

∂ky
= cy − 2 i α ky. (2.36)

From the above expressions, ~cphys = <(~cϕ) = (~c .~k)
~k

||~k||2
and ~vg,phys = <(~vg) =

~c.

The physical amplification factor, Gphys, can then be expressed in terms of

the x and y components of Nc and Pe as,

Gphys = e−[Pex (kx hx)2+Pey (ky hy)2] e−i [Ncx (kx hx)+Ncy (ky hy)]. (2.37)

Equivalently to the 1D problem, the numerical discrete correspondence can

be called upon so that,

ωnum = (cnum,x kx + cnum,y ky)− i αnum (k2
x + k2

y), (2.38)

where cnum,x, cnum,y and αnum are no more constants but depend on the nature of

the discrete numerical scheme (i.e. numerical scheme but also the grid) adopted

for the simulation. The numerical amplification factor can hence be represented

as,

Gnum = e−αnum (k2x+k2y) ∆t e−i (cnum,x kx+cnum,y ky) ∆t. (2.39)
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The numerical phase shift per unit time step follows,

tan(βnum) = −=(Gnum)

<(Gnum)
, (2.40)

where, βnum = (cnum,x kx + cnum,y ky) ∆t.

Therefore, the non-dimensional numerical phase speeds in the x, y directions

are,

cnum,x
Re(cϕ,x)

=
cnum,y
Re(cϕ,y)

= − 1

Ncx(kxhx) +Ncy(kyhy)
tan−1

[
=(Gnum)

<(Gnum)

]
. (2.41)

The numerical group velocity can be calculated from the numerical dispersion

relation using, (vg,j)num = ∂
∂kj

(ωnum), which upon simplification results in the

expressions,
(vg,x)num
Re(vg,x)

=
1

Ncx

∂βnum
∂(kxhx)

, (2.42)

(vg,y)num
Re(vg,y)

=
1

Ncy

∂βnum
∂(kyhy)

. (2.43)

The physical group velocity in the x- and y-directions are therefore for the

present study equal to cx and cy respectively.

The numerical diffusion coefficient can be evaluated from Eq. (2.39) as,

|Gnum| = e−αnum(k2x+k2y)∆t. (2.44)

By introducing the non-dimensional parameters (Pex, Pey, Ncx and Ncy),

one gets,

ln|Gnum| = −
(αnum

α

)
[Pex(kxhx)

2 + Pey(kyhy)
2]. (2.45)

The expression for the non-dimensional numerical diffusion coefficient is finally

expressed as,
αnum
α

=
−ln|Gnum|

[Pex(kxhx)2 + Pey(kyhy)2]
. (2.46)

The above analysis indicates the importance of two additional parameters

that arise due to the 2D nature of the convection diffusion problem [88]. These

are: the spatial aspect ratio, AR = hy
hx

for non isotropic meshes and the imposed

wave propagation angle, θ = tan−1(ky
kx

), or the convection velocity ratio, cy
cx

. As

detailed next, the above analysis when applied to a scheme gives access to this

scheme’s fundamental behavior.
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2.3.2 GSA of the 2D LW-CD2 scheme for the convection-
diffusion equation

First, in the following, the LW scheme is used for the spatio-temporal discretiza-

tion of the convective terms and the second order central difference (CD2) scheme

is used for the diffusive term. For the 2D analysis, in the case of TTGC-CD2,

the mass matrix M is tedious to handle in 2D, as a result, only the LW-CD2 is

used and presented. The numerical scheme when applied to any node (i, j) is

thus given by,

un+1
i,j = uni,j −

[
Ncx

2
(uni+1,j − uni−1,j) +

Ncy
2

(uni,j+1 − uni,j−1)

]
+

1

2
ζx(u

n
i+1,j − 2uni,j + uni−1,j) +

1

2
ζy(u

n
i,j+1 − 2uni,j + uni,j−1),

(2.47)

where, ζx = Nc2
x + 2 Pex and ζy = Nc2

y + 2 Pey

Following the same procedure as in section 2.2.3, the numerical properties are,

Gnum = 1− i [Ncx sin(kxhx) +Ncy sin(kyhy)]

+ ζx(cos(kxhx)− 1) + ζy(cos(kyhy)− 1)

(vg,x)num
cx

=
(1 +Bx +By) cos(kxhx) + (Ax + Ay)Ncx sin(kxhx)

((1 +Bx +By)2 + (Ax + Ay)2)

(vg,y)num
cy

=
(1 +Bx +By) cos(kyhy) + (Ax + Ay)Ncy sin(kyhy)

((1 +Bx +By)2 + (Ax + Ay)2)

αnum
α

=

−ln
(√

(1 + ζx(cos(kxhx)− 1) + ζy(cos(kyhy)− 1))2 + (Ax + Ay)2

)
(kxhx)2Pex + (kyhy)2Pey

 ,
(2.48)

where,

Ax = Ncx sin(kxhx),

Ay = Ncy sin(kyhy),

Bx = ζx (cos(kxhx)− 1),

By = ζy (cos(kyhy)− 1).

(2.49)

As mentioned previously, GSA of the 2D convection-diffusion equation on a

uniform mesh results in an additional degree of freedom when compared to the 1D

analysis: namely the angle made by the wave normal direction θ which satisfies

tan(θ) = ky/kx. Additionally, the numerical properties of the scheme now depend
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on 4 parameters: Ncx, Ncy, Pex and Pey. Note also that by construction, Ncx

and Ncy are not truly independent and are related by,

Ncy = (AR) γ Ncx, (2.50)

where AR is the grid aspect ratio, AR = hx/hy and γ is the velocity ratio defined

by cy/cx. Similarly, Pey and Pex are related through,

Pey = (AR)2 Pex. (2.51)

These four parameters can therefore be independently chosen provided that

a velocity ratio γ and a grid aspect ratio AR are fixed. For the sake of simplicity

and unless specified otherwise, in the following, γ and AR are both taken to 1.0:

i.e. Ncx = Ncy = Nc and Pex = Pey = Pe. The stability and amplification

factor properties of the scheme as a function of the wave direction angle, θ are

first addressed next.
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Figure 2.12: Effect of Nc on the contours of |Gnum|
|Gphys| for Pe = 0.0001. DRP

region is hashed with the black solid line and the region of the instability
(|Gnum| > 1.0) is colored with light grey.

First, the effect of the wave direction angle, θ, on the numerical amplification

factor for various wavenumbers and different values of Nc at Pe = 0.0001 are
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shown in Fig. 2.12. Second, the same dependency but for a fixed Nc = 0.1

and various Pe is detailed in Fig. 2.13. In the following figures, the y-axis is

|kh| =
√

(kxhx)2 + (kyhy)2. For all discussed results, note that the DRP region

is hashed with black solid lines and the region of instability (|Gnum| > 1.0) is

shaded in light grey. As shown before, a region of instability (|Gnum| > 1.0)

coincides with a negative numerical diffusion or anti-diffusion (αnum

α
< 0) as

shown in the 1D GSA analysis. Finally, in the case of the present 2D analysis,

by construction, the provided maps are symmetric with respect to θ = 45◦ as

anticipated when using a uniform grid hx = hy with cx = cy. Based on these

various maps, it is evident that most of the deviations of the numerical solution

from the exact solution appears along θ = 45◦. For small values of Nc (0.001 and

0.01), the amplitude of the relative amplification factor Grel = |Gnum|
|Gphys|

remains

only slightly higher than 1 for all wavenumbers and all wave directions, θ. At

these values of Nc, the DRP region is present for the entire range of theta and

|kh| values. However, for higher values of Nc (0.1 and 0.5), the effect on the

numerical stability becomes more pronounced as θ approaches 45◦ even for small

wavenumbers. As Nc increases, the DRP region is seen to shrink while the region

of instability increases as shown in grey. High frequency wave components are

however more damped with increasing values of Nc. For higher values of Nc, at

small wavenumbers, instability is observed for all angles. The instability region

peaks around θ = 45◦ and is observed to be least at θ = 0◦ and 90◦ degrees.

Figure 2.13 illustrates the effect of Pe on the stability of the numerical solution

for Nc = 0.1. As Pe increases, the instability region shaded in grey shrinks

and is present for a smaller range of θ and disappears for higher values of Pe,

emphasizing the positive effect of diffusion on stability. At smaller values of Pe,

instability is maximum at 45 degrees and least at 0 and 90 degrees. The deviation

of the relative amplification factor (Grel), is maximum at θ = 0◦ and 90◦ when

Pe = 0.1. A larger DRP region is observed for all values of Pe around θ = 45◦.

At Pe = 0.1, the DRP region is max for all wavenumbers and symmetric about

θ = 45◦.

The dispersive properties of the scheme can be directly analyzed by studying

the variations of (vg,x)num/cx as shown in Fig. 2.14. Note that the variations of

(vg,y)num/cy are not shown since it is the symmetric of the x-component group

velocity. Here, the value of Nc used is 0.1 and Pe values are changed. As Pe

increases, the DRP region marked in solid hashed lines, remains almost similar

and maximum at around θ = 90◦. For Pe = 0.1, the DRP region looks different

from the other Pe maps, with a DRP region shifting to angles closer to 70 degrees.

In all these cases, a DRP region covers all wave propagation angles but only for
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Figure 2.13: Effect of Pe on contours of |Gnum|
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small wavenumbers. Finally, it is observed that the region of q-waves, where the

group velocity is negative, is present for θ < 60◦ and as Pe increases, the q-wave

region remains similar with negligible differences. Only for Pe = 0.1, can one see

a significant reduction in the size of the q-wave region.

The effect of Nc on the dispersive properties are next analyzed by studying

the variations of vgx,num/cx, as shown in Fig. 2.15. It is noted that the scheme

satisfies the dispersion relation (vgx,num/cx > 0.99) for values of θ close to 90◦

and for all wavenumbers. For smaller values of θ, the DRP region shifts to a

smaller range of wavenumbers. It is also noticeable that the region of q-waves is

present for θ < 60◦. For lower values of Nc (0.001 and 0.01), the DRP region

remains close to θ = 90◦ and as theta reduces, the DRP region shrinks to a

lower range of wavenumbers. For Ncx = 0.5, the DRP region is limited to small

values of wavenumbers (|kh| < 0.1). Regarding the q-wave region, it shrinks with

increasing values of Ncx thereby reducing chances of upstream propagating high

wavenumber phenomena.
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The primary information to retain from the previous 2D GSA is the identifi-

cation of the stable regions of the LW-CD2 scheme for Ncx , Ncy and Pe in the

specific case of AR = 1 and γ = 1. The importance in the discussion around sta-

bility and its dependency on the wave propagation angle θ is shown in Fig. 2.16.

The numerically unstable region corresponds to the white shaded region, where

|Gnum| > 1, while |Gnum| ≤ 1 indicated by blue shades corresponds to the stable

region. Three specific θ values are here detailed for a mesh aspect ratio, AR = 1

in Fig. 2.16 and in the Nc and Pe = Pe - planes. The plot emphasizes the fact

that numerical instability indeed depends on θ for this specific choice of AR = 1.

For lower Nc, the critical diffusive value of Pecr = 0.50 is recovered for all an-

gles and this value decreases as Nc increases upto a certain limit denoted by

Nccr ≈ 0.5 which differs for the angles considered and certainly does not reach

the 1D limit of pure convection: i.e. 1. Clearly, the wave propagation angle

which shows the minimum critical value Nccr = 0.5007, appears for θ = 45◦.

This minimal critical value will however correspond to stable computations for

all other θ values since they have larger stability regions. The region shaded in

blue shows that if θ = 45◦ is chosen, its satisfies the stability criterion for all other

angles. This specific value is then used for simulating the Navier-Stokes equation

in the last part of this chapter with all the 8 cases marked on the figure showing

whether these cases lie in the stable or unstable region. Next, all above findings

from the 2D GSA are validated through a 2D wavepacket problem. Here, again

only LW-CD2 scheme is used due to the tedious nature of the mass matrix in 2D

for the TTGC-CD2 scheme.

2.3.3 Numerical experiments

In order to validate the above observations obtained from the 2D GSA property

charts, numerical simulations of the 2D convection-diffusion equation is carried

out for a 2D propagating wavepacket problem. To do so, a square domain of side

100 units in length is chosen for the study, with periodic boundary conditions

applied on all four sides. Both the velocity components cx and cy are chosen

as unity so that γ = 1 and the domain is discretized using uniform, orthogonal

quadrilateral elements with edge length of 0.5 units (so hx = hy = 0.5 and

AR = 1). The problem is then initialized with a 2D wavepacket as follows,

u(x, y, 0) = e[−σ((x−x0)2+(y−y0)2)] sin(kxx+ kyy). (2.52)

Here, σ determines the size of the wavepacket which is fixed at 0.05, kx and

ky are obtained from the values of |kh| and different values of θ are chosen for
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the study. To validate the analysis detailed in the previous sub-section, two

simulations are carried out. The value of |kh| is set to 1.5 for both the simulations

and θ is fixed to 15° and 45° respectively. Ncx and Pex are prescribed at 0.1 and

0.0001 respectively. These values are carefully chosen so that one computation

(θ = 15°) is stable while the other (θ = 45°) is unstable, as can be seen in

Fig. 2.12. For both simulations, the computation is carried out until a flow time

of 20 units and the corresponding exact solution is obtained using discrete Fourier

transform of the initial solution. The instantaneous solution is then obtained by

time integrating the dispersion relation in the spectral space. A 4th order Runge-

Kutta scheme is used for this purpose.

Figure 2.17 shows the exact and numerical solutions for the θ = 15° test case

at the two time instants of interest. The comparison of the numerical with the

exact results for θ = 15° indicates that the magnitude of numerical wavepacket

is in excellent agreement with that of the exact solution at t = 20, as the relative

amplification factor for this case is close to unity.

Although the wave amplitude is accurately captured for the θ = 15° case, its

numerical speed is incorrect compared to the exact solution. This specific error is

also present for the numerical solution of the θ = 45° test case shown in Fig. 2.18

with the additional issue that here the simulation is unstable and the signal

amplitude is amplified although the direction of propagation is better captured.

The mismatch in the numerical and the exact wave speeds can be explained using

Fig. 2.14. The (x, y) components of the numerical group velocity for the chosen

values of Ncx, Pex and |kh|, as predicted by GSA are (0.134, 0.922) respectively

for θ = 15° clearly highlighting the observed differences in propagation direction.

These values are very close to those retrieved numerically (0.135, 0.92) shown in

Fig. 2.19. Similarly, the values of the two group velocity components obtained

in the computed solutions (Vgx = Vgy = 0.48) are in good agreement with the

values of their predicted counterparts as shown in Fig. 2.15 (Vgx = Vgy = 0.49).

For the θ = 45° case, the wave propagation angle is captured accurately as shown

by the white arrow but at approximately half the propagation speed of the exact

solution. Both of these results emphasize the effect and importance of the wave

direction angle and the numerical parameters (Ncx and Pex) on the stability and

dispersive properties of the scheme.

2.3.4 Links with a 2D Navier-Stokes CFD

CFD predictions have been produced in [86] to show the one-to-one correspon-

dence between numerical anti-diffusion and focusing for unsteady flows inside a
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(a) Exact solution, Time = 0.0 (b) Exact solution, Time =
20.0

(c) Numerical solution, Time
= 0.0

(d) Numerical solution, Time
= 20.0

Figure 2.17: Exact and computed solutions of 2D convection-diffusion
equation for θ = 15°, Ncx = 0.1, P ex = 0.0001 and |kh| = 1.5 with LW-CD2

scheme.
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(a) Exact solution, Time = 0.0 (b) Exact solution, Time =
20.0

(c) Numerical solution, Time
= 0.0

(d) Numerical solution, Time
= 20.0

Figure 2.18: Exact and computed solutions of 2D convection-diffusion
equation for θ = 45° Ncx = 0.1, P ex = 0.0001 and |kh| = 1.5 with LW-CD2

scheme.
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(a) Exact solution at t = 0 and t =
20, θ = 15°

(b) Exact solution at t = 0 and t =
20, θ = 45°

Figure 2.19: Z-view of the numerical solutions of 2D convection-diffusion
equation for θ = 15° and 45°. Ncx = 0.1, P ex = 0.0001 and |kh| = 1.5
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2D lid driven cavity (LDC) for a Reynolds number of 10,000. This specific pro-

cess was shown by the discretization of the diffusion term by the chosen numerical

scheme. Based on this specific experience, the Taylor-Green vortex (TGV) prob-

lem is addressed hereafter to link retrieved information from GSA with the specific

context of a CFD simulation.

The TGV problem is a commonly used flow test case for CFD solver valida-

tion. In this problem, multiple pairs of vortices are superimposed on a viscous

fluid in a square periodic domain with a fixed initial velocity and pressure fields.

This particular test case is chosen for the following reasons. Its 2D nature makes

computations cheaper while relevant with the findings of our 2D GSA analy-

sis. Finally, the absence of boundary condition helps isolating the nature of the

numerical scheme alone.

For the specific problem addressed here, the following initial solution is en-

forced,

u(x, y, 0) = U0sin(
2πx

L
)cos(

2πx

L
) (2.53)

v(x, y, 0) = −U0cos(
2πx

L
)sin(

2πx

L
) (2.54)

p(x, y, 0) =
ρ

4
(cos(

2πx

L
) + sin(

2πx

L
)). (2.55)

Here u, v and p are the x, y velocity components and pressure respectively

while the density ρ is kept constant. The dynamic viscosity of the fluid (µ) is

also kept constant. The constant velocity U0 is provided in Table 2.3 along with

other parameters of importance for the cases considered. The 2D TGV problem

on a square domain in the cartesian x − y plane, bounded by 0 ≤ x, y ≤ L is

chosen. Since, the GSA results are valid for any chosen grid size, and to have

sufficient flow resolution, the domain is discretized using 512 × 512 square cells.

The Reynolds number for the cases is thus defined as,

Re =
ρU0L

µ
. (2.56)

For the present study, Re of 10 and 100 are chosen to show that increasing

the Re has no effect on the stability limits when applied to the 2D NSE. These

values of Re furthermore ensure that the solution is in the linear regime. This

is a diffusion dominated problem where the vortex pairs in the domain are non-

interacting and the strength of the vortices continuously decays with time. The

objective of choosing these specific test cases are to verify the GSA stability plots

as shown in Fig. 2.16 for the 2D convection-diffusion equation applied to the

2D Navier-Stoked equations. In order to validate the GSA predictions and to
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demonstrate its independence with respect to Reynolds number, four different

combinations of Nc and Pe are chosen on Fig. 2.16 for the two different Re.

The Nc−Pe combinations, Re and the calculated maximum values of numerical

amplification factors are recapitulated in Table 2.3.

Figure 2.20: Contours of horizontal velocity components after 10 time
steps for cases NS1-NS4 from Table 2.3. The Nc and Pe numbers corre-
sponding to each case are shown on the top right corner.

All the cases in this section are named as NS1-8 (Navier-Stokes cases 1 to 8 as

listed in Table 2.3). These values are chosen from the GSA analysis so that the

two Nc − Pe combinations for each Re (Cases NS1, NS5 and Cases NS2,

NS6) correspond to stable simulations (Max. Gnum = 1) while the other cases

(Cases NS3, NS7 and Cases NS4, NS8) are unstable (Max. Gnum > 1).

Note that, by fixing the values of Re, Nc and Pe, and choosing the grid size,

the velocity scale gets fixed. In such cases, the domain size L needs to be scaled

to ensure that the flow remains in the linear regime as well as incompressible as

demanded by this TGV problem. For all the cases addressed numerically and

shown in the present subsection, the cell aspect ratio AR = 1 and the numerical

parameters specific to the wave propagation angle θ = 45◦ are prescribed as
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Case number Re Nc Pe U0 Max.Gnum

NS1 10 0.10 0.0725 4.8277 1.00
NS2 10 0.35 0.2539 4.8305 1.00
NS3 10 0.45 0.3265 4.8314 1.11
NS4 10 0.50 0.3627 4.8303 1.45
NS5 100 0.10 0.0725 48.2766 1.00
NS6 100 0.35 0.2539 48.3051 1.00
NS7 100 0.45 0.3265 48.3136 1.11
NS8 100 0.50 0.3627 48.3032 1.45

Table 2.3: List of TGV cases analyzed with its important parameters.

explained earlier. Simulations of all 8 cases from Table 2.3 are then carried out

using 48 computing processors till t = 5 seconds.

Figure 2.21: Contours of horizontal velocity components just before
simulations crash for cases NS3-NS4 Cases NS1 & NS2 are observed to
be numerically stable as predicted by GSA. The Nc and Pe numbers
corresponding to each case are shown on the top right corner.
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Figure 2.22: Contours of horizontal velocity components after 38 time
steps for cases NS5-NS8. The Nc and Pe numbers corresponding to each
case are shown on the top right corner.

For cases Cases NS1-NS4, for which Re = 10, iso-contours of velocity in

the x-direction after 10 time steps (exact time indicated on each frame of cases

NS1-NS4) are shown in Fig. 2.20. At this time instant, all the cases (both stable

and unstable as predicted by GSA), do not show any indication of instability.

At a later time instant, however, t = 1.8 x 10−6 s, (70 time steps), Case NS3

corresponding to Nc = 0.45 and Pe = 0.3265 shows signs of numerical instability

as observed in Fig. 2.21 leading to the solution blow-up. Case NS4 with Nc =

0.50 and Pe = 0.3627 shows instability at an even earlier time, t = 1.49 x

10−6 s, (52 time steps) due to the higher value of Max. (Gnum) for this case as

reported by Table 2.3. The development of the numerical instability is exactly

in accordance with the prediction made by the GSA analysis. The x-component

velocity contours for all 4 cases just before the simulation blow up are shown

in Fig. 2.21. Case NS1 and NS2 results are shown at t = 1.14 x 10−6 and

t = 4.01 x 10−6 respectively (200 time steps) to confirm their stability, while the

results for Case NS3 and Case NS4 exhibit simulation blow up much earlier
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as predicted by GSA. A similar observation is also made for Cases NS5-NS8,

for which Re = 100. While Cases NS5 and NS6 are observed to be stable

till t = 5s, Cases NS7 and NS8 develop an instability at t = 7.21 x 10−7 and

t = 1.08 x 10−6 respectively (28 and 38 time steps) as shown by Fig. 2.22.

For both Re, the presence of instabilities for the higher Nc and Pe number

combinations, is due to the error arising because of focusing which occurs at high

wavenumbers. This focusing arises from the anti-diffusion process at the Nyquist

limit where αnum/α is negative (|Gnum| > 1) as shown in the 2D property charts

of the earlier section. Note that, although the error is initiated at the Nyquist

limit, as the solution proceeds, the error propagates to all wavenumbers which

results in an eventual solution blow-up. This highlights that although the GSA

was performed on the 2D linear convection-diffusion equation, the results from

the analysis can be extended to the weakly non-linear Navier-Stokes equations.

All the results shown here are for LW-CD2 scheme, as mentioned before the mass

matrix in 2D for TTGC is tedious to handle, as a result, it has been omitted for

the present study.

2.4 Conclusions and Perspectives

Most academic and industrial codes often have issues when solving complex prob-

lems for a variety of reasons (bad resolution, wrong numerical parameters etc). To

overcome this problem, a thorough analysis is required which is done via the help

of Global Spectral Analysis. GSA analysis is introduced to the LCDE framework

in 1D for the well know and widely used LW-CD2 scheme. The property charts

and expressions for stability, diffusion, dispersion are introduced in terms of non-

dimensional parameters. The property charts for the LW-CD2 and TTGC-CD2

schemes are analyzed for the LCDE rather than convection and diffusion proce-

dures studied separately. This resulted in different critical values of Nc that can

be used compared to a pure convective process (Nc = 1). Well designed experi-

ments show the presence of standing or stationary waves as well as q-waves. This

highlighted the fact that the property charts are sensitive to the parameters like

Nc, Pe, and kh.

The analysis is then extended to the 2D LCDE problem discretized using

the LW-CD2 scheme. Two additional important parameters have been intro-

duced, namely the spatial aspect ratio, AR and the wave propagation angle,

θ. The stability and dispersive properties of the scheme has been studied for

varying Nc and Pe and shows a strong dependence on θ which is validated by

numerically solving the 2D wavepacket propagation problem. Numerical focusing
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due to anti-diffusion has been demonstrated for the unsteady, 2D incompressible

Navier-Stokes equation, solved using LW-CD2 scheme for the Taylor Green Vor-

tex problem at two different Reynolds numbers. Such an extensive analysis of

LCDE problem both in 1D and 2D highlights the benefits of GSA to better un-

derstand stability, diffusion and dispersion of a specific numerical scheme. This

highlights the ability of such a powerful tool and the variety of analysis that can

be performed accurately. Therefore, it is imperative to extend GSA for the linear

Convection-Diffusion-Reaction Equation (LCDRE) for analysis and resolution of

fully premixed reacting problems next.
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Numerical analysis: Convection -
Diffusion-Reaction equation
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3.1 Introduction

In the present investigation, the canonical problem involving a single variable,

whose evolution is governed by the simultaneous actions of convection, diffu-

sion and reaction is analyzed. The importance of this equation is related to the

fact that the results can be of relevance to multiple fields such as acoustics [89],

astrophysics [90], various branches of mathematical physics related to pattern

formation and nonlinear dynamics [91, 92, 93]. In the field of fluid dynamics,

this equation has been used to develop the constitutive equations for the (k, ε)-

turbulence models [79] or the study of the onset of convection with differentially

heated fluid layers [94]. This equation has also been used to study the parametric
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variation of the viscosity coefficient with temperature causing thermal convection

which has applications on heat transfer [95], geothermal studies [96] or the for-

mation of the Rayleigh-Benard roll pattern [97]. This equation has been finally

used for many ecological studies of predator-prey dynamics in [98, 99, 100]. It is

also of importance for combustion and reactive models [101, 102, 103, 104]. For

example, in [103], the detailed chemical processes are represented by an equiva-

lent reduced system that tracks scalars. Two such scalars are considered; (i) A

mixture fraction variable, that tracks the mixing of fuel and oxidizer and (ii) a

progress variable, which tracks the global extent of reaction of the local mixture

of fuel. in this approach, the progress variable (C) is governed by the following

scalar transport equation,

∂ρC

∂t
+∇ · (ρ~V C) = ∇ · [ρα∇C] + f

where ρ is the density, ~V is the convective velocity field; α is a coefficient of

diffusion (may include the turbulent diffusion component) and f is the forcing

due to the chemical reaction.

Past efforts have been performed based on the numerical analysis of the

LCDRE [105, 106, 107, 108]. Fourier analysis of the LCDRE is reported in [108],

where the authors demonstrate that their positivity preserving variational method

is superior to the Galerkin/Least Squares (GLS) and sub-grid scale (SGS) meth-

ods. According to the authors, the formulation proposed shows superiority for

both reaction-dominated as well as convection-dominated flow regimes, due to

the minimization of spurious oscillations. The Global Spectral Analysis approach

for this specific problem was performed for two commonly used finite difference

schemes where a model reaction term allows for the attention of a theoretical

solution [109].

To the knowledge of the present authors, no detailed analysis of the numerical

methods used here (LW and TTGC) have been however reported for LCDRE.

Such an analysis is however accessible for the individual problems that are: the

convection equation [50]; the diffusion equation [84] and the convection-diffusion

equation [74]. In these latter references, the authors have shown that for the

linear equations, the numerical convection speed and the numerical coefficient

of diffusion become a function of the numerical and physical length scales. In

the present work, the GSA analysis is performed on LCDRE with the objective

of being applicable to a realistic reaction term. To do so, the reaction term is

constructed based on the Pfitzner’s model [110], itself representative of premixed

flames which is then validated through numerical experiments.
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The chapter is organized as follows. The analysis of the 1D LCDRE with a

constant reaction term is first discussed in Section 3.2. In this section, the math-

ematics involving GSA is detailed along with the resulting property charts. The

corresponding formulation issued by the use of the two schemes ( LW-CD2 and

TTGC-CD2) if applied to the resolution of the LCDRE are shown in Sec. 3.3. The

corresponding numerical property charts are then used to explain and pinpoint

differences between the LW and TTGC schemes in Section 3.4. The effect of

the reaction source term on these property charts for both numerical schemes is

detailed in Section 3.5. A more faithful reaction term is presented in Section 3.6.

Here, the details of how the reaction term is modeled as well as its comparison

with a realistic Pfitzner model are shown. The GSA analysis is then performed

on this model problem for the LW-CD2 scheme. From the obtained property

charts, stability limits are derived and the findings are validated by simulating a

1D fully premixed flame using the Pfitzner model by CFD. To finish, conclusions

and perspectives are provided.

3.2 Analysis of the 1D linear convection-diffusion-

reaction equation with constant reaction source

term

The theoretical and numerical analysis of the linear 1D convection-diffusion-

reaction equation is shown next. Prior to its re-expression in a discrete form

by use of the LW and TTGC schemes, the analysis is here presented to provide

the exact effects of the underlying physics on dispersion, dissipation as well as

the group velocity response.

For the sake of derivation, the Linear Convection-Diffusion-Reaction equation

(LCDRE) is written as,

∂u

∂t
+ c

∂u

∂x
+ su = α

∂2u

∂x2
. (3.1)

Here c, α and s are constants specifying the convection speed, diffusion and

reaction coefficients, respectively. As done in the previous chapter, GSA expresses

the unknown u(x, t) in the hybrid spectral plane [47, 71] that,

u(x, t) =

∫
Û(k, t)eikxdk. (3.2)

Here Û is the Fourier amplitude and k represents the wavenumber. Substitut-

ing this expression in Eqn. (3.1), the following transformed expression is obtained
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in the spectral space,

dÛ

dt
+ ickÛ + sÛ = −αk2Û . (3.3)

Note that, Eqn. (3.3) can be solved for a given initial condition of the form,

u(x, 0) = f(x) =
∫
F̂ (k)eikxdk, yielding the exact solution,

Û(k, t) = F̂ (k)e−αk
2te−ikcte−st. (3.4)

To access the physical dispersion relation, the unknown u(x, t) can be written

using the bi-dimensional Fourier-Laplace transform so that,

u(x, t) =

∫ ∫
Ū(k, ω)ei(kx−ωt)dkdω, (3.5)

which upon substitution in Eqn. (3.1) yields the physical dispersion relation,

ω = ck − is− iαk2. (3.6)

Therefore, based on the above expression, a numerical scheme used to solve the

LCDRE must obey this dispersion relation to minimize phase as well as dispersion

errors [50, 71]. Indeed, for the above problem one finds that the complex phase

speed should read,

cphys =
ω

k
= c− is

k
− iαk. (3.7)

Likewise, the physical group velocity is,

Vg,phys =
∂ω

∂k
= c− 2iαk. (3.8)

For the physical group velocity, the velocity at which energy propagates in

the medium is: vg,phys = <(c− 2iαk) = c.

The physical amplification factor can be expressed from Eqn. (3.4), introduc-

ing the notion of a time increment, ∆t. In that case,

Gphys =
Û(k, t+ ∆t)

Û(k, t)
= e−αk

2∆te−ikc∆te−s∆t. (3.9)

Upon discretization to introduce the realm of numerical resolution, Eqn. (3.1)

yields several non-dimensional parameters which are functions of the space-time

discretization choice, i.e.. the CFL number (Nc), the Peclet number (Pe) and

the Damkohler number (Da). Each of these numerical parameters correspond to

a physical process. These are convection, diffusion and reaction that are present

in the original governing equation. These numbers follow the expressions:
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Nc = c∆t
h

, Pe = α∆t
h2

, Da = sh
c

,

where h stands for the grid spacing and ∆t is the chosen numerical time step. If

these non-dimensional parameters are substituted into Eqn. (3.9), one obtains,

Gphys = e−Pe(kh)2e−i(kh)Nce−NcDa. (3.10)

Although, the CFL number, Nc, is directly related to the convection process in

the governing equation and physically equals the phase speed, c, in simulations, it

has been shown [50, 71] that its numerical counterpart, cnum, is a function of the

wavenumber, k due to the presence of dispersion and phase errors. Equivalently,

the Peclet number, Pe, which relates to the physical diffusion process, has been

shown [74, 84] if not treated properly, i.e. its numerical counterpart, αnum , does

not remain constant but again depends on k. Proceeding with the same logic, the

reaction process, represented by the reaction coefficient (s) can thus also become

dispersive, i.e. s = snum(k), and impact the numerical Damkohler counterpart.

To extract such a behavior from a numerical discretization scheme, the nu-

merical dispersion relation can be expressed by analogy with Eqn. (3.6) [50, 84]

into,

ωnum = cnumk − isnum − iαnumk2. (3.11)

Note that, for the convection-diffusion equation, a similar relation has been

reported [74]. The numerical amplification factor with added reactions can hence

be similarly recast into,

Gnum = e−αnumk2∆te−ikcnum∆te−snum∆t. (3.12)

Based on this last expression, the reaction source term is seen to play a similar

role as diffusion which was explained in the previous chapter. The reaction source

term therefore potentially reduces the acceptable limits and the regions under

which the solution remains stable. Manipulating the last expression, numerical

phase shift per time step is given by [50, 71],

tan(β) = −=(Gnum)

<(Gnum)
, (3.13)

with the ratio of the imaginary and real parts of the numerical amplification

factor. The non-dimensional numerical phase speed can therefore be retrieved as,

cnum
c

=
β

kc∆t
= − 1

(kh)Nc

tan−1

[
=(Gnum)

<(Gnum)

]
. (3.14)
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Similarly, the numerical group velocity can be extracted from the numerical

dispersion relation by using its definition, Vg,num = ∂ωnum

∂k
, which upon simplifi-

cation yields the following non-dimensional expression,

Vg,num
Vg,phys

=
1

Nc

dβ

d(kh)
. (3.15)

Recall that, the physical group velocity (Vg,phys) for the present study equals

c.

The numerical diffusion and reaction coefficients will be evaluated from Eqn. (3.12),

by noticing that αnum, cnum and snum are real quantities, so the numerical am-

plification factor can be reduced to,

|Gnum| = e−αnumk2∆te−snum∆t. (3.16)

Introducing the non-dimensional parameters (Pe,Nc &Da), one obtains,

ln|Gnum| = −
αnum
α

(kh)2Pe− snum
s

NcDa. (3.17)

The effect of the reaction source term is evident on the numerical amplification

relation shown in Eqn. 3.17.It plays a similar role as the diffusion coefficient. As

the reaction source term is increased in strength, the range of parameters over

which the problem is stable shrinks. From the above expression, the specific case

k = 0 is used to highlight the complexity of the problem. In this specific case,

snum
s

= −
(
ln|Gnum|k=0

NcDa

)
, (3.18)

which indicates that for a given numerical scheme, the numerical amplifica-

tion factor is a function of all four non-dimensional parameters, kh, Nc, Pe and

Da. Note also that the non-dimensional numerical reaction coefficient can be im-

pacted by Nc and Da. Substituting the numerical reaction coefficient obtained,

in Eqn. (3.17), one obtains a non-dimensional numerical diffusion coefficient that

reads,

αnum
α

=
ln|Gnum|k=0 − ln|Gnum|

(kh)2Pe
. (3.19)

As noted in [74] for the convection-diffusion equation, here also the ratio is

related to Pe.
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3.3 GSA of the numerical schemes

The details of the impact of a chosen numerical scheme on the above discussed

properties are given hereafter. First, the LW-CD2 scheme is considered, followed

by, the same analysis performed to the two-step TTGC-CD2 scheme.

3.3.1 LW-CD2 scheme

Here, the LW scheme is used for the spatio-temporal discretization of the convec-

tive terms while the diffusive term is approximated using a second order central

difference (CD2) scheme. Applied to the LCDRE at the jth node of a 1D uniform

mesh at time level n and introducing the non-dimensional numbers, the above

scheme results in the discrete relationship,

un+1
j = unj −

Nc

2
(unj+1 − unj−1) +

1

2
ζ(unj+1 − 2unj + unj−1) +DaNc, (3.20)

where ζ is defined as Nc2 + 2 Pe.

Compared to the expression obtained in the previous chapter, the reaction

source term modifies the expression by a constant, DaNc, so the new LW-CD2

scheme numerical amplification factor reads,

GLW−CD2 = 1− i Nc sin(kh) + [ζ(cos(kh)− 1)] +DaNc. (3.21)

Using Eqn. 3.21, all the subsequent expressions characterizing the scheme

behavior can be easily obtained.

3.3.2 TTGC-CD2 scheme

The TTGC is a two step scheme used for the spatio-temporal discretization of

the convective terms [68]. When applied to the LCDRE, the source term is added

only in the second stage of time integration scheme, to get,

(ũni+1 + 4ũni + ũni−1)

6
=

(uni+1 + 4uni + uni−1)

6
− αTTGC Nc

(uni+1 − uni−1)

2
+ (βTTGC N

2
c + Pe) (uni+1 − 2ui + uni−1),

(3.22)

(uni+1 + 4uni + uni−1)

6
=

(uni+1 + 4uni + uni−1)

6
−Nc

(ũni+1 − ũni−1)

2
+ (γTTGC N

2
c + Pe) (uni+1 − 2ui + uni−1) + Suni .

(3.23)
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The numerical properties of the TTGC scheme are then obtained using,

GTTGC−CD2 = 1 +
Â Ŝ ς2
Nc

− αTTGC(ÂL̂)2 − iÂL̂

(
1 +

ÂŜς1
Nc

)
+Da Nc (3.24)

Â = 3Nc

2+cos(kh)
, Ŝ = 2cos(kh)− 1, L̂ = sin(kh).

For both schemes, expressions clearly confirm the dependency of the numerical

properties on all parameters: i.e. kh, Nc, Pe and Da. These aspects are specif-

ically detailed next, since they have important effects on the scheme stability,

effective diffusion, convection speed and group velocity.

3.4 Comparison of the property charts for the

LW and TTGC schemes applied to the LCDRE

For any numerical method, it is desired that the scheme follows the dispersion

relation of the original governing equation as closely as possible. As a result, the

numerical solution should not only be stable, but also be able to resolve the speed

and the diffusion characteristics of the exact solution. The accuracy of the scheme

is obtained by looking at the relative amplification factor modulus Grel = |Gnum|
|Gphys|

.

While the stability of the scheme is assessed by ensuring that |Gnum| < 1.

The effective diffusive process and potential appearance of anti-diffusion is ob-

tained by looking at αnum. Similarly, the non-dimensionalized convection veloc-

ity, cnum/cphys, and the non-dimensional group velocity, vg,num/vg,phys, detail the

scheme’s ability to recover the true convective process. Finally, the strength of

the reaction term is non-dimensionalized through the problem’s Damkohler num-

ber, Da. To finish and to identify the regions in the kh-Nc-Pe-Da space where

the dispersion relation results in satisfying the Dispersion Relation Preserving

(DRP) condition, a tolerance of ±1% deviation is chosen.

The Grel contours for the LW-CD2 scheme are plotted in Fig. 3.1 for increasing

values of Pe in the Nc-kh plane for Da = 0.10. The measure of the effective

numerical diffusion process relative to the exact solution is indeed obtained via

Grel. If there is excessive damping, Grel < 1, while under-diffusion is obtained

when Grel > 1. Note, that the condition Grel > 1 alone doesn’t imply numerical

instability as the solution could be bounded although with amplitudes larger than

the one issued by the exact solution (under diffusive). The numerical instability

limit is obtained only when both the absolute numerical amplification factor

|Gnum| as well as Grel are considered. In such a case, unstable regions are obtained

when |Gnum| > 1 and are shaded in orange in all figures. When it comes to the
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(a) (b)

(c) (d)

(e) (f)

Figure 3.1: Contours of |Gnum|/|Gphy| as a function of kh and Nc for
various value of Pe at Da = 0.1 for LW-CD2 scheme. The regions of
numerical instability are colored in orange. DRP regions are shaded in
grey.
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DRP regions, they are identified by allowing a 1% deviation tolerance (0.99 <

Grel < 1.01) and are evidenced by grey shaded areas.

Looking first at the cases Pe ≤ 0.01 of Fig. 3.1 (a) & (b), because of the

added physical / numerical diffusion as well as the reaction term, the standard

LW critical stability criterion for pure convection, Nc = 1, does not hold anymore

for all values of kh. It is also observed that in these low Pe cases, DRP is

respected with minimal error especially for low wavenumbers. The enhanced

stability compared to a purely convective process is due to the dominance of the

diffusion process in the physics of such a problem which results in the improved

stability range. Here, the plots are shown for Da = 0.1, while in the previous

chapter the same plots are shown for LCDE (Da = 0). The addition of the

reaction source term affects the property charts in different ways. First, the

DRP region shrinks to a smaller region especially at high values of Nc. Second,

from the LCDE plots of the previous chapter, instability (orange region) is first

observed at Pe = 0.1. Now, the instability is observed at a much smaller value:

Pe = 0.0001. This confirms that the scheme stability limit is affected by the

reaction source term, the critical value of Nc observed in the LCDRE being lower

than the one observed on the corresponding LCDE plots. As Pe increases, the

acceptable range of Nc−kh values decreases as shown by Fig. 3.1(c). Ultimately

for Pe ≈ 0.5, instability appears for all Nc values mainly due to the Nyquist

limiting wavelength kh = π, which is in agreement with the well known purely

diffusive problem. For Pe ≥ 0.5, the range Nc ≤ 1 and kh < 1.5 is initially stable

however round-off errors will ultimately render these simulations unstable after

a long time integration. Finally, as Pe further increases, the DRP region shrinks

to lower kh values.

Investigation of Grel contours for the TTGC-CD2 scheme are shown in Fig. 3.2

for different values of Pe in the Nc-kh plane for Da = 0.1. In the cases where,

Pe ≤ 0.0001, Fig. 3.2 (a) & (b), there exists a large region of DRP present

especially for low wavenumbers and no instability is noticed. For values of Nc

up to 0.2, there is a stable DRP preserving region for all wavenumbers which

appears wider than the one obtained for LW-CD2 in Fig. 3.1 (a) & (b). Here,

the differences between the LCDE (from previous chapter) and the LCDRE is

not that pronounced. The stability limits of the scheme are affected slightly as

observed with LW-CD2. First instability is observed at Pe ≈ 0.1 as was the case

in LCDE. The critical value of Nc reduces slightly for the LCDRE case due to

the addition of the source term. Finally, for Pe ≈ 0.17, instability appears for

all Nc values mainly due to the Nyquist limiting wavelength kh = π, i.e. earlier
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than for the LW-CD2 scheme for which instability for all Nc values appears at

Pe ≈ 0.50.

Note that, Grel is a measure of the solution accuracy, which here expresses

the inaccurate evaluation of the numerical diffusive process . Such an error is

expressed through, αnum/α shown in Fig. 3.3 for the LW-CD2 scheme atDa = 0.1.

As expected, similar variations/contours as for |Gnum| are observed. Note that,

αnum/α is also an indicator of numerical stability since it is for the problem

considered the only mechanism contributing to the evolution of the amplitude of

a wave with time as evidenced by Eqn. (3.19). Here, the stability limit is reported

on the basis: αnum/α > 0 and the property charts exhibit identical features as

in Fig. 3.1 , the unstable region being shaded in orange. The DRP region is

almost non-existent and is available for only small patches for all values of Pe.

Comparison of the plots for LCDRE with the plots for LCDE of the previous

chapter, differences can be noted. Instability (orange region) is first observed

at Pe = 0.1. However, here the first instability appears at a smaller value:

Pe = 0.0001. Clearly, the stability limit is affected by the reaction source term,

the critical value of Nc observed in the LCDRE is lower than the one observed

for the corresponding LCDE plots. Note also that the DRP region has shrunk

significantly, due to the reaction source term.

Similarly, the graphs for the TTGC-CD2 scheme are shown in Fig. 3.4. The

contours for this variable are very similar to those seen in the Grel contours. In

the case of negative numerical diffusion, anti-diffusion results in a focusing of the

solution at the location of instability in the parameter space. As Pe increases,

the DRP region initially increases slightly but does not change much especially

for larger Pe values till the critical value of Pe = 0.17, for which there is no value

of Nc which is stable for all wavenumbers. The effect of the reaction source term

here is smaller compared to the case of the LW-CD2 scheme. First, instability is

observed at Pe ≈ 0.1 as was the case for LCDE for LW-CD2 scheme. The critical

value of Nc reduces only slightly due to the addition of the source term. The

DRP region has also reduced slightly.

On the basis of the discussion of the previous chapter, the non-dimensional

group velocity is deemed sufficient and the non-dimensional phase speed is not

specifically detailed here. Figure. 3.5 shows the non-dimensional group velocity

of the LW-CD2 scheme in the Nc-kh plane for different values of Pe for Da = 0.1.

At lower Pe, Fig. 3.5 (a), (b) & (c), negative values of the group velocity (q-waves)

are observed for high wavenumbers (kh > π/2) and for Nc < 0.7. Computations

performed in these regions will hence produce upstream propagating non-physical

waves. As Pe increases, Fig. 3.5 (c) & (d), the region of q-waves shrinks to finally
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(a) (b)

(c) (d)

(e) (f)

Figure 3.2: Contours of |Gnum|/|Gphy| as a function of kh and Nc for
various value of Pe at Da = 0.1 for TTGC-CD2 scheme. The regions of
numerical instability are colored in orange. DRP regions are shaded in
grey.
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(a) (b)

(c) (d)

(e) (f)

Figure 3.3: Effective measure of the numerical diffusion process, αnum/α
taking place with the LW-CD2 scheme in the Nc− Pe plane at Da = 0.1.
Note that instability is identified in orange by |Gnum| ≤ 1; the grey region
corresponds to the 1% DRP zone.
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(a) (b)

(c) (d)

(e) (f)

Figure 3.4: Effective measure of the numerical diffusion process, αnum/α
taking place with the TTGC-CD2 scheme in the Nc−Pe plane at Da = 0.1.
Note that instability is identified in orange by |Gnum| ≤ 1; the grey region
corresponds to the 1% DRP zone.
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(a) (b)

(c) (d)

(e) (f)

Figure 3.5: Contours of vg,num/vg,phy as a function of kh and Nc for various
value of Pe at Da = 0.1 for the LW-CD2 scheme. The regions of q-waves
are colored in blue. DRP regions are shaded in grey.
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disappear from the Nc-kh plane around Pe = 0.25. Similarly, the DRP region

shrinks with increasing Pe, and remains quite narrow: i.e. for kh < 0.15 for all

Nc values. Comparisons of the results for LCDRE with LCDE from the previous

chapter indicate that there is not much difference for the non-dimensional group

velocity. The q-wave region disappears around Pe = 0.25 as in the case of the

LCDE, while the DRP region is smaller and scarcer in the case of the LCDRE.

Similarly. Fig. 3.6 shows the non-dimensional group velocity of the TTGC-

CD2 scheme in the Nc-kh plane for different values of Pe and Da = 0.1. At very

low values of Pe, Fig. 3.6 (a) & (b), negative values of group velocity (q-waves)

are observed for high wavenumbers (kh > 2.2) and when Nc < 0.8. This region of

q-waves remains similar up to Pe = 0.01. As Pe increases further, Fig. 3.6 (d) &

(e), the region of q-waves changes in shape and finally settles for all wavenumbers

kh > 2.2 for higher values of Pe. In this case, as the value of Pe increases, the

q-wave region in the kh−Nc plane does not disappear as it does for the LW-CD2

scheme. Also, the DRP region changes slightly with an increasing Pe value all

through. Finally, there is a negligible difference between plots for the LCDRE

and the LCDE in terms of behavior of the q-waves although, the DRP region has

shrunk significantly in the case of the LCDRE shown here for all values of Pe.

We have briefly explained the difference in the plots for the LCDE and LCDRE

in this section. Next, to highlight the differences and effect of the reaction source

term, the stability and numerical group velocity charts for different values of Da

are compared.

3.5 Effect of reaction source term on the prop-

erty charts of LW and TTGC schemes

The effect of Da on the numerical stability as well as dispersive properties for the

LW-CD2 scheme are shown in Fig. 3.7 by plotting Grel and vg,num/c for different

values of Da at a fixed Pe = 0.10. In frames (a) and (b), the plots for Da = 0

are shown, ie. the LCDE problem that is the case without reaction, explained in

detail in the previous chapter. For this case, as explained before, in frame (a),

there exists a large DRP region for all values of Nc for low wavenumbers. At this

value of Pe, there exists an instability region shaded in orange and the critical

value: Nc = 0.895. In frame (b), there exists a q-wave region shaded in blue.

In frames (c) and (d), the property charts are shown for Da = 0.1 which show

differences. In frame (c), the DRP region has indeed shrunk with the addition

of the reaction source term, especially for higher values of NC . Comparing the

frames (a, b) for the LCDE with the frames (c, d) of the LCDRE (Da = 0.1),
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(a) (b)

(c) (d)

(e) (f)

Figure 3.6: Contours of vg,num/vg,phy as a function of kh and Nc for various
value of Pe at Da = 0.1 for the TTGC-CD2 scheme. The regions of q-
waves are colored in blue. DRP regions are shaded in grey.
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(a) (b)

(c) (d)

(e) (f)

Figure 3.7: Effect of Da for LW -CD2 scheme on numerical stability and
dispersion at Pe = 0.1. Figures are plotted at (a),(b)Da = 0.0 (LCDE),
(c),(d)Da = 0.1, (e),(f) Da = 0.5.
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it can be observed that a smaller critical Nc can be used for performing stable

simulations. In frame (d), the DRP region has significantly shrunk in comparison

to the LCDE case shown in frame (b). There does not seem to be much difference

for the q-wave region, Da = 0.50 LCDRE case is plotted in frames (e) and (f).

For frame (e), the DRP region has significantly shrunk with the increase of the

reaction source term, it now exists for a very small region, low values of CFL

and wavenumbers. The critical value of CFL significantly reduces to Nc = 0.775.

Finally, in frame (f), the DRP region shrinks further and hardly exists for the

case chosen. Throughout all the figures, the q-wave region indicated by the blue

shaded area remains almost unchanged.

Similarly, the effect of Da on the numerical stability as well as dispersive

properties are shown in Fig. 3.8 for the TTGC-CD2 scheme for different values

of Da, at a fixed Pe = 0.1. In frames (a) and (b), the plots for Da = 0 are

again recalled, i.e. the LCDE. As explained before, in frame (a), there exists

a large DRP region for all values of Nc for low wavenumbers (here the DRP

region exists for a lower wavenumber range than that observed with the LW-

CD2 scheme). At this value of Pe, there exists an instability region and the

critical value of Nc equals 0.740. This critical value for the TTGC-CD2 scheme

is lower than the critical value (0.895) for the corresponding case with LW-CD2

scheme. In frame (b), there exists a q-wave region shaded in blue. It exists for

all values of Nc at high wavenumbers. In frames (c) and (d), the property charts

are shown for Da = 0.1 and exhibit lesser difference than the one observed for

the LW scheme. In frame (c), there is negligible difference in the DRP region

and the critical value of CFL has reduced to Nc = 0.725. In frame (d), the DRP

region has shrunk significantly and the q-wave region has also reduced slightly

especially for low values of Nc. In frames (e) and (f), Da = 0.50 is plotted.

Significant differences are observed especially for the DRP region. In frame (e),

the DRP region has shrunk significantly with the increase of the reaction source

term strength, yielding a critical value of Nc that has further reduced to Nc =

0.670. In the case of TTGC-CD2, the critical value of Nc is lower than the LW-

CD2 scheme as expected when the reaction source term is added. Finally, in

frame (f), the DRP region further shrinks and the q wave region also reduces for

low values of Nc.

Overall, similar trends are observed for both numerical schemes when we keep

increasing the reaction source term strength. The critical value of Nc for stable

simulations indeed keeps decreasing with increasing Da. This effect is observed to

be more critical with TTGC-CD2 scheme. The DRP regions in both the stability

and dispersive property charts decrease with an increasing strength of the reaction
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source term. Finally, the negative q- wave region is not greatly affected by the

reaction source term and almost remains unchanged for the LW-CD2 scheme.

While in the case of the TTGC-CD2 scheme, only small differences are noticed

at low CFL. In the analysis so far, a linear constant strength reaction source

term was applied which is not representative of real flames. In the next section, a

model is designed to mimic a more realistic reaction term allowing a GSA analysis

on a more realistic problem.

3.6 Analysis of 1D linear convection-diffusion-

reaction equation with a realistic reaction

term

The previous application focused on the LCDRE with a constant source term

which can be useful in terms of understanding. It is however not representative

of a flame problem. To be fully applicable and useful a necessary step is to recast

a flame problem in a LCDRE type that is amicable to such a numerical analysis.

The first objective of the following is to identify such a model.

First, considering a 1D fully premixed flame front as the target for theoretical

studies [51, 111], with adiabatic conditions, unity Lewis number for all species

and a constant diffusivity, D. The transport equation describing such a problem

can be reduced to the progress variable equation which reads [51]:

∂θ

∂t
+ v

∂θ

∂x
= D

∂2θ

∂x2
+ ω̇θ , (3.25)

where x, v are the spatial coordinate, the flame velocity, and ω̇θ is the progress

variable source term.

The progress variable source term is commonly modeled using an Arrhenius

formulation, depending on the temperature field T and an activation temperature

Ta: ω̇θ ∝ (1 − θ) exp(−Ta/T ) [51]. Another way to model such a reaction is to

find analytical functions for θ and ω̇θ which are solution of Eqn. 3.25. In this

spirit, Pfitzner et al. [110, 112] proposes, for example,

ω̇θ =
(ρusL)2

ρD
(m+ 1)(1− θm)θm+1 , (3.26)

where SL stands for the premixed laminar flame speed and m is a model coefficient

that can be tuned to match a reference Arrhenius like chemistry model, and which

will affect the laminar flame thickness. For any m value however, the laminar

flame will always propagate at the laminar flame speed sL specified in Eqn. 3.26.

Unlike the linear reaction source term of Eqn. 3.1, this formulation vanishes for
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(a) (b)

(c) (d)

(e) (f)

Figure 3.8: Effect of Da for TTGC-CD2 scheme on numerical stabil-
ity and dispersion at Pe = 0.1. Figures are plotted at (a),(b)Da = 0.0
(LCDE), (c),(d)Da = 0.1, (e),(f) Da = 0.5.
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θ = 0 as well as for θ = 1 and peaks inside a thin reaction zone, thus behaving like

a realistic combustion source term. However, such a model still renders impossible

the linearization and therefore precludes from performing a GSA analysis for such

a LCDRE.

To circumvent this difficulty while allowing a GSA analysis expressions for the

Fourier transform of ̂̇ωθ as a function of θ̂ is needed. To do so, an approximate

reaction term R is proposed. While doing so, it further is presumed that R is

also the result of the convolution of a high-pass filter B with the progress variable

front θ. That is:

R(x) = B(x) ? θ(x) , (3.27)

so that, R̂ is simply the product of B̂ with θ̂ (their Fourier counterparts),

R̂(k) = B̂(k)θ̂(k) . (3.28)

Note that, high-pass filtering of θ results in a R profile which goes to 0 in

the fully burnt as well as unburnt states and peaks inside the flame front. Note

also that if B is chosen so that R closely matches ̂̇ωθ, their spectral behavior are

expected to be the same and GSA can be performed by replacing ̂̇ωθ with the

expression of R̂ in Eqn. (3.28).

In the following, for simplicity B is chosen to be a first-order Butterworth

filter whose frequency response reads,

B̂(k) =
B0√

1 +
(
kc
k

)2
, (3.29)

where kc is the cutoff wavenumber and B0 its gain for k → +∞. Note that, kc

and B0 control the width and the amplitude of the approximated reaction peak

and they can be tuned to match a given Pfitzner source term, as illustrated in

Fig. 3.9 or more complex expressions if needed. For the specific case considered

in Fig. 3.9, the Pfitzner source term for m = 0.2, peaks inside the flame front and

decays to 0 in the fresh (left of the figure) and burnt (right) states as expected.

Furthermore, having kc = 265 m−1 and B0 = 3136 s−1, R clearly approaches

ω̇θ quite accurately. The computation non-dimensional Damkohler number, Da,

for this problem is given by Da = B0∗h
c

. The Damkohler number is directly

proportional to the amplitude of the approximated reaction peak, B0. The largest

errors arise near the cold boundary of the flame front and overall amount to less

than 5% of the maximum source term value.
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Figure 3.9: Profiles of progress variable θ (black), Pfitzner source term
ω̇θ (blue), filtered approximation R (orange, dashed), and error of the
approximation (green, values on the right axis) from the simulation of
a 1D propagating premixed flame. For visualization purposes, the last
three quantities are normalized by the maximum value of ω̇θ in the flame.

Using this reaction term, the expressions resulting from the use of the LW-CD2

scheme yield,

|Gnum| = 1− iNcsin(kh) + 2[ξcos(kh)− 1)] +Da ∗Nc ∗ τ (3.30)

where, τ = kh√
(kh)2+(kch)2

. Here, and in comparison to the previous case with a

linear reaction source term, an additional parameter τ expresses the wavenumber,

k, grid spacing, h, and dependency on the cutoff wavenumber, kc.

A direct consequence is that the non-dimensional phase speed reads,

cnum
c

= − 1

khNc

tan−1 sin(kh)Nc

1 + 2ξ(cos(kh)− 1) +DaNcτ
, (3.31)

while, the non-dimensional group velocity can be expressed as functions of the

real and imaginary parts of numerical amplification factor (Gr and Gi), as well

as the derivatives with respect to (kh) noted respectively, G
′
r and G

′
i, yields:

Vg,num
Vg

= − 1

Nc

GrG
′
i −GiG

′
r

(G2
r +G2

i )
. (3.32)

Introducing the non-dimensional parameters (Pe,Nc &Da) in Eqn. (3.30),

– 88 –



and further simplifying, obtains

ln|Gnum| = −
αnum
α

(kh)2Pe− B0num

B0

τ ∗Nc ∗Da. (3.33)

The non-dimensional numerical reaction coefficient can then be estimated by

evaluating the above expression for Pe = 0,

B0num

B0

= −
(
ln|Gnum|Pe=0

NcτDa

)
. (3.34)

The numerical amplification factor is noted to be the function of all the four

non-dimensional parameters, kh, Nc, Pe and Da while the non-dimensional nu-

merical reaction coefficient is determined by Nc and Da. By substituting the

numerical reaction coefficient in Eqn. (3.33) obtains the expression for the non-

dimensional numerical diffusion coefficient,

αnum
α

=
ln|Gnum|Pe=0 − ln|Gnum|

(kh)2Pe
. (3.35)

Looking at the expression for the numerical amplification factor for this model

with the LW-CD2 scheme, the effect of the reaction source term can be directly

observed by looking at Eqn. (3.33). The reaction source term plays an additional

effect that is similar to the diffusion term observed in the previous chapter. The

addition is here due to the dependency of τ , which is a function of k and kc.

Compared to the corresponding expressions for linear reaction source term, this

addition is expected to effect the stability limits differently.

3.6.1 Extension to a reacting Navier-Stokes CFD

In the following, the propagation of a 1D fully premixed flame is simulated using

the AVBP code [113, 114] by use of the LW-CD2 scheme that is second-order

accurate in space and time. Only the LW-CD2 scheme has been shown here.

The same has be successfully done for TTGC-CD2 scheme but has not been

presented in the manuscript as they show identical trends following the property

charts for TTGC-CD2 scheme. This test case is used to validate the findings

from the property charts explained above. To do so, the problem is discretized

on a uniform mesh with a grid spacing h = 20 µm and for a total length of

L = 20.48 mm. The fresh mixture is a stoichiometric methane-air mixture at a

temperature T = 300 K and pressure P = 1 bar. Combustion is modeled through

a single irreversible chemical reaction CH4 + 2O2 → CO2 + 2H2O. The species

reaction rates are computed using the Pfitzner source term with m = 0.2 (as

shown before), leading a laminar flame thickness δL = 940 µm. NSCBC inlet and
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outlet conditions [115] are imposed at both ends of the domain. With an initial

flow at rest, the flame propagates towards the inlet at its laminar flame speed

sL = 0.38 m s−1.

Figure 3.9 shows the profiles of the progress variable θ, Pfitzner source term

ω̇θ along with its filtered approximation R. As said previously for kc = 265 m−1

and B0 = 3136 s−1 ( as used before), R approaches ω̇θ with a very low error.

As all these parameters are fixed to match the theoretical Pfitzner model, the

computational Damkohler number is also fixed, Da = B0∗h
c

= 0.0009485 for the

present problem. Note that, the affect of this reaction source term is tested later

on by solving another problem at a higher value, Da = 0.9485. For both the cases,

the value of Pe is much smaller than the value of CFL because the viscosity of

air (α) is of the order of 10−5 kg
m∗s .

The stability limits for the problem chosen in the Nc − Pe plane is shown

for the first case Da = 0.0009485 (solid line) and for the previously show LCDE

problem (dashed line) using the LW-CD2 scheme are shown in Fig. 3.10. The

stability curves are zoomed in for low values of Pe, as we are using air in this case

as mentioned before, also we zoom at the stability limits of Nc around unity to

show effect of the reaction source term. The contours of |Gnum| > 1.0 corresponds

to numerical instability and is shaded in orange color. The two distinct lines show

that even at such small values of Da, there is an effect on stability limits, although

not a huge difference. The critical value of NC reduced from Nc = 1 for LCDE

to Nc = 0.992 for LCDRE at this low value of Da. As the values of kc and h are

fixed, kc∗h is no longer a variable in the expressions for τ as discussed before. For

the LCDRE case, Da being fixed, Nc = c∆t
h

and Pe = α∆t
h2

become only functions

of the time step (∆t) to be chosen to perform the simulation.

Two test cases are and identified on the stability plots, 3.10, the details being

given in Tab. 3.1. The two cases are solved by applying a slightly different

constant time step ( see Tab. 3.1). The first test case chosen, case (a) is a case

which would have been stable for LCDE but due to the additional source term,

here it is unstable as the operating Nc is above the critical value of Nc. This

corresponds to a case with a constant time step, ∆t = 2.13 x 10−7. The second

case chosen, case (b), should be stable for the low Da value, LCDRE case with

∆t = 2.10 x 10−7. In this case, the operating Nc is within the value of the critical

Nc. Next, let us validate these findings from the property charts by solving a

reacting plane flame in a chamber using Pfitzner model.

First, case (b) with ∆t = 2.1 x10−7 results are discussed, which according

to the stability chart should be a stable simulation. Fig. 3.11 shows the line

plot along the center-line of the domain of temperature in frames with the times
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Figure 3.10: Stability curve for the cases at Da = 0.0009485 for the LW-
CD2 scheme compared with the LCDE case. The regions of numerical
instability are colored in orange.

Table 3.1: Different values of time step used and the stability prediction
obtained from GSA analysis at Da = 0.0009485.

– 91 –



(a) (b) (c)

Figure 3.11: Line plots of temperature along the center of the domain for
the 1D fully premixed cases solved using AVBP at the mentioned times.
This simulation was performed with the fixed time-step of ∆t = 2.1 x10−7,
case (b) which is a stable time-step for this problem.

(a) (b) (c)

Figure 3.12: Line plots of temperature along the center of the domain for
the 1D fully premixed case solved using AVBP at the mentioned times.
This simulation was performed with the fixed time-step of ∆t = 2.13 x
10−7, Case (a) which is an unstable time-step for this problem.

mentioned in the frames. When the simulation is run for even long time, the

temperature curve is stable and the flame is moving left towards the reactants.

There is no disturbances or error noticed for this case when solving the reacting

NSE problem.

Fig. 3.12 shows the line plot along the center-line of the domain of tempera-

ture in frames for case (a) with the times mentioned in the frames. The time

step used for this present simulation is ∆t = 2.13 x 10−7, which according to

property charts, should be a unstable simulation. Immediately, we can observe

that within small time (few iterations) , instability is noticed in frames for both

the temperature field and this results in solution blow up very soon afterwards

in a few iterations. These oscillations start at the burnt gas and start disturbing

the entire domain as can be seen through the movement of the oscillations. The

values start increasing rapidly which eventually leads to solution blowup. So,

by keeping everything else constant, and just by increasing the time step very
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Figure 3.13: Stability curve for the cases at Da = 0.9485 for the LW-CD2

scheme compared with Da = 0.0009485 and LCDE cases. The regions of
numerical instability are colored in orange.

slightly, we go from a stable configuration (case (b)) to an unstable one (case

(a)) and thus validates the findings on stability obtained by the GSA analysis for

this realistic model and shows the importance of such an analysis when solving

reacting flows.

3.6.2 Effect of reaction source term on stability limits

The same test as in the previous section, is addressed here increasing the am-

plitude of B0 by a factor of 1000. Since, the term B0 only appears in the for-

mulation for Da, everything else remains the same. The resulting value of Da

is now Da = 0.9485. Similarly, as in the previous case, the stability contours in

the Nc − Pe plane are shown in Fig. 3.13 for the LW-CD2 scheme. The stability

limits, as shown in the previous subsection corresponding to LCDE and low value

of Da = 0.0009485 are shown along with the new stability limits for the case at

a much more realistic Da = 0.9485. At this value of Da, the critical value of Nc

that can be used for stable simulations has reduced significantly from Nc = 0.992

( for low value of Da) to Nc = 0.786.

Three test cases are marked and detailed as given In Tab. 3.2. The first two
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Table 3.2: Different values of time step used and the stability prediction
obtained from GSA analysis at Da = 0.9485.

(a) (b) (c)

Figure 3.14: Line plots of methane mass fraction (YCH4) along the center
of the domain for the 1D fully premixed case solved using AVBP at
the mentioned times. This simulation was performed with the fixed
time-step of ∆t = 1.6 x10−7, case(c) which is a stable time-step for this
problem.

cases, cases (a) and (b), are the same cases which were chosen before. However,

at this value of Da, both cases are unstable as the operating value of Nc is much

higher than the critical value of Nc. An additional case chosen, case (c), should

be stable for this higher Da value, LCDRE case with ∆t = 1.60 x 10−7. In this

case, the operating Nc is within the value of the critical Nc. In conclusion, when

the reaction source term was increased by a factor of 1000, the time step of stable

simulation reduced from ∆t = 2.10 x 10−7 to ∆t = 1.60 x 10−7.

Fig. 3.14 shows the line plot along the center-line of the domain of methane

mass fraction with the times mentioned in the frames for case(c). The time step

used for this present simulation is ∆t = 1.6 x 10−7, which according to property

charts discussed in the previous section should be a stable simulation. This is

validated by the results plotted here for time evolution of fuel mass fraction.

When the simulation is run for long time, the mass fraction curve is stable and

the flame is moving left towards the reactants. There is no disturbances or error

noticed in the simulation performed..
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(a) (b) (c)

Figure 3.15: Line plots of methane mass fraction (YCH4) along the center
of the domain for the 1D fully premixed case solved using AVBP at the
mentioned times. This simulation was performed with the fixed time-
step of ∆t = 2.1 x10−7, case (b) which is a unstable time-step for this
problem.

Fig. 3.15 shows the line plot along the center-line of the domain of fuel mass

fraction with the times mentioned in the frames for case (b). The time step

used for this present simulation is ∆t = 2.1 x 10−7, which according to property

charts, should be a unstable simulation. Initially, the flame is moving towards

the reactants, however, oscillations start appearing in this simulation in the fields

of temperature, pressure etc which causes a discontinuity and crash as shown in

frame (c). This time step corresponds to a stable simulation in the lower Da case

explained before. The discontinuity is clearly visible which causes the simulation

to crash. So, by keeping everything else constant, and just by increasing the

reaction source term, we go from a earlier stable configuration to an unstable

one (i.e. time step that was usable before results in a unstable simulation now).

GSA analysis shows the importance of such an analysis when solving simple

yet realistic, reacting flows. Here, in these studies the two variables that can be

modified are the time step or grid spacing which are inversely proportional to each

other. If timestep is increased we need to use a finer mesh to obtain instability.

It is clear that when solving reacting flows its crucial to have sufficient resolution

around a flame front otherwise we will run into trouble with stability of the

scheme. In realistic, huge simulations it is impossible to have such a small mesh

resolution throughout the domain. Therefore, its required to use a method like

adaptive mesh refinement during the simulation to be able to have a properly

resolved flame front. In the next part of the thesis, we will look at the algorithm

and implementation of dynamic mesh refinement in our work.
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3.7 Conclusions and Perspectives

GSA analysis is extended to the LCDRE now as it is important to perform the

analysis performed in the previous chapter ( CD equation) but for reacting flows.

First, a constant reaction source term is used for both LW and TTGC schemes.

The effect of the non-dimensional parameters on the amplification factor, group

velocity for both numerical schemes were analyzed. The property charts for both

the numerical schemes are compared to understand the differences in LW and

TTGC schemes. The affect of adding the reaction source term in this chapter is

analyzed on the property charts for both schemes - it results in the critical NC

value to reduce as the reaction source term becomes stronger.

A model with a realistic reaction term is designed: a reaction term formulation

which is faithful to realistic gaseous combustion chemistry is explained. This has

never been done before and is absolutely crucial for all future analysis using GSA

for practical reacting flow problems. Property charts were used to obtain the

stability limits for this model and then these findings were validated by solving a

fully 1D premixed flame in a chamber. The effect of the reaction source term is

studied on the stability limits and is validated using the same 1D premixed flame

in a chamber. By increasing the reaction source term, a higher resolution or a

smaller time step is required to remain within stability limits. Through solving

the 1D premixed flame problem with NSE, it is evident that when solving reacting

flows its crucial to have sufficient resolution around a flame front otherwise we

will run into trouble with stability of the scheme. However, its is impractical to

have such a fine scale resolution when solving large scale-realistic reacting flow

problems. As a result, dynamic mesh refinement for realistic, large-scale reacting

flows is introduced next to tackle this problem.
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Part II

Dynamic Mesh Refinement
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Dynamic mesh refinement:
Methodology and simple

validation cases
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4.1 Introduction

In the previous two chapters, the numerical methodology and the spectral analysis

of numerical schemes used in AVBP are presented. Thanks to this new analysis,

it is confirmed that when solving reacting flows, it is essential to have sufficient

resolution to resolve the problem suitably and obtain accurate solutions. However,

only errors associated with the numerical schemes were discussed so far. Many

important flow physics and features also need to be captured to obtain an accurate

simulation for complex cases. Typically, time-dependent phenomena very often
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change position in a given computational domain i.e. moving boundary problems,

multi-phase fluid flows, shock-related problems, and many more. This is even

more important when dealing with cases of transient combustion problems. In

this last case, it is particularly difficult for a numerical problem to anticipate the

process due to the coupling of the flow with the flame front and their combined

effects. A huge challenge observed while solving these problems is the large scale

of motions involved and ensuring an adequate resolution beforehand is nearly

impossible unless a fully uniform mesh is used.

In this context, the main goal for the present work is to perform efficient

LES of reactive and turbulent explosion based test cases. During such explosions

of premixed gas mixtures, the main issue is the pressure increase (overpressure)

which needs to be properly captured since it controls the intensity of the explosion.

This overpressure can be fatal and cause the destruction of industrial facilities

and buildings. However, these overpressures are difficult to predict since they are

the result of complex and fully unsteady interactions between flame propagation,

turbulence and the geometry. Different effects like turbulence and reaction will

combine and affect the simulation. Two paths can be hence followed in terms of

spatial resolution to try solving such problems. The first option is to make a well

resolved mesh of the entire domain to ensure an accurate simulation. However,

it is very often not economically feasible to proceed with this route. The second

alternative is to track the important physics and adapt the mesh/grid dynamically

as the simulation proceeds. The use of the second alternative although attractive

requires however to understand the physics of importance for the underlying

processes and the importance of the overpressure.

In configurations used to study gas explosions, chambers usually contain solid

obstacles and the remaining volume is filled with a premixed flammable mixture.

An initial flame kernel is then locally ignited and propagates initially in a laminar

way in a flow initially at rest. In this phase, it is essential to properly resolve

the flame front. However, very often the flame is too thin and cannot be fully

resolved. A combustion model called the Thickened Flame model (TFLES) can be

introduced to overcome this deficiency [116]. In this particular model, the flames

are indeed artificially thickened so that the front is resolved on the available

mesh without modifying the 1D laminar flame speed. As time evolves and the

regime of combustion can change and it is essential to capture this thickened

flame accurately in the chamber. Naturally, the tracking and capturing of the

flame front becomes one of the necessary factors if a dynamic mesh adaptation is

to be used.
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As said before a critical phase is the transition of the laminar front to a

turbulent front. This turbulent propagation phase mainly depends on the inter-

action of the flame front with the obstacles and surrounding flow that becomes

unsteady or fully turbulent. Indeed due to the presence of obstacles, the flow

becomes nonuniform giving rise to distortions of the flame which result in further

modifications of the upstream flow. If turbulence is produced, the burning ve-

locity will increase. This in turn increases the upstream flow velocity, producing

more turbulence which further increases the burning velocity, and so on. There

is therefore a positive feedback mechanism that continually accelerates the flame.

This flame-induced turbulence leads to flames which can propagate at very large

speeds compared to a standard laminar flame. In the worst scenario, the initial

deflagration flame can even transition to a detonation. This acceleration of the

flame front by obstacle-generated turbulence is the reason for many severe real-

life industrial explosions [117]. For such cases, the main indicator of the quality

of a simulation is the flame position visualization (flame speed) with time while

the quantitative measure is the overpressure curve versus time. To calibrate and

compare these quantities effectively, it is clear that one needs to track the tur-

bulence generated by the interaction of the flow with the solid obstacles. As a

result, a robust mesh adaptation scheme can be applicable for such problems only

if the flame front and the turbulence generated in the chamber are tracked as the

simulation proceeds and used to adapt locally the mesh quality.

Based on the above description, it is clear that Adaptive Mesh Refinement

(AMR) or more generally the concept of changing the mesh resolution locally,

thereby, maintaining the fine resolution in regions where it is required while

keeping the mesh coarser everywhere else is key. Thanks to such an approach

the number of mesh elements can indeed be significantly reduced. Provided an

adequately refined initial mesh, it can be adapted while the physics of the flow

evolves on the fly during the simulation. It results in significant improvement

regarding memory at run-time as well as footprint compared to uniform meshes

based prediction. However, using AMR in a parallel and high performance com-

puting environments can yield substantial overhead due to mesh management dif-

ficulties and added CPU efforts. The advantages of using this method nonetheless

outweighs the increase in overhead and complexity of implementation. Indeed if

properly implemented, this approach requires less a priori knowledge on the evo-

lution of the solution for the given physical system to be simulated [118]. As

for the AMR implementation framework, it is usually eased thanks to available

AMR-specialized libraries such as BoxLib [119], AMReX [120], libMesh [121],

p4est [122], Peano [123], MMG [124] and others. Out of all of the libraries listed
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here, MMG was used in our setup due to the ease of coupling it with our in house

solver AVBP.

In this context, the AMR methodology and especially its implementation

need to be strictly analyzed. To do so, in the following, two different algo-

rithms are introduced and studied. One using a coupling with the YALES2

solver [125] (YALESadapt) and a second one using a library developed at CER-

FACS: Kalpataru (Treeadapt). The general steps in the algorithm laid out for

any dynamic parallel mesh adaptation coupled with a LES solver is first explained

in Section 4.2. This is followed by the discussion of the steps that are performed

at the solver level before entering the mesh adaptation cycle algorithm (mask

calculation based on the physics of interest, remeshing criteria triggering the

adaptation). Next, the steps involving the mesh adaptation cycle are explained.

The treatment and techniques followed to address differences in load balancing,

partitioning and interpolation are underlined in Section 4.4. For a first assess-

ment, two simple test cases are then chosen to validate the two tools. The first

test case is the 2D Karman vortex street for which the results are discussed in

Section 4.5.1. Finally in Section 4.5.2, a planar flame in a 3D chamber is simu-

lated to validate the results obtained from both techniques in a reacting context.

These simple test cases are chosen before moving on to complex reacting turbu-

lent test cases, which are discussed in the next chapter. The goal of the current

study is to implement an efficient mesh refinement algorithm and to implement

it successfully for explosion cases.

4.2 Algorithm for parallel mesh adaptation

The general steps involved in parallel mesh adaptation if to be coupled with

AVBP or any LES code solver are shown in Fig. 4.1.

The described logic applies to all tools discussed in this manuscript. Without

going into the technical details, the steps involved are:

1. At every time integration step, on the current mesh, one needs to calculate

sensors based on quantities of interest (QOI). Note that, the final sensor

used i.e. the concatenation of the previous measures for all points of the

mesh can be based on important flow features and is case specific.

2. Based on obtained values, a check is performed to see if we one is within the

allowable threshold of the sensor chosen. Note that these limiting values

are user defined and can be set according to the needs of the case.
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Figure 4.1: Overview of the iterative parallel mesh adaptation algorithm
used here to perform simulations.

(a) If adaptation is triggered, mesh adaptation is engaged as detailed in

step 3.

(b) If adaptation is not triggered, one goes back to step 1 for the next time

integration step.

3. Each process enters the adaptation procedure by calling the MMG library [126].

4. After adaptation, interpolation of the sensor field as well as the solution

field are produced to have solutions consistent with the adapted mesh.

5. The adapted mesh, the interpolated sensor field is once again verified to

check if one is within the threshold of the target value.

(a) If the objectives are not met, a mesh is re-partitioned and a new mesh

adaptation attempt using MMG is activated as detailed in step 3.

(b) If the target value is reached, the CFD solver proceeds to the next

time integration step to go back with step 1.

These steps are followed by any generic dynamic mesh adaptation scheme

irrespective of the LES solver. In Fig. 4.1, the first three boxes marked outside

the dashed black lines are performed at the solver level. These are calculated

at each time integration step and can be termed as ”precursor steps to the

remeshing algorithm and will be detailed next. In these steps, the parameters
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used to identify the important physics related to a problem are to be provided. For

any mesh adaptation algorithm to work successfully, this step is a key precursor

to obtain accurate results. In the next section, how the physics identified for the

problem is converted into a mask will be detailed.

In Fig. 4.1, the steps involved in the adaptation cycle are marked by the

dashed solid black lines and they are performed by external softwares coupled

with the LES solver. These steps can be performed by either of the mesh adap-

tation algorithms (YALESadapt or Treeadapt) and these are explained later in

Section 4.4 and are termed as ”remeshing algorithm”.

4.3 Precursor steps to the remeshing algorithm

The steps prior to the mesh adaptation call, are common to both mesh adaptation

techniques. All of the following parameters are important and required before the

mesh adaptation procedure can be initiated.

4.3.1 Identification of the physics of importance

The proposed mesh adaptation strategy relies on a mesh refinement procedure

which can be applied to complex turbulent reacting flows. The criteria used to

adapt the mesh should therefore be based on the important physics of such a

problem [127]. This guides the choice of specific parameters also called Quantity

of Interests which help highlighting all the important regions of flow associated

with the specific problem and which eventually need to be modified through

the mesh refinement process. In the cases of turbulent combustion, the two

key parameters are the flame and the turbulence. The procedure to capture

these quantities are detailed next. To accurately capture the proper simulation

behavior, the mesh indeed needs to be refined enough in spatial zones where the

flame and/or turbulence are of importance and present.

After identifying the right QOIs [128, 129] for explosion cases, the refinement

algorithm is used in an iterative manner. Indeed fields/QOIs are calculated on

a given initial mesh. To target zones that need to be refined given a mesh size

and distribution, the concept of mask needs to be introduced. A mask M will

indicate which zone needs to be refined, i.e where the mesh size should reach the

target mesh size. The mask field will hence take values between 0 (where we

want a coarse mesh) and 1 (where we want a refined mesh). For the problems

discussed before, this mask field M is decomposed into a flame mask Mflame and
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a turbulence mask Mturb, computed individually, and then assembled to get the

final mask used in the adaptation algorithm. The strategy used to build the flame

and turbulent masks is described in the following.

Flame detection and Flame mask

In LES of combustion problems, usually the flame is too thin and cannot be fully

resolved. Therefore, a commonly used combustion model called the Thickened

Flame model (TFLES) is used to overcome this deficiency [116]. In this par-

ticular model, the flames are artificially thickened so that the flame is resolved

on the mesh without modifying the flame speeds [68, 130, 131, 132]. The flame

is thickened by applying a thickening factor F to the diffusion terms while the

reaction rates are divided by the same factor. This provides a flame propagating

at the same laminar flame speed s0
l as the non-thickened flame but its thick-

ness is increased and becomes δ1
L = Fδ0

L, alleviating the local mesh resolution

requirement.

In such simulations, to guarantee that the flame is sufficiently resolved, 5

points (nF = 5) are usually needed in the flame front [133]. With such an objective

if δ0
L is known, the value of the thickening factor F becomes a function of the

desired number of points in the thickened front relative to the reference laminar

flame and available local grid size. The local thickening factor F will therefore

vary both in space and time due to the local grid variations.

In terms of approach the local thickening factor F is applied at the flame

front thanks to a sensor which depends on the local temperature as well as mass

fractions. This location is determined by a sensor θF which compares a local

pseudo reaction rate of the flame Ω to a reference value Ω0 extracted from a 1D

laminar flame at the same operating conditions:

θF = tanh

(
β

′ Ω

Ω0

)
, (4.1)

where β
′

is a constant and always set to 50. This value was chosen via expe-

rience from all reactive AMR simulations using YALES2 and Ω is defined as,

Ω = Y nF
F Y nO

O exp

(
−Γ

Ea
RT

,

)
(4.2)

with YF and YO, the fuel and oxidizer mass fractions, Ea, the activation energy

and T , the temperature. θF is called the flame sensor in the TFLES model [134]

and is used to locate the flame and determines where thickening should be applied.
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The flame location being found using θF , it can also be used to create a mask

following:

Mflame = MAX(0.0,MIN(1.0, (θF ∗ 10.0))) (4.3)

This mask takes by definition a value of 1 inside the flame and 0 outside with

a smooth transition thanks to the hyperbolic tangent of Eq. (4.1) on either side

of the flame front. The factor 10 of Eq. (4.3) is here used to sharpen the mask

around the transition region of the flame sensor.

Thanks to this mask, a fixed thickening factor (corresponding to a fixed tar-

get mesh resolution) can be introduced to indicate the target and desired grid

resolution of the simulated flame. This user defined parameter can then be easily

adapted so the grid resolution can be locally obtained only at the flame front

location.

Turbulence detection and Turbulence mask

The issue of turbulence detection is a broad topic and many criteria already

exist. In AVBP, the detection of the turbulent zones for explosions is proposed

to be based on a vorticity criterion. Mathematically, the vorticity of a three-

dimensional flow is a vector field, usually denoted by ~ω, defined as the curl of the

velocity field ~v.

where, ~ω = (ωx, ωy, ωz). Using these vorticity components, the magnitude of

vorticity (|~ω|) is a quantity that is closely linked to the zones where turbulence

appears. In all of our simulations, the turbulence mask is activated using a

threshold value i.e. a reference simulation is first used to pinpoint regions of

vorticity and based on these results a threshold for vorticity is chosen to trigger

an adapted simulation and a mask can easily be defined as,

Mturb = MAX(MIN(
|~ω| − ωthresh
ωthresh

, 1.0), 0.0) (4.4)

With such a method, the mask Mturb is dependent on this chosen threshold

of vorticity magnitude and is always between 0 and 1. The value of the thresh-

old is however dependent on the configuration and needs to be adjusted on a

case-by-case basis. In most cases, a preliminary simulation, possibly without

AMR is required to obtain an appropriate estimate of the threshold to be applied

subsequently to all AMR based simulations.

When the mask is unity as in the case of the flame based sensor the mesh is

refined to match the minimum edge length and the mask is zero in regions where

the mesh will remain at the original edge length.
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Having defined both masks, Mflame and Mturb can be used simultaneously

in some cases to obtain a final mask (M) that is passed to MMG for mesh

adaptation.

M = Mflame ∪Mturb (4.5)

Wherever either of the masks are unity, the final mask is set to unity and

only when both masks are zero, the final mask value is also set to zero. Just

like these respective scalar masks, Mflame and Mturb, when M unity, the mesh is

refined to the minimum edge length and where it is 0, the mesh is left unchanged.

This mask is calculated at every time step of our simulation. However, to make

sure that the cost of remeshing does not exceed the one induced by performing

a simulation on a uniform mesh, a remeshing criteria is introduced next to have

control on the remeshing frequency: a remeshing threshold, Mthres.

4.3.2 Mesh adaptation triggering

Mesh adaptation can theoretically be applied at every time step during the sim-

ulation, however it is not economically viable to do so. As a result, an important

parameter usually introduced to limit the cost of triggering an adaptation at every

time step attempts to control the frequency at which the mesh is adapted. This

remeshing threshold (Mthres) needs to be chosen optimally so that the simulation

is efficient while not compromising accuracy. To do so, the following measure at

the nth time step is proposed,

M∗(n) =

∫
V
|M (n)

t −M0|dV∫
V
M0dV

. (4.6)

Here, the initial mask field noted M0, is fixed and does not change in time

while the current mask field at time t (nth time step) is noted M
(n)
t . Mt is updated

at each iteration and follows the evolution of the quantities of interest.

From these two quantities, M∗ can be calculated at each iteration to quantify

the deviation between the two quantities. The variation of M∗ can then be

compared to a user input value Mthresh, the remeshing threshold (acceptable

deviation of mask), With the objective that when M∗ is larger than Mthresh,

mesh adaptation has to be triggered. Note that after each adaptation, the mask

M0 is updated and set equal to Mt so the check can go on for the mesh at the

next iteration of the solver as shown in Fig. 4.2. Based on experience and test

cases, acceptable remeshing threshold values range from 2.5% to 5.0%. This

corresponds that the current mask and the initial mask should stay within the
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remeshing threshold value, if this is not true, mesh adaptation loop needs to be

called.

Figure 4.2: Schematic showing the triggering of mesh adaptation pro-
cess.

It is clear that the mesh adaptation process as described previously is de-

pendent on user defined parameters such as Mthres, creating one of the following

conditions if not set appropriately:

1. For a value of Mthresh that is too high, the current mask may deviate signif-

icantly from the initial mask which means that the phenomena of interest

will potentially no longer be located in the refined parts of the mesh and

yield inaccurate results.

2. For a value of Mthresh that is too low, the mesh adaptation will be too

frequent resulting in increased computational costs.

4.4 The Remeshing algorithm

At this point, we have reached the stage where a mesh adaptation cycle can be

triggered as shown by the dashed black lines of Fig. 4.1. In the proposed algo-

rithm, MMG is a key tool which is used to perform the adaptation. Static mesh

refinement using MMG [126] along with the use of AVBP has been performed

and validated at CERFACS [135] successfully before. The results demonstrated

that sensor and adaptation approaches produce the desired local mesh refinement

to match target losses measured experimentally [135]. In such a process, MMG

produces isotropic meshes using a provided mask field. This software is based

on local mesh modifications and a Delaunay kernel [136] to insert vertices [126].

However, MMG has a limit as of today: it is not a parallel library. There is no

parallel management of the remeshing process nor load balancing management.

In its basic version, MMG, is a single process shared memory tool. A parallel

version has been developed since but it was not present at the beginning of this

work. In terms of algorithms investigated here, there are two pipelines by which
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the entire mesh adaptation algorithm can be performed using MMG. The ob-

jective of the present discussion is hence to evaluate both methods in terms of

performance and accuracy.

First, the parallel implementation of MMG already carried out with the

YALES2 code is coupled to AVBP [125]. To do so, people at CERFACS (Dr.

Olivier Vermorel and Dr. Antony Misdariis) have coupled the solver YALES2 to

manage the remeshing library MMG for massively parallel computations. This

YALES2-coupled version is indeed able to use multiple processors with distributed

memory. The coupling of AVBP and YALES2 using MMG is hereafter named

YALESadapt and is one of the two techniques used to perform parallel mesh

adaptation for a variety of reacting and non-reacting flows in the present and

following chapters. However, due to copyright limits rights to YALES2 as well as

the need to support YALES2 on top of AVBP, a second in-house methodology

has been designed and implemented. Treeadapt is the second mesh adapta-

tion technique tested here. Note that Treeadapt is a novel topology-aware online

parallel mesh adaptation framework. This feature of Treeadapt is made possi-

ble using the in-house open-source parallel unstructured mesh partitioning and

load-balancing tool TreePart [137]. This adaptation framework uses an iterative

algorithm which leverages any given serial adaptation tool to obtain a massively

parallel mesh adaptation while taking care of the load-balancing and global mesh

data.

Figure 4.3: Overview of the iterative parallel mesh adaptation algorithm
used in Treeadapt/YALESadapt.

Although the general algorithm of both pipelines is quite similar, small dif-

ferences are present and listed below and described in Fig. 4.3 for Treeadapt as
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well as described by Fig. 4.4. For the sake of the two algorithm descriptions, one

presumes that the mask M is available and the remeshing threshold described pre-

viously are met so that mesh adaptation calls to YALESadapt or to Treeadapt

are triggered. In such cases:

1. Each process of the simulation calls the MMG [126] library while freez-

ing the subdomain/processor boundary nodes to produce a new processor

subdomain mesh.

2. The CFD solution and masks are interpolated on the newly obtained mesh

i.e. corresponding to the union of all new subdomain node redistribu-

tion/adaptation with fixed boundary nodes. If the target mask value is

not reached, one moves to the step 3 otherwise, moves to step 4.

3. Load balancing and re-partitioning is called so that frozen subdomain bound-

ary nodes become subdomain interior nodes. This step is needed to ensure

that frozen mesh nodes can be adapted by moving back to step 1.

4. The desired adapted mesh has been obtained. The next time step of the

CFD solver can proceed and the process repeats until adaptation is triggered

again.

(a) (b)

Figure 4.4: Adaptation interface using AVBP, MMG and (a) YALES2
and (b) Treeadapt.

It is important to underline that the complete parallel mesh adaptation al-

gorithm procedure is an iterative procedure, which includes successive calls to

the MMG library by each processor till a certain target or conditions are met.

The previously described process is common to both adaptation tools i.e. YALE-

Sadapt and Treeadapt, although, differences exist. The small differences in the

way YALES2 and Treeadapt are coupled with AVBP and MMG is shown in
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frames of Fig. 4.4. There is clearly an extra step involved in YALESadapt, every

time MMG library is called where the grid is converted from a AVPB format to

YALES2 format and vice-versa and is marked in blue in Fig. 4.4 (a). In both

the frames all the ”Precursor steps to the remeshing algorithm” are marked in

green and are identical for both adaptation techniques. While all the steps in-

volved in ”The Remeshing algorithm” are marked in grey and are performed by

using MMG. Note that, in YALESadapt, an additional quality check of the mesh

is performed: the skewness of mesh cells are verified to comply with YALES2

requirements.

The key differences when using either adaptation technique lie in the way

partitioning, load balancing and interpolation are performed (Fig. 4.3). For par-

titioning and load balancing, Treeadapt uses a parallel hierarchical graph par-

titioner, while YALESadapt performs a serial partitioning using METIS [138].

For interpolation, Treeadapt uses the limited weighted least square interpolation

method [139, 140, 141] while YALESadapt uses a simple linear interpolation.

The data partitioning approach in both Treeadapt and YALESadapt are detailed

next.

4.4.1 Data Partitioning

Hierarchical Partitioning: Treeadapt

As mentioned earlier, Treeadapt uses a topology-aware hierarchical unstructured

mesh partitioning and load-balancing algorithm. To do so, it interfaces existing

partitioning libraries like Zoltan [142], ParMetis [143] and provides a scalable

infrastructure for use with high MPI rank counts. This method has been suc-

cessfully used to partition up to 128K domains. With this new approach, the

hwloc [144] library is used to query about the hardware hierarchy to build inter-

nal hierarchical MPI communicators for each level at run-time. The unstructured

mesh is hence used as input via distributed chunks which can then be partitioned

in any of the hierarchical levels by simply selecting the appropriate one.

There are two types of hierarchical communications in Treeadapt : (a) aggre-

gation and (b) cascade. In the aggregation process, the data in a bottom level

hierarchy is aggregated and moved to a top level hierarchy while the cascade

process does exactly the opposite. Both operations are highly scalable because it

does not involve network traffic across a node. The data used for the aggregation

or cascade is called the payload. Any operation across a node is only performed

at the top-most level. This way, the number of ranks that participate can be

controlled or restricted in global communications to reduce network traffic.
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In Treeadapt, domain decomposition is used for partitioning based on the

hardware. The structure of the MPI tree topology is as follows. Nodes are the

individual computing units connected by a common network to create a com-

puting pool or cluster: each node being made up of multiple computing units

(CPU) called sockets sharing a common NUMA memory pool. A socket com-

prises multiple cores that can simultaneously execute instructions. An example

of the architecture and its topology is shown in Fig. 4.5. For the three level hi-

erarchy shown in Fig. 4.5, one creates three MPI communicators, namely node,

socket, and core communicators. Except for the node communicator, the socket

and core are local to the node.

Figure 4.5: Structure of hardware topology for MPI Tree.

The partitioning then starts at the top most level of the topology referred to

as the bootstrap partition level (BPL). To start the process at BPL, one requires

an approximately partitioned mesh to be available as shown in Fig. 4.6. The

payload can hence be positioned in any arbitrary level (usually the bottom-most

level) and one has to aggregate the payload to the BPL. Based on the user input,

a particular partitioning scheme is chosen and the mesh is redistributed based

on the new partitioning. An illustration of this procedure is shown at the top of

Fig. 4.6. After partitioning at the bootstrap level, there are two ways to proceed,

(1) cascade equal chunks of mesh to the next level and perform distributed parallel

partitioning or (2) perform a shared-memory parallel partitioning in the current

level and cascade partitions to the next level. An illustration of both approaches

is also shown in Fig. 4.6. Approach (2) is definitely more attractive as MPI

communication is completely avoided. The partitioner terminates upon reaching

the last level.
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Figure 4.6: Bootstrap partition and the two approaches (1) and (2) to
hierarchical partitioning considering two level node-socket hierarchy.

Two ways are available to interface the unstructured mesh data. In the library

approach, the mesh is assumed to be already divided among all the participating

ranks (lowest level) and is supplied to Treeadapt using a ParMETIS style func-

tion call to generate a refined partition. ParMETIS extends the functionality

provided by METIS and includes routines that are especially suited for paral-

lel AMR computations and large scale numerical simulations. Then the mesh

data is aggregated to BPL to start the partitioning process. In the second ap-

proach, a standalone tool is used which can read two popular mesh/grid formats

CGNS [145] meshes or the in-house HiP HDF5 unstructured mesh format [146].

For the following analysis, the library approach is used to interface with the

AVBP solver.

Partitioning using METIS: YALESadapt

In YALESadapt, the partitioning is performed in a serial way using METIS [138].

Note that, it is critical to design algorithms that are able to produce good par-

titioning of highly unstructured graphs for efficient solvers and applications on

parallel computers, especially when using solvers based on finite element meth-

ods. The distribution must be done in such a way, that one can have the same

number of elements assigned to each processor, thus minimizing the number of

adjacent elements assigned to different processors. Graph partitioning in that

case is used to successfully satisfy the above two conditions by partitioning the

finite element mesh with a graph, and then dividing it into equal parts [147].
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METIS is a package used for partitioning large irregular graphs, large meshes,

and computing fill-reducing orderings of sparse matrices. The algorithms in

METIS are based on a multilevel graph partitioning and are described in de-

tail in [138, 148]. In traditional graph partitioning algorithms, partition of the

graph is computed by operating directly on the original graph. However, these

algorithms are often too slow and produce poor quality partitions. Multilevel par-

titioning algorithms take a completely different approach [138, 148, 149], which

reduces the size of the graph by collapsing vertices and edges, partition the smaller

graph, and finally refine/coarsen it to construct a partition for the original graph.

Various studies have shown that the partitioning done by METIS is con-

sistently better than those produced by other algorithms. These studies were

performed on a large number of graphs arising in various domains including finite

element methods, linear programming, VLSI. The partitions produced by METIS

are usually 10% to 50% better than those produced by spectral partitioning al-

gorithms [149, 150]. Studies on a wide range of graphs have shown that METIS

is also one to two orders of magnitude faster than other widely used partitioning

algorithms and the run time of METIS is comparable or even smaller than the

run time of some geometric partitioning algorithms that usually produce much

worse partitions. Also, the fill-reducing orderings produced by METIS are sub-

stantially better than those produced by other commonly used algorithms. For

different classes of problems arising in scientific computations, METIS is able to

reduce the storage and computational requirements of sparse matrix factorization

methods by up to an order of magnitude. In YALESadapt, partitioning is done

at 2 levels (cell groups and cells) and not on a single level. The load distribution

is done at cell group level.

4.4.2 Load-balancing

Hierarchical load-balancing: Treeadapt

Hierarchical load-balancing is one of the most distinguishing and novel feature

of Treeadapt. Mesh rebalancing using nodal and element weights in the tool has

been implemented so it can be used at any given hierarchical level. This allows

the user the advantage of using fast and scalable partitioning at the lowest level

more frequently. Treeadapt uses shared-memory parallel partitioning at lower

levels, as a result it totally avoids MPI communications as shown by Fig. 4.7.

The rebalancing cost is thereby drastically reduced since the movement of data

within the node is restricted. The expensive node level rebalancing of the mesh

can be performed less frequently to considerably reduce the rebalancing cost.
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Note that users can optimize the rebalancing frequency across levels for their

specific application to achieve significant reductions in run-time.

Figure 4.7: Rebalancing at a shared memory hierarchical level is three
step process, aggregation, rebalance and cascade.

Load balancing using METIS: YALESadapt

The load balancing in YALESadapt is performed using METIS. This is required

to ensure that the grid remains properly balanced from one rank to another:

i.e. that all ranks have approximately the same number of tetrahedra. Another

thing that needs to be done at this step is to enforce that the interface boundary

nodes which were frozen are moved. To achieve this, one solution is to impose

strong weights at the connections between the elements at processor interfaces.

The load balancing algorithm will thus be strongly forced to place new interfaces

away from the previous interfaces. Thanks to this logic, the process can be

repeated till convergence is obtained. This method of ensuring that the frozen

nodes are adapted in the next sub-iteration. In YALESadapt, load balancing is

done at the cell group level to make sure that connectivity graphs of all elements

is not required.

4.4.3 Interpolation

Interpolation is an important step of AMR. The solution and the mask are indeed

interpolated every time an adaptation loop is produced. This can be furthermore

memory consuming as well as CPU intensive and thus needs to be handles with

care.

Limited weighted least-square interpolation: Treeadapt

In Treeadapt, a KDTree search [139, 140, 141] is applied to form the sten-

cil to which the interpolation technique is applied. A k-d tree (short for k-

dimensional tree) is a space-partitioning data structure for organizing points in
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a k-dimensional space. K-d trees are a useful data structure for several applica-

tions: searches involving a multidimensional search key and creating point clouds

for example. The k-d tree is a binary tree in which every node is a k-dimensional

point. Every node that is not a leaf can thus be considered as a splitting hyper-

plane that divides the space into two parts known as half spaces. Points on either

sides of this hyperplane are represented by a left subtree and a right subtree. The

hyperplane is chosen so that every node of the tree is associated to one of the

k-dimensions and the hyperplane is perpendicular to the dimension’s axis. For

example, if in a particular split the x-axis is chosen, all points in the subtree with

a smaller x value than the node will appear in the left subtree and all the points

with larger x value are placed in the right subtree. The hyperplane is set by

the x-value of the point and its normal is the unit x-axis. The multidimensional

binary search tree is a data structure for storage of information to be retrieved

by associative searches and is quite efficient in its storage requirements. Indeed,

a nearest neighbor query can be performed such that, given a distance function

D, a collection of points B (in k-dimensional space), a point P (in that space),

the nearest neighbor Q of point P in B can be found. More details about the

algorithm can be found in [139]. Using this methodology the stencil to perform

limited weighted least-square interpolation is formed.

With Treeadapt, the limited weighted least-square interpolation technique is

used to interpolate the mask and solution on the adapted mesh. Weighted least-

squares (WLS) estimation is an intuitive solution, which multiplies a weighting

matrix to residuals, making minimum modification to the original solution. The

weighted least-squares procedure is used to evaluate the derivatives of the fluxes

and the convention as shown in Fig. 4.8. The collection of neighboring points j of

point i are called the support stencil or connectivity of point i and is represented as

C(i). The polynomial least-squares for gradient approximation and interpolation

is used as follows:

a) Lets assume a first order polynomial variation of function f over the neigh-

borhood point i, have the form,

f = a(x− xi) + b(y − yi) + c(z − zi) + d. (4.7)

There are 4 values required to determine the coefficients a, b, c and d. However

in most cases, the number of neighbors i chosen are more than 4, which leads to an

over-determined system. One then uses the weighted least-squares approximation

and obtains the values of the coefficients of the polynomial as shown below,

– 115 –




Σwio Σwio∆xio Σwio∆yio Σwio∆zio

Σwio∆xio Σwio∆x
2
io Σwio∆xio∆yio Σwio∆xio∆zio

Σwio∆yio Σwio∆yio∆xio Σwio∆y
2
io Σwio∆yio∆zio

Σwio∆zio Σwio∆zio∆xio Σwio∆zio∆yio Σwio∆z
2
io



d

a

b

c

 =


Σwiofo

Σwio∆xiofo
Σwio∆yiofo
Σwio∆ziofo

 .
(4.8)

Figure 4.8: Least square procedure for flux derivative evaluation.

Note that Eq. 4.8 can be rewritten in the coefficient form,


d

a

b

c

 =


Σζiofo
Σαiofo
Σβiofo
Σγiofo

 , (4.9)

where, α, β, γ and ζ are the least-square coefficients for a given edge i0. The

interpolation values are then limited to be between the min/max of the stencil

while interpolating. Note that, when the stencil is deficient and don’t have 4

neighboring points to perform the interpolation, one can fall back to the inverse-

distance weighted average approach to perform the interpolation.

Inverse distance weighting (IDW) is a type of deterministic method for in-

terpolation with a known scattered set of points. The assigned values to the
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unknown points are calculated with a weighted average of the values available at

the known points. The name given to this type of method was motivated by the

weighted average applied, since it resorts to the inverse of the distance to each

known point when assigning weights. A general form of finding the interpolated

value u at a given point x based on samples ui = u(xi) for i = 1, 2, ...., N using

IDW reads,

u(x) =

{
ΣN

i=1wi(x)ui
ΣN

i=1wi(x)
, if d(x, xi) 6= 0 for all i

ui, if d(x, xi) = 0 for some i
,

where, wi(x) = 1
d(x,xi)p

is a simple IDW weighting function [151], x denotes

the arbitrary interpolated point, xi is the known point and d is a given distance

from the known point xi to the unknown point x. N is the total number of

known points used in the interpolation technique and p is a positive real number,

represented by the power parameter. In the above expression, weight decreases

as the distance increases from the interpolated points. The greater the value of p

is the greater is the effect of closer points to the interpolated point. The average

number of nodes considered for interpolation is 4.

Linear Interpolation: YALESadapt

In YALESadapt, interpolation of all numerical quantities is done from the initial

mesh to the adapted mesh at each sub-step, benefiting from the 2-level domain

decomposition to easily locate the nearest source tetrahedron/triangle from a

given destination element. Here, basic linear interpolation is used as the mesh

doesn’t usually change at a front or interface location when using dynamic mesh

adaptation, as a result linear interpolation has indeed been found to be suffi-

cient [125].

4.4.4 Other Parameters

Apart from the differences explained above there are additional parameters that

need to be explained and understood to fully understand the mesh adaptation

algorithms. Some of these parameters are common to both Treeadapt and YALE-

Sadapt while some are only used in one or the other.

– 117 –



Element growth rate

The element growth rate noted hgrad, is a parameter that is used in both Treeadapt

and YALESadapt. It represents the maximum size ratio between two adjacent

edges and allows a smooth transition between the refined and coarse mesh regions.

The values of hgrad can be set between 0 and 1: 0 leading to a homogeneous re-

fined mesh and 1 leading to a transition from the refined to the coarse mesh

using a factor of 2 in size along an edge. From a numerical point of view, this

parameter needs to be appropriate to avoid sharp transitions which could lead to

a loss of precision or could create numerical issues. For simulations with AVBP,

the maximum value recommended is 0.5 to avoid numerical issues. This is a user

defined threshold and for the simulations performed in this manuscript the value

was chosen to be 0.3. This parameter is used in both adaptation techniques and

is imposed every adaptation step but is not a thresholding criteria. The mask is

adapted a priori internally in MMG so that the resulting mesh conforms to this

value.

Target Mask deviation

A mask M defines the zones where the mesh needs to be refined, i.e where the

mesh size ∆x should reach the target mesh size ∆ref
x . The value ∆ref

x is a user

defined parameter and is also known as the min edge length. The target deviation

is the deviation between the target and the current edge size and is the check that

is used in both adaptation techniques before moving to the next time integration

step. The deviation has been set to 60 % by default through experience using

YALES2, although this value has no specific basis. As a result, the same value is

used for all simulations using Treeadapt and YALESadapt.

Check for skewness

In YALESadapt, there is an additional check that is performed and used to

modify the mesh on top of the check for the target deviation which is not done

in Treeadapt. A mesh optimization technique has indeed been developed and

used [125] based on the improvement of the cell skewness [152]. The skewness k,

is defined as the ratio between the difference of volume of an equilateral tetrahe-

dron of circumsphere k and the actual volume of k and volume of an equilateral

tetrahedron in the circumsphere of k = (
Vref−V
Vref

). This method uses edge swaps

and node re-allocations. In this approach, the new position of the vertex is found

so that skewness is improved of all the elements associated with the node. In
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YALESadapt, convergence is only achieved when the difference between the tar-

get and resulting masks (explained in detail later) is below a threshold value and

when the element skewness does not exceed a limit value. This is a user defined

parameter and the target value is usually set to 0.3 % to obtain accurate results.

All the key parameters and differences between both adaptation techniques hav-

ing been discussed, simple test cases are now produced and detailed thereafter to

validate the two techniques.

4.5 Validation of the adaptation tools

The goal of both chosen test cases is to validate the mesh adaptation algorithm

explained so far and to replicate results obtained elsewhere. These test cases are

furthermore chosen since they are ideal for testing both non-reacting and reacting

flows in a simple yet realistic environment.

The first test case addresses the 2D Karman vortex street problem while

the second test focuses on the propagation problem of a planar flame in a 3D

domain. The objectives are first to ensure that the physics of interest is well

captured meaning that the appropriate mask is selected and triggers correctly

mesh adaptation. At the same occasion, one can verify that simulations are more

effective when AMR is activated and if compared to reference results obtained

with a given high resolution mesh.

4.5.1 2D Karman vortex street

Multiple test cases have been studied using YALESadapt. These include a tur-

bulent plane jet, the flow in a meso-scale combustor [125] and fuel injection prob-

lems in aeronautical combustion chambers [153]. As a result, one focuses here on

Treeadapt. In this section, a 2D Karman vortex street problem is studied first

to validate the Treeadapt adaptation algorithm by comparing the prediction to a

reference simulation. The objective of this test case is to study the flow around

a cylinder at a Reynolds number of Re = 100.

In the methodology of dynamic mesh adaptation algorithm explained so far,

two quantities of interest are mainly used to obtain masks to be used for the AMR

procedure. The 2D Karman vortex street problem is an ideal candidate to test

non-reacting flows where the vorticity based sensor can be tested for a simple yet

realistic problem. In the Karman vortex street problem, the shedding frequency

of vortices released downstream of the cylinder can be used as a quantitative

measure to verify AMR against static-reference simulations.
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Numerical Setup

Figure 4.9: Schematic of the numerical domain for the 2D Karman
vortex street problem. The probe (point A) is located at the coordinates
mentioned.

Figure 4.9 shows a schematic of the computational domain used for the current

study. The flow direction is from left to right. A cylinder of diameter, d = 0.03 m,

is present in the center of the domain. The center of the computational domain

coincides with the center of this solid cylinder. The length of the domain is 1.8

m x 1.2 m in the x and y directions respectively. A probe (point A - marked

in Fig. 4.9) is located in the domain at the given coordinates to collect data. A

reason for selecting this location is that in the mesh adaptation cases, the region

lies in an area of the mesh that undergoes adaptation. Since it is important to

ensure that obtained flow properties are not affected by the mesh adaptation

methodology. Results obtained here should be independent of the method used

to produce the simulation results.

The mesh used for the reference simulation as well as the initial mesh used for

the adapted case with Treeadapt are shown in Fig. 4.10. The reference mesh has

approximately 110, 000 elements, while in the case of the adapted mesh the num-

ber of elements in the initial mesh is approximately 22, 000 cells. The difference

in resolution between the two meshes is shown in Fig. 4.10. The reference mesh

has the smallest cell corresponding to the min volume, volmin = 0.1395E−07m3.

While in the case of the adapted simulation, the smallest cell volume, volmin =

0.8828E − 07m3, yielding a volume of the smallest cell that is approximately 6

times that of the reference case.

As shown later, the adapted simulation proceeds using the mask based on

vorticity so the mesh adapts as the flow field evolves. The number of elements
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in the adapted mesh therefore keeps on increasing as the vortex train sheds and

propagates downstream the cylinder. The number of elements in the final adapted

mesh: i.e. at t = 0.25s is approximately 109, 000 which is close to the number of

elements of the reference simulation.

Figure 4.10: Comparison of initial meshes used in the (a) uniform ref-
erence simulation and (b) adaptation simulation using Treeadapt.

For the specific problem simulated here, an inflow velocity of U0 = 50 m/s

is imposed at the inlet. In the computational domain, ambient conditions of

pressure and temperature are applied: P = 1bar, T = 300K. Air (Yair = 1.0)

fills the entire domain at all time.

In terms of boundary condition specification, the flow going from left to right,

inlet non-reflecting condition with a prescribed velocity is set on the left and

an outlet is set the right using a non-reflecting condition with a relaxation on

pressure. The top and bottom sides of the computational domain are set as outlet

boundary conditions with relaxation on pressure set at ambient conditions. The

solid cylinder is prescribed to be no-slip adiabatic wall condition.

For numerical integration, a centered continuous Taylor-Galerkin scheme that

is third-order in space and time [68] is used. Note finally that no LES model is

used the problem being highly resolved and with a low Reynolds number. We are

here in the context of DNS and turbulence modeling is not required.

Quantity of interest

The test case is non-reacting, so the area of interest is based on the flow evolution

around and downstream the cylinder. In the early phase, the wake of the cylinder

is expected to oscillate with a very small amplitude. With time, the oscillation

amplitude increases until vortices shed periodically in the wake of the cylinder.

To adapt the mesh to such a physics, a QOI is needed and chosen here to be

based on the vorticity to capture the expected periodic shedding of vortices in

the wake. For the case of interest, an appropriate vorticity threshold of is chosen
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so all the important features of the flow are captured as seen in the reference

simulation without mesh adaptation. A vorticity threshold of ωthresh = 250s−1

is here used. This threshold is needed to normalize the vorticity magnitude

calculated during the simulation in the domain to obtain a mask between 0 and

1 as explained in Section 4.3.1. An illustration of the mask field around and

in the wake of the cylinder is shown in Fig. 4.11 . The minimum edge length

needed to limit adaptation is set to 5e − 4 m which corresponds to the mesh

resolution (∆xref = 0.0005 m) in the refined region of the reference simulation.

Other parameters needed for AMR are set such that: the element growth rate

hgrad = 0.3 and the target deviation is default value of 60%. The mask field

shown on Fig. 4.11 corresponds to a view taken at an early instant of the adapted

simulation showing that selected threshold values used are sufficient to encompass

the vortical structures of importance which eventually result in the periodic vortex

shedding.

Figure 4.11: Mask based on vorticity around a cylinder of diameter,
d, capturing the periodic shedding of vortices from the wake of the
cylinder.

Results

The following discussion describes in more details obtained results. Prior to de-

tailed flow snapshot comparisons, more quantitative results are probed. Typically,

Fig. 4.12 shows the temporal evolution of the stream-wise velocity value taken

at the probe location A [154]. This point is chosen as it is slightly outside of the

wake and it maximizes the influence of the upper vortex street. As anticipated,

after some time, the amplitude of the oscillation has reached a periodic regime

and vortices are shed into the downstream flow on either sides of the cylinder.

As seen from Fig. 4.12, the trends of the registered stream-wise velocity signal

at probe A for both the simulations are similar confirming the good agreement

between both simulations at this location. Similarly to the axial velocity signal,
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the temporal evolution of the pressure signal at probe location A is shown in

Fig. 4.13. In agreement with Fig. 4.12, both simulations reach a steady state and

a periodic oscillation clearly settles.

Figure 4.12: Temporal recording of the stream-wise velocity component
at the probe (point A) location for the reference and adapted simula-
tions.

Using the stream-wise velocity, U0, the non-dimensional Strouhal number can

be calculated as:

St =
fd

U0

. (4.11)

Here, f is the shedding frequency, d is the cylinder diameter and U0 is the

inflow velocity. The fundamental shedding frequency, f , can be easily obtained by

performing the power spectral density (PSD) of the stream-wise velocity temporal

recording. FFT is applied only to the periodic part of the signal as marked in

Fig. 4.12. For the reference simulation, a peak is observed at f = 274 Hz. In

the adapted case, where the initial mesh has only 20K elements, the retrieved

shedding frequency is around f = 257 Hz, yielding respectively St = 0.1644 and

St = 0.1542. Note that although the grid spacing for both cases is different

results appear very similar. This allows to conclude that we are able to obtain

the shedding frequency adequately with mesh adaptation.

Although the first analysis indicates a proper behavior of the AMR approach,

the analysis remains highly local and a more thorough analysis of the entire field
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Figure 4.13: Temporal recording of the pressure signal at the probe
(point A) location for the reference and adapted simulations.

Figure 4.14: Snapshots of the vorticity at the indicated times for the
reference and adapted simulations.

and simulation is needed. To do so, snapshots of the vorticity field for both

the reference and the adapted simulations at the indicated times are shown in
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Fig. 4.14. In the left column, the results for the reference simulation are shown

while on the right, the snapshots at the same time instants are obtained using

Treeadapt. In the early phase of each simulation, the wake starts to oscillate

with a small amplitude generating no clear vortex shedding. It is only later that

the amplitude of the oscillation increases and vortices are shed for both cases.

Note that it can be clearly seen that downstream of the cylinder in the case

of the adapted mesh, structures are dissipated throughout the duration of the

simulation. This is explained by the fact that the adapted mesh remains coarser

in this region at all instants. This potential deficiency is expected to disappear

for longer duration simulations so that the algorithm has time to adapt to this

convective process. Note however that despite this limitation, at t = 0.09 s, the

periodic shedding is present in both simulations, the vortical structures being

slightly more dissipated with AMR because of threshold value used potentially

induces a relatively coarse mesh resolution in that case in comparison to the

reference one.

Figure 4.15: Snapshots of the mesh at the same indicated times for the
reference and adapted simulations as shown in Fig. 4.14.
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All above comments are confirmed by looking at the mesh evolution for both

the reference and the adapted simulations at the indicated times as discussed

above and shown in Fig. 4.15. Again, on the left, one observes the reference

mesh which is static in time. Note that this mesh is created so that there is

enough resolution downstream the cylinder to capture the shedding of the vortex

and is the result of a mesh dependency study. On the right, the evolving mesh

issued by the use of Treeadapt is shown. In the initial time, the mesh is seen

to be adequately refined only near the cylinder and as the flow evolves the mesh

quality is improved as the vorticity based sensor captures all the features of this

test case.

Aside from the capacity to capture the proper local mesh resolution as a

simulation proceeds, a primary interest behind the use of AMR is the gain in

CPU cost of a simulation. To analyze such a feature, the iterations per second

for both the reference simulation and the adapted simulation are shown in frame

(a) of Fig. 4.16. The iterations per second of the reference simulation remains

constant throughout the simulation as expected. For the adapted case, it stays

above the reference case confirming the gain in overall cost by a factor of nearly

4 by the end of the simulation. Note that as the simulation proceeds, the number

of iterations per second with AMR keeps increasing. This is due to the fact that

the number of elements of the mesh decreases due to the adaptation process. As

said before, the vortical structures downstream of the cylinder are however not

fully captured by the sensor by the end of the simulation. As a result, vortices are

dissipated as observed previously. Reducing the vorticity threshold value could

help alleviating this deficiency, thereby increasing the area of adaptation and the

cost of the simulation. Likewise, having a longer simulation time keeping the

provided value will help attenuating this effect. It is hence clear that with AMR

there is a fine balance between minimizing the cost and maintaining the accuracy

of a simulation.

Another consequence of interest behind the use of mesh adaptation is shown

in frame (b) of Fig. 4.16. This figure provides the time step used for both the

reference and the adapted simulations. For the reference simulation, it is small

and constant at around t = 1.21e−7 s. For the adapted case, it is always larger by

nearly a factor of 2 and only varies slightly during the simulation confirming the

adequacy of the approach. It results that the total time taken for the simulation

with AMR is effectively 3.75 times faster than the reference simulation, the share

of time taken by the AMR procedure in comparison to the total compute time

being of the order of 12.0%.
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(a) (b)

Figure 4.16: (a) Iterations per second and (b) Time step for the reference
and adapted simulation using 5 processors.

To conclude, using an initially coarse mesh, one is able to obtain a reason-

ably accurate solution with Treeadapt and using a vorticity based sensor while

obtaining performance gains.

4.5.2 Propagation of 3D planar flame

The second test case addresses the propagation of a premixed 3D planar Methane/Air

flame and aims at validating the mesh adaptation tools for reacting flows. To do

so, a premixed planar flame is initialized in the domain at time t = 0. This

laminar planar flame will then advance in the domain at a known speed. In our

study, a reference uniform mesh and two AMR cases are used to track this moving

flamefront.

This simple case is chosen as a first step since it mimics well a realistic flame

behavior. Indeed the propagation of a laminar flame usually corresponds to the

first phase of an explosion test case. Another reason to use such a test case is

that although the flame is unsteady it should remain planar and move at a known

speed in the domain: This speed is effectively the difference between the upstream

fresh gas velocity and the laminar flame speed of the reacting mixture. Finally, at

any time instant the flame only occupies a small portion of the domain separating

the fresh from the burnt gases. It is hence beneficial to start with a coarse initial

mesh everywhere in the domain and use AMR only to track the flame and ensure

that a sufficient resolution is obtained thereby resulting in performance and cost

gains as well as a proper propagation of the front against the fresh stream.
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Numerical Setup

Figure 4.17: Schematic of the numerical domain for the 3D planar flame
in a chamber. The probe is located at the coordinates mentioned.

Figure 4.17 shows a schematic of the computational domain used for the

current study. The flame propagation direction is from right to left as indicated

by the arrow. The planar flame is initialized to be in the middle of the domain

at t = 0 as shown in Fig. 4.17. The chamber is 0.02 m in the x-direction, 0.012

m in the y-direction and 0.018 m in the z direction. Note that a probe (marked

in Fig. 4.17) is added at the coordinates (0.0075 m, 0.006 m, 0.009 m), (lies on

the white dashed plane marked at the center of the z-direction) to collect flow

data as time proceeds. A reason for selecting this probe location is that in the

mesh adaptation cases, this region lies in the area of the mesh that will undergo

adaptation due to the coming flame. In terms of dynamics since it is important

to ensure that flame properties are well captured, the use of the mesh adaptation

process can be sampled here and results should be independent of the resolution

of the method adopted.

The flame considered is a lean (φ = 0.8) methane-air premixed flame. The

domain is initialized with a planar flame generated from a 1D laminar CANTERA

solution obtained for a fresh gas temperature T = 300 K and pressure P = 1

bar. The burnt gases are on the right hand side of the flame front and reach

Tburnt = 2012.78 K. Fresh gases are on the left hand side of the front. The

propagating flame is chosen to be in a slow flow: i.e. with Ufreshgases = 0.02 m/s.
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Since the laminar flame speed and laminar flame thickness are SL = 0.281 m/s

and δL = 0.43 mm respectively, the flame should propagate at 0.261 m/s.

For this problem, a two step reduced BFER [155] chemistry with Pre-Exponential

Adjustment (PEA) formalism is used. The PEA functions are used to recover

the correct flame speeds in such mixtures [156] and is valid over a wide range of

pressures (1-12 bars) and temperatures (300-700 K). It involves five species CH4,

CO2, CO, O2, H2O and N2 for two reactions.

All boundary conditions correspond to walls. Wall at the left hand side speci-

fies relaxation on velocity, temperature and pressure set at fresh gases conditions.

At the right most wall, relaxation with pressure is prescribed at atmospheric pres-

sure. The remaining walls are all set with as symmetry.

For temporal and space integration, the Lax-Wendroff scheme with an explicit

single step time integration is used [67]. Note that although the problem is by

nature a DNS type simulation, the TFLES model is used and helps thickening

the flame front. The value of the thickening factor F depends on the number of

cells Nc specified by the user. In the following, Nc = 5 is used and no LES model

is used.

A slice along the z-normal direction (marked by the dashed white line in

Fig. 4.17) is shown to highlight the resolution of the initial meshes used for the

various simulations. The mesh for the reference simulation as well as the initial

mesh used for the adapted cases (YALESadapt and Treeadapt) are shown in

Fig. 4.18. The reference mesh case which remains fixed in time and is uniform in

terms of resolution contains approximately 2.1 million tetrahedral elements. The

mesh resolution in the entire domain is approximately 0.25 mm. For the case

using an adapted mesh, the number of elements in the initial grid is approximately

685, 000. The difference between the two meshes is clearly visible on Fig. 4.18. In

the adapted case, the initial mesh resolution in the flame front is the same as the

reference case, the rest of the grid being much coarser. As a result, the reference

mesh has a smallest cell volume, volmin = 3.9301E − 13 m3 just like the adapted

case for which, volmin = 3.8589E − 13 m3.

Quantity of Interest

In such reacting cases, it is essential to capture the flamefront as the flow evolves

in the chamber. As seen in the initial meshes used in these simulations, the

resolution is uniform in the case of the reference simulation. For the adapted

cases, a flame based sensor should be used so that the front is always identically
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Figure 4.18: Comparison of initial meshes used in the (a) uniform refer-
ence simulation and (b) adaptation simulation using YALESadapt and
Treeadapt.

resolved to capture its mask and retrieve the flame resolution of the reference

case.

As a result, in the adapted simulation, the minimum edge length (0.25 mm) is

chosen so that the same flame resolution is obtained as in the case of the reference

simulation. Therefore, all simulations are constructed so that 5 points are present

within the flame front. The resulting mask at t = 0 is shown along a z- normal

slice in Fig. 4.19. In the region where the mask is unity, the mesh is considered

as resolved and the edge length corresponds to 0.25 mm. Everywhere else, where

the mask is zero, the mesh remains coarse as initially constructed for the adapted

cases. Finally, the remeshing threshold, Mthresh, is set to 5.0%. All the other

parameters such as element growth rate and target deviation are fixed to their

default values.
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Figure 4.19: Mask based on flame sensor to track the flame front as it
evolves in the chamber.

4.5.2.1 Results

To compare the flame front issued by all three simulations, snapshots of the

thickening factor (to compare the flame front) fields at three different instants

are shown in Fig. 4.20. Note that, in all frames, the approximate center of the

flame front is marked by a dashed black line. The mesh resolution is also shown

to highlight the behavior of the AMR cases for which the mesh is better resolved

only in the flame front while the rest of the domain is coarse. At all times, the

location of the flame and the thickening factor are identical for all simulations.

As a result, no difference is noticed in the speed at which the front moves in all

simulations. Qualitatively, simulations look well matched, indicating the initial

accuracy of the AMR cases if compared to the reference simulation. It is also

clear that the flame front is moving from the initial location in (a) in the left

direction towards the fresh gases as evidenced in frame (c) at t = 0.03 s.

Using the location of each front the flame propagation speed is evaluated

at all instants yielding for all cases approximately 0.26 m/s which agrees with

the theoretical value of 0.281m/s. This confirms that quantitatively the flame

front in all simulations indeed moves at the laminar flame speed throughout the

simulation and is identical for all cases. However, further analysis of the behavior

of all simulations are detailed next.

As this is a reacting case, it is essential to compare other properties of the

simulations. Typically, the mean thickening factor as well as the mean heat
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Figure 4.20: Comparison of thickening factor snapshots along with the
mesh at indicated times (a) t = 0.005 s, (b) t = 0.010 s and (c) t= 0.015
s for the reference simulation and the two adapted cases (YALESadapt
and Treeadapt).

release rate are compared for all simulations in Fig. 4.21. In frame (a), the

mean thickening factor in the chamber shows similar trend and values for all

simulations. The mean heat release, frame (b), shows also an excellent agreement.

(a) (b)

Figure 4.21: Comparison of (a) the mean thickening factor and (b) the
mean heat release in the chamber for all the simulations.

Looking at the temporal evolution at the probe location, the planar flame is

seen to pass through this location going from a fresh gas state to a fully burnt

state. Figure 4.22 shows the temporal evolution of temperature value at the

probe and the heat release for all simulations. As the flame approaches, a rise of
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(a) (b)

Figure 4.22: Comparison of temporal recording of (a) temperature and
(b)heat release at the probe location for all the simulations.

temperature is noticed at the same time instant for all simulations irrespective

of the adopted method. Differences of slope of the temperature curve are noticed

for both adaptation methods. This can be attributed to the small algorithm dif-

ferences which impact the local adaptation process and therefore solution. These

changes remain small however and can be considered acceptable. To finish, the

target mesh resolution being met in the first state, all three simulations exhibit

identical behaviors and lie on top of each other before settling at the same peak

temperature which corresponds to the adiabatic temperature (Tad = 2012.78K).

In frame (b), the temporal evolution of heat release is compared for all simula-

tions. Similar trends are observed with negligible differences between curves in

agreement with observed temperature differences.

Ultimately, performance and cost of the AMR methods are compared next.

The iterations per second for both reference and adapted simulations are shown

in Fig. 4.23(a). The reference simulation as expected remains almost constant

throughout. For both adapted cases, the iterations per second are significantly

higher than the reference case, confirming the suitability of these approaches.

Iterations per second appear greater for Treeadapt if compared to YALESadapt

again due to algorithmic differences. Note that also since the flame moves in the

chamber and only the flame front is tracked, iterations per second for the adapted

cases should not change significantly as the simulation proceeds.

The time steps temporal evolution for the reference and the adapted simula-

tions are shown in Fig. 4.23(b). By construction, the time step for the reference

simulation is constant. For both adapted cases, the timesteps used are quite
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(a) (b)

Figure 4.23: (a) Iterations per second and (b) Number of elements in the
mesh for the reference and adapted simulations using 180 processors.

comparable and it is greater than the reference case. The reason for observed

fluctuations of obtained time steps with adapted cases could not be clearly iden-

tified. Such behavior was however not observed in all other cases studied in the

present manuscript.

Quantity
compared

Reference
Simulation

YALES
adapt

Tree
adapt

Total simulation time 27,086 s 16,262 s 16,547 s
Average Memory 123.850 MB 712.728 MB 673.861 MB

Min. Memory 114.520 MB 697.969 MB 627.391 MB
Max. Memory 142.609 MB 731.723 MB 699.000 MB

Table 4.1: Comparison of total time for simulation and memory con-
sumed by the two adaptation techniques with the reference simulation
for the 3D case of the planar premixed flame using 180 processors.

Finally, the comparison of the total start to end simulation time as well as

the memory consumption for all simulations are provided on Table 4.1. The total

time taken for both adapted simulations is clearly significantly reduced compared

to the one needed for the reference simulation. The simulation with Treeadapt is

here again similar with YALESadapt. However, the average memory consumption

is smaller for Treeadapt than for YALESadapt. Note that, for YALESadapt, the

share of the time taken by the AMR procedure in comparison to the total compute

time is approximately 12.0%, where it is approximately 18.0% with Treeadapt.

Although the AMR procedure is more involved for Treeadapt since it performs
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more iterations per second, the overall total time remains almost identical for

both adaptation procedures.

4.6 Conclusions and Perspectives

When solving complex large-scale flows, it is essential to have sufficient resolution

to resolve the problem suitably and ensure accurate solutions. Dealing with such

problems is however difficult from a numerical point of view. AMR is a mean

to alleviate this challenge. Indeed, thanks to the concept of local adaptation of

the mesh resolution, the fine resolution can be maintained only in regions where

it is required while keeping the mesh coarser everywhere else. This is especially

true for solving reacting explosion cases. Indeed these cases are ideal candidates

for dynamic mesh adaptation which can be significantly be sped up due to their

highly transient nature. A key in this context is the ability to construct different

sensors based on the physics of interest that can then be used to adapt the mesh

on the fly resulting in gains.

The steps involved in a complete parallel dynamic mesh refinement algorithm

were first explained in the current chapter. The logic behind the triggering of a

mesh adaptation was also detailed to understand the requirements behind such al-

gorithms when coupled to a solver. The technical details of the adapted strategies

for AVBP are then discussed and two different techniques/pipelines are described

namely: YALESadapt and Treeadapt. In particular, all the key parameters such

as the physics of interest, the resulting notion of masks as well as the differences

between YALESadapt and Treeadapt are explained. Next, two simple test cases

are selected to validate the implementations and results obtained with these two

adaptation techniques. These cases are chosen to be simple although representa-

tive of non-reacting and reacting flows encountered during explosion simulations.

Thanks to a 2D Karman vortex street case, a vorticity based sensor is validated.

A 3D propagating planar flame is then used to validate both YALESadapt and

Treeadapt using a flame sensor based on the thickened flame model. Good agree-

ment is obtained with reference cases for adapted simulations and performance

gains are confirmed. The fundamental validation steps of AMR for AVBP be-

ing obtained, the next chapter uses both adaptation techniques for more com-

plex large-scale reacting compressible and turbulent explosion cases to investigate

methodological requirements and identify if gains can indeed be confirmed for real

problems of increased complexity.
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5.1 Introduction

Large-eddy simulations (LES) are predictive as long as the large scales of a flow

are properly simulated while the influence of the small scales are modeled. With

the ever-increasing capabilities and resources of computing, LES is now used to

simulate realistic industrial systems in complex geometries [129, 157]. In the case

of transient flows and most specifically explosions/deflagrations, grid resolution

and the evolution of the turbulent scales become of paramount importance. In

such cases, performing LES on an adequate mesh to obtain valid LES results

becomes difficult because transitions from a laminar regime to a turbulent one

appear in various regions of the domain as time proceeds making the exercise

very challenging. One of the most successful tools to improve the performance

and validity of such large-scale numerical simulations is in this context clearly

AMR.

AMR is beginning to be used in the field of computational combustion. For

example, a grid sensitivity analysis has been performed in the DNS framework

for a turbulent hydrogen jet flame using a structured grid [158]. Parallel AMR

has also been applied to the solution of non-reacting and reacting flow cases of

the Sydney bluff-body burner configuration [159]. In [160], a detonation initiated

with a hot jet in a supersonic H2-O2-Ar mixture is investigated with the use of an
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adaptive mesh refinement method. In another context, the solver YALES2 and

the remeshing library MMG3D [124] have been used to perform simulations of an

isothermal flow in a combustor [125]. Such tools have also emerged for primary

atomization simulations [161].

The present chapter intents to demonstrate the capacities of a robust and

accurate AMR methodology to maintain the accuracy of LES while reducing the

solution sensitivity to the initial grid (using an efficient initial coarse grid and

if used in the context of explosion simulations). Explosion problems are indeed

ideal candidates for dynamic mesh refinement being fully unsteady. Masks to

capture the flow dynamics need however to be estimated efficiently. If met all

of these factors should result in efficient and cost effective numerical simulations

giving one access to problems otherwise inaccessible with present computational

capabilities.

The proposed strategy relies on a mesh refinement procedure which can also

be applied to complex turbulent reacting flows. The criteria used to adapt the

meshes are based on the physics of importance as discussed in the previous chap-

ter. For demonstration, the methodology is applied to two complex reacting

and turbulent test cases: (a) the Boeck setup [162] and (b) the MASRI setup

(the deflagration in a large venting chamber [163, 164]). In both cases, massive

parallelization is needed to obtain performance while maintaining computational

accuracy and ensuring good quality results in comparison to the experimental

data.

The chapter is organized as follows. The first test case (Case A), which corre-

sponds to the Boeck setup is explained in Section 5.2.1. First, the experimental

setup, the computational domain and the numerical setup are detailed. A 2D

computational version of the Boeck case is then used to tune the mesh adapta-

tion parameters so these parameters can then be used to simulate the 3D real

setup. After validation, further analysis is performed to ensure accuracy of results

obtained with AMR. The gains in performance and cost are also highlighted. The

second test case (Case B) corresponds to the MASRI setup and follows the same

presentation logic as the Boeck setup. Finally, conclusions and perspectives are

provided in Section 5.3.

5.2 Description of the test Cases

Throughout the following discussion, the mesh adaptation techniques introduced

in the previous chapter are applied to two complex turbulent reacting cases.

First, the Boeck case is chosen as it is slightly more complex than the previously
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studied 3D planar flame case. However, in terms of explosion test cases it is still

considered a relatively simple test case. In this case, although the flame front

remains laminar throughout, it only undergoes stretching and the flame evolves

from a smooth and laminar stage to a progressively wrinkled flame front. Second,

the MASRI case is chosen because it is more relevant to a complex explosion test

case. In that case, the flame indeed undergoes all the stages experienced during

an explosion, starting from a laminar flame eventually transitioning to a fully

turbulent flame.

5.2.1 Case A: Boeck Setup

The Boeck test case [162] is chosen for two reasons: first, this particular con-

figuration allows one to address the behavior of the flame during a deflagration

in a channel with a simple central obstacle. Second, it is closer to an industrial

application and more realistic than the 3D planar flame done earlier. Note that,

the ultimate objective of this test is to demonstrate that accurate results can be

obtained beginning with a coarser initial mesh provided that the AMR method-

ology is properly implemented. Another reason why this test case is useful for

AMR is that the 2D and its real 3D versions are not too dissimilar when it comes

to flow dynamics and evolution. Indeed, as mentioned before, the mesh adapta-

tion parameters are case dependent and need to be properly tuned to be used

efficiently for any simulation. The simpler 2D setup can therefore be used to

tune the parameters which can then be used to validate the full 3D Boeck AMR

prediction.

Experimental Setup

The experiments are performed for a closed channel as shown in Fig. 5.1. The

square cross-section and length of the channel are 0.0762 m X 0.0762 m and

0.4953 m, respectively. A simple obstacle is located at x = 0.1524 m. This

obstacle consists of an upper and lower wall mounted fence-type obstacle, of

height 0.0191m, thickness 0.0127 m and extending across the entire spanwise

dimension of the channel. Experimentally, mixtures are prepared in a separate

vessel using the method of partial pressures and used to fill the channel. For

ignition, a spark plug mounted on the channel closed end is placed at mid-height

(x = 0 m) and is used to initiate the mixture combustion. More information

regarding the experimental setup can be found in [162].
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Figure 5.1: Schematic of the experimental setup, side view. All dimen-
sions are marked in meter [162].

Numerical Setup

Figure 5.2 shows a schematic of the 3D computational domain used for the current

study. The x, y and the z axes are oriented in the streamwise, wall normal and

transverse directions to the bottom wall of the channel respectively. The venting

direction is marked with a solid red arrow. The dimensions of the computational

domain are chosen to be identical to the experimental configuration shown in

Fig. 5.1. A zoomed view of the initial mesh for the region enclosed by the dashed

line of Fig. 5.2 is shown in Fig. 5.3. At initial time, t = 0, the flame is ignited as

in the experimental setup.

Figure 5.2: Computational domain used for the present Study.

Figure 5.3 depicts a Z-normal sliced view of the numerical grid used for the

static reference mesh case. In this case, a uniform well resolved mesh is used to

produce results to be compared to the experimental findings. To do so, a high

quality unstructured grid using tetrahedral cells is generated. The mesh has a

total number of cells of approximately 37 million. This specific mesh was chosen

after performing various simulations with different meshes of variable resolutions.

The mesh shown and discussed here ensured the accuracy of the results as well

as reasonable costs which are achievable with available computational resources.

The minimum volume of the cell in this reference mesh is volmin = 0.4537E −
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11m3. Another advantage of having access to such a reference simulation is that

it provides data to be compared to results with the AMR.

Figure 5.3: Computational grid: Z-normal slice at the center line for (a)
initial 3D reference mesh.

The initial conditions being known from the experimental setup [162], the

same conditions are applied to the numerical simulations at t = 0: i.e. no initial

velocity in the entire domain and the case is ignited using a premixed spherical

flame at the right wall of Fig. 5.2 . The mixture used consists of H2/O2 at

stoichiometry. Temperature and pressure of 300K, 15 kPa as in the experiment

and an exit pressure NSCBC condition [165] is used at the outlet section.

Note that, modeling the ignition phase can be complex and is beyond the scope

of the present study. In our case, the deflagration is initialized with a spherical

flame. The radius of the flame kernel is 8 mm and the center is located at

(0.0m, 0.0381m, 0.0m). Volpiani et al., [166]) has indeed shown that for relatively

low values (typically lower than 10 mm), the initial flame radius does not impact

the flame propagation characteristics. The internal structure of the initial flame

is that of an artificially thickened laminar 1D flame at the operating conditions

(the thickening being chosen so that 5 cells are present inside the flame thermal

thickness).

Several studies [128, 167, 168] have shown the capacity of single-step mecha-

nisms to correctly predict the main features of a flame acceleration as soon as key

ingredients are reproduced. These chemistries are usually fitted against the mix-

ture laminar flame speed sL and the adiabatic burnt gas temperature Tad at the

initial conditions of the explosion. Based on this common method, for the LES of
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the Boeck setup presented in this chapter a single-step approach is adopted. The

chemical scheme used involves three species (H2, O2 and H2O) and one reaction,

the laminar flame speed and laminar flame thickness being SL = 7.32 m/s and

δL = 2.30 mm respectively.

Since the channel is mainly closed, most boundary conditions correspond to

walls for simulation considerations. Since search for efficiency is paramount here,

the mesh resolution employed does not allow to consider a wall resolved LES

foundation (high y+). Instead a law-of-the-wall (Schmidt et al. [169]) approach

is preferred and adiabatic slip wall conditions are applied.

When it comes to the numerics, a centered continuous Taylor-Galerkin scheme

that is third-order in space and time [68] is used. The DTFLES model, described

in the previous chapter helps thickening the flame front. The value of the thick-

ening factor Fmax in the flame front region is set to depend on the number of cells

Nc specified by the user to remain inside the thermal thickness of the thickened

flame. In the following, Nc = 5 is used. An efficiency function E must also be in-

troduced to retrieve the flame wrinkling effect. The model of Charlette et al. [131]

is used with β = 0.5. Finally, the small scale turbulence effects is modeled using

dynamic Smagorinsky model [170].

Comparison of the 3D reference simulation with the experiment

Figure 5.4 shows OH-PLIF images and the predicted temperature fields obtained

for the reference case. The experimental sequence is reconstructed from eight

different experiments with a difference in trigger delay time between images. The

description of the flame evolution is divided into two phases according to the

observed flame topology of the OH-PLIF images.

(a) frames 1-4 : the flame propagates upstream and past the obstacle showing

a smooth and laminar flame surface

(b) frames 5-8 : flame front locates further downstream of the obstacle and,

transforms into a progressively wrinkled flame front.

In (a) (frames 1-4), the absence of perturbations in the images suggests that

no significant turbulent motion is present immediately downstream of the flame

front. Also one can note that, the flame tip starts to stretch as it approaches

the central obstacle as seen in frame 2. The flame finally elongates as it passes

through the obstacle opening (frames 3 and 4). Excellent match is observed

between the experimental images and the numerical simulation for these steps.

The flame evolution as well as the flamefront speed are almost identical for both

the experiment and the numerical simulation.
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Figure 5.4: Comparison of Reference simulation with the experimental
OH-PLIF images [162] for the 3D Boeck setup.

In zone (b), frame 5 of the OH-PLIF sequence suggests first signs of flame

interaction with vortices shed from the obstacle edges. This results in a local

deformation of the flame (see arrow in frame 5). Flame perturbations in the OH-

PLIF images can be unambiguously attributed to this interaction and the effect

of the vortices. This vortex-flame interaction is dictated by the convection of the

vortices as well as the lateral expansion of the flame tip as observed in frame 5.

Frame 6 coincides with the moment where the flame enters and interacts with the

recirculation zones created downstream of the obstacle. The convection of the

flame into the recirculation zone is here asymmetric, with it being larger near the

bottom wall. In frames 7 and 8, small-scale wrinkling is observed as the flame

approaches the upper and lower channel walls as marked by the white arrows.

Note that even in this phase (b), the flame tip remains smooth and laminar at
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all times. The numerical simulation follows the experimental images throughout

the evolution in the chamber, both in phase (a) and (b),

It is clearly evident that the static reference simulation is successfully able

to capture the flow dynamics of the Boeck setup. However, the goal of using

AMR for such an unsteady setup is to obtain similarly accurate results but at a

cheaper computation cost. This is attempted next for the 3D Boeck setup. To do

so, the two adaptation procedures and tools detailed in the previous chapter are

used. As mentioned before, one of the hurdles with these techniques is that at

this stage, the parameters are case dependent and need to be tuned for each case.

Since, it is not economically feasible to tune the parameters for the full 3D setup

directly, an AMR calibration process is first obtained with the 2D numerical setup

of Boeck. One of the future goals of this work would be to remove this calibration

constraint.

AMR calibration process

As said before, a simpler 2D setup of the Boeck configuration is used for this

process. It indeed allows one to get an idea of the parameters that need to

be used for the full 3D validation without much CPU effort. For this specific

calibration process, only YALESadapt is used.

To check the accuracy of the 2D AMR simulations, a highly refined uniform

(reference) simulation is performed first. This reference simulation was found to

be sufficient since a simulation with a further refined mesh although not discussed

here showed no difference in results. The reference simulation corresponds to a

2D mesh with 1.5 million triangular elements. Based on these results, adaptation

simulations are chosen so that the number of elements in the initial mesh are

significantly less than this 2D reference mesh. Then using the appropriate adap-

tation parameters, the mesh should adapt on its own to obtain accurate results.

The initial mesh used for the 2D AMR YALESadapt simulation contains 350, 000

triangular elements. Note that initial conditions, boundary conditions, numerical

models and chemistry mentioned above are used for all 2D simulations. It was

found that for both the explosion cases, the parameters tuned in the 2D setup

could be applied to get correct results for the 3D setup.

The Boeck problem deals with fluid dynamics and combustion, it thus requires

the combination of a vorticity-based sensor as well as a flame sensor for AMR

cases. A threshold value for vorticity and minimum acceptable edge length-

(corresponding to the same flame resolution as the reference simulation (F = 1.1)

introduced before) is imposed. For the 2D simulation, due to lack of experimental

data, the resolution of the reference case is chosen so that the thickening factor
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is close to unity. A mask is then calculated based on these thresholds and are

used during the AMR simulations as explained in the previous chapter. Note

that for this case, when the flame is approaching the central obstacle, a large

portion of the combustion chamber upstream of the central obstacle is expected

to be occupied by the evolving flame. It is hence essential to use the flame-based

sensor that tracks this evolution. In the regions downstream of the obstacle,

along the walls and the edges of the obstacle, vortical structures will form. These

also need to be captured accurately by the simulation. Recall that a remeshing

threshold is also used to determine how often mesh adaptation is performed and

the appropriate value (5%) used here was obtained through numerical tests. The

minimum edge length used for the flame sensor is fixed at 1.5 x 10−4 m so the

flame local mesh resolution is always equivalent to the one prescribed for the

uniform reference case. In the adaptation algorithms used in this thesis, no

coarsening is applied. If the mask is zero, the mesh remains unchanged at the

initial mesh resolution. All these key parameters are listed in Table 5.1, the

comparison between the adapted simulation (performed via YALESadapt) and

the 2D reference simulation are shown next.

Keyword for adaptation Value
Min. edge size 1.5 x 10−4m

Remeshing metric threshold 0.05
Use vorticity metric Yes

Use dtfles sensor metric Yes
Vorticity threshold 6 x103s−1

Table 5.1: List of important keywords for mesh adaptation in the 2D
Boeck configuration.

Snapshots of the temperature fields at indicated times are compared for the

2D reference and 2D YALESadapt simulations in Fig. 5.5. From the figure, it

is evident that the propagation speed of the front is only marginally different in

both simulations. Differences are only noted when the flame front is approaching

the central obstacle. Apart from this subtle difference, all phases of the flame

evolution for this Boeck setup appear to be captured adequately using the 2D

assumption.

As shown on Fig. 5.5, a probe is selected to compare the results more quanti-

tatively in a region just downstream of the central obstacle and along the center

line of the chamber. This is an interesting zone as here the flame accelerates and

undergoes perturbation due to flame-vortex interactions as illustrated by Fig. 5.5.

This region is also selected since it will undergo mesh adaptation as the flame
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Figure 5.5: Comparison of temperature field for the 2D Boeck simula-
tions performed for the reference and YALESadapt meshes.

(a) (b)

Figure 5.6: Comparison of (a) pressure and (b) temperature at the probe
location for the 2D Boeck setup for the Reference simulation with the
YALESadapt simulation.

evolves through the chamber. It is hence a quantitative way of ensuring that no

dynamics of the flow is lost because of the mesh adaptation process.

The comparison of the results at the indicated probe is shown via the tem-

perature and pressure signals registered in time, Fig. 5.6. The peak and trends

of both quantities are consistent in both simulations. There is however a slight

difference in speed with which the flame front travels. These specific values of the

adaptation parameters shows good match between the simulations. Other values

do not provide satisfactory result. From all test cases conducted and not detailed

– 145 –



here, one can conclude that:

(a) if the flame resolution (min. edge length) is not sufficient, the dynamics of

the flame is not captured accurately resulting in a slightly dispersed flame front.

(b) if the vorticity threshold is not sufficient, the pressure signal produced within

the simulation is always underestimated at various probe locations.// The values

of Table 5.1 will thus be used for both the YALESadapt and the Treeadapt 3D

simulations.

Comparison of the 3D adaptation simulations with the experiment

As mentioned before, the 3D reference mesh chosen for the Boeck setup contains

37 million tetrahedral elements as it was most economical way to address this

problem. This mesh corresponds to a flame resolution which coincides to a thick-

ening factor, F = 3.0. Effectively, It is not cost effective to use a 3D mesh with a

thickening factor close to unity as in 2D. The minimum edge length has therefore

to be adjusted (5.5 x 10−4m) to match the flame resolution of the 3D reference

case. All other parameters obtained from the calibration process are retained

and used for the 3D adaptation simulations as listed in Table 5.2. Note however

that for the vorticity threshold, since the threshold value is obtained from the 2D

setup it might not be applicable to be the full 3D setup (as the cell characteristic

lengths are not the same and this vector involves much more directions). It needs

to be therefore addressed carefully. Despite this in this case, the results obtained

with the same vorticity threshold were found to be satisfactory.

Keyword for adaptation Value
Min. edge size 5.5 x 10−4m

Remeshing metric threshold 0.05
Use vorticity metric Yes

Use dtfles sensor metric Yes
Vorticity threshold 6 x 103s−1

Table 5.2: List of important keywords for mesh adaptation in the 3D
Boeck configuration.

One key of the adaptation algorithm as built here relies on the initial mesh

resolution. Since coarsening is not taken into account, the coarsest region will

remain untouched and the minimum cell number achievable is thus set by this

initial grid. In the following, an initial mesh is chosen for the 3D adaptation

simulations to derive from the reference 3D mesh. It contains approximately 9.5

million tetrahedral cell elements. This was chosen as the initial mesh as it contains
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Figure 5.7: Computational grid: Z-normal slice at the center line for
(a) initial 3D reference mesh and (b) initial mesh used for the 3D AMR
simulations.

approximately a quarter of the number of elements compared to the reference case.

The two meshes are compared with each other in Fig. 5.7. In frame (b), visually

it is quite evident that the initial mesh used for the adaptation runs is much

coarser. It is indeed expected that as the simulation proceeds, the mesh will adapt

based on the sensor and the number of elements in the mesh will adjust itself.

The minimum volume in the mesh is of the order of volmin = 0.8511E − 11m3

compared to volmin = 0.4537E−11m3 for the reference case. The smallest initial

element for the AMR cases has approximately twice the volume of the smallest

element of the finer 3D reference mesh.

The LES results of the 3D Boeck AMR cases are compared with the exper-

imental images available in Fig. 5.8. All the results displayed here to compare

the two AMR methodologies with the OH-PLIF images. Similarly to the initial

discussion about this test case, frames 1-4 correspond to the smooth and laminar

part of the flame dynamics. In this part of the sequence, flame evolution is cap-

tured identically by both adaptation techniques and show excellent match with

the experiment just like the reference 3D prediction.

Once the flame has passed the central obstacle frames 5-8, it is perturbed due

to interactions with the developing flow eventually leading to an interaction of
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Figure 5.8: Comparison of Treeadapt and YALESadapt simulations with
the experimental OH-PLIF images [162] for the 3D Boeck setup.

parts of the flame with the generated recirculation zones. Small scale wrinkling

of the flame is also observed at this occasion and subsequent stages. All these

phenomena (frames 5-8) are clearly captured accurately by both adaptation tech-

niques. There is only marginal differences due to the flame front speed recovered

with adaptation techniques used.

To conclude, the comparison of the evolution of the flame obtained by LES

with the experiments confirms that the proposed numerical simulations, especially

AMR, are all able to capture the dynamics of the chosen problem qualitatively.

Results and discussion

A more thorough and quantitative comparison is done for the reference, YALE-

Sadapt and Treeadapt simulations in the following. Focus is first put on the

overall quantitative dynamics of the simulations. Then, the local response of the

flow is compared in an important region of the problem via data collected at a

probe location during the simulations. Finally, diagnostics dealing with perfor-

mance and cost associated with these simulations are compared.
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Accessing quantitative measures of explosions is a rather complex task. For

closed vessels, the resulting increase in pressure within the chamber can be linked

to local flow behaviors by integrating in space and over the whole combustion

chamber the governing equations [171]. Doing so, the increase in pressure inside

the chamber can be considered as the result between two competitive phenomena:

the combustion rate and the venting rate. Indeed, the burnt gases inside the

chamber have a lower density than the fresh gases which they replace and hence,

take up a bigger volume, inducing a pressure increase in the chamber. At the same

time, while expanding gases are pushed out through the open end of the vessel

by the generated flow. Thanks to a volume balance, the mechanism by which the

pressure inside the chamber increases is highlighted by directly comparing these

two terms. Both quantities are effectively very important as they calibrate the

strength of the explosion and provide a indication of accuracy of simulations.

For the combustion rate, denoting the fresh gas density by ρf and the burned

gases density by ρb. Thanks to mass conservation, the fresh gas volume Vf and

the burnt gas volume Vb can be linked through Vf = ρb
ρf∗Vb

. The combustion rate

then can be written as the variation of the burnt gas volume minus the variation

of the consumed fresh gases, so that,

V̇comb =
∂Vb
∂t
− ∂Vf

∂t
=
∂Vb
∂t

(1− ρb
ρf

). (5.1)

Note also that the variation of the burnt gas volume can be linked to the com-

bustion process or any rate of production or consumption of combustion product.

For example, considering H2O, one has,

∂Vb
∂t

=
ω̇H2O

ρbY b
H2O

, (5.2)

where, Y b
H2O

is the H2O mass fraction in the burnt gases and ω̇H2O is the rate

of production of species H2O integrated over the entire chamber.

For the Venting rate noted V̇vent, it is defined as the volume of flow which

exhausts from the chamber. That is,

V̇vent =

∫
Soutlet

UndS, (5.3)

where, Soutlet is the sectional area of the chamber outlet and Un is the normal

velocity at this section.

To evaluate the pressure temporal evolution in the chamber, the evolution of

the rate of combustion and the venting can be compared in time as shown in

Fig. 5.9. First, the comparison of the combustion rate issued by all simulations
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(a) (b)

Figure 5.9: Comparison of (a) combustion rates and (b) venting rates
between Reference, YALESadapt and Treeadapt simulations for the 3D
Boeck setup.

in Fig. 5.9 (a), there is only a slight difference between the reference curve and

the AMR predictions which can be linked to the differences in speed at which the

flame fronts evolve. However, peaks and trends are similar for all simulations.

Comparing two AMR simulations, the curves show excellent agreement almost

lying on top of each other. Similar trends are observed for the venting rate

comparisons and shown in Fig. 5.9 (b).

In terms of contributions, one can decompose the total combustion rate of

simulation into a resolved ωres and a sub-grid-scale part ωsgs. Based on such

contributions which report the effect of the resolved field (or grid resolution) to

the model response, the following ration can be investigated.

η =
ω̇res
ω̇tot

= 1− ω̇sgs
ω̇tot

(5.4)

Figure 5.10 shows the evolution of η as a function of time when the flame

interacts with the central obstacle. That is when a challenging balance between

grid resolution and modeling appears. As anticipated, in areas where the flame is

almost laminar (before the central obstacle), the flame wrinkling is fully resolved

on the grid and the contribution of the sub-grid-scale combustion model is nearly

zero percent. On the other hand, when the flame starts interacting with the solid

obstacle, typically downstream of the central obstacle, the resolved part of the

combustion rate should be lower due to the use of the turbulence model that

should be activated. As evidenced in Fig. 5.10, the two adaptation techniques
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Figure 5.10: Resolved amount of mean reaction rate η for the adapted
cases and the reference simulations for the 3D Boeck setup.

(YALESadapt and Treeadapt) almost lie on top of each other. The reference

simulation shows a similar trend, only slightly shifted in time.

A more local diagnostic can be obtained by comparing the signal registered

at the probe location discussed for the 2D simulations and also present in the 3D

predictions. Figure 5.11 shows such a comparison for the pressure signals retrieved

by the Reference, the YALESadapt and the Treeadapt simulations. Comparing

the reference with the two AMR simulations, a similar peak in pressure at the

probe location is reached. In the reference simulation, since the flame front moves

slower by about 0.1 ms, as was observed previously, the peak appears later in

time if compared to AMR results. Comparing the two adaptation simulations,

the simulation starting with the same initial mesh and using the same adaptation

parameters, the observed coincidence between the two simulations confirms the

consistency between the two tools as observed in Chapter 3.

Similarly, Fig. 5.12 shows the comparison of the temperature signals for the

Reference, the YALESadapt and the Treeadapt simulations. Comparing the AMR

to the reference simulations, both AMR predictions reach a similar peak value

of temperature following similar trends in time. Comparing YALESadapt and

Treeadapt evolutions, a small difference in the flame front speed is evidenced, the

front passing by the probe at slightly different time instants.

All above comparisons either qualitative, quantitative as well as global and
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Figure 5.11: Comparison of evolution of pressure probe signal between
Reference, YALESadapt and Treeadapt simulations for the 3D Boeck
setup.

Figure 5.12: Comparison of evolution of temperature probe signal be-
tween Reference, YALESadapt and Treeadapt simulations for the 3D
Boeck setup.
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local indicate that both AMR algorithms implemented successfully meet their

purpose for this setup. However, it is imperative that performance and cost

associated with these simulations are also meeting expectations. Indeed, apart

from the advantage of locally refining the mesh as the flow evolves in time using

an appropriate mask based on important physics, a main reason for applying

AMR is to obtain gains in terms of CPU cost. It is therefore imperative to look

at the performance of the computations i.e. the number of elements in the mesh,

the number of iterations performed per second and the timestep used.

As already discussed above, the mesh adaptation technique depends on the

initial mesh chosen. As a result an initially coarse mesh is chosen compared to the

reference mesh. One element that contributes to the performance evolution of an

AMR is clearly the number of elements that are present in a mesh at a given time

instant. Figure 5.13 shows that number of elements is changing with time for the

two AMR cases. Both the simulations start with an initial mesh of approximately

9.5 million tetrahedral elements. Despite this same starting point, it is evident

from the figure that the number of elements in the mesh is slightly greater for

the YALESadapt case throughout the simulation. This is due to the additional

check for skewness which is performed in YALESadapt as explained previously.

As the simulation proceeds, when the flame front occupies the majority of the

combustion chamber, the number of elements of both the methods become similar

as expected.

The iterations per second performed by the solver depends on the number of

elements in the mesh at a time instant. Figure 5.14 shows the retrieved iterations

per second for the reference simulation and the AMR simulations. Comparing

the reference to the adapted simulations, it is clearly advantageous to use AMR

in comparison to a static approach. In the early instants of a AMR run, one

is able to attain a gain of about a factor of 3. All throughout the course of the

simulation, the gain obtained with AMR is visible. Comparing the two adaptation

techniques, for the earlier part of the simulations, Treeadapt performs slightly

better or similarly than YALESadapt. Towards the end of the simulation, when

the flame occupies most of the combustion chamber volume, the trend switches,

YALESadapt showing better performance. Note finally that the retrieved number

of iterations per second become almost identical for all cases. This is expected

since the flame occupies the entire volume of the combustion chamber so a quite

uniform resolution is expected just like in the static reference case.

Figure 5.15 shows the time step evolution during the reference and the AMR

simulations. For both, the reference simulation and the AMR simulations, the

values are comparable and don’t vary much. The reference simulation has a
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Figure 5.13: Time evolution of the number of elements in the mesh for
YALESadapt and Treeadapt cases for the 3D Boeck setup.

Figure 5.14: Comparison of iterations per second between Reference,
YALESadapt and Treeadapt simulations for the 3D Boeck setup.
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marginally larger timestep almost throughout the simulation while, the timestep

of YALESadapt and Treeadapt remain comparable to each other. Recall, the

smallest cell in the mesh is constrained by the flame front resolution in these

simulations. As a result, and since the smallest grid size of the AMR is con-

structed to be equivalent to the reference simulation in the flame front, the time

step should be comparable in all the simulations.

Figure 5.15: Comparison of timestep for reference, YALESadapt and
Treeadapt simulations for the 3D Boeck setup.

Finally, the total time taken by the mesh adaptation loop for the two adapta-

tion methods in shown in Fig. 5.16 (a). As a complement, Fig. 5.16 (b) provides

the number of sub-iterations needed for the adaptation loop for both method-

ologies. The time taken to complete the adaptation loop appears longer with

Treeadapt even though it takes fewer sub-iterations every time adaptation is

called. This behavior is due to interpolation algorithm used, which is about

approximately 65% of the total adaptation process needed with Treeadapt per

adaptation step. For both the methodologies, as the flame starts approaching

the end of the combustion chamber, after passing the large central obstacle, the

adaptation time as well as the number of sub-iterations to converge both increase.

The differences in the full simulation times for the two techniques, are due to the

interpolation time required with Treeadapt. This can clearly be improved and

will be addressed in subsequent versions of Treeadapt.
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(a) (b)

Figure 5.16: Comparison of (a) total adaptation time and (b) sub-
iterations in the AMR loop for the 3D Boeck setup for the adapted
(YALESadapt and Treeadapt) simulations .

Feature Ref. Simulation YALESadapt Treeadapt
Total time 32,815 s 20,932 s 32,696 s

Average Memory 156.792 MB 982.526 MB 843.024 MB
Min. Memory 139.742 MB 941.332 MB 754.828 MB
Max. Memory 168.102 MB 1061.152 MB 892.082 MB

Table 5.3: Comparison of total time for simulation and memory con-
sumed by the reference simulation and the two adaptation techniques
for Boeck 3D case using 540 processors.

The full comparison of total time for such simulations is compared to the

reference case in Table 5.3. Time to solution with the adaptation and for an initial

mesh of 9.5 million elements is seen to only result in a marginal improvement

(by a factor of approximately 1.56 times using 540 processors) in comparison

to the static reference simulation. It can also be seen from Table 5.3 that the

full simulation with Treeadapt is approximately 56% slower than the one with

YALESadapt. Again the reason for this difference is linked to the interpolation

process cost and will be fixed. Faster interpolating techniques as well as a different

method for load balancing are indeed already in progress for Treeadapt. The

overall memory consumption increases when using AMR is a significant aspect

of AMR and good mesh management is clearly required. It can also be observed

the memory consumption is reduced with Treeadapt compared to YALESadapt.

This is critical as illustrated here if an AMR methodology is to be used with

larger meshes.

To conclude, based on this test case mesh adaptation provides only marginal
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performance gains without loosing quality in the obtained predictions. To im-

prove gains work is on going at CERFACS in terms of algorithm tuning: i.e.

interpolation phase as well as by adding new features such as dynamic coarsen-

ing. This matter can be obtained through a redefinition of the adaptation masks.

The following test case addresses a more complex problem more relevant to real

explosions where transition to turbulence occurs.

5.2.2 Case B: MASRI Setup

The MASRI experiment [164, 172] is chosen next for further assessment of the

AMR methods. The primary reason for choosing this setup is that its evolution

results from a complex 3D flame interaction with multiple obstacles with an

important influence from turbulence. Like in the previous configuration, laminar

flame accelerates as it interacts with the obstacles and eventually transition to

a fully turbulent flame. A relevant use of AMR algorithm therefore requires to

successfully capture this complexity.

Both cases of the present chapter are highly unsteady flows with a flow that

changes locally quite rapidly. With a uniform mesh, a high resolution is thus

required throughout the domain for accurate simulations. Using AMR to locally

modify the mesh as the simulation proceeds, can be very beneficial in terms of

cell count. Indeed at ignition, a large portion of the chamber doesn’t contain

the flame and the flame only evolves through the chamber in time. The use of a

coarse mesh in regions where there is no flame appears natural.

Note finally that similarly to the Boeck setup, a 2D setup is used to tune the

AMR parameters that are then used for the full 3D MASRI setup.

Experimental setup

The SydGex database also called the MASRI test cases throughout this work

contains three different experimental configurations: the so called ‘small-scale’

(SS) (0.25 m long) configuration as well as two upscaled versions: the ‘medium-

scale’ (MS) (1.5 m long) and ‘large-scale’ (LS) (6.1 m long). In our study, only

the small-scale setup [164] is simulated.

The small-scale MASRI experiment is shown in Fig. 5.17. The configuration

consists of a square cross section (0.05 × 0.05 m2 ) chamber, 0.25 m long with

solid obstacles. Its overall volume is 0.625 liters for a length (L) and width (W)

ratio of L/W = 5. Away from the ignition source, three removable baffle plates

can be placed along with a central square obstacle fixed. The baffles may be

located at one of three locations: 19 mm, 49 mm and 79 mm from the closed
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end. Each baffle plate consists of five vertical bars, 4 mm wide, separated by a

gap of 5 mm wide. Downstream of the baffle plates locates the central obstacle

of square cross section and 96 mm from the closed end of the chamber.

Figure 5.17: Explosion chamber configuration of MASRI.

The chamber is fully enclosed to the exception of an open end to the atmo-

sphere shown in Fig. 5.17. For all the experimental test cases, the chamber is

initially filled with a premixed mixture of fuel (propane) and air at atmospheric

conditions. From this database it seen that, the arrangement of the baffle plates

controls the flame speed, the flame front shape and thus the generated overpres-

sure. For our study, the most complex configuration is chosen: i.e. three rows of

baffle plates along with the fixed central obstacle as shown in Fig. 5.18.

Numerical setup

Figure 5.18 shows the 3D computational domain used for this study. The x, y and

z axes are the streamwise, wall normal and transverse directions to the bottom

wall respectively. The lengths and dimensions of the obstacles are all identical

to those mentioned in the experiment. Note that an atmospheric plenum is

added to the computational domain and has been removed here to just show

the combustion chamber. On Fig. 5.18, the black dashed box corresponds to a

zoomed view of the initial mesh shown next for the static reference simulation.

Figure 5.19 depicts a Y-normal sliced view of the numerical grid used for

the static reference case. The zoomed region contains the middle baffle plates

of the last row and the central obstacle. A high quality unstructured reference

mesh with approximately 20 million elements with a typical cell size of 0.5 mm
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Figure 5.18: Computational domain used for the MASRI setup.

in the chamber is used. This mesh was chosen as it was found to be the most

efficient setup for solving this specific problems by the authors of [128, 129] while

maintaining accuracy of the results. This resolution indeed ensures that the

flame, even thickened, remains thinner than the distance between the columns of

the baffle plate. For the reference mesh, a high concentration of cells is observed

near all obstacles, Fig. 5.19. The minimum volume of the cell in this reference

mesh is volmin = 0.4598E − 12m3. A full view of the reference mesh is shown in

Fig. 5.20. The mesh is well resolved around the baffle plates as well as the central

obstacle with coarsening appearing downstream to alleviate the overall cost of

such a simulation. Note hence that contrary to the Boeck test case, the reference

case is not truly uniform.

Figure 5.19: Computational grid: Y-normal slice at the center line for
initial reference simulation.

All the initial conditions mentioned in the experimental setup are applied to

the numerical simulations at time, t = 0. When the flame is ignited as in the case

of the experiment no initial velocity is set for the entire domain and the flame is
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Figure 5.20: Homogeneous mesh used for the reference three-row baffle
configuration [129].

ignited through a premixed spherical flame as shown in Fig. 5.17. In order to avoid

the modeling of the ignition phase, initialization relies on the addition of a small

sphere of burnt gases (radius 1 cm) at the ignition point [129]. The thickening

is then chosen so that 5 cells are present inside the thermal thickness for the

reference case. The efficiency function E used is the model of Colin [134] with β

= 0.5 and the sub-grid-scale turbulence is modeled by the WALE model [173].

As mentioned for the Boeck setup, a single-step mechanisms is able to correctly

predict the main features of flame acceleration. Therefore, a typical C3H8-air

reduced scheme which matches the laminar flame speed, the flame thickness and

the burnt gases adiabatic temperature is used here. It has 5 species and the details

of the modifications done for this model are given in Ref. [128]. Recall that for

the problem of interest, the laminar flame speed and laminar flame thickness are

SL = 0.384 m/s and δL = 0.368 mm respectively.

The channel is closed so all boundary conditions correspond to walls except at

the outlet. The solid walls that represent the obstacles and the explosion chamber

are adiabatic nonslip walls.

As previously all simulations are performed with a centered Taylor-Galerkin

scheme [68]. It is third order accurate in time and space. The simulation using

the reference mesh is first compared with experiment in the following.

Comparison of the 3D reference simulation with the experiment

Figure 5.21 shows LES images of the flame propagation for the reference case

compared to LIF-OH images from the experiments [164]. Qualitatively, at all

the time frames mentioned, the experimental images and the reaction rate plots

of the LES show excellent match. The various phases of the flame evolution are

captured perfectly by the LES results. In the early stage of propagation, the flame

is laminar and hemispherical as observed in the experiment. At t−∆tpeak = 6 ms,

the flame hits the first baffle plate passing first through the two central passages

and then the lateral passages. Here, ∆tpeak, is the time at which the overpressure
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Figure 5.21: Comparison of flame propagation in the MASRI setup
experimentally through time sequence of LIF-OH images [164] and time
sequence obtained from the reaction rate of the reference simulation.
Corresponding time (t−∆tpeak) is given in each frame.

curve reaches the peak value of overpressure. This time is used to shift all curves

in time with respect to peak overpressure obtained in the experimental data.

The flame reaches the second baffle plate around time t−∆tpeak = 8 ms. At

this point, the flame is still almost laminar as the turbulence generated in the

wake of the first obstacle is very low. After passing through the second baffle

plate, the flame starts accelerating at t−∆tpeak = 9.6 ms. Afterward, the flame

begins to wrinkle due to the higher turbulence level generated by the obstacles

around t − ∆tpeak = 10 ms. The flame finally encounters the third baffle plate

and the central obstacle around t−∆tpeak = 10.8 ms and continues to accelerate.

It is evident that the static reference simulation is here successfully able to

capture the complex flow dynamics of the MASRI setup. As mentioned before,

the goal of this study remains to perform such simulations using AMR at lower

computational costs. But first and as in the case of Boeck setup, the AMR

parameters need to be calibrated using a 2D MASRI setup before performing the

3D AMR simulations.

AMR calibration process

Just like for the Boeck setup and since mesh adaptation parameters are case

dependent at this stage, a simpler 2D setup of the MASRI configuration is used

for this determination process. Note that for this calibration, only YALESadapt

is used.

To do so, a highly refined uniform (reference) simulation is performed first.

This simulation uses a 2D mesh with 6.5 million triangular elements. Adaptation
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simulations are then chosen so that the number of elements in the initial mesh are

significantly less than this reference mesh. For these tests, the initial mesh fed to

the 2D AMR YALESadapt tool contains 900, 000 triangular elements. One thing

to note for the 2D as well as the 3D MASRI simulations, AMR is only applied to

the combustion chamber. It is not applied to the attached atmospheric plenum

since it is not of interest to us in terms of physics.

Compared to the Boeck case, MASRI is much more complex. Indeed, the re-

acting flow interacts with solid obstacles causing the laminar flame to eventually

transition to a turbulent flame. A combination of a flame based and vorticity

based sensor are hence used. To do so, a threshold value for both the vorticity as

well as a minimum edge length- (corresponding to the same flame resolution (F =

1.0) as the reference simulation introduced above) are required. Similarly and due

to lack of experimental data in 2D, to gain confidence in the reference 2D case,

its resolution was chosen that the thickening factor remains close to unity. Com-

plementary, the remeshing threshold of 2.5% is found to be sufficient to obtain

AMR results comparable to this reference simulation. Note that, for the Boeck

setup, the remeshing threshold of 5% was sufficient. Indeed for MASRI, the 5%

remeshing threshold resulted in a discontinuous evolution of the flow quantities

especially after the flame passes throughout the baffle plates and the central ob-

stacle. This behavior has been identified as linked to the interpolation sequence

which in MASRI generates large errors and a potential unphysical evolution of

the simulations. When it comes to the minimum edge length used for the flame

sensor with AMR, it is set in accordance with the reference case value that is

1.0 x 10−4m. Finally, the vorticity threshold is fixed to 6 x 103s−1. Note that

all values of Table 5.4 were found to be optimal and any smaller value lead to

inadequate overpressure curves.

Keyword for adaptation Value
Min. edge size 1 x 10−4m

Remeshing metric threshold 0.025
Use vorticity metric Yes

Use dtfles sensor metric Yes
Vorticity threshold 6 x 103s−1

Table 5.4: List of important keywords for mesh adaptation for the 2D
MASRI configuration.

For information, Fig. 5.22 shows a comparison of the temperature fields at

t = 6 ms after ignition for (a) the reference and (b) the YALESadapt cases.

Qualitatively, major features of the flow field are captured accurately. At this
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specific instant, the number of elements in the adapted case has increased to 1.2

million triangular elements when the initial mesh had 900, 000 elements. The

evolution of the flame and its transition while going through the different ob-

stacles is also captured, both simulations exhibiting negligible differences. This

agreement between simulations was deemed hence to be sufficient to finalize the

adaptation parameter identification. Obtained parameters are now used for both

YALESadapt and Treeadapt simulations in the 3D MASRI setup. Detailed about

obtained results are explained next.

Figure 5.22: Comparison of temperature field between flame-resolved
reference case and YALESadapt case for the 2D MASRI configuration
at t = 6 ms.

Comparison of the 3D MASRI adaptation simulations with the exper-
iment

As mentioned before, the reference 3D mesh chosen for the MASRI setup had

20 million tetrahedral elements and was found to be the most efficient mesh to

yield good quality results [129]. This mesh corresponds to a flame resolution

for which a thickening factor of F = 7.2 is applied. As a result, the minimum

edge length is adjusted to 7.0 x 10−4m to match the flame resolution for this

3D reference case. Similarly to the Boeck setup, the vorticity threshold obtained

from the 2D simulation was sufficient to capture the flow dynamics for the 3D

simulation as well and aside from the target thickening factor which changes all

other parameters are kept identical to the 2D case in Table 5.5.

An initial arbitrary mesh is chosen for the 3D adaptation simulations. It con-

tains approximately 10 million tetrahedral cell elements. This has approximately

a half of the number of elements of the reference case. The two meshes are com-

pared in Fig. 5.23. For the initial mesh used for AMR simulations in frame (b),
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Keyword for adaptation Value
Min. edge size 7 x 10−4m

Remeshing metric threshold 0.025
Use vorticity metric Yes

Use dtfles sensor metric Yes
Vorticity threshold 6 x 103s−1

Table 5.5: List of important keywords for mesh adaptation in the 3D
MASRI configuration.

Figure 5.23: Computational grid: Y-normal slice at the center line for
(a) initial reference simulation and (b) initial mesh used for the 3D AMR
simulations.

the coarser nature of the initial mesh is evident. The minimum volume is of the

order of volmin = 0.7723E − 11m3 compared to volmin = 0.4598E − 11m3 for the

reference case.

A global visualization of the flow is provided using experimental images [164]

of the flame evolution at different snapshots in the left column of Fig. 5.24. As a

compliment, the right column of Fig. 5.24 shows LES images of the flame propa-

gation for both AMR cases. The results for both adaptation cases (YALESadapt

and Treeadapt) are shown. Visually, both AMR simulations show excellent match

with the experimental images at all time instants. In the laminar phase for all

the simulations ( reference as well as both AMR simulations), the flame front

moves at similar speeds. Note here that all figures are shifted by the time at

which the peak overpressure is reached as done by other authors to compare with

experiments [129].

After the flame passes through the second baffle plate, the flame starts ac-
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Figure 5.24: Comparison of flame propagation in the MASRI setup ex-
perimentally through time sequence of LIF-OH images [164] and time
sequence obtained from the reaction rate of the AMR simulations. Cor-
responding time (t−∆tpeak) is given in each frame.

celerating and wrinkles due to high turbulence levels encountered. Beyond this

time, there is a slight difference in the noted speed with which the flame front

evolves when comparing the reference to the adapted simulations. However, both

for YALESadapt and Treeadapt simulations, the flame fronts travel at identical

speeds in all phases.

It is widely known that in such explosion test cases, the calculation of the

overpressure is a vital quantitative to check the validity of numerical simulations.

As shown in Fig. 5.18, a probe chosen at a specific location in the combustion

chamber is used to compare measured data from the experiment [164] to simula-

tions. In the experimental setup, a number of probes are available to collect data

and identical probes are used in the simulation. It was found in the experimental

setup that the overpressure signal collected at all the probes are identical which

was also confirmed in all numerical simulations. As a result, the data at only one
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probe location is presented hereafter.

Figure 5.25: Comparison of overpressure between reference case, YALE-
Sadapt case and Treeadapt case with the experimental data [164] for the
3D MASRI configuration.

Figure 5.25 shows the comparison of the overpressure with time for the ref-

erence case, adapted cases and the experimental data. The minimum and max-

imum of the experimental data set are shown by the dotted blue curves. First,

the reference simulation shows that the peak values of overpressure are within

the experimental limits. Next, the AMR simulations indicated by the red and

black lines show an excellent match and the curves are almost identical. All the

simulations lie within the experimental bounds and follow similar trends for over-

pressure measured. One important thing to note here is that the curves for two

AMR simulations (YALESadapt and Treeadapt) are not shifted in time. The

flame front evolves in the combustion chamber with identical speeds. These re-

sults are sufficient to validate the AMR simulations, however like in the Boeck

case, further comparison is required.
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Results and discussion

In this section, similar as the Boeck setup, a quantitative comparison is done to

compare the reference, the YALESadapt and the Treeadapt simulations. Results

are discussed in the following order, starting with discussion on the overall dy-

namics of the flow followed by details regarding performance and cost for the 3D

MASRI simulations.

Similarly to the Boeck case, the rate of venting and combustion are calculated

and compared for all numerical simulations. Note that just like for the case of

the overpressure plots, the curves have been shifted in time to match the peaks.

Figure 5.26: Comparison of combustion rates between reference case,
YALESadapt case and Treeadapt case for the 3D MASRI configuration.

The rate of combustion are compared between the AMR cases and reference

case in Fig. 5.26. The first peak of the rate of combustion is captured perfectly

by all the simulations. There is a slight difference in the second peak but a

similar trend is observed in all the cases. This difference can be attributed to the

fact that when flame approaches the atmospheric plenum, mesh adaptation is no

longer used and only applied to the combustion chamber.

Next, the venting rates are compared between the cases and plotted in Fig. 5.27.

The first peak is captured very well as was the case for combustion rate. There a
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Figure 5.27: Comparison of venting rates between reference case, YALE-
Sadapt case and Treeadapt case for the 3D MASRI configuration.

slight difference for the following peaks but again they follow the correct trends as

explained above for the combustion rate. The curves of venting rates for YALE-

Sadapt and Treeadapt match perfectly. The curves for both combustion and

venting rates for the AMR simulations have not been shifted in time with respect

to each other.The pressure differential created due to competing combustion and

venting rates is captured perfectly by all of the simulations.

In the MASRI setup, the laminar flame transitions to a turbulent flame so

modeling needs to be verified. In that respect, thickening being equivalent it

is necessary to compare the efficiency function for all simulations. Indeed, the

combustion model associated to the TFLES approach [134, 174] to resolve the

flame front on the computational mesh relies on an efficiency function to account

for the loss of wrinkling at the sub-grid scale when turbulence occurs. Two

different efficiency functions are widely used, namely the model of Colin [134]

and Charlette [131]. The efficiency function is defined as the wrinkling ratio Ξ∆

between the non-thickened reference flame and the thickened flame.

ε =
Ξ∆(δol )

Ξ∆(Fδol )
(5.5)

where δol is laminar flame thickness of the non-thickened flame and F is the
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(a)

(b)

(c)

Figure 5.28: The efficiency function of the Colin model is plotted at the
similar instants in the combustion chamber with regards to flame front
evolution to compare the reference and the adapted simulations.

thickening factor. It is important to check that in the AMR simulations the

applied efficiency function values are comparable and accurately triggered at the

right places in the simulations since this drives the turbulent phase.

Figure 5.28 displays fields of efficiency functions for (a) the reference, (b) the

YALESadapt and (c) the Treeadapt simulations, when the flame interacts with

the central obstacle and the baffle plates. When the flame front is present at this

location, turbulence levels are high as expected and the range of efficiency values

are at their maximum values for the simulations. Clearly, for all simulations, the

function activates similarly at the same locations, starting after the second row of
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baffle plates and mainly downstream of the central obstacle. All simulations also

show similar levels. The fact that the location at which the efficiency function is

triggered as well as the values reached coincides with the excellent match obtained

for the venting rates, Fig. 5.27. This confirms the ability of AMR to capture

complex phenomena such as transition from laminar to turbulent flames due to

flame-vortex interactions.

Figure 5.29: Resolved amount of mean reaction rate η for the adapted
cases and the reference simulation for the 3D MASRI setup.

The comparison of the respective contributions given by the resolved and sub-

grid-scale parts of the combustion rates are provided in Fig. 5.29. From such an

evolution, it is seen that in areas where the flame is almost laminar (before the

first obstacle), the flame wrinkling is fully resolved and the contribution of the

sub-grid-scale combustion model is nearly zero. In this part of evolution, all the

simulations show similar behavior. As the flame approaches the first baffle plate,

the amount of mean resolved reaction rate reduces slightly due to the initiation

of the sub grid model contribution. When the flame becomes fully turbulent,

typically downstream the third baffle plate and near the central obstacle, the

contribution of resolved part reduces drastically in favor to the model contribu-

tion. The drastic fall in the resolved mean reaction rate is seen at the same time
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around approximately t = 9 for the AMR simulations. The reference simulation

also shows similar trends, however, due to a faster moving flame front, the flame

approaches the third baffle plate earlier and the curves seem apart. The curves

for the two adaptation techniques (YALESadapt and Treeadapt) are identical

and the flame front appears to travel at identical speeds. The mean value reaches

as low as 35% in its lowest peak, when the flame occupies close to the entire

combustion chamber.

All the above analysis performed for the simulations indicate that the AMR

methodology has been successfully implemented for this complex test case. The

performance based criteria are detailed next to understand the benefits of the

AMR simulations. The gains in CPU is clearly one desired objective justifying

the use of such a complex dynamic meshing algorithm. As a result, it is first

necessary to compare the evolution of the number of elements in the mesh, the

number of iterations per second performed by the solver and the timestep used

as well as time taken by the AMR loop.

Figure 5.30: Number of elements in the mesh between YALESadapt and
Treeadapt simulations for the 3D MASRI configuration.

As mentioned for the Boeck case, the gains observed while using AMR de-

pends on the quality of the initial mesh used. Since, the initial AMR mesh is

always coarser than the reference mesh, the major advantage in performance is

observed in the early phase of the simulations. Its is therefore important to

track the number of elements in the mesh for the AMR simulations as shown
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in Fig. 5.30. Throughout the simulation, the number of elements in the case of

the Treeadapt simulation is always slightly less than the YALESadapt case. This

trend is observed in the manuscript irrespective of the case chosen. This is due

to the fact that in YALESadapt as mentioned previously, a mesh optimization

technique based on the improvement of the skewness is applied additionally in

comparison to YALESadapt. At around t = 12 ms, the number of elements are

quite similar and reaches the peak value for both cases (similar to the number of

elements in the reference mesh) because the flame occupies the entire combustion

chamber. Afterwards, when the flame enters the plenum, the number of elements

start decreasing for all the cases as the mesh goes back to original resolution in

the combustion chamber after the flame enters the atmospheric plenum.

Figure 5.31: Comparison of iterations per second between Reference
simulation, YALESadapt and Treeadapt simulations for the 3D MASRI
configuration.

The number of elements in the mesh has a direct correlation to the number

of iterations per second for the AMR simulations which are plotted in Fig. 5.31.

The iterations per second clearly takes advantage of the dynamic mesh refinement

with a gain in performance at the early stages for AMR simulations compared

to reference simulation. This advantage is mainly due to the coarse mesh and

the trends coincide with the number of elements observed in the mesh at these

time instants. This increase in performance slowly reduces for both AMR cases

with time. At around t = 12 ms, the iterations per second for all cases become
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similar as this coincides with the fact that the flame occupies the complete cham-

ber. Afterwards, when the flame starts exiting the chamber into the atmospheric

plenum, there is an increase in the iterations per second for the adaptation cases

as the mesh goes back to the original resolution in the combustion chamber: i.e.

when the flame exits to the plenum. The iterations per second are similar for

both adaptation techniques and show better performance than the reference case

for most of the duration of the simulation.

Figure 5.32: Comparison of timestep between Reference simulation,
YALESadapt and Treeadapt simulations for the 3D MASRI configu-
ration.

Note that, the time step used during these simulations depends mostly on

the volume of the smallest cell present in the mesh. Figure 5.32 displays the

timestep evolution for all three simulations. For both AMR cases, the simulation

timestep is marginally larger than the reference case throughout the simulation.

Since AMR aims at using coarser meshes, this is an expected result. The timestep

difference between the YALESadapt and Treeadapt are present throughout the

simulations but remain comparable for both methods. This confirms that the

larger timestep resulting from the AMR tools provides a benefit especially in

terms of CPU cost.

Although both AMR methodologies use the same algorithm and appear to

yield similar behaviors, there are differences in the working of both algorithms

as already highlighted in chapter 3. It is therefore required to compare the time
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Figure 5.33: Comparison of total AMR time and number of sub-
iterations per AMR loop between the two adapted cases with initial
mesh of 10 million elements for the 3D MASRI configuration.

taken by the mesh adaptation loop for both methods as shown in left frame of

Fig. 5.33. In the right frame, the number of sub-iterations in the adaptation

loop per call of MMG are shown for both methodologies. The time taken to

complete the adaptation process always takes longer in the case of Treeadapt

although it takes fewer sub-iterations in the adaptation loop. This is attributed

again to the interpolation time also observed for the Boeck setup and, explained

in the previous section. Both adaptation techniques, follow similar trends and

the adaptation time as well as the number of sub-iterations to converge increase

for both YALESadapt and Treeadapt as expected. Afterwards, in the plenum,

the adaptation time and number of sub-iterations decrease for both simulations.

Feature Ref. simulation YALESadapt Treeadapt
Total time 42,235s 29,535 s 37,427 s

Average Memory 181.539 MB 2161.178 MB 1553.93 MB
Min. Memory 158.332 MB 2049.684 MB 1439.352 MB
Max. Memory 193.707 MB 2274.070 MB 1647.824 MB

Table 5.6: Comparison of total time for simulation and memory con-
sumed for the three simulations for MASRI 3D case using 360 proces-
sors.

Finally, the total time taken (start to end of the simulation) to complete

the simulation for the two different adaptation techniques (YALESadapt and

Treeadapt) with the same initial mesh of approximately 10 million elements are

shown in Table 5.6. It can be observed that the entire simulation in this case with

Treeadapt is approximately 26% slower compared to the adaptation by YALE-

Sadapt. This is a work in progress and will be improved. It can also be observed
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that the memory consumption is significantly reduced in the case of Treeadapt

compared to YALESadapt. Finally, a speed up of 1.31 is observed when using

an initial mesh of 10 million elements with YALESadapt. For the present find-

ings, all simulations were done using 360 processors on a local cluster available at

CERFACS. An additional benefit from the AMR framework, is its capability to

correct bad resolution zones at the outlet of the chamber that were responsible

of numerical crashes in the static mesh.

Although marginal gains have been observed so far for the MASRI case using

AMR, it is important to understand that the gains are all relative to the reference

mesh chosen. This reference mesh was in fact optimized and chosen due to its cost

effectiveness as well as accuracy of obtained results. Since the initial mesh (10

million) used so far was chosen arbitrarily so it has half the number of elements

of the reference mesh, marginal gains can be simply a direct consequence of such

a choice. It is also evident that gain in performance depends on the initial mesh

used by construction since coarsening is not introduced. The objective of the

upcoming test is therefore to see if a coarser initial mesh yields more performance

gains while preserving accuracy. Note that, there should be a limit below which

the initial mesh will yield inaccurate results. This specific limit is currently out

of the scope of the next stage although it will have to be investigated. As a result

a new AMR simulation is produced using a very coarse initial mesh containing

only 2 million elements. This is a mesh that contains only 10% of the number of

elements of the reference simulation. Before discussing the performance gains, it

is essential to check first the accuracy of the provided results with such a change

in initial grid.

Figure 5.34 compares the overpressure in frame (a) and the venting rates in

frame (b) obtained with the 2M mesh in comparison to the reference results and

experimental data when available. In frame (a), it can be observed that both

simulations show similar trends and peaks in overpressure values lie within the

experimental overpressure limits. In frame (b), the venting rates also show great

match with only small differences. Effectively, when using this initial mesh, a

speed up of approximately 2.1 is obtained (which is significantly better than

the 10 million mesh). Note that, it was observed that when using an initial

mesh with only one million elements, the overpressure curve did not lie within

the experimental limits. This confirms our previous comment highlighting the

balance between performance gains obtained using AMR and its parameterization

to yield accurate predictions.
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(a) (b)

Figure 5.34: Comparison of (a) overpressure and (b) Venting rate be-
tween Reference simulation and YALESadapt with an initial mesh of 2
million elements for the 3D MASRI configuration.

5.3 Conclusions and Perspectives

In this chapter, the dynamic mesh algorithm introduced previously is used to

solve two complex, compressible, large-scale, reacting, test cases. To do so, a

combination of a flame and a vorticity-based sensor is used and found to be

adequate to adapt the mesh as the flow evolves in both the Boeck and MASRI

setups. For the Boeck configuration, the results with mesh adaptation (both

YALESadapt and Treeadapt) show excellent match with the reference simulation

as well as the experimental data for this full 3D setup. For this case, only marginal

gains are obtained for a simulation using 540 processors compared to the reference

simulation at present. This confirms the suitability of the approach that now

needs to be optimized to provide effective gains.

Similar, conclusions are reached for the more complex problem that is the 3D

MASRI setup. Here again, excellent match for both mesh adaptation techniques

are obtained if compared to the reference simulation or the experimental data. A

performance gain of up to approximately 2.1 is observed for a coarse initial mesh

of 2 million elements using 360 processors while preserving the prediction accuracy

compared to the reference case for the full 3D MASRI setup. This confirms that

using the correct parameters and selecting an efficient initial mesh, one will in

the future avoid using static meshes for complex and large scale simulations while

optimizing the overall cost of such simulations.
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Note that from the first part of the thesis, it is observed that for reacting

flows it is absolutely essential to resolve the flame front. The same conclusion is

observed with AMR. It is therefore evident and now technically feasible to pro-

duce simulations accurately using a very coarse initial mesh provided a sufficient

mesh resolution is captured via adaptation during the AMR simulations while

thickening is ensured. The remaining challenge is thus to adequately combine

these two elements for optimal use.

When it comes to performance gains observed with Treeadapt or YALE-

Sadapt, recall that one in still in progress and major improvement is expected in

the future. The memory usage in all adaptation cases using Treeadapt in com-

parison to YALESadapt is significantly lower. A key advantage of Treeadapt is

that it can handle much larger meshes than YALESadapt due to the hierarchical

nature of Treeadapt which results in lesser memory usage. This should be ex-

tremely useful when performing simulations with meshes in the order of a billion

elements.
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Conclusions and Perspectives

LES simulations are frequently employed to obtain accurate numerical results

in virtually all domains of combustion. The quality and accuracy of such LES

predictions are however determined by a number of factors, one of the main being

clearly mesh resolution/quality. There are a variety of issues related to a mesh

that might occur when employing any numerical simulation. In that respect the

understanding related to using any numerical scheme is explained in Part I of

this thesis.

From a numerical analysis point of view, schemes can be better mastered and

understood using the so called Global Spectral Analysis. As detailed in this first

part of the document, GSA can be applied to the linear Convection-Diffusion

Equation (LCDE) showing its potential over the more standard approach that is

the Von-Neumann analysis. As a result of GSA, obtained property charts clearly

evidence in 1D, the presence of standing waves as well as q-waves. Likewise,

such charts give access to stability, dissipation and diffusivity of the numerical

scheme. In particular, it is clearly found that the properties of a given scheme

are sensitive to the parameters: the CFL number, Nc, the Peclet number, Pe,

and wavenumber, kh. The extension to 2D problems is shown to introduce two

new key parameters, the wave propagation angle and the spatial aspect ratio of

the grid. Although purely mathematical, GSA derived behaviors are validated

numerically solving for multiple 2D flows including the Taylor Green Vortex prob-

lem. All tests confirm that the properties of a numerical scheme are sensitive to

mesh resolution just like evidenced by GSA.

Extension of GSA for linear Convection-Diffusion-Reaction Equation (LCDRE)

provides a relevant model equation for the analysis and resolution of fully pre-

mixed combustion problems. This analysis clearly highlights that it is essential

to have sufficient grid resolution in a flame front to obtain viable and stable nu-

merical solutions. In that respect, it is of note that with the numerical schemes

available within AVBP, at least 5 points are needed in the flame front to ensure

proper predictions. This observation, issued by GSA, is fully in line with the

standard recommended value when using the TFLES model.
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The scope for future work associated with GSA would be to further ex-

tend and apply such an analysis to cover both non-reacting and reacting flows on

equally spaced square grids as detailed here but also for grids with different aspect

ratios. The same analysis could furthermore be extended to unstructured grids.

In that respect and in the case of premixed flame, new recommendations about

the needed mesh resolution in the flame front could be justified. Extending such

a process to diffusion flames would also clearly be a major contribution allowing

to better understand the choice of a scheme/resolution couple on the prediction

and simulation of such flames.

Ideally, while solving full-scale reacting flow problems, it is impractical to use

fine scale mesh resolutions as usually introduced in GSA. Considering the compu-

tational cost and needed resolution, it is clear that the area around the important

flow features should be resolved with finer grids while relatively coarser grids could

be used in other areas of the domain. The need for remeshing during a numer-

ical simulation arises naturally for two different reasons: either to reduce the

numerical inaccuracy induced by an inadequate mesh or because of a constantly

evolving reacting flow field. In Part II, the dynamic mesh adaptation technique

is introduced with this in mind.

To do so, the adaptive mesh refinement (AMR) methodology and its imple-

mentation based on two different techniques (YALESadapt and Treeadapt) are

introduced. The general steps involved in such parallel dynamic mesh refinement

algorithms are in particular explained and the differences between the two tech-

niques are highlighted and explained. Two simple test cases are then selected to

validate both adaptation techniques and ensure the correctness of the algorithms

used.

Following these preliminary steps, two explosion cases dedicated to LES of

turbulent complex combustion problems are treated with AMR. In the first case,

the flow in a chamber with one central obstacle, name the Boeck setup is sim-

ulated. This case is relatively challenging, the flame undergoing wrinkling but

staying laminar throughout. For the second case, the MASRI setup, has addi-

tional baffle plates and a central obstacle. This case mimics the flow evolution

expected in an explosion where the flame transitions from a laminar to a turbu-

lent flame with a large acceleration. Thanks to a proper methodology based on

flame as well as vorticity based sensors, excellent match is obtained using both

AMR techniques and performance gains are observed for each test case. From

these simulations, it is furthermore noted that if the correct mesh adaptation

parameters are used to obtain sufficient resolution, especially for the flame front,
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much coarser meshes can produce accurate results. This corroborates the find-

ings from GSA which indicates that the resolution of the flame front needs to be

ensured to obtain accurate and stable results. This is here confirmed if the dual

use of the thickened flame model and five points in the reacting front provided a

prescribed grid resolution.

In terms of future actions and opportunities around AMR, mesh adaptation

was here performed only for a small-scale setup of the MASRI case. There exists

much larger scale setups. These should be attempted since most likely it will

provide further gains in computational costs and speed up. In these cases since

the combustion chamber is longer, a coarse initial mesh can be used to take fully

advantage of the AMR technique without the burden of a static mesh approach.

However as underlined in this manuscript, at the present stage, the masks

used in the AMR algorithm are case dependent and need to be tuned for proper

use. One future goal would clearly to rely on case independent masks for fully

and automatic triggering of AMR. Finally and for reacting flows, the link between

an optimum grid resolution and the thickening factor, F, of TFLES should be

somehow clarified.

To finish, the combined use of GSA, thickening and mesh adaptation could

lead better understanding of attainable goals in terms of gain and accuracy. But

such strategies also require to be able to coarsen in regions where the flow field

is of less importance as time proceeds to truly highlight the advantages of AMR.

Using the correct implementation of all of these steps can result in disparition of

static mesh simulations which are still the current mean for industrial applications

in the future.
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Jaume Casademunt, and Lorenz Kramer. Travelling-stripe forcing of turing

patterns. Physica D: Nonlinear Phenomena, 199(1-2):235–242, 2004. 66

[94] David B White. The planforms and onset of convection with a temperature-

dependent viscosity. Journal of Fluid Mechanics, 191:247–286, 1988. 66

[95] Osamu Hirayama and Ryuji Takaki. Thermal convection of a fluid with

temperature-dependent viscosity. Fluid Dynamics Research, 12(1):35, 1993.

67

[96] Michael Ardes, FH Busse, and Johannes Wicht. Thermal convection in

rotating spherical shells. Physics of the Earth and Planetary Interiors,

99(1-2):55–67, 1997. 67

[97] JT Lir and TF Lin. Visualization of roll patterns in rayleigh–bénard con-

vection of air in a rectangular shallow cavity. International Journal of Heat

and Mass Transfer, 44(15):2889–2902, 2001. 67

[98] Fengqi Yi, Junjie Wei, and Junping Shi. Bifurcation and spatiotemporal

patterns in a homogeneous diffusive predator–prey system. Journal of Dif-

ferential Equations, 246(5):1944–1977, 2009. 67

[99] Martin Baurmann, Thilo Gross, and Ulrike Feudel. Instabilities in spa-

tially extended predator–prey systems: Spatio-temporal patterns in the

neighborhood of turing–hopf bifurcations. Journal of Theoretical Biology,

245(2):220–229, 2007. 67

[100] Brian J Rothschild and Jerald S Ault. Population-dynamic instability as a

cause of patch structure. Ecological Modelling, 93(1-3):237–249, 1996. 67

[101] Thierry Poinsot and Denis Veynante. Theoretical and numerical combus-

tion. RT Edwards, Inc., 2005. 67

[102] Diego A Garzón-Alvarado, CH Galeano, and JM Mantilla. Computa-

tional examples of reaction–convection–diffusion equations solution under

the influence of fluid flow: First example. Applied Mathematical Modelling,

36(10):5029–5045, 2012. 67

[103] Charles D Pierce and Parviz Moin. Progress-variable approach for large-

eddy simulation of non-premixed turbulent combustion. Journal of fluid

Mechanics, 504:73–97, 2004. 67

– 199 –



[104] Anotida Madzvamuse. A numerical approach to the study of spatial pattern

formation. PhD thesis, University of Oxford, 2000. 67

[105] Tony WH Sheu, SK Wang, and Reui-Kuo Lin. An implicit scheme for solv-

ing the convection–diffusion–reaction equation in two dimensions. Journal

of Computational Physics, 164(1):123–142, 2000. 67

[106] Ramon Codina. Comparison of some finite element methods for solving

the diffusion-convection-reaction equation. Computer methods in applied

mechanics and engineering, 156(1-4):185–210, 1998. 67

[107] L Leboucher. Monotone scheme and boundary conditions for finite vol-

ume simulation of magnetohydrodynamic internal flows at high hartmann

number. Journal of Computational Physics, 150(1):181–198, 1999. 67

[108] Vaibhav Joshi and Rajeev K Jaiman. A positivity preserving varia-

tional method for multi-dimensional convection–diffusion–reaction equa-

tion. Journal of Computational Physics, 339:247–284, 2017. 67

[109] Soumyo Sengupta, Tapan K Sengupta, Jyothi Kumar Puttam, and Ke-

shava Suman Vajjala. Global spectral analysis for convection-diffusion-

reaction equation in one and two-dimensions: Effects of numerical anti-

diffusion and dispersion. Journal of Computational Physics, 408:109310,

2020. 67

[110] Michael Pfitzner. A New Analytic pdf for Simulations of Premixed Tur-

bulent Combustion. Flow, Turbulence and Combustion, 106(4):1213–1239,

2021. 67, 85

[111] J. H. Ferziger and Tarek Echekki. A Simplified Reaction Rate Model and

its Application to the Analysis of Premixed Flames. Combustion Science

and Technology, 89(5-6):293–315, 1993. 85

[112] M. Pfitzner and P. Breda. An analytic probability density function for par-

tially premixed flames with detailed chemistry. Physics of Fluids, 33(3):1–

16, 2021. 85

[113] Thilo Schonfeld and Michael Rudgyard. Steady and unsteady flow simula-

tions using the hybrid flow solver avbp. AIAA journal, 37(11):1378–1385,

1999. 89

– 200 –



[114] L. Selle, G. Lartigue, T. Poinsot, R. Koch, K. U. Schildmacher, W. Krebs,

B. Prade, P. Kaufmann, and D. Veynante. Compressible large eddy simula-

tion of turbulent combustion in complex geometry on unstructured meshes.

Combustion and Flame, 137(4):489–505, 2004. 89

[115] T. Poinsot and SK Lele. Boundary conditions for direct simulations of

compressible viscous flows. Journal of computational physics, 101(1):104–

129, 1992. 90

[116] Heinz Pitsch. Large-eddy simulation of turbulent combustion. Annu. Rev.

Fluid Mech., 38:453–482, 2006. 99, 104

[117] Sergey B Dorofeev. Flame acceleration and explosion safety applications.

Proceedings of the Combustion Institute, 33(2):2161–2175, 2011. 100
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