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a b s t r a c t 

The symbiotic organisms search algorithm is a very promising recent metaheuristic algorithm. It has re- 

ceived a plethora of attention from all areas of numerical optimization research, as well as engineering 

design practices. it has since undergone several modifications, either in the form of hybridization or as 

some other improved variants of the original algorithm. However, despite all the remarkable achieve- 

ments and rapidly expanding body of literature regarding the symbiotic organisms search algorithm 

within its short appearance in the field of swarm intelligence optimization techniques, there has been 

no collective and comprehensive study on the success of the various implementations of this algorithm. 

As a way forward, this paper provides an overview of the research conducted on symbiotic organisms 

search algorithms from inception to the time of writing, in the form of details of various application 

scenarios with variants and hybrid implementations, and suggestions for future research directions. 

© 2018 Elsevier Ltd. All rights reserved. 
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1. Introduction 

Several research contributions in the field of metaheuristics

have produced numerous optimization methods ( Weise, 2011;

Yang, 2010c; Yang, 2013; Yang and He, 2013 ), which are more pow-

erful than the traditional gradient-based ( Haupt, 1995 ) or hessian

matrix based methods ( Tahk, Park, Woo, & Kim, 2009 ). While these

contributions can currently be considered optimum ( Nowak and

Cirpka (2004) ), most real-world problems are highly unpredictable

and are often accompanied with numerous uncertainties, making

the search for optimal solutions even more complex. Therefore, it

may be said that while optimality is not the only focus of opti-

mization, it also includes robustness, which is a key factor when

dealing with most scientific and engineering problems. As an alter-

native to the classical optimization methods, scientists have suc-

ceeded in developing and using the nature inspired metaheuris-

tic algorithms to circumvent the limitations of the traditional opti-

mization techniques ( Blum & Roli, 2003; Weise, 2011; Yang, 2010c ).

Metaheuristic algorithms are well known for their speed, robust-

ness and near-optimal solution accuracy. Moreover, it is very com-

mon to use metaheuristic algorithms to efficiently and effectively
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0957-4174/© 2018 Elsevier Ltd. All rights reserved. 
olve most of the complex optimization problems that are diffi-

ult to solve by using the gradient descent algorithms ( Clerc &

ennedy, 2002; Das, Mukhopadhyay, Roy, Abraham, & Panigrahi,

011; Yang & Deb, 2010 ). 

The term ‘metaheuristic’ which connotes ‘higher level’ is of-

en seen as an iterative generation process that integrates dif-

erent concepts for exploring and exploiting the search space to

uide a subordinate heuristic ‘lower level’, with learning strate-

ies used to structure information to find efficiently near-optimal

olutions ( Osman & Laporte, 1996; Yang, 2014 ). In general, while

earching for a global optimum solution, the efficiency of the

earch process of most metaheuristic algorithms, to some extent,

reatly depends on their ability to strike a balance between ex-

loration and exploitation. According to Tashkova, Šilc, Atanasova,

nd Džeroski (2012) and Fister, Fister, Yang, and Brest (2013) the

xploration process guides each metaheuristic in discovering the

iverse solutions within the search space. In other words, the ex-

loration process assists in enabling the metaheuristic to attain

he new searching region of the search space. It helps to pre-

ent the premature convergence into local optimum; however, it

ill slow the convergence rate. The exploitation process enables

he metaheuristic to focus the search process within the neighbor-

oods of the current best solutions. It allows convergence rapidly

o the optimum solution in the region, with a consequence of be-

ng trapped in local optimum prematurely. (Interested readers may

https://doi.org/10.1016/j.eswa.2018.10.045
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onsult Črepinšek, Mernik, and Liu (2011) and Črepinšek, Liu, and

ernik (2013) for more information about studies on exploration

nd exploitation in evolutionary algorithms). 

It is noteworthy to mention here that despite the prolifera-

ions in the number of new metaheuristic algorithms, nearly all of

hem share the same common characteristics ( Boussaïd, Lepagnot,

 Siarry, 2013 ; Ishibuchi et al. 2003 ; Cheng & Prayogo, 2014 ). Some

f the shared characteristics include the following: they all draw

heir inspirations from nature, they have parameters that need to

e fine-tuned to make them adaptable for the problem at hand,

nd they do not require substantial gradient information. However,

ach metaheuristic possesses some unique advantages in terms

f speed, accuracy, robustness and overall performances in differ-

nt problem spaces. In addition, studies have shown that there

s no single algorithm that is good enough to solve all the opti-

ization problems with their unique problem features ( Wolpert &

acready, 1997 ). Therefore, there is a need for a continuous search

or the development of new metaheuristic algorithms to handle

ifferent specific optimization problems that emerge. 

Some of the notable examples of metaheuristic algorithms

hat are widely used to solve various optimization problems are

he following: Variable Neighborhood Search (VNS) ( Mladenovi ́c

 Hansen, 1997 ), Tabu Search (TS) ( Glover, 1989 ), Simulated An-

ealing (SA) ( Kirkpatrick, Gelatt, & Vecchi, 1983 ), Particle Swarm

ptimization (PSO) ( Eberhart & Kennedy, 1995 ), Ant Colony Op-

imization (ACO) ( Dorigo & Di Caro, 1999 ), Differential Evolu-

ion (DE) ( Storn & Price, 1997 ), Cuckoo Search (CS) algorithm

 Yang & Deb, 2009 ), Fire Fly Algorithm (FA) ( Yang, 2010b ), Flower

ollination Algorithm (FPA) ( Yang, 2012 ), Invasive Weed Opti-

ization (IWO) algorithm ( Mehrabian & Lucas, 2006 ), Bat Algo-

ithm (BA) ( Yang, 2010a ), Fruit Fly Optimization algorithm (FOA)

 Pan, 2012 ), Artificial Bee Colony (ABC) algorithm ( Teodorovic &

ell’Orco, 2005 ), Bacterial Foraging (BF) algorithm ( Passino, 2002 ),

rill Herd (KH) algorithm ( Gandomi & Alavi, 2012 ), Bees Algorithm

BeeA) ( Pham et al., 2011 ), Particle Bee Algorithm (PBA) ( Cheng &

ien, 2012 ), Cat Swarm Optimization (CSO) algorithm ( Chu, Tsai,

 Pan, 2006 ), Glowwarm Swarm Optimization (GSO) ( Krishnanand

 Ghose, 2009 ) and Symbiotic Organisms Search (SOS) algorithm

 Cheng & Prayogo, 2014 ). (Interested readers may also consult the

ork of Fister et al. (2013) for more details on some of the classi-

cations of the nature inspired algorithms). 

Among the notable and newly developed metaheuristic algo-

ithms, the SOS algorithm has received significantly wider atten-

ion from the optimization research community and other related

omains, as a result of the algorithm’s implementation simplicity

nd stability, that results from its parameter-less nature. In ad-

ition, the algorithm has equally witnessed a drastic increase in

ts area of application to several optimization domains as com-

ared to other alternative algorithms or competitors, which include

A, ACO, PSO, and DE. Therefore, this paper presents a compre-

ensive review of the standard SOS algorithm, its basic concepts

nd structures, variants and hybrid implementations for handling

onstrained, unconstrained, single objective, multi-objective, large

cale global optimization problems as well as practical oriented

eal world optimization problems. The main contribution of this

aper consists of: - 

• an exhaustive study of the classical SOS algorithm; 
• a systematic review of up to date SOS variants and hybrid algo-

rithms; 
• an identification and presentation of the various application ar-

eas of SOS algorithm in solving both complex and non-linear

scientific and engineering design problems; 
• suggestions for further development and possible areas of im-

provement; and 
• recommendations for novel application areas for the SOS algo-

rithm. 

The paper is structured as follows: The introduction is fol-

owed by Section 2 presenting background information including

onceptual features and structures of the classical SOS algorithm.

ection 3 presents a systematic review of studies on SOS algo-

ithms covering variants and hybrid implementations of the stan-

ard algorithm, while in Section 4 the various applications of the

OS in different domains are discussed. Section 5 offers a discus-

ion about the performance validation of the standard SOS algo-

ithm. In Section 6 , a discussion about further development and

ossible improvement on the standard SOS algorithm is presented.

hen Section 7 covers critical remarks as well as future perspec-

ives about the symbiotic organisms search algorithm. Lastly, a

onclusion is given in Section 8 . 

. Symbiotic Organisms Search Algorithm 

The symbiotic organisms search (SOS) algorithm was first in-

roduced by Cheng and Prayogo (2014) . The standard algorithm is

imple and powerful, and employs the perspective of a population-

ased search strategy by guiding a population of candidate solu-

ions to search for promising optimum region iteratively until a

lobal optimum solution to a given objective function is found.

owever, it was originally designed for dealing with numerical op-

imization problems in a continuous solution space, even though

t has undergone several transformations that have made it more

obust and adaptive to other problem spaces. SOS is inspired by

he relationship among different organisms which live together in

ne ecosystem and continuously strive and compete for survival or

o grow together. This phenomenon is referred to as ‘symbiosis’ in

iology. 

.1. Symbiosis relationships 

Symbiosis is a phenomenon used to describe the kind of adap-

ive relationships or interactions that often exist between any two

istinctive organisms or species that cohabit in the natural ecosys-

em. This form of cohabitation between two different organisms

s further subdivided into obligate and facultative types of rela-

ionships ( Cheng & Prayogo, 2014 ). The obligate symbiosis defines

he type of relationship between two different species of organ-

sms that are inclusively dependent on each other for their sur-

ival, while the facultative variety of symbiosis defines a relation-

hip method between two different species of organisms that de-

ide to cohabit in a mutually beneficial but nonessential relation-

hip ( Cheng & Prayogo, 2014 ). 

The three fundamental symbiotic relationships types found

mong organisms include mutualism, commensalism and para-

itism. These three modes of interactive interrelationships are de-

cribed as the relationships where two living organisms bene-

t reciprocally, is known as mutualism. One common example

f mutualism is the interaction between the Oxpecker birds and

hinoceros. The Oxpecker lives on the rhino, sustaining itself by

ating the bugs and parasites on the animal and the Rhinoceros

et pest control. Commensalism symbiosis is the relationship be-

ween two organisms where one of the organisms obtains all the

enefits from the other organism while the other is not affected

y the immediate interaction. An example of the commensalism is

he interaction between cattle egrets (birds that live near grazing

attle) that eat insects that have been disturbed by cattle forag-

ng for food. However, if the benefits obtained by one organism

rom another is causing the detriment of the other organism, the

elationship is referred as parasitism symbiosis. An example in this

egard is mosquitoes that rely on human blood to produce their
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Fig. 1. Three phases of symbiosis among organisms in the ecosystems: from left - commensalism (Oxpeckers on the back of a Rhinoceros), mutualism (Cattle egrets and 

Cattle), and parasitism (Mosquito feeding on Human blood). 
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eggs. This relationship is considered parasitism because the human

(host) is affected negatively and the mosquito (parasite) benefits

from the relationship. Fig. 1 illustrates the three types of symbi-

otic relationships that inspired the development of the symbiotic

organisms search algorithm. 

2.2. Symbiotic organisms search algorithm encoding 

The SOS algorithm encoding was modeled based on the three

fundamental relationships structures described in Section 2.1 ,

namely mutualism, commensalism and parasitism. These natural

phenomena illustrated in Fig. 1 can be associated with the specific

problem objective function to be optimized or solved. As such, the

SOS algorithm is encoded using the three aforementioned relation-

ship processes. The formulation of the standard SOS is outlined as

shown in Algorithm listing 1. 

The SOS algorithm engages through the iterative steps high-

lighted in Algorithm 1 , starting first with the ecosystem initializa-

tion, which is usually expressed as X = {X 1 ,X 2 ,…, X ecosize }. More so,

as discussed in ( Ezugwu, Adeleke, & Viriri, 2018 ), the population

size of the organisms can be set within the range of a moderate

population size of 25, an average population size of 50, and a large

population size of 100. Subsequently, the algorithm generates new

organisms position by computing and comparing their respective

objective function values ( Ezugwu et al., 2018 ), so that the organ-

ism with the best objective value is selected as X best . The algorith-

mic process is repeated by updating the current best solution until

the organism with the global best solution is discovered. The algo-

rithm execution is terminated when the maximum number of fit-

ness function evaluation is reached. Otherwise, the algorithm con-

tinues to evaluate by exploring and exploiting other new possible

solution search spaces. It is noteworthy to mention here that the

stopping condition is quite an important factor in determining the

final result of the entire optimization process. For example, reduc-

ing the length of the algorithm execution time, might not give so-

lutions that are close to the targeted global optimum and prolong-

ing the execution time might as well increase the computational

cost of the algorithm ( Ezugwu et al., 2018 ). Detailed descriptions

of the SOS algorithm phases are presented next in Sections 2.2.1 –

2.2.3 . 

2.2.1. Mutualism phase 

In the mutualism phase, for each organism X i , an organism X j is

randomly selected from the ecosystem to interact with X i ( where X i 

� = X j ) on the bases of establishing a relationship that is mutual.

However, the association between X i and X j is to increase the mu-

tual survival rate of the two organisms within the ecosystem. The

new candidate solutions X inew 

and X jnew 

are generated using Eq. (1 )

and (2) , respectively: 

X inew 

= X i + rand ( 0 , 1 ) × ( X best − X mutual × B F 1 ) (1)

X jnew 

= X j + rand ( 0 , 1 ) × ( X best − X mutual × B F 2 ) (2)
here X mutual is represented by using the expression given in Eq.

3 ) . 

 mutual = 

X i + X j 

2 

(3)

 F 1 = (1 + round ( rand ( 0 , 1 ) ) , | rand ∈ [ 0 , 1 ] (4)

 F 2 = (1 + round ( rand ( 0 , 1 ) ) , | rand ∈ [ 0 , 1 ] (5)

The rand (0,1) function is a vector of uniformly distributed ran-

om numbers between 0 and 1. The organism with the best ob-

ective or fitness function value in terms of the degree of adapta-

ion in the ecosystem, represented by X best , while X mutual signifies

 mutualistic characteristic exhibited between the two organisms

o increase their survival advantage Ezugwu & Adewumi, 2017b ).

he values of the benefit factors BF 1 and BF 2 are determined ran-

omly using Eqs (4 ) and ( (5) . These factors represent the level of

enefit from the interaction for each organism. It should be noted

hat an update is only made, if the new computed fitness function

alue denoted by f ( X inew 

) and f ( X jnew 

), is better than the previ-

us fitness functions, f ( X i ) and f ( X j ), ( Ezugwu & Adewumi, 2017b ).

hus, the two equations, which are equation 1 and 2 , can further

e transformed as follows: 

 inew 

= X i + rand ( 0 , 1 ) × ( X best − X mutual × B F 1 ) , 

i f f ( X inew 

) > f ( X i ) (6)

 jnew 

= X j + rand ( 0 , 1 ) × ( X best − X mutual × B F 2 ) , 

i f f 
(
X jnew 

)
> f 

(
X j 

)
(7)

Fig. 2 illustrates the visualization pattern of the SOS mutualism

hase in the problem search space. 

.2.2. Commensalism phase 

In the commensalism phase, an organism X j is selected ran-

omly from the ecosystem to interact with the second organism

 i . However, the organism X i strives to increase its benefits from

he association with X j , while X j neither benefits nor suffers from

uch relationship. For this type of relationship, the organism X i is

laced at an advantageous position over X j ; however, the organ-

sm X j is not harmed in the process ( Ezugwu, Adewumi, & Frîncu,

017 ). The new solution that emerges as a result of this symbiotic

elationship is updated using the following expression as shown in

quation 8 ( Ezugwu & Adewumi, 2017b ) . 

 inew 

= X i + rand ( −1 , 1 ) ×
(
X best − X j 

)
, i f f ( X inew 

) > f ( X i ) (8)

The rand (1,1) function is a vector of uniformly distributed ran-

om numbers between -1 and 1. The new organism X inew 

re-

laces the organism X i if its fitness value is better. The expression

 X best − X j ) denotes in this case the beneficial advantages provided

y the organism X j to assist the organism X i increase its survival

dvantage among the population in the ecosystem to the highest



A.E. Ezugwu and D. Prayogo / Expert Systems With Applications 119 (2019) 184–209 187 

Algorithm 1 Standard SOS pseudocode. 

Input: ecosize: population size UB: upper bound of the search space 

D: dimensions of problem LB: lower bound of the search space 

maxFE: maximum function evaluation F(X): objective function 

Output: X best which is the final best solution of the population 

1: Generate an initial population X = {X 1 ,X 2 ,…, X ecosize }, and evaluate its fitness, assign FE ← 0; 

2: Identify the best solution of the initial population X best 

3: while FE < maxFE 

4: for i = 1 to ecosize do 

5: / ∗ Mutualism Phase ∗/ 

6: Choose randomly index j ∈ {1, 2, …, ecosize}, which j � = i 

7: BF 1 = (1 + round(rand(0, 1)) 

8: BF 2 = (1 + round(rand(0, 1)) 

9: X mutual = ( 
X i + X j 

2 
) 

10: for k = 1 to D do 

11: X inew = X i + rand(0, 1) ∗(X best − BF 1 
∗X mutual ) 

12: X jnew = X j + rand(0, 1) ∗(X best − BF 2 
∗X mutual ) 

13: end for 

14: if F(X inew ) < F(X i ) 

15: X i = X inew 

16: end if 

17: if F(X jnew ) < F(X j ) 

18: X j = X jnew 

19: end if 

20 FE = FE + 2 / ∗ Increase the number of function evaluation counter ∗/ 

21: Commensalism Phase 

22: Choose randomly index j ∈ {1, 2, …, ecosize}, which j � = i; 

23: for k = 1 to D do 

24: X inew = X i + rand( − 1, 1) ∗(X best − X j ) 

25: end for 

26: if F(X inew ) < F(X i ) 

27: X i = X inew 

28: end if 

29 FE = FE + 1 / ∗Increase the number of function evaluation counter 

30: Parasitism Phase 

31: Choose randomly index j ∈ {1, 2, …, ecosize}, which j � = i 

32: for k = 1 to D do 

33: if rand(0, 1) < rand(0, 1) 

34: X parasite = X i 
35: else 

36: X parasite = rand(0, 1) ∗(UB[k] − LB) + LB 

37: end if 

38: end for 

39: if F(X parasite ) < F(X j ) 

40: X j = X parasite 

41: end if 

42 FE = FE + 1 / ∗ Increase the number of function evaluation counter/ 

43: Update the best solution of the current population X best 

44: end for 

45: end while 
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h  
egree in X best (the most current or updated organism). Fig. 3 il-

ustrates the visualization pattern of the SOS commensalism phase

n the problem search space. 

.2.3. Parasitism phase 

The parasitism phase involves an association between two or-

anisms, for which one of the organism derives all the benefit

y harming the partner organism. An example of parasitism is

he association that exists amongst three organisms: the Plasmod-

um parasite, Anopheles mosquito and the human host. In this

ype of relationship, the human host is harmed, the Anopheles

osquito, which is the parasite carrier is left unharmed, while

he Plasmodium parasite thrives and reproduces inside the human

ody ( Ezugwu et al., 2017 ). Therefore, by mimicking the aforemen-

ioned parasitic behaviors, an organism X i is assigned a role sim-

lar to that of the Anopheles mosquito through the creation of

n artificial vector X parasite in the solution search space, by fine-

uning the randomly selected dimension of organism X i ( Ezugwu

 Adewumi, 2017b ). Subsequently, another organism X j is selected

andomly from the ecosystem and serves as a host to X parasite .

hen, X parasite will try to replace X j in the ecosystem. However,

f X parasite turns out to have a better fitness value than X j , then
 j is replaced by X parasite . Otherwise, X j develops an immunity

rom X parasite , which will invariably cease to exist in the ecosystem

 Ezugwu et al., 2017 ). The artificial parasite vector is computed as

ollows: 

 parasite = rand ( 0,1 ) ∗ ( UB − LB ) + LB (9) 

here LB (lower bound) and UB (upper bound) are the respective

oundary limits of the problem to be evaluated. In Fig. 4 , an illus-

ration of the visualization pattern for the SOS mutualism phase in

he problem search space is presented. 

It is noteworthy to mention here that most of the improve-

ents done on the standard SOS algorithm were carried out by

odifying either the mutualism or commensalism phase or both.

nly in some very rare cases is another new phase introduced to

he existing three phases. In Section 3 , some of the recent im-

rovements and hybridization implementations of SOS algorithms

hat exist in the literature are discussed in detail. 

.3. Characteristics of symbiotic organisms search algorithm 

Several characteristics and advantages of the SOS algorithm are

ighlighted in comparison with other related population-based al-



188 A.E. Ezugwu and D. Prayogo / Expert Systems With Applications 119 (2019) 184–209 

Fig. 2. Visualization of mutualism in the search space. 

Fig. 3. Visualization of commensalism in the search space. 

 

 

 

 

 

 

 

 

 

 

 

gorithms such as GA, DE, PSO, BA, and CS. Based on the work of

Cheng and Prayogo (2014) , these characteristics and advantages are

summarized as follows: 

• SOS, being a population based algorithm, shares similar charac-

teristics with other related population based approaches. 
• To find an optimum solution, SOS uses an iterative technique

which is performed on a group of candidates’ solutions. 
• SOS adaptability greatly depends on the level of modification

in the three interaction strategies, namely, commensalism, mu-

tualism and parasitism. However, while the mutualism strategy

might be unique to the SOS, the commensalism strategy is a

common interaction feature that is also shared by other related

algorithms such as the PSO, DE and CS, although there might

exist some slight differences in application. For example, SOS
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Fig. 4. Parasitism between Anopheles mosquito and human. 
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o  
uses the best solution as the reference point to exploit promis-

ing regions that are closer to the best solution during the com-

mensalism update phase. Another unique strategy employed by

the SOS is the parasitism phase, which is a mutation operator

that introduces perturbation to the ecosystem to maintain di-

versity and prevent premature convergence. 
• At the end of each update phase of the SOS algorithm, the new

organisms X inew 

and X jnew 

replace the original organisms X i and

X i if and only if, they give better objective values and a greedy

selection strategy is used by SOS. Some population based algo-

rithms also use this selection mechanism such as the DE algo-

rithm. 

.4. Advantages of symbiotic organisms search algorithm 

Having considered some of the most special features and qual-

ties the SOS algorithm, the focus now falls on presenting the spe-

ific reasons why SOS should be chosen as a target algorithm for

olving various hard real-world optimization problems. The rea-

ons why SOS should be chosen as a target algorithm include the

ollowing: 

• SOS is a parameter free algorithm excluding the general param-

eters that are commonly found among the population-based al-

gorithms including population size, maximum number of itera-

tion and problem dimension. Therefore, it does not require any

parameter fine tuning or adjustments. 
• SOS has good exploitation capabilities with the processes of

mutualism and commensalism. SOS uses best solution as a ref-

erence point that might help in exploiting the neighborhood so-

lutions of the current best solution. 
• SOS has exploration capability by incorporating cloning and

mutation in the parasitism phase. 
• SOS has the capability to eliminate inferior solutions in the par-

asitism phase. Very few metaheuristic algorithms possess all
four properties listed above. S  
.5. Comparison with other algorithms 

In Table 1 , an enumerative comparison between SOS and other

opular metaheuristics algorithms is presented. Most metaheuris-

ic algorithms share some common characteristics in terms of their

ethod of generating initial solutions. These include a population-

ased, versus a single point search or trajectory; memory usage

gainst memory-less methods; single neighborhood versus mul-

iple neighborhood structures; and dynamic, against a static ob-

ective function ( Beheshti & Shamsuddin, 2013; Birattari, Paquete,

tüztle, & Varrentrapp, 2001; Vaessens, Aarts, & Lenstra, 1998 ).

owever, for a more equitable comparison between SOS and other

imilar algorithms, the comparison presented here is limited to

he most important characteristics associated with most popular

etaheuristics in terms of their method of generating initial solu-

ion “first row”, population-based search or trajectory “second row,

emory utilization “third row”, multiple neighborhood structures

fourth row”, parameter-tuning “fifth row” and dynamic objective

unction “sixth row”. Mathematical notations have used to denote

f a particular feature is present, partially present, or is not present

n each of the algorithms. 

. Studies on Symbiotic Organisms Search Algorithms 

In this Section a systematic review of the various improvement

fforts made on the standard SOS and its hybridization with other

tate-of-the-art problem-solving approaches, is presented. Recent 

tudies from numerous publications on the applications of the SOS

lgorithm showed that few variants and several hybrid implemen-

ations of the SOS algorithm exist ( Do and Lee, 2017; Nama, Saha,

 Ghosh, 2017; Panda & Pani, 2018 ). 

.1. Variants and modified symbiotic organisms search algorithms 

The standard SOS was initially designed for solving numerical

ptimization problems. Just as in the other metaheuristics before

OS, the performance of the algorithm was tested using similar



190 A.E. Ezugwu and D. Prayogo / Expert Systems With Applications 119 (2019) 184–209 

Table 1 

Comparison of SOS with selected popular metaheuristic algorithms. 
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standard numerical optimization benchmark functions. However, in

order to make SOS suitable for problems with different problem

characteristics or structures, some versions of the SOS algorithm

were developed. These versions include the discrete, adaptive, im-

proved or modified, and multi-objective SOS algorithms. A brief

discussion of each aforementioned version citing examples from

the literature body of knowledge is presented. 

3.1.1. Discrete symbiotic organisms search algorithm 

Researchers have implemented several versions of the basic SOS

algorithm, including the discrete SOS (DSOS) ( Cheng, Prayogo, &

Tran, 2015 ). The latter has been applied to solve several classes

of optimization and real-world problems. Examples describing the

successful implementation of the DSOS include the work of Cheng

et al. (2015), Ezugwu and Adewumi (2017) and Sharma and Verma

(2017), Talatahari (2015) . The DSOS algorithm was first formulated

by Cheng et al. (2015) and applied to solve scheduling problems of

multiple projects. Resource leveling is used in project scheduling

to reduce fluctuations in resource usage over the period of project

implementation ( Cheng et al. (2015) . The new DSOS basically oper-

ates by transforming continuous solutions into discrete solutions.

This is usually achieved by developing a function that is able to

convert the real-value variables which the DSOS operates on, into

integer values that are constrained in the feasible domain. In con-

ducting this research, the following example was developed to il-

lustrate how this conversion can be achieved by first generating an

initial ecosystem population comprising of feasible solutions: 

X = 

⎡ 

⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎣ 

X 1 

X 2 

. . . 
X i 

. . . 
X ecosize 

⎤ 

⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎦ 

= 

⎡ 

⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎢ ⎣ 

x 1 , 1 x 1 , 2 . . . x 1 ,D 
x 2 , 1 x 2 , 2 . . . x 2 ,D 

. . . 
. . . 

. . . 
. . . 

x i, 1 x i, 2 x i, j x i,D 
. . . 

. . . 
. . . 

. . . 
x ecosize, 1 x ecosize, 2 . . . x ecosize,D 

⎤ 

⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎥ ⎦ 

(10)

where in Eq (10 ), the variable x i,j ∈ [0, 1] is optimized by SOS dur-

ing the search process and D is the number of decision variables

in the problem under consideration. The decision variables for the

problem under consideration were represented in the form of a

vector and were originally given as real values, expressed as fol-

lows: 

X i, j = 

[
x i, 1 , x i, 2 , . . . , x i, j , . . . , x i,D 

]
(11)

The transformation of these variables from their real-value

forms into integer values is achieved using the function given in

Eq (12) as follows: 

X i, j = round 
{

LB ( j ) + x i, j × [ UP ( j ) − LB ( j ) ] 
}

(12)
here X i,j is defined as the starting time of noncritical activity j,

P ( j ) and LB ( j ) defined as the early and late starting times for the

ctivity j . 

The results obtained by the DSOS algorithm were compared

ith the results of other existing methods namely, GA, PSO and DE.

his comparison showed that the proposed DSOS performed better

han the compared methods when used for the same purpose. 

Similarly, in Ezugwu and Adewumi (2017) , a discrete version of

he SOS was proposed to find the best routes for several traveling

alesman problems (TSPs). A DSOS algorithm is presented in this

aper to solve the well-known symmetric TSP. In addition, some

mprovements in the basic structure of the standard SOS algorithm

re proposed to make SOS suitable for solving the TSP efficiently.

he results of the proposed DSOS for TSP were compared with

ther state-of-the-art algorithms and it showed that the DSOS out-

erforms the compared methods in terms of quality of solutions,

onvergence speed and execution time. 

Another implementation of the discrete SOS is found in the

ork undertaken by Talatahari (2015) that uses the Fix function

o transform each of the three basic SOS update phases into inte-

er variables. The Fix function for example in Matlab, rounds each

lement of the real variable X off to the nearest integer towards

ero. The mode of conversion for the SOS mutualism, commensal-

sm, and parasitism phases adopted in this paper are as follows: 

DSOS-mutualism phase : 

 inew 

= F ix { X i + r 1 × ( X best − MV × B F 1 ) } (13)

 jnew 

= F ix 
{

X j + r 2 × ( X best − MV × B F 2 ) 
}

(14)

DSOS-commensalism phase : 

 inew 

= F ix 
{

X i + ( 2 r 1 − 1 ) ×
(
X best − X j 

)}
(15)

DSOS-parasitism phase : 

 i jnew 

= F ix 
{

x jmin + r 1 ×
(
x jmax − x jmin 

)}
(16)

here r 1 , r 1 ∈ [0, 1], MV denotes the mutual vector and BF 1 and

F 2 denote benefit factors. 

The main goal of compiling this paper was to find the optimum

esign of frame structures and grillage systems. The empirical

nalysis of the proposed DSOS algorithm was performed by using

he DSOS to solve some structural engineering design problems.

he results obtained were compared with those of the charged sys-

em search (CSS), improved harmony search (HS), imperialist com-

etitive algorithm (ICA), and accelerated particle swarm optimiza-

ion (APSO). The results of the comparisons show the validity in

he superiority of the proposed DSOS over existing methods. 

.1.2. Adaptive symbiotic organisms search algorithm 

In the work of Tejani, Savsani, and Patel (2016) , an adaptive

ymbiotic organisms search (SOS) algorithm for structural design
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ptimization problems is presented. In this work, three modified

ersions of the SOS algorithm are proposed by combining the ex-

sting SOS benefit factors (presented in Eqs (4 ) and (5) with their

ew proposed adaptive benefit factors ( ABF 1 and ABF 2) in the

tandard SOS algorithm, to improve its performance efficiency. The

oal of the adaptive SOS was to improve the algorithm’s capability

o strike a good balance between exploration and exploitation of

he solution search spaces using the expression given in Eqs (17 )

nd ( 18 ). 

BF 1 = 

f ( X i ) 

f ( X best ) 
, i f f ( X best ) � = 0 (17)

BF 2 = 

f 
(
X j 

)
f ( X best ) 

, i f f ( X best ) � = 0 (18)

As mentioned earlier, the objective of introducing these two

enefit factors, that is ABF1 and ABF2, into the SOS is to further

trengthen its exploration capability. This exploration search strat-

gy is necessary and is required more specifically, when the organ-

sm X i or X j is far from the best organism, whereas the good ex-

loitation strategy employed by ABF1 or ABF2, is necessary when

he organism X i or X j is near to the best organism within the solu-

ion search spaces. It is noteworthy to mention here, that as much

s the exploration and exploitation search mechanisms set by ei-

her ABF1 or ABF2 are significant for improving the efficiency of

he SOS, it is equally very important to maintain a balance be-

ween these two strategies for SOS to retain a more superior ca-

ability in finding a global optimum solution. It is noted that a

ure exploration reduces the precision of the algorithm, whereas

ure exploitation moves the algorithm to a local optimal solution.

o check the feasibility and effectiveness of their methods, the

lgorithms were tested on different structural engineering prob-

ems. Their results showed that the adaptive SOS algorithm out-

erformed the standard SOS algorithm. 

.1.3. Improved or modified symbiotic organisms search algorithm 

Another effort to improve the basic SOS algorithm is found in

he work of Nama et al. (2016). In their study the authors present

n improved version of the basic SOS algorithm referred to as

he I-SOS algorithm, by introducing a random weighted reflective

arameter and predation phase into the basic SOS algorithm in

ther to enhance the performance of the algorithm (Nama et al.,

016). The addition of the fourth predation update phase beside

he mutualism, commensalism and parasitism update phases com-

on to the basic SOS, was inspired by the predation strategy of-

en adopted by the same organisms that live in the ecosystem. In

cology, predation is said to be a biological interaction similar to

he parasitism relationship, where a predator (an organism that is

earching) feeds on its prey (the organism that is attacked) (Nama

t al., 2016). The similarity between the two mechanisms is that

n both relationships, one organism is harmed and the other ben-

fits. However, the difference lies in the fact that in predation one

rganism - the predator - would most likely kill and eat its prey,

hile in parasitism, not all parasites kill their hosts. The new solu-

ion for the predation update phase is generated using the expres-

ion given in Eq. (19) . 

 redation _ V ector = X i + rand ( 0 , 1 ) ×
(
X 

max 
i − X 

min 
i 

)
(19)

here X min 
i 

and X max 
i 

represent the minimum and maximum num-

ers of the dimensions of the organism X i . The fitness value of the

rganism, which is illustrated in the superiority of the predator or

rey, is such that the worst organisms in the population are re-

laced by predation vector. 

In addition to the formulation of the new I-SOS algorithm, a

andom weighted reflective parameter was also introduced in the

asic SOS to formulate new sets of mutualism and commensalism
pdate phases. The random weighted reflective vector RWRV was

ormulated as follows by using the expression given in Eq. (20) : 

W RV = 0 . 5 + ( 1 + rand ( 1 , D ) ) (20)

This now transforms the SOS’s mutualism and commensalism

hases, respectively, into the following expression I-SOS update

hases: 

I-SOS mutualism phases 

 inew 

= X i + RW RV × ( X best − Mutual _ V ector × B F 1 ) (21) 

 jnew 

= X j + RW RV × ( X best − Mutual _ V ector × B F 2 ) (22) 

I-SOS commensalism phase : 

 inew 

= X i + RW RV ×
(
X best − X j 

)
(23) 

This I-SOS algorithm was tested on some unconstrained math-

matical benchmarked function and real world problems, such as

he RWP.1 Gas transmission compressor design problem and RWP.2

ptimal capacity of gas production facilities. The experimental re-

ults of I-SOS when compared with other state-of-the-art algo-

ithms showed that the proposed improved I-SOS algorithm is su-

erior to all the other methods. 

There are some other new improvements or variants of the SOS,

hich have been developed by different researchers ( Al-Sharhan

 Omran, 2018; Guha, Roy, & Banerjee, 2018; Saha & Mukherjee,

018 ), but for reasons of space, this cannot be discussed here in

etail. However, in Table 2 , a concise summary of some selected

ariants of the SOS algorithms are presented according to the mod-

fications, reference, SOS parameter, test benchmark function, ob-

ective description, benchmarked algorithms, journal /conference,

ublisher, and remarks. 

.2. Hybrid symbiotic organisms search algorithms 

As described above, the basic SOS algorithm and its various

odified versions have successfully been used to solve many con-

inuous and discrete optimization problems. However, there are

ome exceptions of other optimization areas were these sets of al-

orithms did not perform very well or were not successful in find-

ng the desired solutions. Therefore, in order to address this chal-

enge, researchers are often compelled to combine multiple algo-

ithms to find improved solutions to their problems. Studies have

lso shown that the hybrid algorithms are more likely to be more

obust and produce better results than the classical approaches

 Ezugwu et al., 2017; Oh, Lee, & Moon, 2004 ). The purpose of the

ybridization method is to exploit the complimentary advantages

nd value-added information found in some algorithms. Some re-

ent research efforts on the application of SOS to solve complex

ptimization and real-world problems, have shown that the classi-

al version of the SOS algorithm still requires some level of im-

rovement to achieve better performance ( Al-Sharhan & Omran,

018; Ezugwu et al., 2017; Saha & Mukherjee, 2018 ). The newly

eveloped hybrid implementations of the SOS algorithm include

he works of Abdullahi and Ngadi (2016), Nama et al. (2017) , and

zugwu et al. (2017) . The achievements of some of these hybrid

mplementations are briefly discussed. 

Abdullahi and Ngadi (2016) proposed a hybrid SA based sym-

iotic organisms search (SOSSA) with the aim of optimizing the

rocess of task scheduling in cloud computing environments. In

ddition, the authors considered the improvement of the classical

OS algorithm based convergence rate and quality of solutions

roduced by the SOS. Abdullahi and Ngadi (2016) also incorporated

nto their work, a new objective function which takes into account

he utilization level of virtual machines, makespan minimization

nd the degree of imbalance among virtual machines. The nu-

erical results obtained as a result of their experiments showed
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Table 2 

Summary of literature review on variants and modified SOS algorithms. 

SN Modification Reference SOS parameter Test Benchmark 

function 

Objective description Benchmarked algorithm Journals /conference Publisher Remark 

1 Standard SOS Cheng and 

Prayogo (2014) 

Ecosystem size = 50, 

maximum function 

evalua- 

tions = 50 0,0 0 0, run 

times = 30 

Twenty-six 

unconstrained 

mathematical 

problems and four 

structural 

engineering design 

problems 

Numerical optimization 

and minimization of 

engineering design 

problem 

GA, DE, PSO, BeeA and 

PBA 

Computers and 

Structures 

Elsevier The main goal and contribution 

of this paper was to design 

and apply a new 

metaheuristic algorithm 

(SOS) to solve structural 

engineering optimization 

problems such as cantilever, 

I-beam vertical deflection, 

15-bar planar truss structure, 

and 52-bar planar truss 

structure optimization 

problems. 

2 Improved SOS Nama et al. (2016) ecosize = 50, maximum 

function evalua- 

tions = 50 0,0 0 0, run 

times = 30 

Global numerical 

optimization 

problems 

Global numerical 

optimization 

problems 

PSO, DE, SOS and DE 

variants 

Decision Science 

Letters 

Growing 

Science 

The improved I-SOS algorithm 

was shown to have 

outperformed the basic SOS 

using similar parameters 

settings and with 

applications to some real 

world problems. 

3 Adaptive SOS Tejani et al. (2016) Ecosystem size = 20, 

maximum function 

evaluations = 40 0 0, 

run times = 100 

Six different planar and 

space trusses 

problems 

Structural optimization 

with frequency 

constraints 

OC, GA, FA, CBO, CS, 

NHGA, PSO, DPSO, 

NHPGA, CSS, 

enhanced CSS, HS, 

FA, CSS-BBBC and 

hybrid OC-GA 

Journal of 

Computational 

Design and 

Engineering 

Elsevier The paper develops an adaptive 

SOS algorithm with the aim 

of minimizing truss weight 

by finding the optimal nodal 

positions and optimal 

elemental cross-sectional 

areas such that it satisfies 

multiple natural frequency 

constraints. 

4 Enhanced 

SOS 

Al-Sharhan and 

Omran (2018) 

Ecosystem size = 25, 50, 

75, 100, maximum 

function evalua- 

tions = 10 0,0 0 0, run 

times = 30 

26 benchmark 

problems and 6 

engineering design 

optimization 

problems from the 

structural 

engineering field 

Numerical optimization SOS, DE, PSO and BSA Neural Computing 

and Applications 

Springer This paper investigates the 

performance of SOS 

algorithms using a set of 

unbiased and 

characteristically different 

problems. The effect of 

ecosize, SOS’ only parameter 

was equally investigated and 

the use of different random 

distributions also explored. 

Three variants of SOS’ were 

proposed and their results 

compared with basic SOS. 

5 Chaos- 

integrated 

SOS 

Saha and 

Mukherjee (2018) 

Ecosystem size = 50, 

maximum function 

evalua- 

tions = 50 0,0 0 0, run 

times = 100 

26 unconstrained 

benchmark problems 

Optimization of siting 

and sizing problem 

of distributed 

generators in radial 

distribution system 

SOS, PSO, GA, TLBO, 

GA-PSO and QOTLBO 

Soft Computing Springer This article presents a chaotic 

SOS (CSOS) algorithm for 

improving the solution 

accuracy and convergence 

speed of the standard SOS 

algorithm. The proposed 

method was successfully 

implemented and tested on 

several unconstrained 

benchmarked functions and 

other real-world problems. 

( continued on next page ) 
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Table 2 ( continued ) 

SN Modification Reference SOS parameter Test Benchmark 

function 

Objective description Benchmarked algorithm Journals /conference Publisher Remark 

6 Quasi- 

oppositional 

SOS 

Guha et al. (2018) Ecosystem size = 60, 

maximum number of 

iterations = 100 

two-area 

interconnected power 

system with 

nonlinearity effect of 

governor dead band 

and generation rate 

constraint, four-area 

power system 

showing the 

consequence of load 

perturbation 

obtain an optimum and 

effective solution for 

the load frequency 

control problem 

hBFOA-PSO, GA, BFOA, 

PSO and TLBO 

Swarm and 

Evolutionary 

Computation 

Elsevier The article presents an 

improved SOS algorithm. In 

this paper, basic SOS 

algorithm is integrated with 

the theory of 

quasi-oppositional based 

learning to find an optimal 

and effective solution for 

load frequency control 

problem of the power 

system. 

7 Discrete SOS Ezugwu and 

Adewumi (2017a) 

Ecosystem size = 50, 

Maximum number of 

iterations = 10 0 0, run 

times = 20 

set of benchmarks of 

symmetric TSP 

instances selected 

from the TSPLIB 

library 

finding a near optimal 

solution for the 

travelling salesman 

problem 

SOS, ACS + 2-Opt, 

DPSO, DIWO and 

PSO-ACO-3-opt 

Expert Systems With 

Applications 

Elsevier The discrete symbiotic 

organisms search algorithm 

has been shown to 

outperform the basic SOS for 

all the TSP benchmark 

problems tested. In addition, 

the optimal solutions 

obtained by the DSOS appear 

to be far better than the best 

solutions obtained by the 

compared state-of-the-art 

algorithms. 

8 Orthogonal 

parallel 

SOS 

Panda and Pani (2018) Ecosystem size = 50, 

maximum number of 

iterations = 200, run 

times = 20 

Twelve benchmark 

nonlinear constrained 

problems and four 

engineering design 

problems 

To solve the 

constrained 

optimization 

problems 

OSOS MABC ALPSO PGA Soft Computing Springer This paper proposed the design 

of an Orthogonal Parallel SOS 

(OPSOS) for solving 

constrained optimization 

problems. The results 

obtained by the proposed 

method are more superior to 

other compared methods. 

Note: optimality criterion (OC), niche genetic hybrid algorithm (NGHA), charged system search (CSS), hybridized CSS and big bang-big crunch (CSS-BBBC), harmony search (HS) and firefly algorithm (FA), democratic PSO (DPSO), 

and colliding-bodies optimization (CBO), teaching–learning-based optimization (TLBO), quasi-oppositional teaching learning based optimization (QOTLBO), Original Symbiotic Organism Search (OSOS), augmented Lagrangian- 

based PSO (ALPSO), Penalty function-based GA (PGA), Modified artificial bee colony (MABC). 
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that the proposed hybrid method outperforms the classical SOS

algorithm. 

In a study conducted by Nama et al. (2017) , a hybrid symbi-

otic organisms search algorithm (HSOS) and its application to solve

some real-world problems, were discussed in detail with the pro-

posed HSOS tested on varying benchmark functions. In the pro-

posed HSOS method, the Simple Quadratic Interpolation (SQI) op-

erator is combined with a standard SOS algorithm, thereby lever-

aging the exploration capability of the SQI and the exploitation po-

tential of the SOS to increase the robustness of the proposed HSOS

algorithm. In their implementation, the combination of the two

approaches improved the searching capability of HSOS for attain-

ing the global optimum ( Nama et al., 2017 ). Thirteen well known

benchmark functions namely, CEC2005 and CEC2010 were used to

validate the performance of proposed method. The superiority of

the HSOS over some existing state-of-the-art metaheuristic algo-

rithms, namely DE, PSO and several variants of these two algo-

rithms was also demonstrated. 

The application of a hybrid SOS algorithm was suggested by

Ezugwu et al. (2017) , whereby a new hybrid algorithm that com-

bines SOS with SA to solve the well-known traveling sales- man

problems (TSPs) was proposed. The TSP is known to be NP-hard,

and consists of a set of (n −1)! / 2 feasible solutions. The pa-

per analysed the convergence behavior, average execution time and

scalability of the hybrid algorithm to solve different problem scales

of the TSP ( Ezugwu et al., 2017 ). The authors evaluated the per-

formance of the hybrid and standard SOS algorithms on different

sets of TSP benchmarks obtained from TSPLIB (a library contain-

ing samples of TSP instances). The results of the empirical analysis

showed that the hybrid SOS is able to find optimal solutions in

some cases and near optimal solutions in most case with a low

convergence rate. 

Vincent, Redi, Yang, Ruskartina, and Santosa (2017) proposed

two classes of solution representations (SR-1 and SR-2) for trans-

forming the basic SOS algorithm into an applicable solution ap-

proach for CVRP. The hybrid process involves applying a local

search strategy to improve the solution quality of the standard SOS

algorithm. Their paper also proposed an additional improvement

on the three updated interaction phases of the SOS (mutualism,

commensalism, and parasitism,), by introducing two new update

phases namely, competition and amensalism. In their work, amen-

salism was defined as an interaction whereby an organism inflicts

harm upon another organism without receiving any costs or ben-

efits ( Vincent et al., 2017 ). An example was given of an instance

where sheep or cattle trample on grass during grazing, the grass

causes negligible harm to the hoof of the animal, while the grass

suffers from being trampled upon by being crushed. In the case

of competition, the interaction between the two organisms causes

harm to each of the organisms. In a summary description of the

paper’s contribution, six version of SOSs were developed for solv-

ing CVRP. The performance of the hybrid SOSs was tested on clas-

sical CVRP benchmark instances. The experimental results showed

that the proposed methods were able to produce good quality so-

lutions in reasonable computational time. This is an indication that

each of them is a highly competitive alternative algorithm for solv-

ing the capacitated vehicle routing problem. A concise summary of

the hybrid implementations of the basic SOS with other algorithms

or optimization methods as recorded in the literature is presented

in Table 3 . 

3.3. Multi-objective symbiotic organisms search algorithms 

The multi-objective optimization problems are often classi-

fied as multi-criteria decision making, which comprises of more

than one objective functions to be optimized simultaneously.

These classes of optimization methods are also known as multi-
bjective programming, vector optimization, multi-criteria opti-

ization, multi-attribute optimization or Pareto optimization ( Deb,

001; Panda & Pani, 2016 ). Mathematically, a multi-objective prob-

em is expressed as follows: 

ptimize � f ( � x ) 

where 

�
 f ( � x ) = [ f 1 ( � x ) , f 2 ( � x ) , . . . , f i ( � x ) , . . . f m 

( � x ) ] 
T 

s.t. x ∈ X, (24)

here f (.) is the vector function to be optimized, the set X is the

easible set of vectors of decision variables. The integer m ≥ 2 is

he number of objectives and the function f i (.) Comprises of m ob-

ective functions such that 

f i : X → R 

m , ∀ i ∈ [ 1 , 2 , . . . , m ] (25)

In this case R 

m is given here as the problem objective space. 

There are a number of contributions of SOS algorithms to multi-

bjective optimization problems, which include the research input

rom Cheng and Prayogo (2015) proposing a multi-objective dis-

rete symbiotic organisms search algorithm (DSOS) for optimizing

ulti-resource leveling in multiple projects scheduling to reduce

uctuation in resource usage over the period of project implemen-

ation. The multi-objective DSOS algorithm capability was tested

n a case study which was adopted from the literature by Guo, Li,

nd Ye (2009) . The experimental results from the work of Cheng

nd Prayogo (2015) were compared with other optimization meth-

ds namely, PSO, DE, and GA, and statistical tests was conducted to

etermine the robustness of the proposed methods. The statistical

esults showed that the multi-objective DSOS is an efficient multi-

bjective optimizer with capability of producing superior solutions

hat are better than the competing approaches. 

In the work presented by Tran, Cheng, and Prayogo (2016) , a

ovel multiple objective symbiotic organisms search approach was

ntroduced to solve the multiple work shifts problems for a con-

truction project. The main goal of the multi-objective SOS algo-

ithm was to enhance the overall success of construction project

y implementing a tradeoff to handle project schedules, while

aintaining resource availability constraints. This algorithm was

ested and analyzed using a numerical case study of a construction

roject to demonstrate its effectiveness for the time cost utiliza-

ion labor tradeoff (TCUT) problem. The results were compared to

ther state-of-the-art algorithms such as the non-dominated sort-

ng genetic algorithm II (NSGA-II), the multiple objective particle

warm optimization (MOPSO), the multiple objective differential

volution (MODE), and the multiple objective artificial bee colony

MOABC). The results presented in Tran et al. (2016) showed that

he multi-objective SOS algorithm significantly outperformed these

ther methods. 

Panda and Pani (2016) developed an improved symbiotic or-

anisms search algorithm using adaptive as penalty function to

andle equality and inequality constrains associated with multi-

bjective optimization problems. The study considered problems

ssociated with the presence of local optima in complex prob-

ems with specific requirements to simultaneously optimize two or

ore functions that include certain constrains, which the conven-

ional derivative based algorithms are not able to handle. Extensive

imulation studies were conducted on twelve unconstrained and

ix constrained benchmarked multi-objective functions with an ad-

itional two constrained truss design engineering application prob-

ems. The results obtained with this method, were compared with

hose of the multi-objective colliding bodies optimization, multi-

bjective particle swarm optimization, non-dominated sorting ge-

etic algorithm II, and two gradient based multi-objective algo-

ithms, which include a multi-gradient explorer and multi-gradient

athfinder. According to the numerical results obtained, the au-
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Table 3 

Summary of a literature review on hybrid SOS algorithms. 

SN Reference SOS parameter Test Benchmark 

function 

Objective function Benchmarked 

algorithm 

Journals 

/conference 

Publishers Remark 

1 Abdullahi and Ngadi (2016) Number of Organisms 

= 100, number of 

Iterations = 1,0 0 0 

NASA Ames 

iPSC/860 and 

HPC2N datasets 

Makespan 

minimization, 

optimization of 

tasks scheduling 

and minimizing the 

degree of 

imbalance among 

virtual machines 

SOS PloS one PLOS The proposed hybrid algorithm (SOSSA) 

has been shown to outperform the 

existing standard SOS algorithm in 

terms of tasks scheduling in cloud 

computing environment. 

2 Nama et al. (2017) Population size = 50, 

maximum function 

evalua- 

tions = 20 0,0 0 0, run 

times = 25 

CEC2005 and 

CEC2010 

benchmarks 

Enhance accuracy 

and convergence 

speed 

DE, PSO Memetic 

Computing 

Springer This paper improved the standard SOS 

algorithm by enhancing its accuracy 

and convergence rate. 

3 Wu et al. (2018) NA Small-scale and 

large-scale 

knapsack 

problem 

instances 

Optimization of 

feasible solution 

NA International 

Journal of 

Bio-Inspired 

Computation 

Inderscience In this article, a greedy strategy is 

employed by combining SOS and 

harmony search with a greedy 

strategy to repair the infeasible 

solution and optimize the feasible 

solution. 

4 Ezugwu et al. (2017) b) ecosize = 50, maximum 

iteration = 10 0 0 

40 TSPLIB Finding the best TSP 

tour routes and 

convergence speed 

minimization 

GA-PSO-ACO, 

MSA-IBS, ASA- 

GS, LBSA and IBA 

Expert Systems 

with Applications 

Elsevier This study demonstrates the use of 

hybrid SOS-SA to solve TSP and the 

method was able to produce better 

solution and convergence in 

minimum time. 

5 Vincent et al. (2017) ecosize: 25, 50, 75, 

maximum number of 

iteration = 50 0, 10 0 0, 

1500, parasite force 

(pf): 0.7, 0.8, 0.9, run 

times = 30 

CVRP benchmark 

instances 

Decide the routes for 

a set of vehicles to 

serve a set of 

demand points 

while minimizing 

the total routing 

cost 

PSO Applied Soft 

Computing 

Elsevier This article develops a framework that 

apply two solution representations 

namely SR-1 and SR-2, to transform 

the classical SOS into an applicable 

solution approach for CVRP and then 

combine the improved SOS with a 

local search strategy to improve the 

solution quality of SOS. 

6 Wu et al. (2016) ecosize = 30, maximum 

iteration = 500, run 

times = 20 

Eight different 

datasets 

selected from 

the UCI 

machine 

learning 

repository 

Training feedforward 

neural networks 

BBO, CS, GA, GSA, 

PSO and MVO, 

Computational 

intelligence and 

neuroscience 

Hindawi The purpose of the paper is to present 

a satisfactory and efficient training 

algorithm for feedforward neural 

networks (FNN) using SOS. The 

SOS-FNN results performed better 

than other algorithms in terms 

convergence speed and accuracy. 

Note: High-Performance Computing Center North (HPC2N), National Aeronautics and Space Administration (NASA), library containing samples of TSP instances (TSPLIB), Genetic Algorithm Particle Swarm Optimization Ant Colony 

Optimization (GA-PSO-ACO), Adaptive Simulated Annealing Algorithm with Greedy Search (ASA- GS), Multi-agent Simulated Annealing Algorithm with Instance-Based Sampling (MSA-IBS), List-Based Simulated Annealing (LBSA), 

and Improved Discrete Bat algorithm (IBA), capacitated vehicle routing problem (CVRP), University of California, Irvine (UCI). 
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Table 4 

List of published work on multi-objective SOS algorithm. 

SN Problem Reference Journal /conference Publisher 

1 Multiple projects Scheduling 

problem 

Cheng and Prayogo (2015) Journal of Computing in Civil 

Engineering 

American Society of Civil 

Engineers (ASCE) 

2 Time–cost–labor utilization 

tradeoff problem 

Tran et al. (2016) Knowledge-Based Systems Elsevier 

3 Multi-objective constrained 

optimization problems 

Panda and Pani (2016) Applied Soft Computing Elsevier 

4 Electromagnetic Optimization Ayala et al. (2017) IEEE Transactions on Magnetics IEEE 
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thors concluded that their algorithm outperformed all the other

techniques ( Panda & Pani, 2016 ). 

In addition to the included list of multi-objective SOS al-

gorithms compiled from research contained in the literature,

Ayala, Klein, Mariani, and Coelho (2017) proposed a new multi-

objective SOS algorithm based on non-dominance and crowding

distance criteria. Ayala et al. (2017) also investigated a possible im-

provement strategy by incorporating the normal (Gaussian) prob-

ability distribution function into the basic SOS algorithm. In the

test evaluation carried out for the two proposed methods in the

paper, the brushless DC motor optimization problem was used to

validate the effectiveness of these algorithms. A comparison with

the NSGA-II was also conducted to further investigate the better

performance of the introduced methods over existing algorithms in

solving multi-objective electromagnetic optimization. A summary

of journal articles on multi-objective SOS algorithm implementa-

tions are presented in Table 4 . 

4. Application of Symbiotic Organisms Search Algorithm 

This section introduces the application of the basic, variants,

and hybrid SOS algorithms to different research domains and their

applications to address some specific real-world problems. Since

its introduction as a metaheuristic algorithm in 2014, the SOS al-

gorithm has received wider acceptance from the optimization and

metaheuristic research communities. This is observed from the

number current research outputs published in reputable journals

and conference proceedings and the list keeps on extending every

day (as supported by the list of references at the end of this paper).

Therefore, it is pertinent to present a timely review of the grow-

ing application areas of the SOS algorithm to inspire researchers to

further improve the performance of the SOS and as well as inves-

tigate other possible areas of application that could be exploited.

In discussing the application of the SOS algorithm, this section is

divided into two subsections to cover the discussions on the ap-

plications of SOS in engineering design problem and general opti-

mization application problems. 

4.1. Application to engineering design problems 

The SOS algorithm was originally derived from the pursuit

of researchers trying to find alternative and better solution ap-

proaches to the various gradient-based optimization methods used

for solving different engineering design optimization problems. The

primary and initial design objectives of the SOS algorithm were

to solve numerical optimization and engineering design problems

( Cheng & Prayogo, 2014 ). In this section, a list of engineering ap-

plication areas of the SOS algorithm including its variants and hy-

brid implementations of the basic SOS are presented. Table 5 lists

a number of construction engineering domains in which SOS has

been successfully applied, while Table 6 shows the application

of SOS to the areas of power or energy optimization engineering

problems. Table 6 shows that the power engineering application

has the largest list of SOS contributions based on the number of

listed publications. 
The wide recognition and acceptance of the SOS algorithm as

n alternative metaheuristic algorithm with high capability and ro-

ustness, which is evident in numerous experimental evaluations

one by addressing different engineering design problems and in

ome cases real-world problems too, specifically demonstrate the

lgorithm’s superiority over other existing state-of-the-art meta-

euristic algorithms. In addition, SOS as a newcomer in the domain

f metaheuristics has been shown to be relevant in this area of re-

earch, with new articles emerging from day to day across all the

ifferent fields of engineering applications. 

.2. General application of symbiotic organisms search algorithm 

This subsection presents a brief review of several applications

f SOS algorithm in all major areas of research, based on exist-

ng published research. The research domains concerned were cat-

gorized based on the available articles used in the course of this

tudy. The current review exercise showed that the categories of

pplication areas that have employed the SOS algorithm and its

ariants are machine learning, distribution systems and cloud com-

uting. Presented is a brief discussion of some application areas

ollowed by a summary table listing relevant articles published in

ifferent journals. 

In the work of Wu, Zhou, Luo, and Basset (2016) SOS was em-

loyed as training algorithm in supervised learning for the train-

ng of feedforward neural networks. In the training process, an

OS algorithm was employed to simultaneously determine the set

f weights and biases required to minimize the overall error of

ne feedforward neural network and its corresponding accuracy,

y training the network. Therefore, such effort is necessary to re-

ove any imposed limitations often associated with the use of

ackpropagation algorithms and to subsequently improve conver-

ence speed and accuracy when training feedforward neural net-

orks. The effectiveness of the proposed method was tested on

ight different standard datasets selected from the UCI machine

earning repository ( Wu et al., 2016 ). The results showed that the

OS-based training method has good convergence speed and accu-

acy. In addition, the obtained results from Wu et al. (2016) were

ompared with the results of six other metaheuristic algorithms,

hich include biogeography-based optimizer (BBO), cuckoo search

CS), GA, gravitational search algorithm (GSA), PSO, and multiverse

ptimizer (MVO) that were tested on the same problems. The

bove mentioned results showed that the SOS-based training for

he feedforward neural networks was better in terms of converg-

ng speed. 

Nanda and Jonwal (2017) developed new equalizers based on

 nonlinear neural structure, referred to as a ‘wavelet neural net-

ork’ and subsequently employed the SOS metaheuristic algorithm

o train its estimated weights. It turned out that the weakness

f these equalizers is that during training, the mean square error

s easily trapped into the local minimum and therefore, the esti-

ated weights would fail to reach their optimum values. The ex-

sting training techniques were applied using the gradient based

pproach, which is known to have the aforementioned weakness.
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Table 5 

Construction engineering applications of SOS algorithm. 

SN Problem Reference Journal /conference Publisher 

1 Civil engineering optimization Prayogo, Cheng, and 

Prayogo (2017) 

Civil Engineering Dimension Petra Christian University 

2 Risk evaluation and 

maintenance strategies for 

bridge life cycle 

Cheng et al. (2014) Journal of the Chinese Institute 

of Civil and Hydraulic 

Engineering 

The Chinese Institute of Civil 

and Hydraulic Engineering 

3 Frame and grillage systems 

designs 

Talatahari (2015) Asian Journal of Civil 

Engineering 

Springer 

4 Operation of reservoir systems Bozorg- 

Haddad et al. (2017) 

Journal of Hydroinformatics International Water Association 

Publishing (IWA) 

5 Pin-jointed structures Do and Lee (2017) Applied Soft Computing Elsevier 

Table 6 

Power/energy optimization with SOS algorithm. 

SN Problem Reference Journal /conference Publisher 

1 Congestion management in deregulated 

environment 

Verma et al. (2017) Journal of Experimental & Theoretical 

Artificial Intelligence 

Taylor & Francis 

2 Dynamic economic dispatch with 

valve-point effects 

Sonmez et al. (2017) Experimental & Theoretical Artificial 

Intelligence 

Taylor & Francis 

3 Short-term hydrothermal scheduling Das and Bhattacharya (2016) Ain Shams Engineering Journal Elsevier 

4 Optimal power flow of power system 

with FACTS devices 

Prasad and Mukherjee (2016) Engineering Science and Technology, an 

International Journal 

Elsevier 

5 Design of linear antenna arrays with 

low side lobes level 

Dib (2016) Progress In Electromagnetics Research 

B 

Electromagnetics Academy 

6 Optimization of Renewable Energy 

Sources 

Kalkhambkar et al. (2017) Journal of Electrical Systems Engineering and Scientific 

Research Groups (ESR 

Groups) 

7 SVC Installation in Voltage Control Zamani et al. (2017) Indonesian Journal of Electrical 

Engineering and Computer Science 

Institute of Advanced 

Engineering and Science 

(IAES) 

8 Optimal power flow problem based on 

valve-point effect and prohibited 

zones 

Duman (2017) Neural Computing and Applications Springer 

9 Economic/emission dispatch problem 

in power systems 

Dosoglu et al. (2018) Neural Computing and Applications Springer 

10 Minimizing Energy of Point Charges on 

a Sphere 

Kanimozhi et al. (2016) International Journal on Electrical 

Engineering and Informatics 

The School of Electrical 

Engineering and Informatics, 

Institut Teknologi Bandung 

11 Optimal Fuzzified Joint Reconfiguration 

and Capacitor Placement in Electric 

Distribution Systems 

Sedighizadeh et al. (2017) INAE Letters Springer 

12 Optimal Size and Siting of Distributed 

Generators in Distribution Systems 

Nguyen et al. (2017) International Journal of Energy 

Optimization and Engineering 

IGI Global 

13 Large scale economic dispatch problem 

with valve-point effects 

Secui (2016) . Energy Elsevier 

14 Power optimization of three 

dimensional turbo code 

Banerjee and 

Chattopadhyay (2017) . 

Wireless Personal Communications Springer 

15 Concurrent optimal design of TCSC and 

PSS 

Alomoush (2017) Turkish Journal of Electrical 

Engineering & Computer Sciences 

Scientific and Technical 

research Council of Turkey - 

TUBITAK/Turkiye Bilimsel ve 

Teknik Arastirma Kurumu 

16 Automatic generation control of 

interconnected power systems 

including wind farms 

Hasanien and El-Fergany (2016) IET Generation, Transmission & 

Distribution 

Institution of Engineering and 

Technology 

17 Optimal Distributed Generation and 

Capacitor Placement for Loss 

Minimization and Voltage Profile 

Improvement 

Lalitha et al. (2016) International Journal of Electrical 

Engineering 

International Research 

Publication House 

18 Optimal coordination of directional 

overcurrent relays in power systems 

Saha, Datta, and Das (2016) IET Generation, Transmission & 

Distribution 

Institution of Engineering and 

Technology (IET) 

19 Optimal Reactive Power Dispatch Prasad and Mukherjee (2018) IETE Journal of Research Taylor & Francis 

20 Load frequency control of multi-area 

power system 

Guha et al. (2018) Energy Systems Springer 

21 Design of planar concentric circular 

antenna arrays with reduced side 

lobe level 

Dib (2017) Neural Computing and Applications Springer 

22 Optimal placement and sizing of DGs 

in RDS 

Saha and Mukherjee (2016) IET Generation, Transmission & 

Distribution 

IET 
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Table 7 

Applications of SOS algorithm in Journal publications. 

SN Problem Reference Journal /conference Application domain Publisher 

1 Training Feedforward Neural 

Networks 

Wu et al. (2016) Computational intelligence and 

neuroscience 

Machine Learning Hindawi 

2 Capacitated Vehicle Routing 

Problem 

Ruskartina et al. (2015) International Journal of 

Mechanical, Aerospace, 

Industrial, Mechatronic and 

Manufacturing Engineering 

Distribution networks World Academy of 

Science, Engineering 

and Technology 

3 Energy analysis Sharma and Yerma (2016) In Recent Trends in Electronics, 

Information & 

Communication Technology 

(RTEICT), IEEE International 

Conference 

Scheduling IEEE 

4 Resource discovery in cloud 

computing environment 

Ezugwu and 

Adewumi (2017b) 

Future Generation Computer 

Systems 

Scheduling Elsevier 

5 Task scheduling in cloud 

computing environment 

Abdullahi et al. (2016) Future Generation Computer 

Systems 

Scheduling Elsevier 

6 Optimization of scientific 

workflow scheduling in cloud 

environment 

Anwar and Deng (2017) Sci.Int.(Lahore) Scheduling Publications 

International Lahore, 

Pakistan 

7 WNN training for Robust 

nonlinear channel 

equalization 

Nanda and Jonwal (2017) Applied Soft Computing Machine Learning Elsevier 

8 Global optimization of real 

world problems 

Nama and Saha (2018) Decision Science Letters Unconstrained global 

optimization problem 

Growing Science 

9 Simultaneous Scheduling Of 

Jobs, AGVs And Tools 

Considering Tool Transfer 

Times In Multi Machine FMS 

Reddy, Ramamurthy, and 

Rao (2016) 

International Conference on 

Advanced Material 

Technologies (ICAMT) 

Scheduling IOP Publishing 

10 Improved adaptive fuzzy back 

stepping control of a 

magnetic levitation system 

Sadek et al. (2017) Applied Soft Computing Magnetic Levitation 

System 

Elsevier 
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The performance of the SOS based training was demonstrated on

equalization of two non-linear three taps channels and a linear

twenty-three taps telephonic channel. The results obtained from

the experimentation of Nanda and Jonwal (2017) were compared

with other training metaheuristics such as the cat swarm optimiza-

tion and clonal selection algorithm, PSO and least mean square

algorithm. The authors conclude that the training done with the

SOS algorithm provided superior results than the other algorithms

( Nanda & Jonwal, 2017 ). 

Ruskartina, Yu, Santosa, and Redi (2015) proposed the appli-

cation of SOS algorithms to solve the capacitated vehicle routing

problem (CVRP). To enable the standard SOS to handle the problem

structure, a two solution representations approach was employed

to transform the algorithm into an applicable solution approach

for solving CVRPs. In addition, the algorithm’s solution quality was

also improved by combining SOS with a local search strategy. As

part of the paper’s main technical contributions, the authors de-

veloped six versions of the improved SOS algorithm specifically

for solving CVRP ( Vincent et al., 2017 ). Two sets of CVRP bench-

mark problems were evaluated in order to determine the perfor-

mance of each of the proposed algorithms. The experimental re-

sults showed that the best of the six proposed methods outper-

formed the best-known solutions in terms of solution quality and

convergence speed. 

Ezugwu and Adewumi (2017b) applied the SOS algorithm to

optimize the process of resource discovering in cloud computing

environments. The paper tried to simultaneously address the is-

sue of uncertainty that occurs between advertised resources in the

cloud and users’ resource requirement queries, and dynamic re-

source discovery in a cloud computing environment ( Ezugwu &

Adewumi, 2017b ). Soft-set was combined with an SOS algorithm

in the proposed method to handle the aforementioned problem.

For this purpose, soft-set was applied to tackle uncertainty prob-

lems that arise in static systems, while SOS was employed to

tackle dynamic relationships that occur in dynamic environments

in search of optimal solutions among objects. The performance
f the proposed method was demonstrated through an empiri-

al simulation study and benchmarking against recent techniques

n literature. The experimental results presented in Ezugwu and

dewumi (2017b) revealed that the employment of the proposed

lgorithm for resource discovery in a cloud environment, yielded

atisfactory results over other existing methods. 

Generally, the effective scheduling of jobs or tasks in a dis-

ributed computing environment such as in cloud computing is

hallenging, especially with numerous cloud jobs competing for

imited resources with dynamic characteristics. Therefore, the job

cheduling problem in this dynamic environment is said to be

P-Complete ( Johnson, 1985 ). Abdullahi et al. (2016) employed

he SOS algorithm for effective and optimal scheduling of tasks

n cloud resources. The performance of the SOS algorithm in

bdullahi et al. (2016) was tested on some specified resources

onsisting of physical hosts, virtual machines and uniformly dis-

ributed jobs. The results showed that the SOS tasks scheduling al-

orithm outperformed other similar scheduling algorithms such as

SO. 

There are other areas were SOS algorithm have been applied

o solve problems, in which the algorithm was either used as an

ptimization algorithm or as a training algorithm. These areas are

ot discussed in detail in this paper. The other areas referred to

nclude: antennas, biomedical sciences or engineering, communi-

ation networks, clustering and classification, combinatorial opti-

ization, control, engineering design, distribution networks, elec-

ronics and electromagnetics, engines and motors, entertainment,

aults, financial, fuzzy and neurofuzzy systems, graphics and visu-

lization, image and video processing, neural networks, robotics,

rediction and forecasting, power systems and plants, scheduling,

ecurity and military, sensor networks, and signal processing. Sum-

aries with listings of some main areas of general application in-

erests in this regard, are presented, respectively, in Table 7 for

ournal publications and in Table 8 for conference articles. 

In a contribution to the body of knowledge in the form of

 master’s dissertation, an SOS algorithm was hybridized with a
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Table 8 

Applications of SOS algorithm in IEEE Conference Publications. 

SN Problem Reference Problem domain Conference Year 

1 Synthesis of antenna arrays Dib (2016) Antenna 2016 IEEE International Symposium on 

Antennas and Propagation (APSURSI) 

2016 

2 Economic load dispatch 

problems 

Guvenc et al. (2016) Power systems and plants 2016 International Symposium on 

INnovations in Intelligent SysTems 

and Applications (INISTA) 

2016 

3 Bid based economic load 

dispatch problem 

Tiwari and Pandit (2016) Power systems and plants 2016 IEEE International Conference on 

Engineering and Technology 

(ICETECH) 

2016 

4 Optimal scheduling of 

short-term hydrothermal 

generation 

Scheduling 2016 4th International Istanbul Smart 

Grid Congress and Fair (ICSG) 

2016 

5 Real Power Loss minimization Balachennaiah and 

Suryakalavathi (2015) 

Power systems and plants 2015 Annual IEEE India Conference 

(INDICON) 

2015 

6 Energy-aware task scheduling 

in a cloud environment 

Sharma and Verma (2017) Scheduling 2017 4th International Conference on 

Signal Processing and Integrated 

Networks (SPIN) 

2017 

7 Optimization of 

three-dimensional turbo code 

Banerjee and Chattopadhyay 

(2017) 

Communication networks 2016 IEEE Annual India Conference 

(INDICON) 

2016 

8 Energy analysis Sharma and Yerma (2016) Power systems and plants 2016 IEEE International Conference on 

Recent Trends in Electronics, 

Information & Communication 

Technology (RTEICT) 

2016 

9 Security-constrained economic 

dispatch problem 

Rajathy et al. (2015) Security 2015 International Conference on 

Circuits, Power and Computing 

Technologies [ICCPCT-2015] 

2015 

10 Selection and parameter 

optimization for underwater 

target classification 

Sherin and Supriya (2015) Clustering and classification OCEANS 2016 MTS/IEEE Monterey 2016 

11 Improved Identification of 

Hammerstein plant 

Panda and Pani (2016) Prediction and forecasting 2016 IEEE Region 10 Conference 

(TENCON) 

2016 

12 DG placement for loss 

minimization considering 

reverse power flow in the 

distribution systems 

Lalitha et al. (2016) Power systems and plants 2016 International Conference on 

Advanced Communication Control 

and Computing Technologies 

(ICACCCT) 

2016 

13 Electromagnetic optimization Ayala et al. (2017) Electronics and 

electromagnetics 

2016 IEEE Conference on 

Electromagnetic Field Computation 

(CEFC) 

2016 

14 Task scheduling in cloud 

environment 

Kumar et al. (2017) Scheduling 2017 4th International Conference on 

Advanced Computing and 

Communication Systems (ICACCS) 

2017 

15 An improved regularized 

extreme learning machine 

based 

Zhang et al. (2016) Machine learning 2016 IEEE 11th Conference on 

Industrial Electronics and 

Applications (ICIEA) 

2016 

16 Economic dispatch with valve 

point effect 

Naveen et al. (2016) Financial 2016 International Conference on 

Energy Efficient Technologies for 

Sustainability (ICEETS) 

2016 
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uantum neural network and used for predicting high performance

oncrete compressive strength ( Aulady, 2014 ). In the hybridization

rocess, the SOS was employed to optimize all the parameters

ithin the quantum neural network. In doing so, the capability of

he quantum neural network to efficiently solve most instances of

igh performance concrete compressive problems was improved.

he researcher compared the performance of the hybrid algorithm

ith an artificial neural network and a quantum neural network,

y using variants of high performance concrete compressive prob-

em instances ( Aulady, 2014 ). The results indicated that the pro-

osed algorithm efficiently and effectively solved various complex

roblems and outperformed other methods based on the bench-

arked problems tested. 

As part of the original development of the SOS algorithm,

rayogo (2015) in his PhD thesis proposed the development of

n innovative parameter-free symbiotic organisms search algo-

ithm for solving construction-engineering problems. As men-

ioned above (see Section 2.5 ), when compared with other sim-

lar metaheuristics and population based algorithms, an SOS al-

orithm has the advantage of using less parameters, with only

wo parameters that include maximum evaluation numbers and

opulation sizes. Prayogo (2015) tested the effectiveness of the

roposed SOS algorithm on varying benchmarked problems that
over both mathematical functions and constructional engineer-

ng problems. The remarkable achievements of the SOS algorithm

an therefore be attributed the research of Aulady (2014) and that

f Prayogo (2015) contributing to the body of knowledge, which

s notable in the algorithm’s application to various research do-

ains including real-world industrial problems. In addition, an-

ther scholarly work that featured SOS alongside other well-known

tate-of-the-art metaheuristic algorithms as part of his technical

ontribution to knowledge was the PhD thesis of Tejani (2017) .

able 9 presents a comprehensive summary of the two academic

nd scholarly contributions of SOS algorithm. 

An extended summary of most recent work on SOS is presented

n Table 10 , where publications related to the algorithm in terms of

arious areas of modification and hybridization as applied to differ-

nt formulations of combinatorial optimization problems are stud-

ed. 

.3. SOS publication trends 

This section presents a discussion of the trends in the publi-

ation of the application of SOS algorithms in the different do-

ains highlighted above (see Section 4 ). The publication evalu-

tion in this case is from the inception of the SOS algorithm
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Fig. 5. Number of major SOS publication trends from Google Scholar and IEEE Explorer. 
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(2014) to the time of writing this paper (2018). The sources of

all the publications identified were from the Google search en-

gine, Google scholar, and IEEE Explore databases. In searching for

publications about SOS algorithms, the authors identified the key

search phrase “symbiotic organisms search algorithm” with restric-

tions to appearance, in article titles of around 184 relevant publi-

cations found, sorted by dates in Google’s search database, 52 in

Google scholar, and 25 in IEEE Explore database. According to the

results of the descriptive statistics shown in Fig. 5 , it is obvious

that there is a dramatic rise in the acceptance and application of

SOS algorithms, with the year 2017 (with a 36% publication rate)

and the year 2017 (with a 44% publications rate) having the high-

est publication rates. The least publication count was recorded in

the years 2014 and 2015, with 1% and 3% respectively. This is ex-

pected, because the algorithm was developed in 2014. 

However, further analyses of these publications, reveals that the

rate of using SOS is particularly astonishing, specifically for its ap-

plication to different domain of science and engineering. For ex-

ample, SOS has been widely used in computer science with spe-

cific interests in global optimization problems, power systems and

plants. In addition, the number of publications reporting SOS ap-

plications has grown exponentially within the last three years, and

seems to show no sign of slowing down at the present moment,

which is a clear indication of SOS superiority and prospects over

the other metaheuristic algorithms. The number of main publica-

tions using SOS from the literature is presented in Fig. 5 , with

sources from Google scholar and Scopus. The essential objective

of this publication analyses is to furnish SOS practitioners, enthu-

siasts, and researchers with a clear up-to-date bird’s eye view of

what has been done so far in the area of SOS applications. Further-

more, the analysis provides researchers with firsthand information

that illustrates the relevance of SOS algorithm to the development

of science and engineering as a whole. 

In Fig. 6 , the major journal publishers in which SOS related lit-

erature appeared are illustrated using descriptive statistics based

on a pie chart. This figure shows that SOS appeared in several rep-

utable journal publishers like Elsevier with 26%, Springer 18%, and

IEEE 20%. This is an indication that the algorithm has been widely

accepted by the scientific and metaheuristic research communities

as one of the most recent and popular optimization algorithms

with a wide application interest and high performance profile. The
thers with 26% of SOS appearances include some Scopus and open

ccess journals. 

According to the descriptive statistics shown in Fig. 7 , the ma-

or application areas in which the SOS algorithm was considered

nclude the following: power systems, followed by combinatorial

ptimization, then construction engineering, and scheduling. These

dentified application areas are not exhaustive, as the search tech-

iques applied only concentrated on two databases, which are

oogle and IEEE Explorer. However, every month, many new ar-

icles employing SOS algorithms within different computer sci-

nce, engineering and industrial optimization areas of applications

merge, showing that the application of SOS in these domains is in

igh demand and rapidly expanding. The two subject areas where

OS receives the highest attention are in power systems and plants

ith 35% and combinatorial optimization with 24% contributions,

espectively. 

To further broaden the above application trend and subject ar-

as of SOS algorithms, more specifically to cover highly reputable

nd impact factor publications on SOS, the number of published

rticles from 2014 up to 2018 was extracted from the Scopus

atabase and subsequently analyzed. Fig. 8 shows the descriptive

tatistics of the publication trend. 

In Fig. 9 , the various subject areas in which SOS was used as

he key metaheuristic or main application algorithm is presented.

hile the search results between the two major databases (Google

cholar and Scopus) differ in the result analyses, it is obvious that

hey both show a similarity in the growth pattern for SOS in terms

f publications and applications. 

The yearly citation counts for SOS literature as found in the

eb of Science Core Collection, which includes three flagship cita-

ion indexes, namely, the Science Citation Index Expanded (SCIE),

he Social Sciences Citation Index (SSCI) and the Arts & Humani-

ies Citation Index (AHCI), were extracted and evaluated. The cita-

ions count for SOS literature from 2014 to 2018 is illustrated in

ig. 10 . The results show that the SOS literatures in 2018, received

he highest citations count of 418, 415, and 413 in Web of Science,

copus and Google scholar, respectively. This is followed by the ci-

ations in 2017, with citations counts of 341, 335, and 333 in the

hree citation indexes, while in 2016, the citation counts were 149,

44, and 144 in the three citation indexes. The least number of

itations was recorded in 2014 with 1, 0, and 0 citations per cita-
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Fig. 6. SOS publications published by major journal publishers. 

Fig. 7. Application areas of SOS algorithms from Google Scholar and IEEE Explorer. 
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ion index. However, the low citations count recorded for the ar-

icles published in 2014 can be attributed to the fact that it was

he period in which the first article on SOS was published. It is

oteworthy to mention here that the citations count presented in

ig. 10 does not describe the cumulative citation growth for the

OS articles, but rather it indicates the number of citations in ma-
or literature for a specific year. However, the cumulative number

f citations in major literature or citation growth for the algorithm

s illustrated in Fig. 11 . 

Therefore, to summarize the above SOS citations counts based

n the sources of information received from the two major aca-

emic databases in which high impact literatures of SOS were pub-
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Table 9 

SOS scholarly contributions in thesis/dissertation. 

SN Method Problem Reference Course Institution 

1 Hybrid Symbiotic Organisms 

Search-Quantum Neural 

Network 

Prediction of High Performance 

Concrete Compressive Strength 

Aulady (2014) Construction 

Engineering/ Civil 

Engineering 

National Taiwan University of 

Science and Technology 

2 Innovative Parameter-Free SOS Optimization of 

construction-engineering problems 

Prayogo (2015) Construction 

Engineering/ Civil 

Engineering 

National Taiwan University of 

Science and Technology 

3 Adaptive SOS Investigation of advanced metaheuristic 

techniques for simultaneous size 

shape and topology optimization of 

truss structures 

Tejani (2017) Mechanical Engineering Pandit Deendayal Petroleum 

University India 

Fig. 8. Relevant SOS publication trends from Scopus. 

Fig. 9. Subject areas of SOS algorithm application from Scopus. 
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Table 10 

Recent general applications of modified, improved and hybridized SOS algorithm. 

SN SOS variant Problem Problem domain Reference 

1 Improved Truss optimization with natural 

frequency bounds 

Construction engineering Tejani et al. (2018) 

2 Five methods: Discrete, Hybrid, 

cooperative hybrid, modified, 

modified. 

Simultaneous optimization of feature 

subset and neighborhood size of 

KNN classification models 

Machine learning Liao and Kuo (2018) 

3 Adaptive-SOS Interval type-2 fuzzy-PID controller 

with derivative filter for automatic 

generation control of an 

interconnected power system 

Power systems and plants Nayak et al. (2018) 

4 Multiple objective symbiotic Time, cost, quality and work continuity 

tradeoff in repetitive projects 

Construction engineering Tran et al. (2018) 

5 Modified Optimal Number, Location, and Size of 

Distributed Generators in 

Distribution Systems 

Power systems and plants Nguyen and Vo (2018) 

6 Hybrid Optimal Operation of Directional 

Overcurrent Relays 

Power systems and plants Sulaiman et al. (2018) 

7 Modified PID controller for AGC of multi-area 

power system 

Power systems and plants Nayak et al. (2018) 

8 Hybrid Feasibility-based rules for constrained 

engineering design optimization 

Construction engineering Prayogo and 

Cheng (2017) 

9 Modified Load frequency control with TCSC Power systems and plants Guha et al. (2018b) 

10 Hybrid Efficient design of PID controller for 

automatic voltage regulator 

Power systems and plants Çelik and Öztürk (2018) 

11 Modified/improved Prediction of permanent deformation 

in asphalt pavements 

Construction engineering Cheng et al. (2018) 

12 Quasi-Reflected Short-Term Hydrothermal Scheduling 

Problem Considering Multi-fuel Cost 

Characteristics of Thermal Generator 

Power systems and plants Das et al. (2018) 

13 Modified/improved Load frequency control of multi-area 

power system 

Power systems and plants Guha et al. (2018a) 

14 Modified Investigation of static transmission 

expansion planning 

Power systems and plants Verma and 

Mukherjee (2018) 

15 Modified Optimal design of analog active filters Power systems and plants Dib and El-Asir (2018) 

16 Improved Unrelated parallel machines scheduling 

with sequence-dependent setup 

times. 

Manufacturing optimization Ezugwu et al. (2018) 

17 Modified Global optimization. Continuous optimization Miao et al. (2018) 

18 Modified Optimization model for construction 

project resource leveling 

Construction engineering Prayogo et al. (2018) 

19 Modified Portfolio Optimization in selected 

Tehran stock exchange companies 

Portfolio optimization Prayogo et al. (2018) 

Table 11 

The detailed of benchmark functions to evaluate standard SOS algorithm. 

SN Function Search space Dimension minimum value SOS(minimum value) 

1 Beale [–4.5, 4.5] 2 0 0 

2 Easom [–100, 100] 2 –1 –1 

3 Matyas [–10, 10] 2 0 0 

4 Bohachevsky1 [–100, 100] 2 0 0 

5 Booth [–10, 10] 2 0 0.03382 

6 Michalewicz2 [0, π ] 2 –1.8013 –1.8013 

7 Schaffer [–100, 100] 2 0 0 

8 Six Hump Camel Back –5, 5] 2 –1.03163 –1.03163 

9 Boachevsky2 [–100, 100] 2 0 0 

10 Boachevsky3 [–100, 100] 2 0 0 

11 Shubert [–10, 10] 2 –186.73 –186.73 

12 Colville [–10, 10] 4 0 0 

13 Michalewicz5 [0, π ] 5 –4.6877 –4.6877 

14 Zakharov [–5, 10] 30 0 0 

15 Michalewicz10 [0, π ] 30 –9.6602 –9.65982 

16 Step [–5.12, 5.12] 30 0 0 

17 Sphere [–100, 100] 30 0 0 

18 SumSquares [100, 100] 30 0 0 

19 Quartic [–1.28, 1.28] 30 0 9.13E–05 

20 Schwefel 2.22 [–10, 10] 30 0 0 

21 Schwefel 1.2 [–100, 100] 30 0 0 

22 Rosenbrock [–30, 30] 30 0 1.04E–07 

23 Dixon-Price [10, 10] 30 0 0 

24 Rastrigin [–5.12, 5.12] 30 0 0 

25 Griewank [–60 0, 60 0] 30 0 0 

26 Ackley [32, 32] 30 0 0 
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Table 12 

State-of-the-art metaheuristics that were compared with SOS. 

CEC2014 Benchmark function Truss optimization problems 

SN Method Reference Method Reference 

1 Invasive Weed Optimization Mehrabian and Lucas (2006) Niche genetic hybrid algorithm (NGHA). Wang et al. (2004) 

2 GSA Rashedi et (2009) Charged system search (CSS) Kaveh and Talatahari (2010); 

Kaveh and Zolghadr (2011) 

3 Hunting Search (HuS) Oftadeh et al. (2010) Enhanced CSS Kaveh and Zolghadr (2011) 

4 Bat Algorithm (BA) Yang (2010a) Harmony search (HS) Miguel and Miguel (2012) 

5 Water Wave Optimization (WWO) Zheng (2015) Firefly algorithm (FA) Miguel and Miguel (2012) 

6 Biogeography- Based Optimization 

(BBO) 

Simon (2008) Big bang-big crunch (CSS-BBBC) Kaveh and Zolghadr (2012) 

7 Optimality criterion (OC) Wang et al. (2004) 

8 Hybrid OC-GA Zuo et al. (2014) 

9 Colliding-bodies optimization (CBO) 

and 2D-CBO 

Kaveh and Mahdavi (2014) 

10 Particle swarm optimization (PSO) Gomes (2011) 

11 Democratic PSO (DPSO) Kaveh and Zolghadr (2014) 

12 Modified sub-population 

teaching-learning-based optimization 

(MS-TLBO) 

Tejani et al. (2016) 

13 Multi-Class TLBO (MC-TLBO) Farshchin et al. (2016) 

14 Tug of war optimization (TWO), Kaveh and Zolghadr (2017) 

15 Vibrating particles system (VPS) Kaveh and Ilchi Ghazaan (2017) 

Fig. 10. Number of citations in major literature per year from Google scholar, Scopus, and Web of Science. 

Fig. 11. Cumulative citation growth of SOS algorithm in major literature. 
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ished, more specifically for Web of Science and Scopus referenc-

ng, it is noted that the cumulative citations counts spanning from

014 to 2018 are 753 and 746 respectively. However, the citation

nformation provided here is not exhaustive, compared to the fact

hat the algorithm impact is exponentially growing as is evident

n the total publication count for 2017 alone, which is more than

2% higher than the number of publications recorded in 2014, 40%

igher than the number of publications recorded in 2015 and 10%

igher than the number of publication recorded in 2016. To further

upport the above claim of SOS exponential growth, its impact on

he research communities, and wide readability, the cumulative ci-

ation growth of SOS in major literature is presented in Fig. 11 be-

ow. 

. Performance Validation of Standard SOS 

It is clear that the field of combinatorial optimization has wit-

essed an explosion of the so called new or novel metaheuristic

lgorithms, most of them based on a metaphor of some swarm in-

elligence, biological systems, and physical and chemical systems.

ot all of these algorithms are, however, as efficient as proclaimed

y their inventors. A few such as SOS have proved to be very ef-

cient and thus have become popular tools for solving complex

ptimization and real-world problems. In this section, the various

erformance measurements criteria that have been employed by

ifferent researchers to validate the superiority of both the basic,

mproved and hybrid SOS algorithm against other related state-of-

he-art metaheuristic algorithms, such as GA, DE, BA, PBA, PSO, and

S are compared and contrasted. 

As required in the domain of metaheuristics for any new algo-

ithm, a set of well-known mathematical benchmark functions and

ome selected real-world problems are often used to investigate

he numerical optimization problem solving capabilities of such an

lgorithm. The required function evaluation number for reaching

ptimal solution and run-time complexity of the algorithms is usu-

lly evaluated in line with other existing techniques. Furthermore,

he effects of population size on the performance of the algorithms

re sometimes studied. However, the inventor of the basic SOS al-

orithm failed to conduct a comprehensive statistical analyses to

alidate the concluding remarks regarding the overall performance

uperiority of the proposed SOS over other competing state-of-the-

rt approaches. Reported in Table 11 , are the details of the math-

matical benchmark function test problems used to evaluate the

tandard SOS algorithm. In the comparative results of SOS with

ther methods, namely, GA, DE, PSO, BA, and PBA, SOS had an out-

tanding performance by being able to find twenty-two (22) global

inimum functions out of the twenty-six (26) functions evaluated.

his is followed by the PBA with 20 functions, BeeA and DE with

8, and the PSO, GA which is the least performed algorithm, with

nly 9 global minimum counts. 

In the study conducted by Tejani, Savsani, Patel, and Mir-

alili (2018) , for which the exploitative behavior of the SOS was

urther improved to form a superior SOS with better solution ac-

uracy, the feasibility and effectiveness of the improved SOS was

alidated on six (6) truss optimization problems and thirty (30)

athematical benchmark functions generated from the CEC2014

est suite. In that study, the computational results show that the

mproved SOS algorithm was more reliable and efficient than the

ompared state-of-the-art metaheuristics for all the test problem

onducted. Table 12 presents the list of all the metaheuristic al-

orithms that were compared with the improved SOSas demon-

trated in Tejani et al. (2018) . 

Other standard benchmark test problems in which the SOS al-

orithm was validated, include real world problems that cover

arious aspects of engineering design problems, such as can-

ilever beam, minimized I-beam vertical deflection, 15-bar planar
russ structure, 52-bar planar truss structure, gear train, compres-

ion spring, pressure vessel, Lennard-jones, frequency modulation

ound parameter identification, CEC05 and CECO5 functions ( Al-

harhan & Omran, 2018; Cheng & Prayogo, 2014 ). 

. Discussion 

Part of the main contributions of this current review was to

dentify other novel and potential application areas that can be

onsidered significant to the development of the SOS algorithm.

ore so, to also allow researchers to identify other aspects of the

lgorithms requiring further improvements. From the above anal-

ses, it is clear that the application of the SOS algorithm and its

ariants are only limited to solving a few industrial based opti-

ization problems, with little or no citation in other crucial areas

uch as the biomedical, entertainment, finances, image processing,

il and gas exploration, big data analytics, data mining, software

ngineering, quantum computing, and sensor networks. 

In order to maintain the current exponential growth in the SOS

lgorithm utilization by different researchers for solving varying

heoretical, industrial and real-world problems, a commensurate

ffort regarding the level of improvement in the algorithm’s atomic

omponents should be made. For example, the SOS algorithm uses

he current best solution ( X best ) found among the organism’s pop-

lation in the mutualism and commensalism phases to determine

he quality of solution of the current problem. Also, since the X best 

rganism is used to model the highest degree of adaptation, it is

qually seen as the main objective or the primary goal of each in-

ividual organism. Therefore, improving this single component can

nvariably enhance the search efficiency of the SOS in the different

olution search spaces. 

As proposed in the work of Al-Sharhan and Omran (2018) , the

etwork structure or topology in which the best organisms in the

cosystem are modeled, can also affect the algorithm’s conver-

ence rate, depending on the type of topology that was adopted

or the implementation of the X best solution search in the afore-

entioned two phases. For example, the authors emphasized that

sing a fully connected network structure or a star topology will

fficiently accelerate the propagation of finding the so called best

olution among the defined organism’s population ( Al-Sharhan &

mran, 2018 ). This approach might, however, also result in pre-

ature convergence. To avert this problem, Al-Sharhan and Om-

an (2018) proposed the use of a ring topology, which slows down

he algorithm’s convergence rate, because based on this network

odel, the X best organism has to propagate through several neigh-

orhoods before affecting all the individual organisms in the pop-

lation. The advantage of this approach is that it decreases the

hances of premature convergence by allowing the individual or-

anisms to explore more areas in the available search spaces. This

mprovement is useful for handling multimodal functions ( Mason

 Howley, 2016; Peer, van den Bergh, & Engelbrecht, 2003 ). 

The implication of the above finding is that the type of social

etwork topology selected for the implementation of the two SOS

nteraction phases, mutualism and commensalism, has a direct im-

act on the behavior of the individual organism’s population as a

hole and much more on the propagation of the best organism

oo. Therefore, some of the most frequently used social network

opologies such as the ring topology for the local best organisms,

tar topology for the global best organism, and the 3-D Von Neu-

ann topology ( Fig. 12 ) can be explored and used for further im-

rovement of the basic SOS algorithm: 

In most of the hybrid implementations involving SOS and other

xisting optimization techniques, SOS has always been used as

 global optimizer, while the other algorithms are used as local

earch methods. Other improvement options that can possibly be

onsidered in terms of augmenting SOS with some major meta-
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Fig. 12. Commonly used particle topologies ( Bastos-Filho, Caraciolo, Miranda, & Carvalho, 2008 ). 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

8

 

i  

r  

a  

a  

a  

i  

t  

s  

r  

c  

c  

o  

d  

l  

j  

i  

p  

a  

t  

t

 

s  

m  

e  

q  

a  

m  

i  

t  

c  
heuristics algorithms for better performance and robustness can

be explored. For example, it will be interesting to see some pro-

posed implementation that considers the combination of SOS with

the following metaheuristics: DE, ACO, PSO, and CS. Furthermore,

other variants of local search strategies can also be investigated

for possible hybridization with the SOS for improved accuracy and

convergence speed. 

The SOS algorithm uses the concept of greedy selection in its

approach for modifying or updating newer organisms referred to

as X inew 

and X jnew 

, which subsequently replace the original organ-

isms X i and X j . However, this process works in such a way that it

always selects the best step among the immediate choices, without

looking ahead. The possible improvement in this part would be to

improve the SOS algorithm’s exploration and exploitation capabil-

ity to find a better optimal solution with regards to the problem

at hand. Exploration simply means that the SOS algorithm has the

capability of investigating new and unknown areas in the solution

search space, while exploitation means that the new method is

able to make use of the knowledge found at the points previously

visited to help find better points ( ̌Crepinšek et al., 2013 ). How-

ever, caution should be maintained regarding the level or depth to

which these two search strategies should be applied. The reason

being that too much exploration may slow down the algorithm’s

convergence rate, while on the other hand, too much exploitation

may induce premature convergence. Therefore, maintaining a bal-

ance between the two methods can be an interesting improvement

to achieve where possible. 

7. Suggestions for further and future research 

In the last two decades many nature inspired optimization algo-

rithms like the SOS, a more recent algorithm, have been proposed

with the intention of finding acceptable quality solutions to vary-

ing difficult optimization problems, where mathematical gradient-

based techniques cannot be used. However, most of these algo-

rithms are not really novel as claimed by the inventors, but it is

simply a new metaphor for existing algorithms. As a result of this

proliferation in the number of new algorithms, the number of sur-

veys and literature reviews on these optimization algorithms has

likewise increased. The main focus of all these surveys and the lit-

erature reviews of these optimization algorithms are on developing

adequate and suitable benchmarks for the selection of best choice

algorithms. However, most of the existing surveys have very lim-

ited empirical analysis and comparisons of these algorithms, which

in most cases lead to poor judgments, decisions and choices of se-

lecting best alternative algorithms. Therefore, a critical review is

necessary for the identification and selection of the best algorithms

based on the algorithm’s problem orientations, control parameters,

simplicity of implementation and robustness. In line with these

identified points, the following suggestions are made for further

and future research: 

• An extensive empirical analysis of the SOS algorithm still needs

to be conducted, with the objectives to - 
◦ conduct a sensitivity analysis of the SOS’ only control pa-

rameters (population size and maximum number of function

evaluation) and other hybrid parameters combined, with the

outcome of determining optimal control parameter values

for different optimization problem characteristics; 

◦ determine which of these parameter configurations leads

SOS to perform better with respect to accuracy, compu-

tational efficiency, robustness, and reliability for different

problem classes; and 

◦ determine the effect of the different atomic components on

performance, and on the exploration-exploitation trade-off

of the SOS algorithm. 
• Conducting a study to determine if the SOS algorithm, which

is a stochastic search algorithm, actually performs better than

random search, and to determine how much is it better than

random search. 
• Undertaking a study by using Markov chains and complexity

analysis theory to thoroughly analyze the convergence behav-

iors of the basic SOS and all its variants algorithms. 

. Conclusion 

This paper presents a timely review of the SOS algorithm and

ts applications in various research domains. The study covers all

esearch contributions available to the authors, concerning SOS

nd its variants, which were obtained by identifying and analyzing

round 87 major SOS journal articles indexed in Web of Science

lone. More so, about 187 journal and conference papers indexed

n Google Scholar, Scopus, and IEEE Explorer databases as at the

ime this paper was drafted were equally analyzed. However, de-

pite the fact that SOS is new in the domain of metaheuristics,

esults from the review process conducted in the current study,

learly show that the algorithm has gained a wider scope of appli-

ation either in its standard form or hybrid implementation with

ther algorithms. The dramatic growth of this new algorithm is

emonstrated in the exponential increase in the number of pub-

ished research articles that keeps emerging monthly on the sub-

ect of SOS. Therefore, in order to keep pace with the current trend

n application and growth of the algorithm, some necessary im-

rovements were suggested that would further increase the over-

ll performance of the algorithms. Similarly, other novel applica-

ion domains were like-wise highlighted for interested researchers

o explore. 

The popularity and attractiveness of SOS to researchers are not

urprising, because of the algorithm’s unique characteristics, which

ake it different from other existing metaheuristic algorithms. For

xample, SOS is virtually parameter free and therefore does not re-

uire any parameter fine-tuning like in the case of other competing

lgorithms such as GA, ACO, PSO and CS. This enhances the perfor-

ance stability of SOS. Another interesting aspect of the algorithm

s its simplicity of implementation and adaptability, with not more

han two parameters, the algorithm structural flow and encoding

an easily be retraced, restructured and adapted to solve differ-
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nt complex problems in different environments. Furthermore, the

hree phases of the algorithm, namely mutualism, commensalism,

nd parasitism are also very simple to code and operate using only

imple mathematical operations to implement. 
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