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OLEĬNIK-TYPE ESTIMATES FOR NONLOCAL CONSERVATION LAWS

AND APPLICATIONS TO THE NONLOCAL-TO-LOCAL LIMIT

GIUSEPPE MARIA COCLITE, MARIA COLOMBO, GIANLUCA CRIPPA, NICOLA DE NITTI,
ALEXANDER KEIMER, ELIO MARCONI, LUKAS PFLUG, AND LAURA V. SPINOLO

Abstract. We consider a class of nonlocal conservation laws with exponential kernel and prove that
quantities involving the nonlocal term W := 1(−∞,0](·) exp(·) ∗ ρ satisfy an Olĕınik-type entropy con-
dition. More precisely, under different sets of assumptions on the velocity function V , we prove that
W satisfies a one-sided Lipschitz condition and that V ′(W )W∂xW satisfies a one-sided bound, respec-
tively. As a byproduct, we deduce that, as the exponential kernel is rescaled to converge to a Dirac

delta distribution, the weak solution of the nonlocal problem converges to the unique entropy-admissible
solution of the corresponding local conservation law, under the only assumption that the initial datum
is essentially bounded and not necessarily of bounded variation.

1. Introduction

We study the nonlocal conservation law
{

∂tρε(t, x) + ∂x
(
V
(
Wε[ρε](t, x))ρε(t, x)

)
= 0, (t, x) ∈ (0, T ) × R,

ρε(0, x) = ρ0(x), x ∈ R,
(1.1)

with a velocity function V : R → R and an exponentially-weighted nonlocal impact

Wε[ρε](t, x) := 1
ε

∫ ∞

x

exp
(
x−y
ε

)
ρε(t, y) dy, (t, x) ∈ (0, T ) × R,(1.2)

where ε > 0 and T > 0. We note that, for (t, x) ∈ (0, T )×R, the nonlocal term Wε satisfies the following
equation:

∂xWε[ρε](t, x) = ∂x
1
ε

∫ ∞

x

exp
(
x−y
ε

)
ρε(t, y) dy = 1

εWε[ρε](t, x) − 1
ερε(t, x).(1.3)

The existence and uniqueness of solutions for nonlocal conservation laws have been thoroughly analyzed
in recent years: we refer to [2, 11, 28, 30, 31] and references therein for an overview. Furthermore, the
convergence of nonlocal conservation laws to the corresponding local models as the nonlocal weight tends
to a Dirac delta distribution has attracted much attention. Several results in this direction are available
in the literature (see [6, 7, 9, 10, 13, 14, 15, 16, 29]). In particular, the most recent ones – [9, 15] – provide
satisfactory answers in case the initial datum has bounded total variation.

Our main aim is to prove Olĕınik-type inequalities for quantities involving the nonlocal term Wε. Then,
we use them to prove that, as ε → 0+, the solution of (1.1) converges to the unique entropy admissible
solution of the (local) conservation law

{

∂tρ(t, x) + ∂x
(
V (ρ(t, x))ρ(t, x)

)
= 0, (t, x) ∈ (0, T ) × R,

ρ(0, x) = ρ0(x), x ∈ R,
(1.4)

assuming that the initial datum is not necessarily of bounded variation, but only essentially bounded,
which is a novel contribution compared to the previous literature. A main point in the study of this
singular limit problem is establishing the precompactness in L1

loc of the solutions ρε of the nonlocal
equation. In our approach, this is a consequence of the maximum principle (uniform in ε) and of the
Olĕınik-type estimate, which also rules out the emergence of non-entropic shocks, thus leading to the
entropy admissibility of the accumulation points of the family ρε as ε → 0+.
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dition, Olĕınik condition.
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For the scalar (local) conservation law

∂tρ(t, x) + ∂xf(ρ(t, x)) = 0, (t, x) ∈ (0, T ) × R,(1.5)

the celebrated result by Olĕınik [38] (see also the following contributions, which are contemporary to
Olĕınik’s work: Lax, [35]; Ladyženskaya [33]; and Hopf [26]) states that if f is uniformly strictly convex,
i.e. f ′′(·) ≥ κ > 0 on R, then any entropy admissible solution of (1.5) satisfies the following one-sided
Lipschitz estimate:

ρ(t, y) − ρ(t, x) ≤
y − x

κt
, t > 0, x, y ∈ R, x ≤ y.

The Olĕınik estimate provides an equivalent characterization of entropy solutions and is an example
of the fact that the nonlinearity of the PDE provides a regularizing effect on the solution: indeed,
as this upper estimate only allows for decreasing jumps, it implies that L∞ data are instantaneously
regularized to functions of locally bounded variation (BVloc). On the contrary, a linear flux f(ρ) = bρ
(with b ∈ R) does not generate additional regularity as the solution is simply a translation of the initial
datum: ρ(t, x) = ρ(0, x− bt).

This inequality can be written in a ‘sharp’ form (see [18, 25]): when f ′′(·) ≥ 0 and moreover there are
no non-trivial intervals where f is affine (Tartar’s condition [39]), we have

f ′(ρ(t, y)) − f ′(ρ(t, x)) ≤
y − x

t
, t > 0, x, y ∈ R, x ≤ y.

Several inequalities of Olĕınik type have been established for non-convex (or non-concave) fluxes as well
as for some systems of conservation laws (see, e.g., [5, 8, 23, 27, 36]).

As Lax observed in [34], the Olĕınik inequality implies the compactness in L1
loc of the semigroup

(St)t>0 of entropy weak solutions to strictly convex scalar conservation laws in one space dimension.
More recently, quantitative estimates of the compactness of St have been established by relying on the
notion of Kolmogorov ε-entropy (see [1, 20]).

For nonlocal conservation laws, inequalities of the type listed above are not known to date. In this
direction, the only result available in the literature is [14, Theorem 3], where an Olĕınik-type estimate is
obtained under the strong assumptions that the initial datum itself satisfies a one-sided Lipschitz condition
and is bounded away from zero; and [17, Theorem 3.10] (for a slightly different, but related, class of
nonlocal equations, namely nonlocal transport equations), under the rather restrictive assumptions that
the initial datum is quasi-concave and has an upper bound on the derivative.

1.1. Outline. The paper is organized as follows. In Section 2, we present the statements of our main
results, namely, the Olĕınik-type inequalities involving Wε and V ′(Wε)Wε∂xWε.

The proof of these inequalities is contained in Section 3. As a byproduct, in Section 4, we prove the
nonlocal-to-local convergence for initial data in L∞. Finally, in Section 5, we conclude by presenting
some numerical experiments.

2. Main results

Our main results are the following Olĕınik-type estimates involving the nonlocal term Wε. More
precisely, under different sets of assumptions on the velocity function V , we show that Wε satisfies a
one-sided Lipschitz condition and that V ′(Wε)Wε∂xWε satisfies a one-sided bound, respectively.

Theorem 2.1 (Olĕınik-type inequality for Wε). Let 0 < κ1 < κ2 and ρ0 ∈ L∞(R;R≥0) and let V ∈

W 2,∞
loc (R) be a nonincreasing velocity function such that at least one of the following conditions is satisfied:

V ′(ξ) = −δ < 0, ∀ξ ∈ [ess inf ρ0, ess sup ρ0];(2.1)

0 ≤ V ′(ξ) + V ′′(ξ)ξ ≤ κ1, V ′(ξ) ≤ −κ2, κ2 − κ1 > 0, ∀ξ ∈ [ess inf ρ0, ess sup ρ0].(2.2)

Let ρε be the solution of the Cauchy problem associated to (1.1). Then the nonlocal term Wε satisfies the
following inequality:

Wε(t, x) −Wε(t, y)

x− y
≥ −

1

κt
, for all t > 0 and x, y ∈ R with x 6= y,(2.3)

with κ := δ (in case assumption (2.1)holds) or κ := κ2 − κ1 (in case assumption (2.2) holds).
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Remark 2.2 (Convexity/concavity assumptions). If we assume that the flux is strictly convex (instead
of strictly concave as implied by assumptions (2.1) or (2.2)), the velocity increasing, and the convolution
looking to the left, we can establish analogous results. In particular, for the case of a convex flux with
linear velocity (i.e., the counterpart of the setting of (2.1)), we refer to [12].

Here, we consider the concave case because of its relevance for traffic models (see [21]).

Theorem 2.3 (Olĕınik-type inequality for V ′(Wε)Wε∂xWε). Let 0 < κ1 and ρ0 ∈ L∞(R;R≥0) and let

V ∈ W 2,∞
loc (R) be a nonincreasing velocity function such that at least one of the following conditions is

satisfied:

0 ≤ (−V ′(ξ) − V ′′(ξ)ξ)(ess sup ρ0 − ess inf ρ0) ≤ −V ′(ξ)ξ, ∀ξ ∈ [ess inf ρ0, ess sup ρ0];(2.4)

− V ′(ξ) ≤ V ′′(ξ)ξ ≤ −(2 − κ1)V ′(ξ), ∀ξ ∈ [ess inf ρ0, ess sup ρ0].(2.5)

Let ρε be the solution of the Cauchy problem associated to (1.1). Then,

(2.6) sup
R

V ′(Wε)Wε∂xWε ≤
‖ρ0‖L∞(R)

κt
, for all t > 0,

where κ := 1 (in case assumption (2.4) holds) or κ := κ1 (in case assumption (2.5) holds).

Remark 2.4 (Independence of the constant on TV(ρ0)). In Theorems 2.1 and 2.3, the initial datum is
not required to be of bounded variation.

Remark 2.5 (Assumptions on the velocity function and traffic models). The assumptions on the velocity
function V in Theorems 2.1 and 2.3 may look quite restrictive. In the proofs, we exploit such conditions
when manipulating the equations satisfied by ∂xWε and V ′(Wε)Wε∂xWε to deduce a Riccati-type differ-
ential inequality. Despite their apparent intricacy, these assumptions are satisfied by several classes of
well-known traffic models, possibly under some restrictions on the initial data.

(1) Assumption (2.1) is satisfied by the Greenshield model, V (ξ) = vmax(1− ξ/ρmax) (see [21, Chap-
ter 3, Eq. (3.1.3)]).

(2) The Underwood model V (ξ) = v0e
(− ξ

ρmax
), with ρmax > 0 and v0 > 0 (see [21, Chapter 3,

Eq. (3.1.5)]), satisfies Assumption (2.4) under the constraint ess inf ρ0 ≥ 3−
√
8

2 ess sup ρ0.

(3) The generalized Greenshield model V (ξ) = v0

(

1 −
(

ξ
ρmax

)n)

, with ρmax > 0 and v0 > 0

(see [21, Chapter 3, Eq. (3.1.6)]), satisfies Assumption (2.4) under the constraint ess inf ρ0 ≥
n

n+1 ess sup ρ0.

(4) The generalized California model Vα(ξ) = v0

(
1
ξα − 1

ρα
max

)

, with ρmax > 0 and v0 > 0 and

α ∈ (0, 1) (cf. [21, Chapter 3, Eq. (3.1.7)]), satisfies Assumptions (2.2) and (2.5). This velocity is

not locally Lipschitz continuous at ξ = 0; however, its variant Vα(ξ) = vmax

(

1

ξα+
vα
max

vα
max+1

− 1
ρα
max

)

is and satisfies the same assumption; alternatively, we may just assume ρ0 ≥ c0 > 0.

As a consequence of Theorems 2.1 and 2.3, we deduce the following nonlocal-to-local convergence
results. The key difference compared to [9, 15] is the fact that we do not require the initial datum to
have bounded total variation; on the other hand, some extra assumptions on the velocity function are
required.

Corollary 2.6 (Nonlocal-to-local singular limit problem). Let us suppose that either

– the assumptions of Theorem 2.1 hold;
– the assumptions of Theorem 2.3 hold, and additionally V ′ ≤ −κ2 < 0 for some κ2 > 0.

Let ρε be the unique weak solution of the nonlocal conservation law (1.1) and ρ be the unique entropy
admissible solution of the local conservation law (1.4). Then, both ρε and the corresponding nonlocal term
Wε converge to ρ in L1

loc([0, T ) × R).

Before diving into the proof of our main results, let us recall the following well-posedness result and
some fundamental properties of the nonlocal conservation law (1.1). In particular, we remark that the
nonlocal term Wε has additional regularity and satisfies a local transport equation with nonlocal source.
We refer to [9, Theorem 2.1 & Lemma 3.1] (which, in turn, relies in part on [28, Theorem 2.20 &
Theorem 3.2 & Corollary 4.3] or [11, Theorem 2.1 & Corollary 2.1]), [24, Theorem 2.1], [15, Proposition
2.1 & Corollary 2.2], or [12] for the proof of a similar statement.
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Theorem 2.7 (Existence and uniqueness of weak solutions, maximum principle, and properties of the

nonlocal term). Let ρ0 ∈ L∞(R;R≥0) and let V ∈ W 2,∞
loc (R) be a non-increasing velocity function. Then,

for every ε > 0, there is a unique weak solution ρε ∈ C
(
[0, T ];L1

loc(R)
)
∩L∞((0, T );L∞(R)) of the nonlocal

conservation law (1.1). Also, the maximum principle holds:

ess inf
x∈R

ρ0(x) ≤ ρε(t, x) ≤ ess sup
x∈R

ρ0(x), for a.e. (t, x) ∈ (0, T ) × R.(2.7)

Moreover, the nonlocal term Wε satisfies the following properties:

(1) Wε ∈ W 1,∞ ([0, T ] × R) and ess inf ρ0 ≤ Wε ≤ ess sup ρ0;
(2) Wε ∈ C0

(
[0, T ];L1

loc(R)
)
;

(3) if ρ0 ∈ Ck(R), then Wε ∈ Ck+1 ([0, T ] × R) for k ≥ 0.

In addition, for every t ∈ [0, T ], the map t 7→ Lip−(ρε(t, ·)) is a locally Lipschitz continuous function

from [0,+∞) to [0,+∞). Here, Lip−(ρε) := − inf
x<y

ρε(y)−ρε(x)
y−x . Furthermore, Wε satisfies the following

transport equation almost everywhere:






∂tWε(t, x) + V (Wε(t, x))∂xWε(t, x)

= − 1
ε

∫∞
x

exp(x−y
ε )V ′(Wε(t, y))∂yWε(t, y)Wε(t, y) dy, (t, x) ∈ (0, T ) × R,

Wε(0, x) = 1
ε

∫∞
x

exp(x−y
ε )ρ0(y) dy, x ∈ R.

(2.8)

We remark that (2.8) can be equivalently rewritten as

(2.9) ∂tWε + ∂x(V (Wε)Wε) = gε − gε ∗ ηε, provided gε = V ′(Wε)Wε∂xWε,

and we use the notation

(2.10) η(·) := 1(−∞,0](·) exp(·), ηε := ε−1η(·/ε).

3. Proof of the Olĕınik estimates

In order to prove the Olĕınik estimates, it is helpful to regularize the initial data of the nonlocal
conservation law (1.1). To this end, we need the following stability result (see [9, Theorem 3.1] and [12]
for related results).

Lemma 3.1 (Approximation). Let us consider the Cauchy problem
{

∂tρ(t, x) + ∂x(V (W [ρ](t, x))ρ(t, x)) = 0, (t, x) ∈ (0,+∞) × R,

ρ(0, x) = ρ0(x), x ∈ R,
(3.1)

where

W [ρ](t, x) :=

∫ +∞

x

exp(x− y)ρ(t, y) dy, (t, x) ∈ (0,∞) × R.

Let us also consider the family of the Cauchy problems
{

∂tρn(t, x) + ∂x (V (Wn(t, x)) ρn(t, x)) = 0, (t, x) ∈ (0,+∞) × R,

ρn(0, x) = ρ0,n(x), x ∈ R,
(3.2)

where n ∈ N and

Wn[ρn](t, x) :=

∫ +∞

x

exp(x− y)ρn(t, y) dy.

Let us furthermore assume that, for a suitable constant M > 0, it holds

0 ≤ ρ0,n ≤ M a.e. for every n, ρ0,n
?
⇀ ρ0 weakly-* in L∞(R) for n → ∞.(3.3)

Then,

Wn → W strongly in L1
loc (R+ × R) .

Remark 3.2 (More general kernels). The statement of Lemma 3.1 is still valid if we replace the expo-
nential weight with a more general kernel

η ∈ Lip (R−) ,

∫

R−

η(y) dy = 1, η′ ≥ 0.
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Proof of Lemma 3.1. By the maximum principle, the first condition in (3.3) yields

0 ≤ ρn,Wn ≤ M a.e. and for every n.(3.4)

Owing to (3.4), we have that, up to subsequences, ρn
?
⇀ v in the weak-* topology of L∞ (R+ × R), for

some bounded limit function v. By Lebesgue’s Dominated Convergence Theorem, this, in turn, implies
that Wn → v ∗ 1(−∞,0](·) exp(·) strongly in L1

loc (R+ × R). By passing to the limit in the distributional
formulation of (3.2), we conclude that v coincides with the unique bounded distributional solution of
(3.1). This concludes the proof of the lemma. �

Remark 3.3 (Continuity in time). By using [19, Lemma 1.3.3], we can assume – with no loss of generality
– that the functions t 7→ ρ(t, ·) and t 7→ W (t, ·) are continuous from R+ to L∞(R) endowed with the L∞-
weak-* and the strong L1

loc topology, respectively. In Section 4, we will use this remark to pass to the limit
in the nonlocal Olĕınik inequalities (2.3) or (2.6) for every t > 0.

3.1. Olĕınik-type estimate for Wε. In this section, we prove Theorem 2.1. The basic idea is to use
the transport equation with nonlocal source satisfied by Wε, i.e. (2.8).

Proof of Theorem 2.1. Owing to Lemma 3.1, it suffices to prove the statement for initial data ρ0 ∈
D ∩ C2(R) and thus for solutions ρε ∈ C2([0, T ] × R). Here,

(3.5) D :=
{
ρ0 ∈ L∞(R) : TV(ρ0) < ∞, ρ0(x) ∈ [0, ρmax] for a.e. x ∈ R

}
.

By differentiating (2.8) with respect to x we get

∂2
txWε = − V (Wε)∂

2
xxWε − V ′(Wε)(∂xWε)

2 +
1

ε
V ′(Wε)Wε∂xWε

− 1
ε2

∫ ∞

x

exp
(
x−y
ε

)
V ′(Wε)Wε∂yWε dy.

(3.6)

We now set m(t) := miny∈R ∂yWε(t, y) and assume without loss of generality that m(t) ≤ 0.
Case 1: we assume (2.2). We estimate the right-hand side of (3.6) from below as follows:

∂2
txWε = − V (Wε)∂

2
xxWε − V ′(Wε)(∂xWε)

2 + 1
εV

′(Wε)Wε∂xWε

− 1
ε2

∫ ∞

x

exp
(
x−y
ε

)
V ′(Wε)Wε∂yWε dy

≥− V (Wε)∂
2
xxWε − V ′(Wε)(∂xWε)

2 + 1
εV

′(Wε)Wε∂xWε

− 1
ε2m

∫ ∞

x

exp
(
x−y
ε

)
V ′(Wε)Wε dy

(integrating by parts in the last term)

= − V (Wε)∂
2
xxWε − V ′(Wε)(∂xWε)

2 + 1
εV

′(Wε)Wε∂xWε

− 1
εmV ′(Wε)Wε −

1
εm

∫ ∞

x

exp
(
x−y
ε

) (
V ′(Wε)∂yWε + V ′′(Wε)Wε∂yWε

)
dy.

Let us consider x̄ ∈ R such that m(t) = ∂xWε(t, x̄) (we then know that ∂2
xxWε(t, x̄) = 0) and evaluate

the previous expression at x = x̄. Due to (2.2), we have

− 1
εm

∫ ∞

x

exp
(
x−y
ε

) (
V ′(Wε) + V ′′(Wε)Wε

)
∂yWε dy ≥ −κ1m

2

and, then, we deduce

d
dtm(t) ≥ −V ′(Wε)m(t)2 − κ1m

2(t) ≥ (κ2 − κ1)m2(t), t > 0.

Case 2: we assume (2.1). We estimate the right-hand side of (3.6) from below as follows:

∂2
txWε = −V (Wε)∂

2
xxWε + δ(∂xWε)

2 − δ
εWε∂xWε

+ δ
ε2

∫ ∞

x

exp
(
x−y
ε

)
Wε∂yWε dy

= −V (Wε)∂
2
xxWε + δ(∂xWε)

2 − δ
εWε∂xWε

+ δ
ε2

∫ ∞

x

exp
(
x−y
ε

) (

ε∂yW
ε(t, y) + ρε(t, y)

)

∂yWε dy
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= −V (Wε)∂
2
xxWε + δ(∂xWε)

2 − δ
εWε∂xWε

+ δ
ε

∫ ∞

x

exp
(
x−y
ε

)
(∂yW

ε)2 dy

︸ ︷︷ ︸

≥0

+ δ
ε2

∫ ∞

x

exp
(
x−y
ε

)
ρε∂yWε dy

≥ −V (Wε)∂
2
xxWε + δ(∂xWε)

2 − δ
εWε∂xWε + δ

ε2m

∫ ∞

x

exp
(
x−y
ε

)
ρε dy

= −V (Wε)∂
2
xxWε + δ(∂xWε)

2 − δ
εWε∂xWε + δ

εmWε.

We fix x̄ ∈ R such that m(t) = ∂xWε(t, x̄) (we then know that ∂2
xxWε(t, x̄) = 0) and evaluate the previous

expression at x = x̄. We get

d
dtm(t) ≥ δm(t)2 − δ

εWε(t, x̄)m(t) + δ
εm(t)Wε(t, x̄) = δm(t)2, t > 0.

Conclusion. In both cases, we arrive at the Riccati-type differential inequality

d
dtm(t) ≥ κm2(t), t > 0

(with κ := (κ1 − κ2) or κ := δ, respectively), which yields

Wε(t, x) −Wε(t, y)

x− y
=

1

x− y

∫ x

y

∂xWε(t, ξ) dξ ≥ −
1

κt
, t > 0, x, y ∈ R, x 6= y.

�

3.2. Olĕınik-type estimate for V ′(Wε)Wε∂xWε. The basic idea underpinning the proof of the Olĕınik
inequality for gε = V ′(Wε)Wε∂xWε is to observe that this quantity satisfies the equation

∂tgε = (V ′′(Wε)Wε + V ′(Wε))∂xWε∂tWε + V ′(Wε)Wε∂
2
txWε.

Proof of Theorem 2.3. Owing to Lemma 3.1, it suffices to prove the statement for initial data ρ0 ∈
D ∩ C2(R) and therefore for solutions ρε ∈ C2([0, T ] × R). The set D has been defined in (3.5).

For the sake of brevity, we set zε := ∂xWε. By differentiating (2.9) with respect to x, we obtain the
following equation for zε:

(3.7) ∂tzε = −V (Wε)∂xz − V ′(Wε)z
2 − gε ∗ ∂xηε, (t, x) ∈ (0, T ) × R.

From (2.9), (3.7), and the fact that

(3.8) ∂xηε =
1

ε
(ηε − δ0) ,

where ηε is the same as in (2.10), we get

∂tgε = (V ′′(Wε)Wε + V ′(Wε))zε∂tWε + V ′(Wε)Wε∂tzε

= hεzε
(
− V (Wε)zε − gε ∗ ηε

)
+ V ′(Wε)Wε

(

−V (Wε)∂xzε − V ′(Wε)z
2
ε −

1

ε
(gε ∗ ηε − gε)

)

,
(3.9)

where

(3.10) hε := V ′′(Wε)Wε + V ′(Wε),

and

(3.11) ∂xgε = hεz
2
ε + V ′(Wε)Wε∂xzε.

We now separately consider two cases:

1. for every t ∈ [0, T ], there exists x ∈ R such that gε(t, x) > 0;
2. there exists t ∈ [0, T ] such that gε(t, x) ≤ 0 for every x ∈ R.

Case 1. Owing to Lemma 3.1, we can assume, with no loss of generality, that, for every t̄ > 0, we have
ρε(t̄, ·) ∈ D ∩C2(R) and hence Wε(t̄, ·) ∈ D ∩C2(R). For every t̄ ∈ [0, T ), there exists a maximum point
x̄ of gε(t̄, ·). In particular, ∂xgε(t̄, x̄) = 0; by (3.11), we have

(3.12) ∂xzε(t̄, x̄) = −
hε

V ′(Wε)Wε
z2ε(t̄, x̄).
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Evaluating (3.9) at (t̄, x̄), we get

∂tgε(t̄, x̄) =

(

−hεzεgε ∗ ηε − (V ′(Wε))
2Wεz

2
ε −

V ′(Wε)Wε

ε
(gε ∗ ηε − gε)

)

(t̄, x̄)

=: I + II + III.

(3.13)

We observe that III ≤ 0 since V ′ ≤ 0, Wε ≥ 0, and x̄ is a maximum point of gε(t̄, ·). Moreover, by using
the definition of gε and the maximum principle, we get

(3.14) II = −
g2ε
Wε

≤ −
1

‖ρ0‖L∞(R)
g2ε .

The term I is more delicate and can be controlled using the assumptions (2.4) or (2.5).
Case 1a. Under the assumption (2.4), we have hε ≤ 0. Therefore, if gε ∗ ηε(t̄, x̄) ≥ 0, then I ≤ 0.
Otherwise, let us assume that gε ∗ ηε(t̄, x̄) < 0: since zε = ρε ∗ ∂xηε then by recalling (3.8) we arrive at

(3.15) |zε| =

∣
∣
∣
∣

1

ε
(ρε ∗ ηε − ρε)

∣
∣
∣
∣
≤

Osc ρε
ε

and therefore

(3.16) |hεzεgε ∗ ηε(t̄, x̄)| = |I| ≤
Osc ρε

ε
|hεgε ∗ ηε(t̄, x̄)| ≤

|V ′(Wε)Wε|

ε
|gε ∗ ηε(t̄, x̄)| ≤ |III|,

where we used (2.4) and hε ≤ 0 in the second inequality and gε ∗ ηε(t̄, x̄) < 0 in the last inequality. In
particular, this shows

(3.17) ∂tgε(t̄, x̄) ≤ −
1

‖ρ0‖L∞(R)
g2ε(t̄, x̄),

which, by comparison, yields the desired claim.
Case 1b. Under the assumption (2.5), we have hε ≥ 0. In case gε ∗ ηε(t̄, x̄) ≤ 0, then I ≤ 0. We then
focus on the case gε ∗ ηε(t̄, x̄) > 0. Since x̄ is a maximum point for gε(t̄, ·), then gε ∗ ηε(t̄, x̄) ≤ gε(t̄, x̄);
hence

I + II ≤ −
[
hεzεgε + (V ′(Wε))

2Wεz
2
ε

]
(t̄, x̄)

= −WεV
′(Wε)z

2
ε(V ′′(Wε)Wε + 2V ′(Wε))(t̄, x̄)

≤ − κ1Wε(V
′(Wε))

2z2ε(t̄, x̄)

= −
κ1

Wε
gε(t̄, x̄)2

≤ −
κ1

‖ρ0‖L∞(R)
gε(t̄, x̄)2,

where, in the second inequality, we used (2.5). This establishes (3.17) which, by comparison, yields (2.6).
Case 2. We define t̄ ∈ [0, T ] by setting

(3.18) t̄ := inf{t ∈ [0, T ] : gε(t, x) ≤ 0 for every x ∈ R}.

Assuming that t̄ > 0, we can apply the same argument as in Case 1 on the interval [0, t̄). Since
t 7→ Lip−ρε(t) is a continuous function, then also t 7→ max gε(t, ·) is continuous and this establishes (2.6)
on [0, t̄]. Note that gε(t, x) ≤ 0 for every x ∈ R if and only if ρε(t, ·) is non-decreasing. Therefore,
since (1.1) preserves the monotonicity of the initial datum (see [2, 28]), then, for every t ∈ (t̄, T ], ρε(t, ·) is
a monotone non-decreasing function, that is gε(t) ≤ 0. If t̄ = 0, then we can directly apply the argument
for the preservation of monotonicity. This concludes the proof. �

Remark 3.4 (The Greenberg model). Let us consider the velocity function V (ξ) = v0 ln (ρmax/ξ) with
v0 > 0 and ρmax > 0, which corresponds to a traffic model proposed by Greenberg and supported by
experimental data (see [21, Chapter 3, Eq. (3.1.4)]). Formally, an Olĕınik-type estimate still holds:
indeed, going back to (3.13), we get hε ≡ 0; thus I = 0 therefore, since III ≤ 0 and (3.14), it follows from
(3.13) that

∂tgε(t̄, x̄) ≤ −
1

‖ρ0‖L∞(R)
g2ε(t̄, x̄),

which, by comparison, implies (2.6). Assuming that the initial density is bounded away from zero, this
remark can be made rigorous.
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4. Proof of the convergence in the nonlocal-to-local singular limit

As a first step towards the proof of Theorem 2.6, we point out that Theorem 2.1 implies a uniform BV
estimate (see [3, Eq. (4.3)] and [4, Lemma 2.2 (ii) & Remark 2.3]) and, thus, compactness of {Wε}ε>0

for t > 0.

Lemma 4.1 (BV-regularization and compactness). Let us assume that (2.3) holds. Then the solution
Wε(t, ·) of (2.8) belongs to BVloc(R) for every t > 0 uniformly with respect to ε > 0: namely, for every
compact interval K b R,

|Wε(t, ·)|TV(K) ≤ 2

(
|K|

2t
+ ‖Wε(t, ·)‖L∞(K)

)

.(4.1)

This implies that the set {Wε}ε>0 is compactly embedded into L1
loc((0, T ) × R).

Proof. The claim in (4.1) is contained in [3, Eq. (4.3)] or [4, Lemma 2.2 (ii) & Remark 2.3]. The second
one follows by arguing as in [9, Theorem 4.1]. �

With Lemma 4.1 in hand, we can directly establish Corollary 2.6 under the assumptions (2.2) or (2.1)
– i.e. using the Olĕınik inequality from Theorem 2.1 – by arguing similarly as in [9, Corollary 4.1 &
Theorem 4.2]. In fact, more simply, to prove that the limit point of {Wε}ε>0 is an entropy admissible
solution of the local conservation law (1.4), it suffices to pass to the limit pointwise in (2.3).

The proof of Theorem 2.6 under the assumptions (2.4) or (2.5) – i.e., using the Olĕınik inequality
from Theorem 2.3 – is somehow more delicate. Indeed, we cannot directly deduce a uniform BV bound
on {Wε}ε>0. In Lemma 4.2 below, we rather show that W 2

ε is equi-bounded in BVloc((0, T ) × R) and,
therefore, that the family Wε is precompact in L1

loc((0, T )×R) and that limit points W of Wε as ε → 0 are
weak solutions of (1.4). The fact that the limit point of {Wε}ε>0 so constructed is an entropy-admissible
solution of the local conservation law is already known from [7]. In Lemma 4.3, we present, however,
an independent proof. We point out that the Olĕınik-type inequality for W 2

ε rules out the presence of
non-entropic shocks in the limit W . When W does not have bounded variation it is not trivial to deduce
that it is in fact the entropy-admissible solution: we achieve this by exploiting the recent results of [22, 37]
on Besov regularity and on the structure of solutions of conservation laws with finite entropy production.
This seems to be of independent interest.

Finally, we need to show that ρε converges to the same limit as Wε. If we have a total variation bound
on Wε, this follows immediately from the identity (1.3). In case the bound holds only for W 2

ε , a more
subtle analysis is needed, which we perform in Lemma 4.4.

Lemma 4.2 (Precompactness in L1). Let us assume that (2.6) and V ′ ≤ −κ2 hold. Then the sequence
{Wε}ε>0 is precompact in L1

loc((0, T ) × R) and every accumulation point of Wε is a weak solution of
(1.4).

Proof. Step 1: Precompactness of Wε. Since V ′ < −κ2, then, from gε(t, ·) ≤
1
κt , we deduce

(4.2) ∂xW
2
ε (t, ·) ≤

2

κ2κt

and

∂tW
2
ε (t, ·) = −V (Wε)∂xW

2
ε − 2Wεgε ∗ ηε ≥ −

2V (0) + 2 max ρ0
κκ2t

for t > 0. In particular, this yields that W 2
ε is equi-bounded in BVloc((0, T )×R). By Helly’s compactness

theorem, there is a subsequence W 2
εk

which converges a.e. to some function W 2. Therefore Wεk converges

to W a.e. and, by Lebesgue’s Dominated Convergence Theorem, Wεk → W in L1
loc((0, T ) × R).

Step 2: W is a weak solution of (1.4). By (2.9), it suffices to show that gε−gε ∗ηε → 0 in D′([0, T )×R).
Let us first fix ϕ ∈ C∞

c ((0, T ) × R), then
∫∫

(0,T )×R

ϕ(gε − gε ∗ ηε) dx dt =

∫∫

(0,T )×R

ϕgε ∗ (δ0 − ηε) dx dt =

∫∫

(0,T )×R

ϕ ∗ (δ0 − η̃ε)gε dx dt,

where η̃ε(x) := ηε(−x). Since ϕ(t, ·) ∗ (δ0 − η̃ε) converges uniformly to 0 and decays exponentially in
space uniformly in ε and

∫ L

−L

|gε(t, x)| dx ≤ ‖V ′‖L∞(R)TV[−L,L]W
2
ε (t, ·)
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grows at most linearly in L owing to (4.2), then for every ϕ ∈ C∞
c ((0, T ) × R) we have

lim
ε→0

∫∫

(0,T )×R

ϕ(gε − gε ∗ ηε) dx dt = 0.

We now fix ϕ ∈ C∞
c ([0, T ) × R); since ρε solves (1.1), then the map

t 7→

∫

R

ρε(t, x)ϕ(t, x) dx

is Lipschitz continuous with respect to t uniformly with respect to ε on [0, T ). Therefore, the same is
true if we replace ρε by Wε := ρε ∗ ηε. In particular, by (2.9), we have that

t 7→

∫

R

(gε − gε ∗ ηε)ϕ(t, x) dx

is Lipschitz continuous with respect to t uniformly with respect to ε on [0, T ). Hence gε − gε ∗ ηε → 0 in
D′([0, T ) × R). �

Lemma 4.3 (Entropy admissibility of the limit point). Let us assume that (2.6) holds. If W is an
accumulation point of Wε, then W is the entropy admissible solution of (1.4).

Proof. We already know from Lemma 4.2 that W is a weak solution of (1.4). Moreover, since W is a

limit point of Wε, then W 2 ∈ BVloc((0, T ) × R). We check that this implies W ∈ B
1/3,3
∞,loc((0, T ) × R):

indeed, given Ω compactly contained in (0, T ) × R and h ∈ R
2 sufficiently small, we have

∫

Ω

|DhWε|
3 dx ≤ ‖ρ0‖L∞(R)

∫

Ω

|DhWε|
2 dx ≤ ‖ρ0‖L∞(R)

∫

Ωh

|DhW
2
ε | ≤ ‖ρ0‖L∞(R)|h|TVΩh

W 2
ε ,

where Ωh := {(t, x) ∈ (0, T ) ×R : dist(x,Ω) ≤ |h|} and we used 0 ≤ Wε ≤ ‖ρ0‖L∞(R). Weak solutions W

to Burgers equation belonging to B
1/3,3
∞,loc((0, T ) × R) enjoy a kinetic formulation (see [22, Theorem 2.6])

and for every weak solution enjoying a kinetic formulation there are countably many Lipschitz continuous
curves γn : [0, T ) → R such that for every entropy-entropy flux pair (e, f) and every ϕ ∈ C∞

c ((0, T ) ×R)
we have

∫∫

(0,T )×R

(e(W )∂tϕ + f(W )∂xϕ) dx dt

=
∞∑

n=1

∫ T

0

ϕ
[
f(W+) − f(W−) − γ̇n(t)(e(W+) − e(W−))

]
(t, γn(t)) dt,

(4.3)

where W± denotes the traces of W along γn (see [37]). The uniform one-side bound on gε proven in
Proposition 2.3 implies that for every n and a.e. t ∈ (0, T ) we have W+(t, γn(t)+) ≥ W−(t, γn(t)−).
Since u 7→ uV (u) is concave, then it is well-known that the shocks with W+ ≥ W− are entropic, namely
for every convex entropy e and every W− ≤ W+ we have

f(W+) − f(W−) − γ̇n(t)(e(W+) − e(W−)) ≥ 0.

In particular, by (4.3), we have that W is the entropy solution of (1.4). �

Lemma 4.4 (Convergence of ρε). Let us assume that (2.6) holds. Then the functions ρε converge to W
in L1

loc((0, T ) × R) as ε → 0.

Proof. Owing to the specific choice of the kernel ηε, we have the relation

(4.4) ρε = Wε − ε∂xWε.

Therefore, by (4.2), we deduce

W 2
ε −Wερε = Wε(Wε − ρε) = εWεzε =

ε

2
∂xW

2
ε → 0 in L1

loc((0, T ) × R),

so that there is a sequence εk → 0 such that ρεk converges to W a.e. in the set {W 6= 0}.
We now discuss the convergence on the set {W = 0}. Given t̄, L > 0, let us define

A(t̄, L) := {(t, x) ∈ (0, T ) × R : x ∈ (−L− Vmax(t̄− t), L + Vmax(t̄− t))},

where Vmax = V (0) = maxV . Up to removing a negligible set of values for t̄ and L, we can assume that
H1-a.e. point in ∂A(t̄, L)∩(0, T )×R is a Lebesgue point of Wεk and ρεk for every k ∈ N. Taking a further
subsequence of εk, which we do not rename, we can assume that Wεk converges to W a.e. in (0, T ) × R.
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Given h > 0, let us consider an increasing function χh ∈ C∞(R) such that

χh(x) =

{

1 if x ≥ h,

0 if x ≤ 0,

and the approximation ϕh of the characteristic function of A(t̄, L) defined by

ϕh(t, x) = χh(t̄− t)χh(x + L + Vmax(t̄− t))χh(L + Vmax(t̄− t) − x).

Testing (1.1) with ϕh and letting h → 0, we get

(4.5)

∫ L+Vmax t̄

−L−Vmax t̄

ρ0(x) dx−

∫ L

−L

ρε(t̄, x) dx =

∫ t̄

0

F+(ρε)(t) dt +

∫ t̄

0

F−(ρε)(t) dt,

where

F+(ρε)(t) := (ρεV (Wε) + Vmaxρε) (t, L + Vmax(t̄− t)),

F−(ρε)(t) := (−ρεV (Wε) + Vmaxρε) (t,−L− Vmax(t̄− t))

are the exiting fluxes of the quantity ρε across the lateral boundaries of A(t̄, L). Since ρεk → W in the
set {W 6= 0} and ρεk ≥ 0, then

(4.6) lim sup
k→∞

∫ L+Vmax t̄

−L−Vmax t̄

ρ0(x) dx−

∫ L

−L

ρεk(t̄, x) dx ≤

∫ L+Vmax t̄

−L−Vmax t̄

ρ0(x) dx−

∫ L

−L

W (t̄, x) dx.

Similarly, observing that ξ 7→ F±(ξ) is increasing, we have

(4.7) lim inf
k→∞

∫ t̄

0

F+(ρεk)(t) dt +

∫ t̄

0

F−(ρεk) dt ≥

∫ t̄

0

F+(W )(t) dt +

∫ t̄

0

F−(W )(t) dt.

Now let us test (2.9) with ϕh and let ε → 0: since gε − gε ∗ ηε → 0 in the sense of distributions on
[0, T ) × R, we get

∫

(0,T )×R

(

W∂tϕh + WV (W )∂xϕh

)

dx dt +

∫

R

ρ0(x)ϕh(0, x) dx = 0.

Letting h → 0, we thus obtain

(4.8)

∫ L+Vmax t̄

−L−Vmax t̄

ρ0(x) dx−

∫ L

−L

W (t̄, x) dx =

∫ t̄

0

F+(W )(t) dt +

∫ t̄

0

F−(W )(t) dt.

Comparing (4.5) and (4.8), we get that the two inequalities (4.6), (4.7) are actually equalities and the
liminf and limsup are actually limits. In particular, since ρεk ≥ 0, it follows from (4.6) and ρεk → W in
{W 6= 0} that

lim
k→∞

∫

{W=0}∩[−L,L]

ρεk(t̄, x) dx = 0

and therefore ρεk(t̄) → Wε(t̄) in L1
loc(R). Since the limit W does not depend on the subsequence εk we

are considering, we conclude that

ρε → W in L1
loc((0, T ) × R). �

Remark 4.5 (Effect of a lower bound on the density). The proof of the convergence result is easier and
self-contained if we also assume a lower bound on the density:

ess inf ρ0 ≥ c0 > 0.(4.9)

From (4.9), we can show

ess inf ρε ≥ ess inf ρ0 ≥ c0 > 0.(4.10)

Let us note that, in this case, the generalized California model and the Greenberg model mentioned above
(which are not Lipschitz continuous at zero density) are well-posed.

From (2.6), (4.10) and the upper bound on V ′ ≤ −κ2, we deduce that, for every t > 0,

(4.11) sup
R

∂xWε(t, ·) ≥ −
1

κκ2c0t
.

This implies that Wε ∈ BVloc((0,+∞) × R) uniformly with respect to ε > 0. In particular, let W be an
accumulation point of Wε as ε → 0 in L1

loc((0,+∞) × R), then W solves (1.4) and, since it is one-sided
Lipschitz continuous, it coincides with the entropy solution ρ.
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In order to complete the proof, we only need to show that ρε also converges to ρ. We follow the
argument in [9]: by (3.8) we have

ρε = Wε − ε∂xWε.

Being ∂xWε equi-bounded in L1
loc, the two sequences ρε and Wε converge to the same limit function ρ.

Proof of Corollary 2.6. We proceed according to the following steps.
Step 1: proof using Theorem 2.1. We assume (2.3) and apply Lemma 4.1 to deduce that {Wε}ε>0 is
compactly embedded in L1

loc((0, T ) × R). Then, by arguing as in [9, Corollary 4.1 & Theorem 4.2], we
obtain that Wε converges to the unique entropy solution of the local conservation law (1.4) and so does ρε.
We only need to pay extra attention to the fact that the convergence holds on every compact set contained
in the open set t > 0. To this end, given a parameter n ∈ N and a test function ϕ ∈ C∞

c ([0,+∞) × R),
as in [9, Corollary 4.1 & Theorem 4.2], by the compactness of {ρε}ε>0 in L1

loc((0, T ) × R), we can pass
to the limit in the entropy inequality as ε → 0+ and deduce

0 ≤

∫ T

1/n

∫

R

(
η(ρ(t, x))∂tϕ(t, x) + q(ρ(t, x))∂xϕ(t, x)

)
dx dt

︸ ︷︷ ︸

I1,n

+

∫ 1/n

0

∫

R

(
η̄(t, x)∂tϕ(t, x) + q̄(t, x)∂xϕ(t, x)

)
dx dt

︸ ︷︷ ︸

I2,n

+

∫

R

η(ρ0(x))ϕ(0, x) dx,

where η(ρε)
∗
⇀ η̄ and q(ρε)

?
⇀ q̄ in L∞(R) by the uniform L∞-bound on {ρε}ε>0. By letting n → ∞, we

then deduce

0 ≤

∫ T

0

∫

R

(
η(ρ(t, x))∂tϕ(t, x) + q(ρ(t, x))∂xϕ(t, x)

)
dx dt +

∫

R

η(ρ0(x))ϕ(0, x) dx,

where we used the fact that I2,n → 0 because of the L1 bound on the integrand.
Step 2: proof using Theorem 2.3. We assume (2.6), then the claim follows by combining Lemmas 4.2,
4.3, and 4.4, and the computation above. �

5. Numerical experiments

In this section, we illustrate the results of Theorem 2.1 and Theorem 2.3 with some numerical simu-
lations. For the nonlocal problem, we rely on a non-dissipative solver based on characteristics (see [32]
for further details). In particular, we consider the Greenshields velocity function V (ξ) = 1− ξ; in Figure
1 and Figure 2 we show the behavior of t 7→ ∂xWε(t, ·) for two types of initial data, continuous (Figure
1) and with a jump discontinuity (Figure 2). We present simulations for both the exponential kernel
(top row of Figures 1 and 2) and for a piecewise constant kernel η := ε−1

1(0,ε) (bottom row of Figures 1
and 2) which is not covered by the results of the present paper; the same result appears to hold in this
case too. Finally, in Figure 3 we highlight the BV-regularization effect on W provided by the Olĕınik
inequality.

6. Open problems

In this contribution, we proved several Olĕınik-type inequalities for nonlocal conservation laws with
exponential kernel. As a byproduct, we obtained some convergence results for the nonlocal-to-local limit
problem without monotonicity or total variation assumptions on the initial data. Several questions remain
open for future work:

(1) the case of more general velocity functions (which, in turn, means more general initial data) that
do not satisfy the technical assumptions in Theorems 2.1 or 2.3;

(2) the case of more general nonlocal weights (i.e., not necessarily of exponential type), as considered
in [15].
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Figure 1. Illustration of − inf ∂xWε. Simulations for the initial datum ρ0 := 1
21(−0.5,0.5)

and velocity V (ξ) = 1 − ξ. Top row: kernel η(·) := ε−1 exp(− · ε−1). Bottom row:
kernel η := ε−1

1(0,ε).

Figure 2. Illustration of − infx∈R ∂xWε(t, x). Simulations for the initial datum ρ0(·) :=
(1−2| · |)1(−0.5,0.5) and velocity V (ξ) = 1−ξ. Top row: kernel η(·) := ε−1 exp(−·ε−1).

Bottom row: kernel η(·) := ε−1
1(0,ε)(·)

.
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