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Penelitian pada tahun ketiga dilaksanakan dengan membangun simulasi untuk mengevaluasi teknik MPPT 

berbasis metode Fuzzy. Selanjutnya, perangkat keras dibangun untuk mengimplementasikan metode yang telah 

dibuat. Tujuan utama simulasi adalah mengoptimalkan pelacakan MPP berbasis metode Fuzzy. Metode Fuzzy 

memiliki berbagai jenis inferensi dengan keunggulan dan kekurangan masing-masing. Oleh sebab itu, diperlukan 

evaluasi sebelum mengimplementasikan ke perangkat keras yang akan dibangun. Simulasi bangun menggunakan 

aplikasi MATLAB/Simulink. Berbagai parameter, seperti variasi kondisi iradiansi dan frekuensi switching, 

diujikan untuk mengetahui kinerja Fuzzy yang paling kokoh. Blok diagram dan simulasi yang dibangun 

ditunjukkan pada gambar berikut. 

 

 

 

Pengujian dilakukan dengan membandingkan performa dari fungsi keanggotaan yang meliputi Triangular, 

Trapesium, Gaussian, dan GBell. Frekuensi switching konverter bervariasi untuk setiap fungsi keanggotaan. 

Frekuensi switching yang digunakan adalah 5 kHz, 10 kHz, dan 20 kHz. Selanjutnya variabel penyinaran juga 

divariasikan pada setiap frekuensi switching. Variasi penyinaran adalah 1000 W/m2, 800 W/m2, 600 W/m2, dan 

400 W/m2. 

 

Tabel-tabel berikut masing-masing adalah nilai untuk 𝑃𝑜𝑢𝑡; 𝑉𝑜𝑢𝑡, 𝐼𝑜𝑢𝑡 , osilasi dan kecepatan pelacakan dari hasil 

pengujian yang diperoleh. Pada tabel-tabel tersebut, nilai-nilai blok warna menunjukkan perbedaan nilai antara 

Trapesium dan GBell. Warna hijau mewakili nilai yang lebih baik daripada biru. 

 

Pout saat frekuensi switching dan iradiansi divariasikan 

C.  HASIL PELAKSANAAN PENELITIAN: Tuliskan secara ringkas hasil pelaksanaan penelitian yang telah 

dicapai sesuai tahun pelaksanaan penelitian. Penyajian meliputi data, hasil analisis, dan capaian luaran 

(wajib dan atau tambahan). Seluruh hasil atau capaian yang dilaporkan harus berkaitan dengan tahapan 

pelaksanaan penelitian sebagaimana direncanakan pada proposal. Penyajian data dapat berupa gambar, 

tabel, grafik, dan sejenisnya, serta analisis didukung dengan sumber pustaka primer yang relevan dan terkini. 
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Vout saat frekuensi switching dan iradiansi divariasikan 

 

 

Iout saat frekuensi switching dan iradiansi divariasikan 

 

 

Kecepatan pelacakan saat frekuensi switching dan iradiansi divariasikan 

 

 

Perbandingan Trapezoidal dan GBell saat frekuensi switching 20 kHz 

 

 

Gambar-gambar berikut menunjukkan kemiringan Pout, Vout, dan Iout dari empat fungsi keanggotaan yang diuji 

dengan frekuensi switching masing-masing 5 kHz. Terlihat bahwa Trapesium, Gaussian, dan GBell menghasilkan 

output yang lebih besar daripada Triangular. Selanjutnya, kecepatan pelacakan ketiga fungsi keanggotaan lebih 

cepat dalam mencapai MPP. Hal ini ditunjukkan pada Tabel diatas dimana Trapesium, Gaussian, dan GBell 



memiliki kecepatan pelacakan yang sama. Namun, ditunjukkan pada Tabel perbandingan osilasi, Gaussian 

memiliki osilasi yang lebih signifikan daripada tiga keanggotaan lainnya. Dalam pengujian ini, Trapesium dan 

GBell menghasilkan output, osilasi, dan kecepatan pelacakan yang serupa.  

 

 

 

 

Performa trapesium dan GBell sedikit berbeda dalam pengujian dengan frekuensi switching 10 kHz. Gambar-

gambar berikut menunjukkan slope Pout, Vout, dan Iout untuk pengujian dengan frekuensi switching masing-

masing 10 kHz. Hal ini ditunjukkan dari hasil yang diperoleh pada Tabel perbandingan osilasi, Trapezoid 

mengalami osilasi periodik sebesar 1,625% pada penyinaran 1000 W/m2 pada kondisi tunak. Namun, nilai output, 

osilasi, dan kecepatan pelacakan masih lebih unggul daripada Gaussian dan Triangular. 

 



 

 

Pada pengujian dengan frekuensi switching 20 kHz, performansi Trapezoid dan GBell mengalami penurunan. 

Osilasi dari kedua tingkat keanggotaan ini meningkat secara keseluruhan, pada penyinaran tinggi dan rendah. 

Pada tingkat radiasi rendah, Vout, maka Pout, dihasilkan dengan GBell yang lebih rendah daripada Trapesium. 

Namun, osilasi yang dihasilkan masih dalam kisaran yang dapat diterima. Vout dan Pout yang dihasilkan oleh 

GBell lebih tinggi dari Trapesium. Output Pout;Vout, dan Iout dengan frekuensi switching 20 kHz ditunjukkan 

pada Gambar-gambar berikut. 

 

 



 

 

Berdasarkan pengujian yang dilakukan dengan memvariasikan iradiasi dan frekuensi switching, terlihat bahwa 

GBell mengungguli jenis fungsi keanggotaan fuzzy lainnya dalam hal optimasi output konverter, osilasi, dan 

kecepatan pelacakan. 

Perbandingan head-to-head kinerja antara Trapesium dan GBell ditunjukkan pada Tabel dibawah. Variabel yang 

dibandingkan adalah Pout , Vout , Iout , dan osilasi pada frekuensi switching 20 kHz dan variasi penyinaran antara 

1000 W/m2 hingga 600 W/m2. Berdasarkan hasil, GBell mengungguli Trapesium dalam hal kinerja. 

 

Selanjutnya, perangkat keras dibangun untuk mengimplementasikan simulasi yang telah dibuat. Berikut hasil 

pembuatan perangkat keras beserta dokumentasi pengujiannya. 

  



  

 

D.  STATUS LUARAN:  Tuliskan jenis, identitas dan status ketercapaian setiap luaran wajib dan luaran 

tambahan (jika ada) yang dijanjikan. Jenis luaran dapat berupa publikasi, perolehan kekayaan intelektual, 

hasil pengujian atau luaran lainnya yang telah dijanjikan pada proposal. Uraian status luaran harus didukung 

dengan bukti kemajuan ketercapaian luaran sesuai dengan luaran yang dijanjikan. Lengkapi isian jenis 

luaran yang dijanjikan serta mengunggah bukti dokumen ketercapaian luaran wajib dan luaran tambahan 

melalui Simlitabmas. 

 

Luaran yang telah tercapai adalah luaran wajib berupa publikasi di jurnal internasional bereputasi Q1 dan luaran 

tambahan berupa publikasi di jurnal internasional Q2. Status paper adalah telah dipublikasi (published). Nama 

jurnal untuk luaran wajib adalah IEEE ACCESS dengan URL website adalah https://ieeeaccess.ieee.org/ dengan 

judul paper “Evaluation of Fuzzy Membership Function Effects for Maximum Power Point Tracking Technique 

of Photovoltaic System”, sedangkan jurnal untuk luaran tambahan adalah IJECE dengan URL website 

http://ijece.iaescore.com/index.php/IJECE dengan judul paper “Internet of things-based photovoltaics parameter 

monitoring system using NodeMCU ESP8266”.  

Bukti artikel diterima adalah sebagai berikut 

https://ieeeaccess.ieee.org/
http://ijece.iaescore.com/index.php/IJECE


 

 

 

 

Adapun luaran wajib dan tambahan untuk tanggungan luaran tahun sebelumya berupa artikel di jurnal 

internasional bereputasi Q1 dan Q3. Status artikel adalah telah submit dan telah mengirim respon jawaban ke 

reviewer. Nama jurnal untuk tanggungan luaran wajib adalah IEEE ACCESS dengan URL website 

https://ieeeaccess.ieee.org/  dengan judul paper “A review of recent advances on hybrid energy storage system for 

solar photovoltaics power generation”, sedangkan jurnal untuk luaran tambahan adalah Distributed Generation & 

https://ieeeaccess.ieee.org/


Alternative Energy Journal dengan URL website https://www.journal.riverpublishers.com/index.php/DGAEJ/ 

dengan judul paper “A New FL-MPPT High Voltage DC-DC Converter for PV Solar Application”. 

Bukti artikel telah melalui tahapan review adalah sebagai berikut 

 

E.  PERAN MITRA: Tuliskan realisasi kerjasama dan kontribusi Mitra baik in-kind maupun in-cash (untuk 

Penelitian Terapan, Penelitian Pengembangan, PTUPT, PPUPT serta KRUPT). Bukti pendukung realisasi 

kerjasama dan realisasi kontribusi mitra dilaporkan sesuai dengan kondisi yang sebenarnya. Bukti dokumen 

realisasi kerjasama dengan Mitra diunggah melalui Simlitabmas. 
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F. KENDALA PELAKSANAAN PENELITIAN: Tuliskan kesulitan atau hambatan yang dihadapi selama 

melakukan penelitian dan mencapai luaran yang dijanjikan, termasuk penjelasan jika pelaksanaan penelitian 

dan luaran penelitian tidak sesuai dengan yang direncanakan atau dijanjikan. 

 

Penelitian sempat terhenti sementara akibat pandemi Covid-19. Akibat pandemi ini, penelitian yang dilaksanakan 

di area kampus tidak dilaksanakan untuk sementara. 

  



G. RENCANA TAHAPAN SELANJUTNYA: Tuliskan dan uraikan rencana penelitian di tahun berikutnya 

berdasarkan indikator luaran yang telah dicapai, rencana realisasi luaran wajib yang dijanjikan dan 

tambahan (jika ada) di tahun berikutnya serta roadmap penelitian keseluruhan. Pada bagian ini 

diperbolehkan untuk melengkapi penjelasan dari setiap tahapan dalam metoda yang akan direncanakan 

termasuk jadwal berkaitan dengan strategi untuk mencapai luaran seperti yang telah dijanjikan dalam 

proposal. Jika diperlukan, penjelasan dapat juga dilengkapi dengan gambar, tabel, diagram, serta pustaka 

yang relevan. Jika laporan kemajuan merupakan laporan pelaksanaan tahun terakhir, pada bagian ini dapat 

dituliskan rencana penyelesaian target yang belum tercapai. 
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ABSTRACT The photovoltaic generation system (PGS) is considered a potential renewable energy harvest-
ing system. However, the low conversion efficiency of PGS and maximum power point tracking (MPPT)
technique are the main challenges that must be solved. In addition, the switching frequency of the converters
employed also affects the MPPT system performance. A high gain voltage DC-DC converter is proposed to
replace conventional power converter and fuzzy logic controller (FLC) is applied in theMPPT for optimizing
solar energy harvesting system. Nevertheless, evaluation of suitable fuzzymembership function is needed for
optimal MPPT technique of photovoltaic system. In this paper, FLC of MPPT for photovoltaic application
system was built using various membership functions in MATLAB/Simulink environment. The switching
frequency of the high gain voltage DC-DC converter is varied to test the robustness of the performance
of each FLC membership function. The results showed that the FLC-based MPPT technique for high gain
voltage DC-DC converter with GBell membership function type has the capability to track the maximum
power point (MPP) accurately and to achieve optimum power conversion. Furthermore, GBell membership
showed having stable and consistent performance at various switching frequencies.

INDEX TERMS Maximum power point tracking, fuzzy logic controller, membership function, high gain
voltage DC-DC converter.

I. INTRODUCTION
The demand for photovoltaic generation systems (PGSs)
shows a graph of significant improvement. The need to meet
global issues to reduce the harmful effects of conventional
power plants has led to an increase in the demand for PGSs.
As it is well known, traditional power plants, which usually
use coal as fuel, have negative effects such as the greenhouse
effect, pollution, and solid and liquid waste. The development
of necessary material processing technology for making pho-
tovoltaic (PV) itself has made it increasingly produced and
easily available.

However, PGSs that work by harvesting solar energy have
a low power conversion. This is because the performance of

The associate editor coordinating the review of this manuscript and

approving it for publication was Giovanni Pau .

PV depends on ambient weather conditions such as irradi-
ation and changing temperature [1]–[3]. Under these vary-
ing weather conditions, the maximum power point (MPP)
received by PV also varies. This is what causes the low
PV power conversion efficiency. The maximum power of
PV must be extracted to ensure high power conversion effi-
ciency [4]–[6]. The way to increase the power conversion
efficiency of PV is by considering the best converter topology
possible. Another way is by optimizing the techniques that
have been developed by many researchers to track MPP
which is commonly known asmaximum power point tracking
(MPPT) [7]–[45]. Apart from increasing the power conver-
sion efficiency, the MPPT technique can also increase the
lifetime of the PV module [8].

There are various MPPT methods. Conventional methods
are unstable due to dynamic response and steady-state, thus
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causing oscillations around the MPP. Another method that
is often used because of its reliability is the fuzzy logic
controller (FLC) [22]–[27]. The FLCmethod is suitable to be
applied to PVMPPT because it can handle non-linear systems
produced by the PV itself due to changing weather condi-
tions [28]. In addition, FLC is also popular because it does
not require knowledge of the PV system model [29]–[31].

However, FLC has some disadvantages. One of the short-
comings of FLC is the problem of efficiency which depends
on the performance of the system design [16], [41]–[43].
The inherent weakness of FLC is more towards the design
of the algorithm development itself, i.e. subset, membership
function, and rules. Therefore, the development of the FLC
algorithm needs to be optimized from the basics in order
to provide optimal results. This basic optimization is con-
ducted by choosing the form of membership function that
best suits needs. In this research, FLC was employed to
assist the high-gain voltage DC-DC converter topology. The
test is conducted by varying the irradiation and switching
frequency of the converter. Furthermore, various member-
ship functions are discussed and evaluated to find the most
suitable type. The final result of this study aims to improve
the MPPT technique using FLC with basic optimization by
adjusting the membership function according to the topology
and switching frequency of the converter used. Designing
a membership function is important in an FLC-based con-
trol system. Each type of membership function will produce
different performance results. Therefore, choosing the most
suitable membership function for the system being built is an
important thing to consider.

II. HIGH GAIN DC-DC CONVERTER
The converter used in this study was previously initiated by
Dahono [46]. It is based on a modified DC-DC buck-boost
converter modifications made to produce a converter that has
a high gain voltage. Figure 1 shows the high gain voltage
DC-DC converter. The resulting voltage ratio is

Vo
Ed
=

1
1− α

(1)

where α is a transistor Q duty factor.
This converter switching device can be operated to reduce

the ripple content of the switching device in a two-phase
converter. The RMS value of voltage ripple and the output
voltage ripple for the duty cycle of more than half of this
converter are shown in (2) and (3), respectively.

Ṽo =
īo
Cfs

α (1− 2α)

2
√
3 (1− α)

(2)

Ṽo =
īo
Cfs

(2α − 1)

2
√
3

(3)

where fs is minimum switching of the converter.

III. MAXIMUM POWER POINT TRACKING
There are numerous methods used in the MPPT which
have their advantages and disadvantages. However, a

FIGURE 1. High gain voltage DC-DC converter.

capable method of optimally tracking MPP is preferred
because it ensures maximum power extraction, reliability and
efficiency [20], [21]. Conventional methods such as Perturb
and Observe (P&O), Incremental Conductance (IncCond),
and Hill Climbing (HC) are widely used even to commer-
cial products because of their simplicity. Nevertheless, these
methods are unstable due to dynamic response and steady-
state, thus causing oscillations around the MPP.

Various studies on MPPT based on the FLC method have
been carried out and compared with other algorithms, as well
as tested through varying the irradiation. These algorithms
are built to regulate the duty cycle of the DC-DC con-
verter. Using a boost converter, FLC has better tracking
speed and drift avoidance than the P&O, IncCond, and HC
methods on dynamic response and steady state (no oscilla-
tions) [32]–[34]. Other study conducted by Bendib et al. [31]
that implemented FLCwith a buck converter yielded a similar
result. Khateb et al. [35] used a SEPIC type converter which
was tested with simulation and experimental works. The
result obtained is that FLC produces better tracking speed
than P&O in both tests. Even the combination of converters,
such as buck-boost [36] and boost-SEPIC [37], [38] shows
that FLC performance is also superior. Other researches were
conducted to find the most reliable but easy to develop
FLC performance based on algorithmic design. Hajighor-
bani et al. [39] evaluated a subset of FLC applied to PVMPPT
shown that FLCwithmany subsets produces better efficiency.
However, the more subsets that are used, the more the com-
putational burden will be due to the increasing number of
rule-bases. Ali et al. [40] compared the effect of the FLC
membership function but this study was not determined for
the PV MPPT purpose.

IV. FUZZY LOGIC CONTROLLER
FLC is based on a statement in the form of a set that is differ-
entiated from other sets based on the degree of membership.
In set theory, objects are members, which are denoted by
‘‘1’’, and not members, ‘‘0’’, of a set with crisp membership
limits. In the fuzzy set theory, the member of the degree of an
object in the set is possible to express the gradual transition of
membership in the interval between ‘‘0’’ and ‘‘1’’. The fuzzy
set, F , in X is expressed as an ordered pair of the element x.
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FIGURE 2. Triangular membership function.

FIGURE 3. Trapezoidal membership function.

The fuzzy set has the membership degrees as

F = {(x, µF (x)) |x ∈ X} (4)

where µF (x) is the degree of membership x (between 0 and
1).

In theMPPT technique, FLC is used to findMPPwith input
in the form of error (E) and change of error (1E), while the
output is in the form of PWM feed to control the converter
duty cycle. The two inputs are obtained as

Error,E (k) =
1P
1V
=

P (k)− P(k − 1)
V (k)− V (k − 1)

(5)

Change Error,1E (k) = E (k)− E(k − 1) (6)

where (k) is the sample time, P (k) is the power, V (k) is the
PV voltage. P(k−1) and V (k−1) are the previous PV power
and voltage, respectively. E (k) indicates the operating load
point that is located to the left or right, while 1E (k) in the
direction of motion of the point.

In the FLC system design, there are three main com-
ponents, namely fuzzification, inference, and defuzzifica-
tion. In this work, the fuzzy Mamdani (min-max) model is
employed.

A. FUZZIFICATION AND MEMBERSHIP FUNCTION
Fuzzification input in the form of crisp is then converted
into fuzzy numbers into linguistic values. The inputs are then
grouped into a membership function. Types of membership

FIGURE 4. Gaussian membership function.

FIGURE 5. GBell membership function.

FIGURE 6. Block diagram of the system.

functions to be observed in this work are Triangular, Trape-
zoidal, Gaussian, and Generalized Bell (GBell). In this paper,
the membership function is built with a symmetrical focused
with 50% overlaps. Figure 2 to Figure 5 show the forms of the
Triangular, Trapezoidal, Gaussian, and GBell membership
function used, respectively. The mathematical equations for
them are displayed sequentially in (7), (9), (11), and (12),
respectively.

A Triangular curve as shown in Figure 2 is a combination
of two linear lines, and it is determined by three parameters
(a, b, c). The x coordinates of the three angles of the Tri-
angular membership function are determined by parameters

VOLUME 9, 2021 109159
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FIGURE 7. The developed system.

(a, b, c) with a < b < c. The Triangular curve is based on (7).

triangle (x; a, b, c) =



0 for x ≤ a
x− a
b− a

for a ≤ x ≤ b
c− x
c− b

for b ≤ x ≤ c

0 for x ≥ c

(7)

where the parameters a, b, and c give the location of fuzzy
membership function.

Using the min-max, (7) can be reformulated as (8).

triangle (x; a, b, c) = max
(
min

(
x − a
b− a

,
c− x
c− b

, 0
))

(8)

Trapezoidal curve as shown in Figure 3 has a shape resem-
bling a Triangular curve, but there is a membership value
of 1 at several points. The difference from Triangular is that
the Trapezoidal membership function has a flat top so it
is not fuzzy. Trapezoidal membership function is built with
four parameters (a, b, c, d). Then the Trapezoidal member-
ship function is (9).

trap (x; a, b, c, d) =



0 for x ≤ a
x− a
b− a

for a ≤ x ≤ b

1 for b ≤ x ≤ c
d− x
d− c

for c ≤ x ≤ d

0 for x ≥ d

(9)

where the parameters a, b, c and d give the location of fuzzy
membership function.

Similar to Triangular, Trapezoidal membership function
in (9) can be reformulated with the min-max as (10).

trap (x; a, b, c, d) = max
(
min

(
x − a
b− a

, 1
d − x
d − c

, 0
))

(10)

Unlike Triangular membership function which has sharp
peak, Gaussian as shown in Figure 4 has soft peak. Then the
Gaussian membership function is (11).

gauss (x; σ, c) = e
−(x−c)2

2σ2 (11)

where x is the crisp variable.

TABLE 1. Fuzzy rule base.

GBell membership function as shown in Figure 5 is gene-
ralized Cauchy distribution used in probability theory. Then
the GBell membership function is (12).

bell (x; a, b, c) =
1

1+
∣∣ x−c

a

∣∣2m (12)

where m defines the width of the flat top of the bell function.

B. INFERENCE
In this process, the grouped fuzzy input is calculated into the
rule-base to determine the output. This rule-base serves to
define the desired relationship rules between input and output
variables. The number of rules depends on the number of
inputmembership functions used. In this study, each input has
five membership functions, 25 rules are obtained accordingly
as shown in Table 1.

C. DEFUZZIFICATION
In the defuzzification process, fuzzy numbers are converted
into crisp as the final output of the FLC. The defuzzification
process is based on the center of gravity obtained by (13). The
FLC output obtained is used to control the duty cycle (D) of
the high gain voltage DC-DC converter.

D =

∑
xi × µi∑
µi

(13)

whereD and x are the duty cycle and the output triangle value,
respectively.

V. EXPERIMENTAL SETUP
In this work, the FLC algorithm is utilized on the MPPT
technique for PV systems feed to a high gain voltage
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TABLE 2. Parameters of the Trina Solar TSM-250PA05.08.

FIGURE 8. Pout with a switching frequency of 5 kHz.

DC-DC converter. The block diagram of the system is shown
in Figure 6. Figure 7 shows a system consisting of a PV
module, high gain voltage DC-DC converter with an MPPT
controller connected to a load that has been created using
MATLAB/Simulink. The PV model used is Trina Solar
TSM-250PA05.08 with the specifications shown in Table 2.

VI. RESULTS AND DISCUSSION
In this work, the FLC algorithm has been successfully built
on the MPPT technique for PV systems feed to a high gain
voltage DC-DC converter. The resulting slope of each sys-
tem created is then observed, and several vital parameters
are recorded. The parameters measured are Vout, Iout, Pout,
oscillation and tracking speed.

The testing is done by comparing the performance of mem-
bership functions including Triangular, Trapezoidal, Gauss-
ian, and GBell. The switching frequency of the converter
is varied for each membership function. The switching fre-
quencies used are 5 kHz, 10 kHz, and 20 kHz. Furthermore,
the irradiation variable is also varied at each switching fre-
quency. The irradiation variations are 1000W/m2, 800W/m2,
600 W/m2, and 400 W/m2.
Tables 3 to 7 are the values for Pout,Vout, Iout, an oscillation

and a tracking speed of the test results obtained, respectively.
In Tables 3, 4, 5 and 6, the color-blocked values show the
difference in values between Trapezoidal and GBell. The
color green represents a better value than blue.

FIGURE 9. Vout with a switching frequency of 5 kHz.

FIGURE 10. Iout with a switching frequency of 5 kHz.

FIGURE 11. Pout with a switching frequency of 10 kHz.

FIGURE 12. Vout with a switching frequency of 10 kHz.

Figures 8 to 10 show the Pout,Vout, and Iout slope of the
four membership functions that were tested with a switching
frequency of 5 kHz, respectively. It appears that Trapezoidal,
Gaussian, andGBell produce a larger output than the Triangu-
lar. Furthermore, the tracking speed of the three membership
functions is faster in reaching MPP. This is shown in Table 7
where Trapezoidal, Gaussian, and GBell have the same track-
ing speed. However, shown in Table 6, Gaussian has more
significant oscillations than the other three memberships.
In this test, the Trapezoidal and GBell produce similar output,
oscillations, and tracking speeds.
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TABLE 3. Pout at the switching frequency and irradiance are varied.

TABLE 4. Vout at the switching frequency and irradiance are varied.

TABLE 5. Iout at the switching frequency and irradiance are varied.

TABLE 6. Oscillation at the switching frequency and irradiance are varied.

TABLE 7. Tracking speed at the switching frequency and irradiance are varied.
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TABLE 8. Comparison between trapezoidal and GBell at switching frequency 20 kHz.

FIGURE 13. Iout with a switching frequency of 10 kHz.

FIGURE 14. Pout with a switching frequency of 20 kHz.

FIGURE 15. Vout with a switching frequency of 20 kHz.

Trapezoidal and GBell performance is slightly differ-
ent in tests with a switching frequency of 10 kHz.
Figures 11 to 13 show the slope Pout,Vout, and Iout for testing
with a switching frequency of 10 kHz, respectively. It is
shown from the result obtained in Table 6, the Trapezoidal
experiences periodic oscillations of 1.625% at 1000 W/m2

irradiation at a steady-state condition. However, the output
value, oscillation, and tracking speed are still superior to
Gaussian and Triangular.

In the test with a switching frequency of 20 kHz, the perfor-
mance of Trapezoidal and GBell are decreased. The oscilla-
tions of these two membership levels increase overall, at high
and low irradiation. At low irradiation levels, Vout, hence Pout,
are generated with a lower GBell than Trapezoidal. However,
the resulting oscillations are still within an acceptable range.

FIGURE 16. Iout with a switching frequency of 20 kHz.

The Vout and Pout produced by GBell are higher than Trape-
zoidal. The output of Pout,Vout, and Iout with a switching
frequency of 20 kHz are shown in Figures 14 to 16.

Based on the tests carried out by varying the irradiation and
switching frequency, it is seen that GBell outperforms other
fuzzymembership function types in terms of converter output
optimization, oscillation, and tracking speed.

A head-to-head comparison of performance between
Trapezoidal and GBell is shown in Table 8. The vari-
ables compared are Pout , Vout , Iout , and oscillation at
20 kHz switching frequency and irradiation variation between
1000 W/m2 to 600W/m2. Based on the result, GBell outper-
forms the Trapezoidal in terms of performance.

The shape of the fuzzy membership function has an impact
on the optimization results. However, the best shape of fuzzy
membership function in one case may not necessarily show
similar performance in other cases. Previous research eva-
luated fuzzy MF to control induction motor drive by Zhao
and Bose [47]. The evaluation results show that Triangular
provides superior performance than other membership func-
tion forms (Trapezoidal, Gaussian, Bell-shaped, Sigmoid,
and Polynomial) in terms of reducing overshoot, undershoot,
speed in response, recovery, and steady-state accuracy. The
evaluation also shows that the Trapezoidal performance is
close to the Triangular. The contrast result is shown in this
study, where fuzzy membership function is evaluated for
MPP tracking using a high gain voltage DC-DC converter.
The GBell shape provides the most superior performance
among other membership functions. Trapezoidal arrives as
the second alternative.

VII. CONCLUSION
This paper discussed the different membership function
effects, namely Triangular, Trapezoidal, Gaussian, and
GBell which are utilized to construct fuzzy logic con-
troller (FLC) for maximum power point tracking (MPPT)
of solar photovoltaic (PV). The proposed high gain voltage
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DC-DC converter is employed to the building system. Seve-
ral parameters were observed by changing the switching
frequency and irradiation variables. The results obtained
indicate that the application of GBell and Trapezoidal out-
perform Triangular and Gaussian membership functions.
Furthermore, these two membership function types (i.e.
GBell and Trapezoidal) have comparable results during ope-
ration at 5 kHz or 10 kHz switching frequencies. In addition,
GBell shows superior performance over Trapezoidal when
the switching frequency is increased to 20 kHz.
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 The use of the internet of things (IoT) in solar photovoltaic (PV) systems is a 
critical feature for remote monitoring, supervising, and performance 
evaluation. Furthermore, it improves the long-term viability, consistency, 
efficiency, and system maintenance of energy production. However, previous 
researchers' proposed PV monitoring systems are relatively complex and 
expensive. Furthermore, the existing systems do not have any backup data, 
which means that the acquired data could be lost if the network connection 
fails. This paper presents a simple and low-cost IoT-based PV parameter 
monitoring system, with additional backup data stored on a microSD card. A 
NodeMCU ESP8266 development board is chosen as the main controller 
because it is a system-on-chip (SOC) microcontroller with integrated Wi-Fi 
and low-power support, all in one chip to reduce the cost of the proposed 
system. The solar irradiance, ambient temperature, PV output voltage and PV 
output current, are measured with photo-diodes, DHT22, impedance dividers 
and ACS712. While, the PV output power is a product of the PV voltage and 
PV current. ThingSpeak, an open-source software, is used as a cloud 
database and data monitoring tool in the form of interactive graphics. The 
results showed that the system was designed to be highly accurate, reliable, 
simple to use, and low-cost. 
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1. INTRODUCTION 

The demand for renewable energy sources is growing in tandem with global energy demand. This is 
due to the worsening environmental impact caused by the use of fossil fueled power plants, which cause a big 
air pollution and not environmentally friendly. On the other hand, there are several forms of renewable 
energy-based electricity generation, with technology that is constantly improving [1]-[11]. 

Solar energy has recently emerged as the most appealing renewable energy source for bridging the 
gap between consumption and production of electrical energy. This is due to the dramatic cost reductions and 
advancements in photovoltaic (PV) technology, which is still rapidly evolving [12]-[14]. In addition, solar 
energy is also the cleanest, environmentally friendly, and abundant type of energy compared to other energy 
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sources. Furthermore, the PV technology can be the most efficient source of energy with modern monitoring 
and control systems [5], [6], [15]-[23].  

The data collected during the operation of a PV system is very interesting, not only for determining 
whether the design goals were met, but also for improving the PV system's design and operation, as well as a 
general assessment of the PV technology's potential [24]. Moreover, it is necessary to control the PV's 
parameters in order to optimize it. A PV monitoring system's goal is to provide accurate data on a variety of 
parameters, including energy potential, energy extracted, fault identification, historical generation analysis, 
and associated energy losses [14], [25]. The literature has detailed descriptions of the classification of PV 
monitoring systems based on internet technologies, the data acquisition system used, and the monitoring 
system methods [16], [26]-[29]. 

The internet of things (IoT) technology is able to monitor and control many smart devices remotely. 
Many IoT based online and remote monitoring systems has been developed by researcher [30]-[38] such as: 
i) object monitoring [31], [39]; ii) parking space monitoring and management [32]; iii) environmental 
monitoring [33], [36]; 4) electricity power consumption monitoring [35]; and 5) Body health monitoring [30], 
[37]. Most of the developed device is using NodeMCU ESP8266 for the main processor and Wi-Fi provider 
because of the low-cost and low-power consumption module [31], [39]-[42].  

In the area of renewable energy generations, especially on PV power generation systems, much 
research’s that has been done to design and develop PV parameter monitoring systems, both offline and online 
are available in the literature [14], [43]-[51]. Due to the sensitivity of PV panels to environmental factors, data such 
as solar radiation, ambient temperature, weather, and electrical data are used to assess the condition of the PV 
station. This is why it's crucial to keep track the performance of a PV system at all times [52], [53]. 

Presently, the PV parameter monitoring system that has been developed by many researchers is still 
relatively complex and requires high production costs for small-to-medium scale PV applications, this is due 
to the use of a pyranometer sensor (as a measure of solar irradiance), the use of an expensive controller and 
also use of high paid monitoring software such as LABVIEW [54]. Besides this, the existing system also does not 
provide an offline data backup/storage feature, if the system’s network fails, this may result in data loss [55]. 

In this paper, an IoT based PV parameter monitoring system is designed with low production costs 
for small-scale PV-based power generation applications (in this case for energy independent home 
applications). To achieve this goal, many costly components such as sensors and controllers are replaced with 
sensors and controllers that perform the same role but cost less and are readily available. Furthermore, 
instead of using special software that needs high service costs, such as LABVIEW, the monitoring software 
used was open-source and free IoT software. In addition, to prepare for any network failures, a MicroSD 
card-based offline data backup system is introduced. 
 
 
2. RESEARCH SYSTEM DESIGN 

IoT technology is used in the proposed system to track parameter data from PV via internet 
connection, including both environmental data (metrology) and electrical data (I and V). The microcontroller 
is used in an IoT-based PV monitoring system to capture, process, store, and analyse data from sensors based 
on the calculated parameters in the system. The microcontroller will send the data to the cloud server through 
a WiFi gateway after it has been processed. 

 
2.1.  The proposed IoT PV monitoring system 

Figure 1 depicts a block diagram of the entire proposed system, which includes PV data in the form 
of environmental parameters collected from temperature and light sensors (to estimate the solar irradiance). 
The electrical parameters of PV, such as current and voltage, are obtained from the appropriate sensors. With 
the IoT protocol, the microcontroller collects, processes, data from sensors. Then the data transmit and store 
into offline data backup systems and cloud servers, respectively. The web-based and open-source software 
serves as a cloud database and visual data viewer can be accessed via Smartphone or personal computer (PC) 
via a web server. 

 
2.2.  Internet of things for PV monitoring system 

The IoT allows smart microgrids to exchange information with more users and improves 
communication through a variety of infrastructures [3]. IoT plays a significant role in human everyday life by 
allowing the integration of many physical devices via the internet, where devices are intelligently linked, 
enabling new forms of communication between devices and humans, as well as between devices and the 
system itself, to share data, track, and manage devices from anywhere in the world using only an internet 
connection [54].  
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Figure 1. Block diagram of a proposed IoT-based PV monitoring system 
 
 

IoT technology is used in the field of renewable energy, especially solar PV systems, to track 
important parameters affecting PV system output in real-time and online. The sensor and transducer provide 
these parameters, which are then sent to the microcontroller for analysis. Furthermore, PV plants and other 
power generation systems can be tracked using an IoT-based monitoring system to enhance analysis, quality, 
and system maintenance. 
 
2.3.  Display unit and cloud storage system 

Continuous data acquisition necessitates graphic or visual data display capabilities, which can be 
accessed remotely and in real-time via a smartphone or PC. The application programming interface (API) 
that used for the display unit of the proposed system is an open-source IoT platform namely ThingSpeak. 
ThingSpeak enables the development of sensor logging applications, location tracking applications, and 
social networking things with customizable status updates. It allows users to collect, store, analyze, visualize 
and make decisions based on data that obtained from sensors. 
 
 
3. EXPERIMENTAL SETUP 

In this research, various sensors are used to measure various parameters of the PV system, such as 
solar irradiance (light intensity), ambient temperature, PV output current, PV output voltage, and PV output 
power. The acquired data from the sensor is transferred wirelessly to the cloud server using IoT protocol, 
then the data is displayed visually using ThingSpeak platform. The goal of the proposed system in this paper 
is to develop a simple, low-cost, and high-performance IoT solution for monitoring the electric and 
environmental data of PV solar farms, especially small-scale PV farms (on and off grid condition). It is 
essential to select sensor and controller hardware that is both low-cost and capable of providing highly 
accurate data acquisitions. The following are the low-cost sensors that can be used to quantify both 
environmental variation and electrical data: 
- DHT22 is used to measure the temperature and humidity data. 
- Photodiode sensor is used to measure the solar radiation intensity. 
- ACS712 is used to measure the current produced by PV. 
- Impedance divider sensor module is used to measure the voltage produced by PV. 

Instead of DHT11, DHT22 is used to assess room temperature and humidity because it provides 
more precise data acquisition. Pyranometer sensor is replaced by a photodiode sensor due to measure the 
light intensity transmitted to the PV screen, resulting in lower device costs. The current sensor ACS712 and 
impedance divider are used to measure the generated power by PV. 

The ESP8266 controller is chosen as the main processor of data acquisition systems because of its 
low-cost, low-power consumption and high-performance computational controller. In addition, the ESP8266 
controller has many useful features, such as a built-in WiFi module, has a many general-purpose input/output 
(GPIO) ports, and a simple programming method. The open-source IoT platform ThingSpeak is used as a 
database and to visualise the acquired data with an interactive graph and dashboard in order to keep the 
system low-cost and easy to access and create. Besides, using non-open-source software such as LABVIEW 
cost would rise the cost due to costly software service payments. Furthermore, an offline backup data system 
comprised of RTC and MicroSD modules has been introduced to expand the database systems and serve as 
internal data storage systems that can be accessed when online data is unavailable. 
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3.1.  Hardware design 
Figure 2 shows the wiring diagram for the proposed system's main board. The key components of 

the device are the NodeMCU ESP8266, various sensors, the ADC module, the RTC, and the SD card 
module. Table 1 shows the complete data and usability of each device. 
 
 

 
 

Figure 2. Schematic diagram of proposed system 
 
 

Table 1. Research components 
Component name Function/usability 

NodeMCU V3 ESP8266 Main controller 
MicroSD Shield Data logger storage 

RTC module shield Data logger time reference 
INA219 Sensor Voltage sensor 

ACS712 5A Current Sensor Current sensor 
ADS1115 ADC 16bit reader 
DHT22 Temperature sensor 

Photodiode sensor Solar irradiance level sensor 
Solar Panel 50Wp Power generator 

PWM Solar Charge Controller Charging controller 
12V battery Energy backup system 

Inverter System load 
 
 
3.1.1. Photovoltaic system 

In the proposed design system, the PV system consist of 50Wp monocrystalline PV panel, 10 A 
PWM solar charge controller, 12 V 7.2 Ah battery for energy backup, and 30W constant load. 
 
3.1.2. Sensing unit  
a)  Current sensor 

An ACS712 current sensor with a maximum operating range of 5 A was used in this study. Since 
this sensor can detect both AC and DC currents in a circuit, it can be used in a variety of applications. An 
Arduino, ESP8266, or another kind of microcontroller can be used to access this sensor. In principle, this 
sensor works with indirect sensing. The current flows through the onboard hall sensor circuit in its IC. The 
hall-effect sensor detects incoming current by generating a magnetic field. The hall effect sensor detects the 
magnetic field and produces a voltage proportional to it, which is then used to calculate the current. 
b)  Voltage sensor 

The proposed system's voltage sensor is a voltage divider sensor that is used to read the value of the 
output voltage provided by the PV when the system is in service. 
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c)  Temperature sensor 
The DHT22 sensor is used in the PV monitoring system to measure temperature and humidity at the 

same time. It is a negative temperature coefficient (NTC) type thermistor that measures temperature and a 
humidity sensor that is resistant to changes in water content in the air, as well as a chip that performs some 
analogue to digital conversion (two-way single cable). 
d)  Irradiance sensor 

The photodiode sensor was chosen as an irradiance sensor to replace the pyranometer sensor, which 
is rated as extremely costly, thereby raising the overall device cost. To obtain an accurate value, the 
photodiode sensor must be calibrated using an accurate solar irradiance sensor, such as a pyranometer. 
 
3.1.3. NodeMCU ESP8266 based controller 

NodeMCU is an open-source firmware and development kit that assists in the development of IoT-
based application systems. NodeMCU was created to make it easier to use a sophisticated application 
programming interface (API) for IO hardware. APIs can help to reduce the amount of time spent configuring 
and manipulating hardware devices. The NodeMCU has the advantage of being programmable in a variety of 
programming languages and with an open-source IDE. The code for this study will be uploaded directly to 
the nodeMCU board using the Arduino IDE. Meanwhile, the ESP8266 is used as the WiFi integrated chip, 
and it is very small in size.  

 
3.2.  Software design 
3.2.1. Thingspeak 

ThingSpeak is an open-source internet of things (IoT) platform and API for storing and retrieving 
data from things that use HTTP over the Internet or a local area network (LAN). The internet of things (IoT) 
gives users access to a wide range of embedded devices and web services. Moreover, it is capable of 
collecting, storing, analyzing, visualizing, and acting on data from sensors or actuators such as Arduino, 
NodeMCU, Raspberry Pi, BeagleBone, and other hardware. ThingSpeak, for example, allows sensor logging 
and location tracking applications. 

Additionally, it is a data collector that gathers data from nodeMCU devices and then loads it into the 
software environment for historical data analysis. A channel, which contains a data field, a position field, and 
a status field, is the most important part of the ThingSpeak operation. ThingSpeak features includes: (i) open 
API, (ii) real-time data collection, (iii) geolocation data, (iv) data processing, (v) data visualizations, (vi) 
device status messages, and (vii) plugins are the key features of ThingSpeak. 

 
3.2.2. Monitoring algorithm 

Figure 3 shows a flowchart of an IoT-based PV device monitoring algorithm. The proposed 
monitoring system start with the library definitions, variable parameters, and board setup. Then the system 
will check the availability of WiFi connectivity. If the connection is accessible, the controller will start to 
open and read the SD card folder file. Furthermore, if the system successfully reads the SD card folder file, 
the operation will proceed to read all of the system's sensors before reading the time reference from the RTC 
module. As a final point, the collected data will be written and stored into the SD card module. In addition, using 
the built-in WiFi gateway on the NodeMCU, the collected data will be sent to a cloud server. Until the device is 
deactivated, all procedures will be replicated. 
 

 
4. RESULTS AND DISCUSSION  

Figure 4 depicts an experimental system in which the PV is used as a power generator and the laptop 
is used to view graphic data obtained via the ThingSpeak platform. The electrical measurement device is 
used to verify the accuracy of the electric sensor, the breadboard is used to attach the sensor to the mainboard, 
the box contains the mainboard and the PWM solar charge controller, and the 12 V battery serves as an energy 
backup system.  

Figure 5 shows the graphical data obtained from the ThingSpeak platform. Moreover, Figures 5(a) 
to (e) depict the PV parameter measurements, which include solar irradiation level, ambient temperature, PV 
output voltage and current, as well as the PV output power. The monitoring device's channel placement is 
shown in Figure 5(f). The linear relationship between solar irradiation, PV output current, and PV output 
power values indicates that the sensor readings and data collecting system are working appropriately. In 
around 30 seconds, the sensor collects, analyses, transmits, and stores the data into cloud server. Meanwhile, 
Table 2 tabulates the costs comparison of several key controllers used in the IoT-based PV monitoring 
system. This is to show that the proposed system's development costs are the lowest compare to others. 
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Figure 3. Flowchart of the proposed system 
 

 

 
 

Figure 4. Experimental setup of the proposed system 
 
 
In comparison to the other controllers, the Raspberry Pi [10] and BeagleBone Black [9] have the 

most efficient computational efficiency, but they are also the most costly and complex to programme. The 
cheapest controller is the PIC 16F877 [20], but it has the lowest computational efficiency and requires an 
external WiFi module to connect to the internet. Due to their easy programming and relatively high 
performance for many applications, the Arduino MEGA2560 and Arduino UNO R3 [4], [19] have become 
popular controllers.  
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(a)       (b) 

 

   
(c)      (d) 

 

   
(e)     (f) 

 
Figure 5. Captured visual data from ThingSpeak platform; (a) ambient temperature; (b) PV voltage out; 

(c) PV current out; (d) PV power out; (e) solar irradiance level; (f) channel location 
 
 

Table 2. Comparison of the controller for IOT monitoring systems 
Paper Main Controller  haracteristic of the Controller  Cost ($)* Built-in WiFi? 
[45] BeagleBone black Very High computation 

Need external ADC 
High power consumption 

73,98 No 

[16] Arduino Mega2560 Low computation 
Integrated ADCs 

Low power consumption 

34,00 No 

[55] Arduino UNO R3 Low computation 
Integrated ADCs 

Low power consumption 

22,00 No 

[56] PIC 16F877 Low computation 
Integrate ADCs 

Low power consumption 

5,50 No 

[46] Raspberry Pi 3 High computation 
Need external ADC 

High power consumption 

42,99 Yes 

[54] ESP32 Average level computation 
Integrated ADCs 

Low power consumption 

10,99 Yes 

Proposed ESP8266 Average level computation 
Integrated ADCs 

Low power consumption 

6,49 Yes 

*Estimated cost of the main controller (amazon.com) 

Time Time 

Time Time 

Time 



Int J Elec & Comp Eng  ISSN: 2088-8708  
 

Internet of things-based photovoltaics parameter monitoring system using … (Tole Sutikno) 

5585 

However, they still have a low computational level as compared to other controllers on the market, 
and they need an additional WiFi module for IoT applications. The ESP board series [18] was chosen for this 
proposed system due to its low cost and ability to perform reasonably high-level computation. In addition, the 
ESP board series has a built-in WiFi module and consumes very little electricity. 
 
 
5. CONCLUSION 

An IoT-based PV parameter monitoring system was introduced in this paper. The parameters such 
as solar irradiance, ambient temperature, PV output voltage, PV output current, and PV output power are all 
measured by the system. Moreover, solar irradiance, ambient temperature, PV output voltage, and PV output 
current are measured using photodiode, DHT22, impedance divider, and ACS712, respectively. Besides, PV 
output power is obtained from the product of PV voltage and PV current. The main controller of the system is 
the NodeMCU V3 ESP8266, which also has the ability to create a WiFi enabled gateway. As a result, the 
calculated parameters can be transferred wirelessly from the sensor to the cloud without the need for an 
external WiFi module. Finally, the acquired parameters are tracked on the Cloud server using ThingSpeak. 

The selected components for the proposed system are low-cost and readily available on the market. 
The reliability of each components also a factor to consider. Finally, laboratory experiments are used to 
verify the proposed system. The outcome clearly show that the proposed system offers accurate result in 
monitoring the  PV parameters. It is important to test the proposed system under a variety of environmental 
conditions over a prolonged period of time for future work. 
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ABSTRACT The use of hybrid energy storage systems (HESS) in renewable energy sources (RES) of 

solar Photovoltaic (PV) power generation provides many advantages. These include increased balance 

between generation and demand, improvement in power quality, flattening PV intermittence, frequency, 

and voltage regulation in Microgrid (MG) operation. Ideally, HESS has one storage is dedicated for high 

energy storage (HES) and another storage for high power storage (HPS) purpose. HES is used to fulfill 

long-term energy demand, while HPS is used to handle power transients and fast load fluctuations. This 

paper examines HESS comprehensively for on-grid PV power generation and focuses on its ability to 

combine two storage technologies. This paper also analyzes the important aspects of HESS in on-grid PV 

power generation in the context of capacity sizing and power converter topology. Several capacity sizing 

methods of the HESS are reviewed, namely Analytical Method (AM), Statistical Method (SM), Search 

Based-Heuristic Method (SB-HM), Search Based-Mathematical Optimization Method (SB-MOM), Pinch 

Analysis Method (PAM), and the Ragone Plot Method (RPM). Power converter (PC) topologies of the 

HESS are classified into three types, namely passive, semi-active, and active. Performance comparison of 

the different HESS configurations for on-grid PV power generation in term of power quality, lifetime, 

intermittence and stability is compared. The various literature reviews available, future trends of 

configuration HESS are proposed. 

INDEX TERMS Energy storage, hybrid energy storage system, photovoltaic, capacity sizing, power 

converter, power generation, microgrid 

I. INTRODUCTION 

Renewable energy source (RES) is an alternative means of 

generating energy to reduce greenhouse gas emissions [1]. 

Preliminary studies on RES-based power generation such as 

solar photovoltaic (PV), wind, hydro, biomass, geothermal 

have been extensively conducted. However, in the last few 

decades, PV power generation has become one of the most 

prominent RES technologies because it is easy to install,  has 

low operating costs, and comprises mature technology [2]. 

PV and Microgrid (MG) power generation as a batch of load 

are proposed to be operated in grid-connected mode. A PV 

power generation connected to the MG needs an energy 

storage system (ESS), which contributes to its integration by 

flattening PV fluctuations, improvement power quality, 

contributing in frequency, etc. [3]. 
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EES has been used for centuries and is experience 

continuous improvement. In the ESS structure, several 

energy storage technologies (ES) are used to store electrical 

energy [4]–[6]. Figure 1 shows ES technologies that is 

typically used for PV power generation in grid-connected 

mode. The classification of various electrical ES as well as 

their energy conversion processes and efficiencies are studied 

in [7]. In addition, its battery technology is considered 

competent storage that is economical, adequate for power 

balancing, and able to maintain the power grid [8]. In 

supporting large-scale energy storage applications, there are 

storage technologies such as compressed air energy storage 

(CAES) and pumped hydro energy storage (PHES)[9]. 

However, both these energy storages rely on environmental 

and geographic situations, which make their development 

challenging [10]. Furthermore, ESS Flywheel is based on 

electromechanical technology [11]–[13], with its stability and 

efficiency affected by mechanical parts. The ESS 

Supercapacitor (SC) technology is an example of 

electrostatic storage, with high recyclability and density [14]. 

Superconducting Magnetic energy storage (SMES) is an 

example of ESS that produces storage of electrical energy 

directly in a magnetic field obtained by current flow [15].  

In this type of ES technology there is energy density and 

power density. Energy density is the accumulated energy per 

unit volume or mass, while power density is the rate of 

energy transfer per unit volume or mass. The energy and 

power densities of various ES technologies are shown and 

compared in Figure 1. ES technology such as batteries and 

fuel cells (FC) have high energy and low power densities, 

thereby creating power control challenges due to the slow 

dynamic response. Conversely, ES technology such as SC 

and flywheel have a high power density, hence it can supply 

high power demand but a decrease in the lifetime of the 

storage system [16]. However, of the several ES 

technologies, none has the ability to fulfill the power and 

energy densities simultaneously. Due to this limitation, it is 

necessary to enhance the performance of an advanced storage 

system known as a hybrid energy storage system (HESS). 

HESS is a two or more energy storage technology combined 

into one device to improve ESS performance [17], [18]. The 

HESS can be incorporated with PV power generation for 

optimal and safe MG operation. HESS modeling in MG 

depends on several interrelated factors, such as energy 

storage capacity sizing, energy management, power 

converter topology, and control strategies that need to be 

handled with care. 

 

Various papers have investigated HESS related to PV 

power generation. From various literature, HESS is used for 

 
 
Figure 1. Classification of energy storage systems 
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PV power generation RES applications [19], [20], and Off-

MG [21]–[24]. Capacity sizing, power converter topology, 

control strategies, and utilizations are examined in several 

papers. However, neither did discuss the on-grid HESS 

review in detail. In addition, studying and analysis of 

capacity calculating method and power converter topology 

on the HESS. In this paper, configuration HESS with type 

technology storage, capacity sizing, and power converter 

topology on-grid PV power generation the last five-year will 

be discussed in detail. The remaining sections are organized 

as follows: section II hybrid energy storage system (HESS), 

section III HESS capacity sizing, section IV HESS power 

converter (PC) topologies, section V HESS for on-grid PV 

power generation, and section VI conclusion and future 

trends. 

 

 
II. HYBRID ENERGY STORAGE SYSTEM 

In MG, discharging/charging irregularities of the ESS can 

shorten the storage lifetime [25]. HESS is the right solution 

to solve PV and MG power generation challenges. Various 

studies have addressed the positive impact of HESS on PV 

and MG power generation [26]–[28]. Due to the existence of 

various ESSs with different characteristics, many possible 

HESS combinations are created depending on the 

hybridization process's purpose. 

In HESS ideally, one storage is high-energy (HE) storage. 

High energy storage (HES) as ESS1 is used to meet energy 

demand in the long term [29], [30]. Another storage is 

storage that is dedicated to covering high-power (HP) 

applications. High power storage (HPS) as the ESS2 is used 

to handle power transients and fast load fluctuations. 

Therefore, HPS needs to have a fast response time, high 

efficiency, and high life cycle [31]. Several ES technologies 

with HPS and HES are shown in Figure 1. The ideal 

technical characteristics of HESS include density energy, 

density power, response time, energy efficiency, ease of 

implementation, and durability. In short, HESS leverages 

HES and HPS to achieve the desired performance. 

Density energy (Wh/L) and power (W/L) refer to the 

maximum energy and power available per unit volume. 

While response time is the length of time, the storage device 

releases power. Furthermore, energy efficiency refers to the 

level of utilizing chemical and electrical energy [32]. Ease of 

implementation describes the difficulty of installing and 

maintaining a new system to ensure it operates properly 

under optimal conditions. Furthermore, while durability is 

the expected life of the ESS [33]. The characteristics of the 

types of technology ESS based on HES and HPS are shown 

in Table 1. [34] 

HESS is determined by analyzing the HPS and HES 

characteristics of different ES technologies. The possible 

variations in the combination of HESS created are shown in 

Figure 1. The combination of the storage system FC-Battery, 

Battery-Flywheel, Battery-SC, Battery-SMES, and SC-Fuel 

cell is frequently used for RES [60]–[64]. Several other 

factors need to be considered in choosing the appropriate 

HESS combination, such as storage hybridization targets, 

space for HESS, and costs. There are various technical 

problems associated with the use of PV and MG power 

generation, such as intermittent properties, poor power 

quality, stability problems, unbalanced loads, frequency 

instability, and DC bus voltage [27], [65]–[70]. In this 

TABLE I 

The characteristics of types of technology ESS based on HES and HPS 

Types of technology 
ESS 

Type Capacity 
(MW) 

Density Response 
time 

Energy 
efficiency 

(%) 

Life 
time 

(year) 

Maturity 

HES HPS Energy 

(Wh/L) 

Power 

(W/L) 

Battery (NiCd) [34]–

[39] 

✓  0-40  15-80 75-700 Fast (s) 60-80 5-20 Commercial 

Battery (Li-Ion) 

[35][34][40], [41] 

✓  0-0.1 200-400 1300-

10.000 

Fast (s) 65-90  5-15 Commercial 

Battery (Lead-acid) 
[34], [42]–[44] 

✓  40-60  50-85 0-20 Fast (s) 70-90 5-15 Mature 

Battery (ZnBr) [34], 

[35], [45] 

✓  0.05-2 15-65 1-25 Very fast 

(< ms) 

65-85 5-10 Developing 

Battery (VRB) [35], 

[41], [46][47] 

✓  0.03-3 20-70 0.5-2 Fast (s) 60-75 5-20 - 

Supercapacitor [34], 

[35], [41], [48], [49] 

 ✓ 0.03 2.5-20 40.000-

120.000 

Very fast 

(< ms) 

85-98 4-12 Developed  

SMES [34], [35], 

[41], [50], [51] 

 ✓ 0.1-10 0.5-5 2600 Very fast 

(< ms) 

95-98 20+ Demonstration 

Flywheel [34], [35], 

[41], [45], [52]–[56] 

 ✓ 0-0.25 20-80 5000 Very fast 

(< ms) 

93-95 15-20 Demonstration 

Fuel cell/Hydrogen 
[34], [35], [41], [57] 

✓  0-50 600 (200 
bar) 

0.2-20 Good (<1s) 20-50 5-15 Developing 

PHS/PHES [34], 

[35], [41], [45], [58], 
[59] 

  100-5000 0.2-2 0.1-0.2 Slow (min) 75-85 >25 Mature 

CAES [34], [35], 
[45], [46] 

  5-400 2-6 0.2-0.6 Slow (min) 50-89 >50 Developing 
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section, various techniques from previously studies to solve 

the about problems are presented and evaluated. 

A. RES INTERMITTENCE IMPROVEMENT 

Many studies have used the HESS (SC-battery) to flattening 

the RES fluctuations in PV and wind power [71]. ESS can be 

integrated to solve fluctuation in the power production source 

in PV and wind power generation, which comprises several 

frequency components with varying amplitudes. In this 

regard, HESS with a low and high-speed response has the 

ability to smoothen the process better than a single ESS [71]. 

Literature [72], presents flattening the fluctuation wind 

power short-term and long-term by using wavelet 

transformation algorithm in HESS capacity configuration. 

Battery-SC combination is used to consider the frequency 

distribution of wind power generation's output. Meanwhile, 

in [27], optimal fuzzy logic control with genetic algorithms 

was used in the SMES-Battery HESS to flattening PV and 

wind power generation fluctuations and fulfill grid demand. 

In [73], the HESS of the SMES-Fuel cell is precisely 

compensated for the fluctuation of PV power generation's 

output. HESS has two technologies, namely HPS and HES, 

with each compensating for low and high-frequency power 

fluctuations.  

B. Power Quality Enhancement 

HESS is not only for managing power from RES rather it is 

also for sundry power quality purposes, such as for 

management frequency regulation, increased system stability, 

unbalanced load, and increased dc bus voltage regulation in 

MG [65], [66]. Furthermore, the benefits of HESS are 

investigated and presented. 

1) FREQUENCY REGULATION 

Frequency management controls in the use of HESS are 

divided into two types, namely the off-grid system [74]–[76] 

and on-grid [77]–[79] systems. Furthermore, the high 

penetration of the RES power generation in the electric 

system has a negative impact on the inertia of the system 

[79][67]. Therefore, it has the endanger to compromise the 

system frequency, which leads to power outages and 

equipment damage [65], [66]. In ref [67] carried out research 

on the design of a new working structure for the Battery-

Ultracapacitor HESS operation to keep the system frequency 

within allowable limits. Furthermore, frequency regulation in 

the electricity market proposed a strategy of efficient and 

coordinated operation. Battery storage technology plays a 

significant effect in regulating the frequency in off-grid MG 

systems. However, for frequency regulation, the battery 

experiences fast charging/discharging, reducing its life. 

Furthermore, the battery also needs to cope with sudden 

power changes in the main frequency control. This condition 

also accelerates the battery degradation process, therefore, to 

solve this problem, [74][75] proposed the SMES-Battery 

HESS. This process was carried out by combining SMES 

and Battery, thereby enabling the successful regulation of the 

frequency and extending battery lifetime.  

2) UNBALANCED LOAD REGULATION 

The supply of high-quality power to consumers is an 

essential issue for MG, which enables the handling of 

unbalanced and nonlinear conditions using HESS. 

Furthermore, the MG voltage quality is improved by 

applying the negative-sequence voltage control method. In 

ref [68] researched on the use of the Battery-SC HESS to 

improve MG performance under unbalanced loads. 

Utilization of HESS for MG demonstrates quick and 

appropriate voltage regulation unbalanced load conditions. 

Furthermore, Literature [80] proposes a coordination control 

strategy using HESS (Battery-SC ) for increasing power 

quality in MG unbalanced load situations. 

3) DC BUS VOLTAGE REGULATION 

Problems associated with increasing the DC link voltage in 

MG. However, despite these problems, for a variety of 

reasons many prefer Standalone MG common bus DC. 

Besides that, Fast and accurate DC bus voltage regulation is 

one of the important problems in standalone MG [81]. HESS 

technology (Battery-SC) is used for DC link voltage 

restoration and is proposed in isolated systems with effective 

power-sharing between storage technology the battery and 

SC [82], [83]. In other studies, grid-connected mode the 

HESS (Battery-SC) was used for improved regulation of DC 

link [69], [84]. 

4) PULSE LOAD REGULATION 

While the average power is low, the pulse load requires high 

instantaneous force [85]–[87]. Distributional disturbances in 

power and thermal are created when one energy source is 

used supplying pulsed loads. In addition, various advantage 

can be achieved while energy and power density ES 

technology is integrated into the system. Such an advantage 

as deficient volume and weight on the system, the 

elimination of the problem of thermal, voltage deviation is 

reduced and frequency fluctuations [88], [89]. Literature [90] 

a control strategy in real-time proposed on HESS (Battery-

SC) to the DC MG independently with high redundancy and 

load pulse. The ES Supercapacitor technology is used to 

supply pulse loads and support the grid during transient 

periods. Therefore, to prevent frequency fluctuation in the 

generator and improve system performance, this control 

method is used. Pulse loads have a significant negative 

impact on battery lifetime. This impact was analyzed in 

research carried out by [91], and two scenarios were applied 

to rate the battery lifetime. The first scenario, uses only 

battery storage technology to supply load power pulses. The 

next scenario, uses HESS (battery-SC) to supply the load 

pulse power. There is a substantial profit of 17.6% in the cost 

of the HESS (battery-SC) lifetime.  
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C. Stability 

In MG stability is usually divided into types 3, namely rotor 

angle, voltage, and frequency. The rotor angle stability is 

associated with the static state of the generator while 

maintaining synchronization during turbulence. This 

represents the firmness among the electromagnetic and the 

mechanical torques of the prime mover and rotor. 

Furthermore, frequency stability refers to the power grid 

maintaining a constant frequency under varying conditions. 

This stability is based on a balance between production, 

power dissipation, and load loss. Meanwhile, voltage stability 

is dependent on the constant voltage across all buses after the 

occurrence of turbulence. This stability equilibriums the load 

demand and the power supply per bus. It is divided into two 

in MG, namely in grid-connected and grid-islanded modes 

[66], [92]. HESS has the ability to overcome transient 

stability problems in MG applications [93], [94]. While the 

Battery-SMES HESS proposed in [70] is used to enhance the 

transient performance of PV power generation-based MG in 

several disturbances. The outcomes showed that HESS has 

an excellent performance in the timely management of 

transient MG disorders due to its ability to provide fast power 

injection in the early stages of full feeding. Based on the 

studies reviewed, it is concluded that ES technology's use 

increases the margin of MG stability. In addition, the 

increase is much better using HESS than a single ESS [95]. 

D. Storage Lifetime Improvement  

Electrochemical energy storages such as batteries and fuel 

cells have one major drawback, which is its low lifetime. 

Therefore, by avoiding excessive and frequent energy 

supplying and receiving of the battery, degradation is 

prevented with an increase in its lifetime [95]. The control 

strategy proposed by [95] contributes to the development of 

instantaneous power between storage technology SMES and 

battery. In the proposed control method, the discharge and 

charge of the battery function as SMES storage technology 

currents rather than directly accepting power fluctuations. 

The use of HESS battery lifetime is increased by reducing 

the involvement of the battery in fast charge and discharge 

cycles as proposed by [96], [97]. In ref [96], [97] researched 

on a power management strategy using a (lithium) battery 

with SC. These studies showed that to extend battery life, SC 

storage technology provides high-frequency demand, with a 

19% increase in (lithium) battery lifetime. In [98], [99] stated 

Supercapacitor-Fuel Cell hybridization utilizing the 

Supercapacitor for instantaneous charging and discharging to 

increase the lifetime of Fuel Cell. 

III. HESS CAPACITY SIZING 

In HESS, determining a suitable energy storage capacity is 

one of the most important attributes. Therefore, various 

methods have been proposed and developed to measure its 

capacity. Furthermore, several methods have been developed 

to determine the HESS capacity of particular storage 

technology. In [100] carried out a research to analyze the 

various methods for battery sizing and applications of RES. 

The strategy in the HESS capacity sizing method is based on 

the objective function. Capacity sizing strategies for energy 

storage are classified into analytical methods (AM), 

statistical methods (SM), search-based methods (SBM), 

pinch analysis methods (PAM), and Ragone plot methods 

(RPM). The classification of the capacity sizing methods on 

HESS is shown in Figure 2. In this section, measurement 

strategies of HESS capacity sizing are evaluated. 

 

 
 

Figure 2. Classification of HESS capacity sizing methods  

A. Analytical method (AM)  

Analytical method (AM) is the strategy often used in 

measuring HESS capacity. It is based on circuit analysis of 

power system configurations with various weather systems 

which need optimization against performance criteria. The 

basic principle of this method operation is as shown in the 

following equation. 

 

    (1) 

where, 

                             charging 

                                  discharging 

 

This method shows that the HESS operation varies upon the 

change between the distribution generations (DG) output 

power and based on the load power rate. In (1),  is a 

clean power storage hybrid consisting of the first and 

second energy storage power.  denotes the DG output 

power, and  is the load power.  sends power 

to the load via the discharging process when 

 and HEES charge when . 

The topology mentioned above is given in [101]. 

Meanwhile, in ref [102], a fuel cell-SC HESS was proposed 

where a high pass filter determines the power of the SC 

with different cut-off frequencies. Meanwhile, the power 

from the fuel cell and grid are obtained by subtracting the 

power of SC from . The cut-off frequencies of an 

individual filter designate the operating period of each ESS 

technology and determine the required SC capacity. 

Furthermore, ref [103] researched by proposing a Fourier 
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transform-based method for measuring the Battery-SC 

HESS to maintain an isolated system's power balance. This 

strategy is for the lifetime cost object function from each 

type of ESS technology. In this method, the power grid 

variation generated from wind energy is divided into two 

components, namely frequency spectrum, and HPS, for 

rapid compensation. 

B. Statistical methods (SM) 

Statistical methods (SM) provide more flexibility for 

determining energy storage capacity in several applications 

than analytical methods. In a research carried out by [101], a 

statistical method was proposed to measure the Battery-SC 

HESS capacity. Furthermore, output power controllers for 

each storage system with hysteresis-loop and frequency 

control are projected. Battery-SC HESS controller aims to 

maneuver the variety of solar-wind power for the smoothen 

output generation power. Statistical methods with Monte 

Carlo simulation were proposed in [104] to determine 

Battery-SC capacity in the HESS.  

C. Search-based methods (SBM)  

Search-based methods (SBM) are further divided into 

heuristic methods (HM) and mathematical optimization 

methods (MOM). These methods are basically used because 

of the non-linearity function in the energy storage size 

problem. Several studies have been conducted for capacity 

sizing of HESS using the heuristic methods (HM). In ref 

[105] proposed a strengthening process for the particle 

swarm optimization (PSO) algorithm to prevent the HESS 

optimization problem from achieving a minimum cost. 

Furthermore, in [106] used a genetic algorithm to calculate 

the battery and supercapacitor's hybrid storage capacity. The 

results showed that adding a Supercapacitor to the system 

meaningfully rises the battery lifetime while reduces the total 

system cost.  

D. Pinch analysis method (PAM) 

The pinch analysis method is a modest and flexible 

methodology for considering the minimum energy point in a 

radiator network utility system. It is a low burden computing 

tool used for RES in MG implementation [66]. A research 

carried out by [107] indicated that the general HESS capacity 

calculating method for island microgrids is based on the 

PAM and design space approach. The method incorporates 

the production variations, load, and discharge time of energy 

storage, therefore, the capacity curves of the HESS along 

with any time scales can be obtained by applying this method 

with the RES and its loads of information. The curves 

represent a practical set of storage capacities accordingly the 

timescales. Some are also researching the use of PAM in 

HESS applications [108], [109]. 

E. Ragone theory method   

The Ragone plot method (RPM) is deployed for performance 

categorizing of the energy storage technologies in which 

makes up an HESS as is shown in ref [110] and [111]. In 

[110] stated that the enhancing of the energy storage life 

cycle is considered as an objective function, and the Ragone 

plot of the energy storage is added as a constraint. Thus, the 

common constraint between capability and capacity of 

energy storage is measured. HESS capacity and real-time 

control strategy are investigated separately. However, the 

control method is effected by the sizing due to the objective 

function and charge/discharge schemes. A greater study of 

the problem and a more precise solution is to consider 

capacity sizing and real-time control strategies 

simultaneously as in [112], [113]. 

The use of the correct method is based on a variety of 

various parameters i.e. data availability from the generation, 

load, and linearity or non-linearity problems. Furthermore, it 

is necessary to consider the dynamics between generation 

and load, combine HESS technology's dynamic 

characteristics, and determine different goals. From the 

existing parameters, different capacity sizing methods can be 

utilized. 

IV. HESS POWER CONVERTER (PC) TOPOLOGIES  

The charging/discharging characteristics of devices from 

energy storage are significantly different and dependent on 

the energy storage technology to be utilized. HESS 

connected to the grid, or the load goes through different 

power converter topologies. Ideally, the power converter 

topology combines ESS1 and ESS2 [114]–[116]. In ref [17] 

carried out a research that completely reviewed the HESS 

power converter topology classified into three, namely 

passive, semi-active, and active, as shown in Figure 3. In this 

section, HESS power converter topology types are discussed. 

A. Passive HESS topology 

The passive power converter (PC) topology consists of two 

storages with the same voltage connected to MG. Passive 

topology advantages are efficiency, simplicity, and cost-

efficient [117]–[119]. The simplicity and cost-saving are due 

to low implementation and the absence of power electronics 

and control circuits [120]. However, the power distribution 

between ESS 1 and ESS 2 cannot be controlled. Passive 

topology PC is shown in Figure 3 (a). In a passive topology, 

a greater part of the voltage is determined from the internal 

resistance and the current characteristics due to the terminals' 

irregular voltages. Therefore, the potential for HESS in a 

passive topology is limited. 

B. Semi-active HESS topology 

In semi-active topology, the PC is interfaced with one of the 

energy storages while the other is direct connection with the 

DC bus [121]. The application of the converter needs an 

extra space and costs incremental are inevitably. However, 

this topology class offers better control and delivery 

capabilities than the passive. Several semi-active HESS 

topologies have been reviewed in the study carried out by 



 

VOLUME XX, 2017 9 

[121]. The use of an additional converters in semi-active 

topology allows a better control of energy of the HESS [122]. 

Figure 3 (b) shows the semi-active topology in PC.  

C. Active HESS topology  
In [66], the active PC topology has two or more ESSs, and 

each storage unit interfacing with the system has an 

individual control of the power converter. This topology has 

a higher complexity, cost, and system losses than the passive 

and semi-active ones. However, this topology class has 

certain advantages, such as controlling all energy storage 

forces [98]. Active parallel PC topology uses two converters 

to control the ESS1 and ESS2 power. Figure 3 (d) shows the 

topology of the parallel active power converter. Meanwhile, 

for the traditional parallel active topology, energy is 

converted through the main DC bus. However, the whole 

system is negatively affected by two multi-level converters.  

 

 
Figure 3. The classification of HESS power converter topologies (a) passive, (b) semi-active, (c) series active, (d) parallel active, (e) isolated active, 
and (f) multi-level active [66] 
 

TABLE 2 

COMPARISON OF VARIOUS HESS PC TOPOLOGIES [91], [117], [121], [131]–[133] 

Topology 
power 

converter 

Efficiency Flexibility Range of 
control 

strategies 

adoption 

DC bus 
voltage 

fluctuation 

Fault 
tolerance 

Control 
complexity 

Space 
requirement 

Cost Recommendations 

Passive  high low low yes 

 

no low less low Used in small 

capacity systems 

and cost as a 
determining factor 

Semi-

active 

medium medium medium yes when 

HPS is 
connected 

directly 

only HPS medium higher than 

passive 

medium Used when 

compromising 
storage life 

extension at a small 

additional cost 

Active low high high no yes high high high Used to have a 
dynamic and more 

precise response to 

the large-scale 
system 
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In [123], the authors studied to solve the problem mentioned 

in the reconfigurable topology to decrease the DC bus 

capacitor in order to increase the efficiency during the energy 

exchange mode compared to basic active topologies. In 

several studies, multi-level converters were developed and 

used for power converters in HESS  [124]–[127]. The use of 

multi-level converters tends to improve the system reliability 

and power quality. Furthermore, connecting many energy 

storages using a single power converter decreases the 

expenses and difficulty of control coordination. However, the 

capacitors and the switching power electronics switches used 

in the multi-level converter are large, and controls are more 

complex [66]. In [128]–[130] stated that various PC topology 

classes are used to connect HESS to MG. 

HESS PC topology directly influences energy 

management strategies with a comparison of various 

topologies shown in Table 2. Although the passive PC 

topology has no direct control over storage power, it 

comprises a simple configuration and economical. 

Furthermore, for semi-active PC topology, the output power 

of one ESS cannot be controlled, and the other voltages need 

to be similar to the DC bus. The semi-active topology 

provides limited controllability at a lower cost. Meanwhile, 

for the active PC topology, the input or output power is from 

the two ESSs with a rational control strategy and low-cost 

efficiency. The active topology has flexibility ability, 

performance, and controllability the best. Despite the fact 

that flexibility, complexity, controllability, efficiency, and 

cost are all factors that influence the selection of a suitable 

PC [66], making an active topology is complicated and 

expensive. 

V. HESS FOR ON-GRID PV POWER GENERATION  

Studies carried out by [18], [134], [135] stated that HESS has 

the ability to flattening the fluctuations of RES in the wind 

and solar PV power generation. Furthermore, HESS also 

controls the power output generated from the PV. In this 

section, the most popular of the HESS configurations for on-

grid PV power generation are evaluated. Performance 

comparison of the different HESS configurations for on-grid 

PV in term of power quality, lifetime, intermittence and 

stability is compared in Table 3.  

A. Battery-Supercapacitor (SC) HESS for on-grid PV 
power generation 

Hajiaghasi et al. [68] proposed HESS to enhance power 

quality under unbalanced load conditions for microgrid 

applications. According to the study, one of the important 

issues in microgrids is providing high-quality power to 

consumers. When an unbalanced load is present in the 

microgrid system, the voltage loses its symmetry and reduces 

the power quality. Hajiaghasi et al. [68] used the AM 

capacity sizing method to determine Battery (ESS1) and SC 

(ESS2) capacity. In Hajiagahsi's research, battery storage 

technology is used to support constant power changes due to 

its high energy density. Meanwhile, SC supports rapid 

transient power changes due to high power density with an 

active PC parallel topology. The Battery-SC HESS 

configuration is shown in Figure 4. Hajiaghasi et al. [68] 

added a proportional resonance (PR) and fuzzy control to 

adjust the AC load voltage and DC bus voltage control. 

Performance goals generated using this configuration are 

increased system performance, good response to its dynamics 

under unbalanced load conditions, and extended battery 

lifetime. 

Tummuru et al. [60] carried out research on the Battery 

(ESS1) and SC (ESS2) HESS for grid integrated PV systems. 

The study stated that due to the intermittent properties of PV 

and irregular load changes, the system experienced issues of 

power quality and MG stability. To deal with these issues, 

Tummuru et al. [60] used ES with high energy (battery) and 

power (SC) densities, with the AM capacity sizing method 

used to determine each storage technology's capacity. SC 

storage is used to handle sudden changes in power surges. 

Meanwhile, HESS interface with grid, active parallel PC 

topology was used by Tummuru et al. [60]. Furthermore, 

Tummuru et al. [60]. also proposed an energy management 

system for HESS which achieved fast DC-link regulation, 

effective energy management, and increased battery lifetime. 

Mohamed et al. [136] researched the Battery (ESS1) and 

SC (ESS2) HESS to minimize the effect of pulsed (short 

duration) loads. According to Mohamed et al. [136], the 

effect of pulsed (short duration) loads causes power quality 

and MG stability issues. Furthermore, this study used the 

Ragone plot capacity sizing method to determine the capacity 

of HESS. In SC storage is used to fulfill loads rapidly due to 

high power density. Meanwhile, the battery is used for 

relatively long-term buffer loads due to its high energy 

density. Active parallel PC topology is used by Mohamed et 

al. to determine the HESS interface to the grid. Furthermore, 

Mohamed et al. [136] developed a real-time energy 

management algorithm on HESS for AC/DC microgrids. The 

performance goal generated using this configuration is that 

pulsed loads show a better margin of stability. Furthermore, 

shifting the load to off-peak hours saves energy by 7% per 

year. 

B. Battery-Flyhweel HESS for on-grid PV power 
generation 

Barelli et al. [61], [137] carried out an analysis on the impact 

of power fluctuation on battery current (ESS1) and power 

exchange to the grid. This research indicated the possibilities 

of lifetime issues on battery and MG stability. Barelli et al. 

[61], [137]  used the AM capacity sizing method to 

determine the capacity of the HESS. Flywheel energy storage 

(ESS2) serves as peak-shaving due to its high-power density. 

Therefore, the battery tends to avoid fast 

charging/discharging loads due to high energy density, which 

tends to affect the lifespan. Barelli et al. [61], [137] applied 

the active parallel PC topology to determine the grid’s 
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interface. The Battery-Flywheel HESS configuration is 

shown in Figure 4. This configuration's performance goals 

are the more stable quality of power transferred to a grid and 

a significant battery increase for a longer lifetime. 

C. Fuel cell-SC HESS for on-grid PV power generation 

Kong et al. [138] proposed modeling for grid-connected 

HESS. According to the study, the intermittent properties of 

PV created inconsistencies in power quality and MG 

stability. However, in order to avoid existing issues, fuel cell 

(ESS1) and SC (ESS2) HESS were proposed. Kong et al. 

used the AM capacity sizing method to determine the 

capacity of the HESS. The study further chose Fuel cell 

storage technology and SC due to their high energy and 

power densities, respectively. Kong et al. [138] applied 

active parallel PC topology for interface to the grid and 

further proposed the formulation of a coordinated control 

strategy for HESS. Performance goals generated using this 

configuration increased power quality, improved 

intermittence, and MG stability. The Fuel cell-SC HESS 

configuration is shown in Figure 4. 

D. SMES-Battery HESS for on-grid PV power generation 

Chen et al. [70] carried out a research on the Battery (ESS1) 

and SMES (ESS2) HESS technologies in on-grid PV power 

generation. According to several studies, energy transfer, 

transient stability, and voltage fluctuation are some of the 

issues in on-grid PV power generation. HESS is used to 

stabilized the Microgrid under different faults and used the 

AM capacity sizing method to determine the HESS's 

capacity. The SMES storage is used to handle transient 

microgrid faults in a timely manner due to their high-power 

density. Meanwhile, battery storage is used to control long-

term power fluctuations when the Microgrid operates 

normally. For interfaces to the grid, Chen et al. applied active 

parallel PC topology to the HEES configuration, as shown in 

Figure 4. The performance goals generated using this 

configuration increases in power quality, battery lifetime, and 

MG stability. 

Bae et al. [139] carried out a research that examined the 

Battery (ESS1) and SMES (ESS2) HESS in on-grid PV 

power generation. The various inconsistencies associated 

with this study are related to eliminating fluctuations in 

power output, stability, and quality. Furthermore, Bae et al. 

applied the AM capacity sizing method to determine the 

capacity of the HESS with SMES storage used to handle 

large and fast output power and demand due to its high-

power density. Meanwhile, battery storage is used to handle 

normal responses to baseload and power generation. For 

interfaces to the grid, Bae et al. apply active parallel PC 

topology. Furthermore, the study focuses on the optimization 

 
 

Figure 4. The configuration of active parallel HESS topology 
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operation of HESS to achieve an effective energy 

management system. Performance goals generated using this 

configuration increased power quality, MG stability, and 

battery lifetime.  

The combination of HESS supercapacitor (SC) technology 

with Battery is one of the most interesting solutions and also 

the most significantly developed  [68], [69], [84], [136], 

[140]–[144]. Furthermore, the use of SC has high 

charge/discharge efficiency [145], [146] and increases 

battery lifetime.  

VI. Conclusion and future trends 

In conclusion, this paper analyzed the implementation of 

HESS for on-grid PV power generation to fulfill a dynamic 

balance of power and energy. It focused on HESS by 

combining two storage technologies based on the 

characteristics of HPS and HES. HESS formed from storage 

technologies based on the characteristics of HPS and HES 

creates prospective six combinations, namely Battery-SC, 

Battery-Flywheel, Battery-SMES, Fuel cell-SC, Fuel cell-

Flywheel, and Fuel cell-SMES. The storage technologies 

with high energy density are battery and fuel cell, while HES 

technology is used to fulfill energy demand over a long 

period. Meanwhile, storage technologies with high power 

density are SC, Flywheel, and SMES. HPS technology is 

used to handle power transients and fast load fluctuations, 

which comprises fast response times, high efficiency, and 

cycle life. This paper also provided a brief overview of the 

capacity sizing and power converter topology for HESS in 

PV power generation. Six methods were developed in 

determining the capacity of HESS, namely analytical method 

(AM), statistical method (SM), Search-based heuristic 

method (SB-HM), Search-based mathematical optimization 

methods (SB-MOM), pinch analysis method, and the Ragone 

theory method (RPM).  

In on-grid PV power generation, the three greatest 

generally used for capacity calculating methods are AM, SB-

MOM, and RPM. However, the AM capacity sizing method 

is often used in on-grid power generation the most popular 

because it is very easy to apply, simple, and effortless to be 

understood. Furthermore, various PC topologies used to 

interface the HESS to the grid are described in this paper. 

The PC topologies of HESS are divided into three, namely 

passive, semi-active, and active. In the last five years, the 

active (parallel) topology is more popularly used in on-grid 

PV power generation. It is considered to have the flexible 

ability, the best performance, and the best controllability. 

However, this topology has high complexity, and it is 

expensive. 

The most popular HESS configurations for on-grid PV 

power generation in term of power quality, lifetime, 

intermittence, and stability obtained the following 

configurations. Firstly, a Battery-SC configuration with AM 

capacity and active parallel PC is addressed to increase 

power quality, intermittence, MG stability, and lifetime. 

Secondly, the Fuel cell-SC configuration with AM capacity 

sizing and active parallel PC is addressed to increase power 

quality, MG stability, and intermittence. Thirdly, the Battery-

SMES configuration with AM capacity sizing and active 

parallel PC is addressed to increase power quality, MG 

stability, and lifetime. Fourthly, the Battery-flywheel 

configuration with AM capacity sizing and active parallel PC 

is addressed to increase MG stability and lifetime. Battery-

SC and Fuel cell-SC are the ideal combination for on-grid 

PV power generation based on HESS characteristics. Battery 

and fuel cell as HES are used to fulfill energy storage and 

demand over a long-term period. This is because they have 

the highest energy density compared to other storage 

technologies. Meanwhile, the supercapacitor (SC) technology 

is used to handle power transients and fast load fluctuations 

because it has the highest power density among other storage 

technologies. Furthermore, SC storage technology also has a 

fast response time, high efficiency, and high cycle life. 
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Abstract.  
 
To reduce the effects of global warming, there is an increasing need for renewable energy 

sources. Several studies have been carried out on photovoltaic (PV) systems to maximize 

their potential as an alternative electricity generator. However, various power converters 

for high voltage ratio applications have multiple drawbacks. This research was carried out 

to develop a power converter topology connected between the PV and the load for the 

need. In this research, the high step-up DC-DC converter for high-voltage gain conversion 

ratio and high efficiency is proposed. Furthermore, the fuzzy logic-based Maximum Power 

Point Tracking (MPPT) technique connected to the power converter was used to maximize 

the power converted from PV in changing atmospheric conditions. The MPPT control with 

fuzzy logic controller (FLC) was analysed and compared with the perturb and observe 

(P&O) algorithm. The results showed that the FLC algorithm could control the HSU DC-

DC converter with an output voltage of 29% higher than the P&O algorithm.     

Keywords. Fuzzy Logic, Maximum Power Point Tracking, DC-DC converter, 

Photovoltaic, Power Converter, Perturb and Observe algorithm, Renewable Energy 

1. INTRODUCTION 

Photovoltaic (PV) system is one of the fastest-growing technologies in line with the severe 

energy crisis and environmental issues such as pollution and the effects of global warming. 

Meanwhile, the energy conversion efficiency generated from PV is relatively small [1]–

[5]. Therefore, a lot of research has been carried out to develop PV systems regarding 
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basic materials that form PV and the power converter side. This research was carried out to 

maximize the energy conversion results of a PV system and was divided into two main 

topics [6]. The first topic was related to new, high-efficiency, and low-cost PV cells and 

modules. In contrast, the second topic was related to the power converter topology and 

control strategy used.  

Various topologies have been developed from the power converter point of view to 

maximize the energy conversion results obtained from PV. In general, conventional DC-

DC converters were used for low-power applications [7]. Meanwhile, for applications 

requiring high voltage ratios, the development of a power converter topology has also 

received special attention [8]–[10]. Theoretically, a significant voltage gain in the DC-DC 

converter is achievable by providing a high duty ratio. Meanwhile, the increase in voltage 

generated by a high duty ratio is limited due to its electronic components, such as the 

effect of switches, diodes, equivalent series resistance (ESR) of inductors and capacitors. 

Therefore, many researchers have developed converters with high step performance, low 

cost, and high efficiency in power applications requiring high voltage ratios and various 

topologies. 

Furthermore, Afzal et al. [11] and Ebrahimi et al. [12] developed a boost converter with a 

coupled inductor for high step-up applications due to the simplicity of the structure. 

However, this topology results in low efficiency at low power levels due to the leakage in 

coupled inductors, leading to increased conduction loss in semiconductors and copper 

losses in inductors. This problem is usually resolved with resistor-capacitor-snubber 

diodes, but it causes additional power loss [13]. The current-fed converter topology uses a 

transformer based on switched capacitors suitable for low power application systems. This 

converter produces zero magnetic DC offset and a low input ripple due to its current-fed 

structure [14]. Also, Sha et al. [15] optimized the current-fed dual active bridge DC-DC 

converter. 

Meanwhile, this converter’s problem is poor voltage regulation on the output side, high 

voltage, and current surges through semiconductor devices caused by the charging and 

discharging of switched capacitors [16]. The cascaded converter also produces high 

voltage ratios but working unstably is its major drawback. Li et al. [17] also proposed a 

stable converter with an approach based on describing its function methods but, its 

efficiency is low because it requires two processes. Quadratic Boost Converter (QBC) 

topology connects two converters in series using one switch. Without optimization, the 

efficiency of QBC is lower than conventional boost converters. Furthermore, Wang et al. 

[18] proposed a different mode of operation, which yielded an efficiency of 90%. 

Meanwhile, Lee [19] used a QBC with the coupled inductor. The passive voltage clamp 

connected to the power switch makes recycled energy stored in the leakage inductor of the 

coupled inductor; therefore, the power switch spike was reduced. Also, the resulting 

voltage ratio was the same as the one in the cascaded converter. The output voltage with 

high ratio and efficiency produced by the high step-up (HSU) converter was proposed by 

Dahono [20] and has been used for maximum power point tracking (MPPT) technique for 

PV systems, but still employed a conventional controller. 

To produce high ratio output voltages, DC-DC converter topologies for PV systems should 

have high-voltage gain and deliver increased efficiency. In this research, the high step-up 
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DC-DC converter for high-voltage gain conversion ratio and high efficiency is proposed. 

Modeling and simulation of MPPT technique using the high-voltage gain DC-DC 

converter based on a simple fuzzy logic controller (FLC) are presented in this paper. The 

FLC-based converter is compared with the perturb and observe (P&O) algorithm. Section 

2 discusses the modeling and characteristic of PV modules using MATLAB/Simulink. 

Meanwhile, Section 3 describes the basic MPPT. Modeling of the HSU converter used and 

the MPPT technique based on FLC were discussed in Section 4. Furthermore, the results 

and discussion are presented in Section 5, followed by conclusions in Section 6. 

 

2. MATERIALS AND METHODS  

2.1. Modeling PV Module 

Since the discovery of PV silicone crystalline designed for outdoor use in 1950 by Bell 

Labs [21], till now, there are two PV cell models still in use single-diode [22]–[24] and 

double diode [25], [26]. The single-diode model, shown in Figure 2.1, is superior and 

widely used due to its accuracy and complexity [27]. The output current of a single-diode 

model of the PV cell is expressed as 

𝐼𝑀 = 𝑁𝑝𝐼𝑝ℎ𝑀 − 𝑁𝑝𝐼𝑠𝑀 [𝑒𝑥𝑝 (
𝑞(𝑉𝑀 + 𝐼𝑀𝑅𝑠𝑀 − 𝑉𝑜𝑐𝑀)

𝑁𝑠𝑘𝑇𝐴
− 1)] (1) 

where the module is represented in M, VM, IM and RsM are the voltage, current, and series 

resistance module, Np and Ns is the number of cells connected parallel and in series, IphM 

and IsM are photocurrent and saturation current of the module, VocM is the open-circuit 

voltage module, q is the electron charge (1.6 × 10−19C), k is Boltzmann constant (1.38 ×
10−23J/K)T is the cell working temperature. At the same time, A is the diode constant 

ideality of cells depending on PV technology. With equation (1), the 𝑉 − I characteristics 

of the PV module can be formed and developed to obtain the electrical character of the PV 

module shown in Figure 2.2. 

 

Figure 2. 1. Single-diode model PV cell equivalent circuit. 
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Figure 2. 2. V − I and V − P characteristic 

The photocurrent module depends on solar irradiation, and it is also influenced by 

temperature, as shown in the equation. 

IphM = [IscM + Ki(T − Tr)]λ (2) 

where IscM is the short-circuit current of the cell at the temperature of 25℃ at 1 kW/m2, 

Ki is the temperature coefficiency of short-circuit cell current, Tr is the cell reference 

temperature, meanwhile, λ is the solar irradiance level in kW/m2. 

The saturation current of the module varies with the cell temperature given by 

IsM = IrsM (
T

Tr

)
3

exp [qEg

1
Tr

−
1
T

kA
] (3) 

where IrsM reverse saturation current at the reference temperature and solar radiation is the 

band-gap energy of the semiconductor used in the cell. 

The reverse saturation module at the reference temperature is planned as, 

IrsM =
IscM

exp [
qVocM

NskAT
] − 1

 
(4) 

where VocM the open-circuit voltage at the reference temperature. 

 

2.2. Maximum Power Point Tracking 

To use energy optimally, PV is installed in an environment where the sun’s rays are not 

obstructed. Meanwhile, irradiation and temperature due to the atmosphere affect the 

efficiency of the power output [28]. Therefore, many researchers have developed the 
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MPPT technique to obtain the maximum energy conversion efficiency to solve the 

efficiency problem in PV systems. MPPT is a method for tracing the Maximum Power 

Point (MPP), using the parameters such as voltage, current, and/or power as input. At the 

same time, the output from MPPT is a PWM signal or a change in a duty cycle that 

controls the power converter used. 

MPPT is a technique used to trace the MPP of PV by moving its operating module point to 

its MPP. The 𝑉 − 𝐼 and 𝑉 − 𝑃 curves of the PV module show that the maximum power is 

only available under one specific functional condition called MPP. Also, its location varies 

with changes in irradiation and operating temperature. A simple example can be seen in 

the 𝑉 − 𝑃 curve shown in Figure 2.3, produced from a PV module with a maximum 

voltage of 18.6 V (measured at a cell temperature of 25℃, connected to a DC load of 12 

V). The output voltage of the PV module varies with the cell temperature. 

 

Figure 2. 3. Curve of the V − P characteristics of the PV module connected to a 12 V load. 

The operating point of the PV module is not at its peak when it is directly connected to the 

load. For example, in Figure 3, the PV output power is 75 W, so the power generated is 

less than the maximum power available in the PV module. The electrical operation point 

can be moved to the high-power point by varying the impedance in the PV module. 

Furthermore, to change the impedance of the PV circuit to the load circuit, a DC-DC 

converter is used by changing its duty ratio [29]. 

The algorithm used to discover MPP is the hill-climbing method, namely Perturb and 

Observe (P&O). The conventional algorithm is easy to build algorithms because it does 

not require PV characteristics or solar intensity and cell temperature measurements. 

Meanwhile, the P&O algorithm is more straightforward and flexible, making it useful for 

commercial applications [30]. Furthermore, P&O works by perturbing the PV operating 

point to increase or decrease the control parameters in a small step size and measure the 

output power of the PV array before and after perturbation. If the power increases, the 

algorithm will perturb the system in the same direction. Also, it will perturb the system in 
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the opposite direction if the power decreases [31]. P&O techniques use reference voltage 

and reference current perturbation or direct duty ratio perturbation which are widely used 

today. 

Meanwhile, the P&O algorithm fluctuates in the MPP estimate around the actual reference 

MPP voltage depending on the perturbation size [32]. The resulting fluctuation becomes 

high if the step size used is significant. Also, if the step size is too small, the tracking speed 

to reach MPP will take a long time. 

Furthermore, power oscillations also occur in both stable and unstable atmospheric 

conditions [33]. Due to the potential and advantages of Artificial Intelligent (AI), various 

AI-based algorithms are widely used in the MPPT technique. Furthermore, FLC, an 

intelligent control algorithm, is widely used in recent years because of its good 

performance and structural simplicity [6], [34]. The results reported by these researchers 

show that the FLC algorithm used for duty cycle control in the MPPT technique performs 

better than conventional techniques. 

 

2.3. High Step-up DC-DC Converter 

The system developed in this research is a stand-alone PV system, as shown in the general 

block diagram in Figure 2.4. The system consists of a PV generator, HSU DC-DC 

converter with MPPT based on fuzzy logic to adjust the converter’s duty ratio and resistive 

loads. 

 

Figure 2. 4. General block diagram of the system. 

The converter used in this research was DC-DC buck-boost converter, producing a high 

voltage gain. This converter modification combines a derived boost and buck DC-DC 

converter, Dahono [20]. The conventional DC-DC boosts converter is shown in Figure 

2.5a. 

The voltage gain of the conventional DC-DC boost converter is 

Vo

Ed

=
1

1 − α
 (5) 
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where α is the duty factor of the transistor Q. While the output voltage is given by 

v̅o = Ed

1

1 − α
−

RL + R

(1 − α)2
Io (6) 

Furthermore, the conventional DC-DC boost converter is differentiated with a parallel-

connected input and a series-connected output, as shown in Figure 2.5b. This connection 

increases the load ratio of the converter. Therefore, the voltage gain is given by 

Eo

Ed

=
1 + α

1 − α
 (7) 

while the output voltage at steady-state condition is 

v̅o = Ed

1 + α

1 − α
− 2

RL + R

(1 − α)2
Io (8) 

Furthermore, the buck-boost converter is differentiated by the same method. This 

converter is shown in Figure 2.5c, and it also produces the same voltage ratio (5). 

However, it has discontinuous input currents with significant ripple content, which reduced 

PV module performance or load. The total ripple input and output can be reduced by 

controlling two converters as two-phase converters. 

The HSU converter was produced by combining a diversified boost and buck-boost 

converter. The converter made is shown in Figure 2.6, with the resulting voltage ratio 

equal to the one given by (10). In addition, the switch in this converter is used to reduce 

the ripple content of the switching device in a two-phase converter, as shown in Figure 

2.5b and Figure 2.5c. 

 

 

(a) 

 

(b) 

 

(c) 

Figure 2. 5. DC-DC converter (a) boost, (b) boost derived converter, and (c) buck-boost 

derived converter. 
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The RMS value of the output voltage ripple of this converter is 

Ṽo =
io̅

Cfs

α(1 − 2α)

2√3(1 − α)
 (9) 

Meanwhile, the output voltage ripple for duty cycles more than half is  

Ṽo =
io̅

Cfs

(2α − 1)

2√3
 (10) 

 

Figure 2. 6. HSU converter. 

 

3. FUZZY LOGIC CONTROL FOR MPPT 

The control method using the FLC algorithm has been developed for many applications. 

FLC implementation is rapidly increasing because of its simplicity and does not require 

mathematical modeling data [34]–[36]. Furthermore, FLC shows good performance in 

overcoming non-linear systems [29], [33], [37], [38]. 

The FLC algorithm design has three main stages: fuzzification, rule evaluation, and 

defuzzification, as shown in Figure 3.1. At the fuzzification stage, there is a membership 

function that acts as FLC inputs. The number of input membership functions affects the 

accuracy of the FLC algorithm. Also, in rule evaluation, FLC linguistic rules are used to 

provide control measures that link logical functions between input and output membership 

functions. Furthermore, rule evaluation generates fuzzy membership function output for 

each action of the input membership function. The last stage is defuzzification which 

predicts the value of MF output obtained as the output of the whole system. 

Solar PV has non-linear properties; therefore, the FL implemented in the MPPT technique 

overcomes this problem. In a solar PV system, the FL input is as Error (E) and Change in 

Error (∆E), with the output as a PWM feed, which controls the converter duty cycle. The 

error signal is obtained from the change in the PV output power divided by the change in 

output voltage. The two inputs are defined as 

Error, E(k) =
∆P

∆V
=

P(k) − P(k − 1)

V(k) − V(k − 1)
 (11) 

Error Change, ∆E(k) = E(k) − E(k − 1) (12) 
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where k is the sample time, P(k) is power, V(k) the PV voltage, P(k − 1) and V(k − 1) is 

the previous PV power and voltage, respectively. E(k) shows that the operating load-point 

is located on the left or right, while ∆E(k) the direction of motion of the point. 

The FLC evaluates the output power of the PV and determines the change in power 

relative to voltage (∆P/∆V). If the value is greater than zero, the controller changes the 

PWM cycle to increase the voltage until it reaches the maximum power (∆P/∆V = 0). 

Conversely, if the value is less than zero, the controller changes the PWM cycle to reduce 

the voltage until it reaches the MPP. 

 

Figure 3. 1. The basic structure of the FLC. 

 

3.1. Fuzzification 

As shown in Figure 3.2, fuzzification is the initial process with input as crisp numbers. 

Furthermore, there are two input membership functions in estimating E and ∆E in the 

proposed FLC algorithm. Each input and output have five triangular subsets, namely NB 

(negative big), NS (negative small), Z (zero), PS (positive small), and PB (positive big). 

Also, both input and output use a symmetrical membership function. 

 

Figure 3. 2. Membership function input and output. 

This stage discovers out the value as a fuzzy number based on the membership function. In 

the input triangle function, the equation for discovering the fuzzy number for the left 

triangle (μmf1) which is tangent to the right triangle (μmf2) is given by 
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μmf1 =
c1 − x

c1 − b1

 (13) 

μmf2 =
x − a2

b2 − a2

 (14) 

where a is the left end of each triangle, b is the vertex of the triangle, c is the right end of 

the triangle, and x is the input value. 

 

3.2. Rule Evaluation (FIS and Rule Base) 

Since each input has five membership functions, there are 25 rules for fuzzy control. The 

fuzzy numbers are therefore compared in the FIS, based on the created rule base. The rule 

base is a knowledge base that defines the desired relationship rules between input and 

output variables. The knowledge base is shown in Table 3.1. In contrast, the results of the 

rule base are illustrated with a surface in Figure 3.3. 

 

Figure 3. 3. Rule surface of FLC. 

 

Table 3. 1. Knowledge Base. 

E/∆E NB NS Z PS PB 

NB NB NB Z PB PB 

NS NS NS Z PS PS 

Z Z Z Z Z Z 

PS PS PS Z NS NS 

PB PB PB Z NB NB 

This test uses Fuzzy Mamdani, which is based on the Min-Max function. In the first stage, 

when comparing fuzzy numbers, the value taken is Minimum. In the second stage, the 

linguistic variable will be handled with the Maximum fuzzy number if there are the same 

linguistic variables. 
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3.3. Defuzzification 

In the third stage, fuzzy numbers are converted into crisp numbers as the output of the 

FLC. This process is based on the center of gravity. The FLC output is used to control the 

converter duty cycle. The equation in the defuzzification process is given by 

D =
∑ xi × μi

∑ μi

 (15) 

where D is the duty cycle, and x is the output triangle value. 

Error and error changes as FLC inputs are obtained from the PV output as voltage (Vpv) 

and current (Ipv). Figure 3.4 shows an FLC with Vpv and Ipv Inputs are connected to the 

PWM generator at its output. 

 

Figure 3. 4. FLC algorithm with input and output in simulation. 

 

4. RESULTS AND DISCUSSION 

The MATLAB/Simulink PV module model is used to test the MPPT on two converter 

topologies and two different algorithms. The converter models used are conventional and 

HSU DC-DC converters. The P&O and FLC algorithms are used in each converter model 

to control the duty ratio cycle. Furthermore, each converter is connected between the PV 

module and a resistive load. The first test was carried out by varying the PWM generator 

frequency, namely 5, 10, 20, and 40 kHz, and it was also carried out to discover the 

suitable PWM value for the HSU DC-DC converter used. 

Figure 4.1a compares the PV generator output voltage simulation results on each converter 

with the P&O and FLV algorithms at various PWM generator values. It also shows that the 

oscillations in the HSU converter with P&O have large fluctuations at the PWM generator 

5, 10, and 20 kHz. Meanwhile, the fluctuations in other conditions are more minor. 

Conversely, the output voltage ratio of the HSU-P&O converter has a higher value than the 

conventional P&O and FLC converters, as well as the HSU-FLC on the PWM generator of 

5, 10, and 20 kHz. 

At the 40 kHz PWM generator, the oscillation of conventional and HSU converters with 

P&O and FLC algorithms has the smallest values. Therefore, the fluctuation of the HSU-

P&O converter decreased, but the resulting voltage ratio is not greater than that of the 

HSU-FLC converter. Furthermore, the detailed data of the HSU converter’s output voltage 
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and oscillation values with the P&O and FLC algorithms are shown in Figure 4.1b. The 

HSU DC-DC converter with the P&O algorithm has a voltage drop on a large PWM 

generator, but its oscillation decreases.  Meanwhile, the HSU DC-DC converter with the 

FLC algorithm increases the voltage on a large PWM generator, and its fluctuation also 

decreases. 

A further test was carried out to vary the irradiation parameters and temperature, which 

represent atmospheric changes. The irradiation parameters were run at 700, 800, to 1000 

W/m2 at 25 °C. Figure 12 shows the voltage, current, and output power results when 

testing with varied irradiation and temperature parameters. 

 

(a) 

 
 

(b) 

Figure 4. 1. Comparison of voltage and oscillations (a) for each converter model with P&O 

and FLC, (b) details on HSU-P&O and HSU-FLC. 

 

Figure 4. 2. Rule surface of FLC. 
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As seen in Figure 4.2, the HSU-FLC output voltage at 700 to about 800 W/m2 irradiation 

has a lower ratio than HSU-P&O. Meanwhile, the oscillation at HSU-P&O is more 

prominent in this condition. At 1000 W/m2 irradiation conditions, the HSU-FLC ratio was 

higher than HSU-P&O. Meanwhile, the HSU-P&O oscillation decreases in this condition. 

In addition, HSU-FLC produced lower oscillations than HSU-P&O under all conditions. 

 

5. CONCLUSIONS 

In this research, the high step-up DC-DC converter for high-voltage gain conversion ratio 

and high efficiency was proposed. A simple fuzzy logic controller (FLC)-based MPP 

tracking (MPPT) technique using the DC-DC converter was employed to maximize the 

power converted from solar photovoltaic. The FLC performance was compared with 

Perturb and Observe (P&O) algorithm with a similar converter under varying irradiation 

conditions. Furthermore, the FLC was built as a duty cycle control for the DC-DC 

converter to track the maximum power available in the PV module. The first test was 

carried out to obtain a suitable PWM frequency. The results showed that the PWM 

generator with a frequency input of 40 kHz and the FLC algorithm for the control of the 

DC-DC converter produces a higher output ratio with lower oscillations than the P&O on 

the output voltage side. The next test was carried out by changing the irradiation value to 

determine the performance of the FLC and P&O techniques with the atmospheric changes. 

The test results of the two methods showed that they have advantages and disadvantages. 

The P&O algorithm produced a higher voltage ratio than FLC at low irradiation but large 

oscillations under the same conditions. Meanwhile, the FLC algorithm produced high 

voltage ratios at maximum irradiation. The resulting oscillations in the FLC algorithm 

were lower compared to the P&O under all conditions. This shows that the performance of 

the FLC algorithm applied to the DC-DC converter is better than that of P&O. Therefore, 

the efficiency of power transferred from PV can be maximum. Because power operation 

can always be controlled at a point close to MPP. 
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a. revisi proposal penelitian 
b. surat pernyataan ksanggupan penyusunan laporan penelitian; 
c. catatan harian pelaksanaan penelitian; 
d. laporan kemajuan pelaksanaan penelitian; 
e. Surat Pernyataan Tanggungjawab Belanja (SPTB) atas dana penelitian yang telah ditetapkan; 
f. laporan akhir penelitian (dilaporkan pada tahun terakhir pelaksanaan penelitian); dan 
g. luaran penelitian. 

Batas akhir unggah laporan kemajuan pada tanggal 18 September 2021 dan untuk laporan akhir pada 
tanggal 16 November 2021. 

(3) PIHAK PERTAMA berhak untuk menerima dokumen yang diunggah oleh PIHAK KEDUA pada laman 
SIMLITABMAS sebagaima dimaksud pada ayat (2). 

(4) PIHAK KEDUA berhak menerima dana penelitian sesuai ketentuan dalam kontrak penelitian ini. 
 

Pasal 6 

CARA PEMBAYARAN  

(1)  Biaya pokok penelitian ini sebesar Rp 117.900.000,00 (Seratus Tujuhbelas Juta Sembilanratus  Ribu 
rupiah) yang pendanaannya bersumber pada DIPA Deputi Bidang Penguatan Riset dan 
Pengembangan Kemenristek/BRIN Tahun Anggaran 2021. 

(2) PIHAK PERTAMA membayarkan biaya penelitian kepada PIHAK KEDUA dengan ketentuan sebagai 
berikut. 

a.  Pembayaran Tahap I yaitu sebesar 70% dari nilai kontrak atau sebesar Rp 82.530.000,00 
(Delapanpuluh Dua Juta Limaratus Tigapuluh  Ribu rupiah). 

b.  Pembayaran Tahap II yaitu sebesar 30% dari nilai kontrak atau sebesar Rp 35.370.000,00 
(Tigapuluh Lima Juta Tigaratus Tujuhpuluh  Ribu rupiah). 

  



Hal. | 3  Paraf ……….…. 
 

(3)  Dana penelitian sebagaimana dimaksud pada ayat (1) dibayarkan oleh PIHAK PERTAMA kepada 
PIHAK KEDUA ke rekening atas nama PIHAK KEDUA. 

Nama Pemegang Rekening : TOLE SUTIKNO, M.T., Ph.D. 

Nama Bank : BPD DIY SYARIAH 

Nomor Rekening : 001.221.007.462 

(4) Dana luaran tambahan dibayarkan, jika luaran tambahan penelitian ini tercapai dan dinyatakan valid 
oleh Tim Penilai/Reviewer Luaran Tambahan.. 

(5) Pendanaan penelitian sebagaimana dimaksud pada ayat (2) dapat dibayarkan apabila PIHAK KEDUA 
telah memenuhi kewajiban-kewajibannya sebagaimana dimaksud pada Pasal 4 ayat (2). 

 
Pasal 7 

PENGGANTIAN KEANGGOTAAN 

(1)  Apabila PIHAK KEDUA tidak dapat menyelesaikan penelitian ini atau mengundurkan diri, maka PIHAK 
KEDUA wajib menujuk pengganti Ketua Tim Pelaksana yang merupakan salah satu anggota tim 
pelaksana penelitian yang memenuhi persyaratan kepada Direkktur DRPM Kemenristek/BRIN melalui 
PIHAK PERTAMA. 

(2)  Apabila Ketua Tim Pelaksana tidak dapat melaksanakan tugas dan tidak ada pengganti ketua 
sebagaimana dimaksud pada ayat (1), maka PIHAK KEDUA harus mengembalikan dana penelitian 
kepada PIHAK PERTAMA yang selanjutnya disetor ke Kas Negara. 

(3)  Bukti setor sebagaimana dimaksud pada ayat (2) diserahkan kepada PIHAK PERTAMA dan salinanya 
disimpan oleh PIHAK KEDUA. 

 

Pasal 8 

PAJAK DAN PELAPORAN PENGGUNAAN DANA 

(1)  PIHAK KEDUA bertanggungjawab atas penggunaan dana penelitian yang telah diterima sesuai 
dengan ketentuan yang berlaku; 

(2) Hal-hal yang berkenaan dengan kewajiban pajak berupa PPN dan/atau PPh menjadi tanggungjawab 
PIHAK KEDUA dan harus dibayarkan oleh PIHAK KEDUA ke kantor pelayanan pajak setempat 
sebagai berikut: 

 (a) pembelian barang dan jasa dikenai PPN sebesar 10% dan PPh 22 sebesar 1,5%; 

 (b) pajak-pajak lain sesuai ketentuan yang berlaku. 

(2) PIHAK KEDUA wajib menyusun dan laporan penggunaan dana yang dilampiri dengan bukti 
pengeluaran yang sah termasuk bukti setor pajak dan menyimpan untuk keperluan pemeriksaan jika 
diminta untuk keperluan tersebut. 

 
Pasal 9 

KEKAYAAN INTELEKTUAL DAN PUBLIKASI ILMIAH 

(1)  Hak atas Kekayaan Intelektual yang dihasilkan dari pelaksanaan penelitian diatur dan dikelola sesuai 
dengan peraturan dan perundang-undangan yang berlaku.  

(2)  Setiap publikasi, makalah dan/atau ekspos dalam bentuk apapun yang berkaitan dengan hasil 
pemelitian ini wajib mencantumkan nama pemberi dana penelitian yaitu Direktorat Riset dan 
Pengabdian Masyarakat, Deputi Bidang Penguatan Riset dan Pengembangan, Kementerian Riset dan 
Teknologi/Badan Riset dan Inovasi Nasional.  

(3) Pencantuman nama sebagaimana dimaksud pada ayat (2), paling sedikit mencantumkan nama 
Kementerian Riset dan Teknologi/Badan Riset dan Inovasi Nasional. 
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Pasal 10 

INTEGRITAS AKADEMIK 

(1)  Pelaksana penelitian wajib menjunjung tinggi integritas akademik yaitu komitmen dalam bentuk 
perbuatan yang berdasarkan pada nilai kejujuran, kredibilitas, kewajaran, kehormatan, dan tanggung 
jawab dalam kegiatan penelitian yang dilaksanakan. 

(2) Penelitian dilakukan sesuai dengan kerangka etika, hukum dan profesionalitas, serta kewajiban sesuai 
dengan peraturan yang berlaku. 

(3) Penelitian dilakukan dengan menjunjung tinggi standar ketelitian dan integritas tertinggi dalam semua 
aspek penelitian. 

Pasal 11 

KEADAAN MEMAKSA  

(1)  PARA PIHAK dibebaskan dari tanggung jawab atas keterlambatan atau kegagalan dalam memenuhi 
kewajiban yang dimaksud dalam kontrak Penelitian disebabkan atau diakibatkan oleh peristiwa atau 
kejadian di luar kekuasaan PARA PIHAK yang dapat digolongkan sebagai keadaan memaksa (force 
majeure). 

(2)  Peristiwa atau kejadian yang dapat digolongkan keadaan memaksa (force majeure) dalam Kontrak 
Penelitian ini adalah bencana alam, wabah penyakit, kebakaran, perang, blokade, sabotase, revolusi, 
pemberontakan, huru-hara, serta adanya tindakan pemerintah dalam bidang ekonomi dan moneter 
yang secara nyata berpengaruh terhadap pelaksanaan Kontrak Penelitian ini. 

(3)  Apabila terjadi keadaan memaksa (force majeure), maka pihak yang mengalami wajib 
memberitahukan kepada pihakl lainnya secara tertulis, selambat-lambatnya 7 (tujuh) hari kerja sejak 
terjadinya keadaan memaksa (force majeure), disertai dengan bukti-bukti yang sah dari pihak yang 
berwajib, dan PARA PIHAK dengan i’tikad baik akan segera membicarakan penyelesaiannya. 

 

Pasal 12 

PENYELESAIAN SENGKETA 

Apabila terjadi perselisihan antara PIHAK PERTAMA dan PIHAK KEDUA dalam pelaksanaan perjanjian ini 
akan dilakukan penyelesaian secara musyawarah dan mufakat, dan apabila tidak tercapai penyelesaian 
secara musyawarah dan mufakat, maka penyelesaian dilakukan melalui proses hukum.   

 
Pasal 13 

AMANDEMEN KONTRAK 

Apabila terdapat hal lain yang belum diatur atau terjadi perubahan dalam Kontrak Penelitian ini, maka akan 
dilakukan amandemen Kontrak Penelitian. 

Pasal 14 

SANKSI 

(1)  Apabila sampai dengan batas waktu yang telah ditetapkan untuk melaksanakan penelitian ini telah 
berakhir, PIHAK KEDUA tidak melaksanakan kewajaiban sebagaimana dimaksud pada Pasal 4 ayat 
(2), maka PIHAK KEDUA dikenakan sanksi administratif.  

(2)  Saksi administratif sebagaimana dimaksud pada ayat (1) dapat berupa: penghentian pembayaran 
dan/atau Ketua Tim Pelaksana Peneltian tidak dapat mengajukan proposal penelitian dalam waktu dua 
tahun berturut-turut. 

(3) Mengembalikan dana penelitian yang telah diterimakan kepada Kas Negara, jika diminta oleh pihak 
pemberi dana. 
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Pasal 15 

KETENTUAN LAIN-LAIN 

(1) Dalam hal PIHAK PERTAMA berhenti dari jabatannya sebagai Kepala LPPM sebelum Kontrak 
Penelitian ini selesai, maka PIHAK PERTAMA wajib melakukan serah terima tanggung jawabnya 
kepada pejabat baru yang menggantikannya. 

(2) Dalam hal PIHAK KEDUA berhalangan tetap atau tidak dapat melaksanakan tugas sebagai Ketua Tim 
Pelaksana sebelum Kontrak Penelitian ini selesai, maka PIHAK KEDUA wajib melakukan pergantian 
dengan anggota peneliti yang memenuhi persyaratan. 

 

Pasal 16 

PENUTUP 

Perjanjian ini dibuat dan ditandatangani oleh PARA PIHAK pada hari dan tanggal tersebut di atas, dibuat 
dalam rangkap 2 (dua) dan bermeterai cukup sesuai dengan ketentuan yang berlaku, yang masing-masing 
mempunyai kekuatan hukum yang sama. 

 
 
 

PIHAK PERTAMA, PIHAK KEDUA, 
 
 
Materai 10.000 
 

 

 
 
 

 
 

ANTON YUDHANA, M.T., Ph.D. TOLE SUTIKNO, M.T., Ph.D. 
NIY: 60010383 NIP/NIY:  
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