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Abstract
Recent advancements in natural language processing (NLP) methods have significantly improved their

performance. However, more complex NLP models are more difficult to interpret and computationally

expensive. Therefore, we propose an approach to dictionary creation that carefully balances the trade-

off between complexity and interpretability. This approach combines a deep neural network architecture

with techniques to improve model explainability to automatically build a domain-specific dictionary. As

an illustrative use case of our approach, we create an objective dictionary that can infer conflict intensity

from text data. We train the neural networks on a corpus of conflict reports and match them with conflict

event data. This corpus consists of over 14,000 expert-written International Crisis Group (ICG) CrisisWatch

reports between 2003 and 2021. Sensitivity analysis is used to extract the weighted words from the neural

network to build the dictionary. In order to evaluate our approach, we compare our results to state-of-the-

art deep learning language models, text-scaling methods, as well as standard, nonspecialized, and conflict

event dictionary approaches. We are able to show that our approach outperforms other approaches while

retaining interpretability.

Keywords: natural language processing, objective dictionaries, deep learning, transformers, conflict

dynamics

1 Introduction

Extracting information fromtext corporabyutilizingnatural languageprocessing (NLP) techniques

has become widespread in many scientific fields. NLP techniques have significantly improved

accordingly, with a move away from more static representations of text, such as dictionaries, to

more advanced methods like word embeddings and transformer models. Nonetheless, applying

NLPmethods and extracting useful information from text sources is not a trivial matter and while

approaches have proliferated, these have become increasingly complex and computationally

expensive (see, e.g., Sharir, Peleg, andShoham2020).ManymodernNLPapproaches require large

amounts of training data, which are not only costly to acquire but also are often proprietary,

reducing accessibility and inhibiting efforts to make research easier to reproduce. Furthermore,

the computational requirements are often not easily fulfilled. While this is in part due to the large

corpora needed,1 it is also because of the complex and computationally intensive transformations

of the text data that NLP techniques need to perform. Hence, access to high-performance com-

puting architecture is necessary to use such approaches.2 Furthermore, the complexity inherent

1 With large corpora, even less complexmethods, such as topicmodels, can become incredibly computationally costly (see,
e.g., Yuan et al. 2015).

2 For example, for word embeddings, there are different approaches to deal with the trade-off between precise representa-
tion of text data and the computational costs associated (see, e.g., Raunak, Gupta, andMetze 2019; Rodriguez and Spirling
2022; Shu and Nakayama 2017).
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in many NLP approaches poses problems to interpretability and transparency. Although this is a

common issue that applies to a wide array of modernmachine learning approaches, state-of-the-

artNLPapproaches, like transformermodels, areparticularly prone tobedifficult to interpret (see,

e.g., van Aken et al. 2019).
Hence, we propose a deep learning approach to create objective dictionaries for domain-

specific applications. This approach is designed to alleviate some of the problems associated

with modern, complex NLPmethods but also improves on traditional and automatic approaches

to dictionary creation. Our approach puts a strong emphasis on interpretability, by employing a

technique proposed by Horel et al. (2018), eliminatesmostmanual labeling and coding costs, and
produces data-driven dictionaries. Our approach aims to be computationally cheaper, easier to

implement, requiring smaller corpora, and be adaptable to other research fields, even beyond

political science, while ensuring transparency and reproducibility. Ultimately, this should enable

researchers to createobjectivedictionaries fromtheir owndomain-specific corporapredictingany

concept of interest.

As text-as-data approaches provedpromising for alleviating data availability concerns, the area

of conflict research is particularly appropriate as our test case (see, e.g., Gleditsch 2020). Given

the complexities in conflict processes, researchers have long struggled with adequatelymodeling

central aspects, and acquiring fine-grained data continues to prove difficult (de Coning 2020;

Weidmann andWard 2010). Hence, we create a dictionary that can infer conflict intensity from text

data. We use Uppsala Conflict Data Program Georeferenced Event Dataset (UCDP GED) monthly

fatality numbers (natural logarithm) to measure conflict intensity (Davies, Pettersson, and Öberg

2022; Sundberg and Melander 2013). For our text source, we rely on approximately 14,000 expert-

written International Crisis Group (ICG) CrisisWatch reports between 2003 and 2021.

We evaluate and compare the performance of our approach to three widely used NLP

approaches. First, its performance is compared to two general purpose dictionaries (Harvard

IV-4 sentiment dictionary [Dunphy 1974; Stone, Dunphy, and Smith 1966] and the social media

sentiment dictionary by Hutto and Gilbert (2014)) and a conflict event coding dictionary (Norris,

Schrodt, and Beieler 2017). Second, we assess its performance against twowidely used document

scaling techniques: Wordscores (Laver, Benoit, and Garry 2003) and Wordfish (Lo, Proksch, and

Slapin 2016). Finally, as transformer architectures are considered the current state-of-the-art

technique in NLP (see, e.g., Widmann and Wich 2022), the performance of our dictionary is

compared to the performance of the newly released ConfliBERT model (Hu et al. 2022). As a
measure of performance, we investigate alignmentwith conflict trends over time and correlations

with our variable of interest. In addition, we evaluate how accurately each approach can solve a

text regression task.3

We find that our approach is well equipped to create a dictionary that adequately measures

trends in conflict intensity over time. The results also suggest that our approach is able to consis-

tently outperform the benchmark models in a text regression task while lowering computational

costs and costs associated with manually creating a dictionary. These results indicate that our

approachcanserveasa successful blueprint for future researchers toanalyze textdata fordomain-

specific applications inside and outside of conflict research. Hence, the contribution of this paper

to the existing research is twofold. The main contribution lies in introducing a novel approach

to generating objective dictionaries for domain-specific applications. In addition, it develops a

dictionary that accurately infers conflict intensity from text data.4

3 A variation of a text classification task, where the outcome variable is continuous rather than binary or ordinal.
4 A web application demonstrating our dictionary can be found at https://kfeapps.github.io/ocodi/.
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2 RelatedWork

2.1 Advancements in Dictionary Creation
While the use of dictionary methods has declined, due to the high costs of manually constructing

and maintaining them and the accuracy increase achieved with more complex models,

researchers have sought to leverage modern machine learning techniques to reduce these

costs and increase their performance. Most of these approaches were intended to improve

sentiment analysis. They focus on extending existing dictionaries that are more finely adjusted

to their specific task. Jha et al. (2018) build a novel sentiment dictionary by training a model on
labeled and unlabeled text data from different domains, allowing them to identify sentiment

words in the target corpus based on the information learned from the source domain corpus.

Sood, Gera, and Kaur (2022) highlight how using different algorithms (Naive Bayes, Stochastic

Gradient Descent, Lasso, and Ridge) trained on labeled text documents can be used to build

and extend domain-specific dictionaries. Relatedly, Lee, Kim, and Song (2021) build a dictionary

using Lasso regression trained on a corpus of hand-labeled product reviews. Carta et al. (2020,
2021) build domain-specific dictionaries for stock market forecasting by assigning weights based

on a company’s performance to words extracted from financial news articles. The dictionaries

createdbasedon this approach are thenusedas features in decision trees to assess the company’s

future performance. Similarly, Palmer, Roeder, and Muntermann (2021) build a domain-specific

dictionary by assigning word polarity through a linear regression linking words and stock returns.

De Vries (2022), following an approach introduced by Rheault et al. (2016), uses a seed dictionary
and aword embeddingmodel to automatically identify additional words and their corresponding

tonality. Theyareable to showconsiderable improvementsof their approachcomparedwithother

dictionaries. Similarly, Widmann and Wich (2022) apply a word embedding model and manual

coding toextendanexistingGerman-language sentimentdictionary. Theycompare thisdictionary

to word embeddings and transformer models, finding that transformer models outperform the

other approaches. Li et al. (2021) also rely on seedwords to build their domain-specific dictionary;
however, they combine dictionary-based and corpus-based seed words and use a deep neural

network to train a sentiment classifier to assign positive and negative tonality to their word lists.

These approaches still rely mostly on existing labeled data, manual creation of seed words, or

applying relatively simple weighting methods. Therefore, we propose an approach to automatic

dictionary creation that leverages the advantages of deep neural networks in combination with

techniques to improve model interpretability.

2.2 Using Text Data in Conflict Research
NLP approaches have long played an important part in conflict research, as some of the first uses

of NLP in conflict research were for the purpose of improving data collection efforts. Building on

earlywork for collectingpolitical event databyMcClelland (1971) (WEIS) andAzar (1980) (COPDAB),

researchers developed dictionaries and rule-based systems to automatically extract events from

news articles. The Kansas Event Data System is one such pioneering attempt (Schrodt 2008). It

relies onWEIS codes as thebasis for its dictionary to extract events in theMiddle East, Balkans, and

West Africa from English-language news articles. Extending the WEIS framework, the Integrated

Data for Events Analysis includes additional, more fine-grained event types and non-state actors

(Bond et al. 2003). These approaches have consecutively been improved upon, leading to the
development of CAMEO (Schrodt et al. 2012), TABARI,5 and PLOVER6 event dictionaries, which
are used in event extraction systems, such as PETRARCH, GDELT, and ICEWS (see, e.g., Leetaru

and Schrodt 2013; Norris et al. 2017; Shilliday and Lautenschlager 2012). Nonetheless, while these

5 Textual Analysis by Augmented Replacement Instructions, a software developed by Philip Schrodt. For more information,
see https://parusanalytics.com/eventdata/software.dir/tabari.html.

6 A new ontology for event data that was intended to supersede CAMEO (https://github.com/openeventdata/PLOVER).
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dictionary-based approaches have proved helpful for event extraction, they are heavily reliant on

being manually maintained, updated, and extended.7 Furthermore, although approaches have

been suggested to use these dictionaries to classify how conflictual or cooperative relationships

are (Goldstein 1992), they were not designed for this purpose.8

Researchers have also sought to apply other NLP approaches to increase our understanding of

conflict processes. Chadefaux (2014)wasable toapplyNLP techniques toa large collectionofnews

articleswhichhelped increase theaccuracyof interstateand intrastatewarprediction.Mueller and

Rauh (2018, 2022a,b) were able to show that including features extracted from newspaper articles

through a topic modeling approach can support conflict prediction models. Relatedly, Boussalis

et al. (2022) apply a topic modeling approach to French diplomatic cables to predict French
interstate conflicts. There have also been attempts to leverage sentiment analysis. Watanabe

(2020), for example, is able to classify newspaper articles for their polarity with regard to the

state of the economy with a semi-supervised Latent Semantic Scaling approach. Trubowitz and

Watanabe (2021) employed a similar approach. The authors were able to automatically identify

how adversarial or friendly the relationship between the United States and other countries is

basedonNewYork Timesnews summaries. Greene and Lucas (2020) applied a standard sentiment
dictionary in order to shed light on non-state armed group relationships. They are successful in

identifying rivalries and alliances between Hezbollah and other non-state armed groups based

onHezbollah-produced and disseminated documents. Also, focusing on non-state armed groups,

Macnair and Frank (2018) analyze the tonality of ISIS propaganda magazines to identify changes

in rhetoric, including also the level of hostile language toward other non-state armed groups.

All these works have provided invaluable contributions and advanced the study of text as

data for conflict processes. Nonetheless, an easy approach that allows researchers to create their

own NLP tool, tailored to their requirements, is missing. Consequently, we propose an approach

to create domain-specific dictionaries which seek to improve upon these existing approaches.

Section 3 will describe the intuition and idea behind this in more detail.

3 An Advanced Approach to Creating Objective Dictionaries

We present an approach that allows future researchers to build domain-specific dictionaries

for their respective areas of interest. To illustrate the usefulness of our approach, we create an

Objective Conflict Dictionary (OCoDi) that can infer conflict intensity from text data with the goal

to show researchers how to build such dictionaries in a transparent and computationally sensitive

manner.

The main advantage of our approach, in contrast to traditional approaches to building dictio-

naries, is that we leverage the power of deep neural networks to extract a list of words associated

with conflict intensity. The general idea is to train neural networks on a corpus of ICG CrisisWatch

reports andmatch each textwith themonthly number of fatalities that occurred in a given country

as reported by the UCDP GED (Davies et al. 2022; Sundberg and Melander 2013). Based on the
trained neural networks, we can extract words more or less strongly associated with conflict

dynamics by using the feature importance analysis suggested by Horel et al. (2018). These feature
importance scores can then not only be used to identify “positive” and “negative” words, but can

also be used to give weights to each word on how strong its association with conflict fatalities is.

This allows us to build a dictionary that is not only “objective,” in contrast, tomanually annotated

dictionaries that are subject to human interpretation, but also to measure different strengths of

7 In recent years, there have been attempts to automate this maintenance by combining newer NLP and machine learning
approaches. For an example, see Radford (2021).

8 For a discussion of problems associatedwith applying dictionaries outside their intended purpose, see, e.g., van Atteveldt,
Velden, and Boukes 2021; Boukes et al. 2020; Loughran and McDonald 2011; Watanabe 2020. Furthermore, as these
approaches are geared toward identifying events, it is difficult to extract useful information from text sources that do not
necessarily contain event descriptions.
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Collecting domain-specific corpus

Preprocessing corpus

Matching texts with variable of
interest

Training Deep Neural Network

Hyperparameter tuning

Extracting Feature Importance

Objective Dictionary

Step 1: Data preprocessing Step 2: Dictionary creation

Figure 1. Schematic overview of our advanced dictionary creation approach.

association. These modeling choices were made by carefully considering the trade-off between

the complexity of language representation and interpretability. The decision to employ a deep

neural network architecture allows for a relatively complex representation of the underlying text

data, and combining it with sensitivity analysis to extract features for the dictionary increases

explainability and transparency. Hence, this technique offers multiple advantages over other

approaches. First, by training the neural networks on observed conflict dynamics, not only can

some subjectivity of manual labeling be eliminated, but the resulting words are more directly

linked to the concept of interest. Second, this approach can identify words that are reliably

associated with positive or negative conflict trends, but that may seem counterintuitive or unsus-

picious to an area expert and hence would not be included in a dictionary. Also, many words

do not carry an inherent “positive” or “negative” conflict-related connotation as is the case in

sentiment analysis. Third, this approach is able to scale each word relative to other words with

respect to how influential they are for generating the model results, avoiding oversimplification

by dividing words into a dichotomous categorization or arbitrarily weighting terms. With this

approach, differences in importance are measurable, which allows for a much more nuanced

dictionary. Finally, this technique offers a great deal of flexibility, allowing researchers to create

dictionaries that are precisely calibrated to their needs without having to go through an arduous

process of, for example, fine-tuning a transformer/BERTmodel (Devlin et al. 2018).
Figure 1 gives a schematic overviewand illustrates all steps necessary to create anobjective dic-

tionary. We do believe that this approach can serve as a blueprint for other fields and applications

as it is computationally inexpensive and provides a fast alternative to creating domain-specific

dictionaries in a transparent manner.

Based on these advantages, we expect our approach to outperform general-purpose dictionar-

ies in terms of accuracy and perform comparably with more complex approaches, such as text-

scaling approaches or transformer models, while at the same time being more resource efficient.

The following sections will give an intuitive description on how the dictionary was created, and

we will provide an evaluation of its performance in comparison to other related approaches. For

the interested reader, some of the applied concepts will be elaborated in greater detail in the

Supplementary Material.

4 Creating the Conflict Dictionary

Our goal is to construct a dictionary that leverages the learning capabilities of a deep feed-

forward neural network in combination with model interpretability. On the one hand, we want to

build a model that is able to learn highly complex and possibly nonlinear relationships between
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Figure 2. Distribution of our main data sources.

input features and target. On the other hand, we want this model to be as interpretable and

computationally inexpensive as possible. This section will present the dataset, the methodology

for creating the objective dictionary, and the evaluation process.

4.1 Data
The core data source for our dictionary is a corpus of English conflict reports. It is based on ICG

CrisisWatch reports. The ICG employs a large roster of country and regional experts that compile

assessments and outlooks for over 70 crises around the world on a regular basis. Until the end of

2021, CrisisWatch has produced over 14,000 monthly reports on a variety of conflicts since 2003.

These reports are freely available online and are an essential tool for policymakers around the

world as they focus on improving or deteriorating developments in conflict environments.9 The

amount of CrisisWatch reporting has remained relatively consistent (Figure 2a). For our target

variable, we rely on the UCDP GED10 that records estimates of fatalities for each event (Davies

et al. 2022; Sundberg andMelander 2013).11 We aggregate these fatalities on a country-month level
as the CrisisWatch reports are also published at a monthly level and log-transform them (natural

logarithm). As one can see in Figure 2b, even when omitting months with 0 fatalities, which is

the vast majority of cases, the data are quite imbalanced and right-skewed, a common feature of

conflict-related data.

4.2 Training Deep Neural Networks on Text Data
We train a deep feed-forward neural network that uses the CrisisWatch text corpus to predict the

natural logarithm of fatalities on a country month level. The text corpus is transformed into a

document termmatrix,whereeach rowcorresponds toadocument andeachcolumncorresponds

to a word in the corpus.12 The feature space was reduced to the most frequent 3,000 words as

well as the top 1,000 bi-grams.13 In order to select those words, the texts were preprocessed

using standard NLP practices. It is important to mention that we ensured that the dictionary

remains general enough over time by excluding words related to locations (countries, regions,

etc.), landmarks (such as names of rivers and mountains), and people (names). Therefore, the

dictionary does not simply learn that a country is associated with conflict but rather picks up

different patterns. For a detailed description of those preprocessing steps and the document term

matrix, the reader is referred to the Supplementary Material.

9 All CrisisWatch reports can be accessed at https://www.crisisgroup.org/crisiswatch.
10 UCDP GED can be accessed at https://ucdp.uu.se/downloads/.
11 Replication code and data for this article are available in Häffner et al. (2023) at https://doi.org/10.7910/DVN/Y5INRM.
12 For a discussion onwhyweworkwith a document termmatrix instead of an long short-termmemory (LSTM)model taking

into account word dependencies, the reader is referred to the Supplementary Material.
13 We chose the cutoff of 3,000most frequent words based on the fact that less frequent words appeared fewer than 12 times

(0.002%) in the whole corpus.
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Input Layer Hidden Layer Hidden Layer Output Layer

Figure 3. Neural network architecture.

The dataset is split into a train (all observations between 2003 and 2020) and a test set (2021).

The train set is further split into the real train set (2003 to first half of 2020) and the validation set

(second half of 2020). Figure 3 shows an overview of the final architecture of the neural network.

It contains 64 input neurons and one output neuron that outputs the predicted log fatalities on

a country-month level. The input and output layers are connected by two hidden layers which

are connected by Swish activation functions. The final activation function is a ReLu function and

ensures the predicted log fatalities are strictly positive. We use a batch size of 1,024 and 2,000

epochs. Theoptimizer used to train theneural network is the adaptivemoment estimation (Adam)

algorithm. It combines the advantages of two other variants of stochastic gradient descent-based

optimizers, namely AdaGrad and RMSProp (Kingma and Ba 2017).

One of the most important tasks in machine learning is to build a model with good general-

ization capacities, meaning that the model needs to perform well on unseen data. In order to

avoid overfitting, a kernel regularizer, dropout rates, and early stopping were implemented. All

of the abovementioned techniques and the neural network itself entail parameters that are not

inherently learned in the training process and need to be specified a priori, they are so-called
hyperparameters. Intuitively, one might assume that the best neural network also creates the

best-performing dictionary. However, due to the in-part random initialization of weights, the

performance of the neural networks can vary. According to Goodfellow, Bengio, and Courville

(2016), weight initialization that leads to good optimization does not always translate into good

generalization capacities. Therefore, as our goal is to obtain a network with good generalization

capabilities, we include the dictionary size in the hyperparameter search.14 We implemented

random search with 200 random hyperparameter constellations in the following manner: First,

for a given hyperparameter constellation,we estimate 10 neural networks and then extract feature

importance scores as described below. We aggregate those scores according to Equation (2) and

build a Random Forest model predicting the natural logarithm of fatalities. Finally, the network

configuration that produces the best dictionary is chosen as the “best” neural network.

Hyperparameters optimized in the neural network include the learning rate, the number of

hidden layers, the number of neurons per layer, the dropout rate, and the lambda parameter for

14 We thank Reviewer 1 for his insightful comment that led to the inclusion of the dictionary in the hyperparameter search
which resulted in an improved dictionary.
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the �1 regularization. The dropout acts as an �2 regularization leading to the application of both

the �1 and �2 regularizations in the network. Currently, there is no universal framework on which

hyperparameter spaces to choose a priori. However, it is agreed upon that the most important
hyperparameter in settings with a stochastic gradient descent-based training algorithm is the

learning rate (see Bengio 2012; Goodfellow et al. 2016). Typical learning rate values range from
10−5 to 10−1; therefore,we constructed the search space for the learning rate to beboundbetween

10−6 and 10−2. Regarding the number of neurons in each layer, due to historical implementations,

it is common to use (multiples of) the power of 2 constellations. We tested multiples between 1

and 4 of the power of 2 constellations of the following format: 32–16–8–4–2. The search space for

hidden layerswas restricted tobetween0and3.Ultimately, the search space for the regularization

parameters was bound to be between 0.10 and 0.40 for dropout rates and between 10−6 and 10−2

for the �1 regularization. The following “ideal” parameters were identified: learning rate: 0.0196;

hidden layers: 2; dropout rate: 0.3157; lambda: 0.0046; neurons: 64, 32, 16, 1 (for the input, the two

hidden, and the output layers, respectively).

After the trainingof eachneural network, the feature importance scores are calculatedand then

used to test the performance of the resulting dictionary in a Random Forest model. The feature

importance scores help to differentiate important from unimportant words and consequently

determine the selection of a word into the dictionary. In the following, the concept of feature

importance as well as the applied method is introduced.

4.3 Extracting Weighted Dictionary Words
According toHorel et al. (2018), sensitivity analysis is an especially suitable approach for assessing
the predictions of a neural network. It is intuitive, computationally inexpensive, offers two kinds

of model explanations (local and global), and can be applied to many different neural network

architectures.15 In the following, the global aggregation level, as well as a formal notation, will be

introduced:

λj = Dir×
100

C
×

√√
1

n

n∑
i=1

(
∂f (x i )

∂xj

)2
. (1)

The feature importance λj of the input feature j is measured in the following way. The deriva-
tives of the output of the neural network are squared to avoid positive and negative values

canceling out. Note that the vector of input features of the ith sample used to train the neural
network is represented by x i . Those derivatives are averaged over all training observations, with

n being the number of training samples. Although this paper does not use a normalization factor
C, it is also possible to normalize feature importance values such that

∑p
j=1λj = 100. The number

of input features is represented by p. When using a normalization factor C, the size of the feature
importance score depends on p. If p is large, values typically are very small and close to zero. In
order to distinguish features that are positively (negatively) associatedwith the target, we employ

an indicator function Dir that multiplies the gradient sum by 1 or −1, respectively, if the mean

gradient is positive or negative. Consequently, positive values indicate a positive relationshipwith

the target variable and vice versa. Without a normalization factor, feature importance scores are

not bound and, in our case, range from around −2.5 to 2.5.

Using this global feature importance metric allows for the differentiation of important from

unimportant features. Larger (absolute) feature importance values mean that the considered

variable contributes a lot to themodel’s output sensitivity. Conversely, values close to zero are an

indication of the insensitivity of the outcome of a model regarding the respective feature. Based

15 The advantages of sensitivity analysis are discussed in more detail in the Supplementary Material.
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on this sensitivity, themost positive andmost negativewordswere selected to form the respective

dictionaries. The feature importance scores obtained from this stepwere thenused toweight each

word based on its “positivity” or “negativity.” The resulting dictionaries were used to construct a

conflict intensity index for each document that was used in the evaluation process as described

below.

4.4 Evaluation Process
Theevaluationprocess encompasses comparingour dictionary scores todifferent techniques that

are frequently applied in NLP tasks. In order to demonstrate that the use of a deep neural network

improvesperformance compared tomore simplemethods,wealsobuild adictionary fromaLasso

regression model and compare the performance. In addition to calculating the conflict inten-

sity index for each document utilizing our objective dictionary (OCoDi), we calculate sentiment

scores for each document based on two popular sentiment dictionaries (The Harvard IV-4 [HGI4]

dictionary and the Valence Aware Dictionary and sEntiment Reasoner [Vader] dictionary). We

also analyze our text data with the PETRARCH2 system that employs the conflict-specific CAMEO

and TABARI event extraction dictionaries and use the CAMEO conflict-cooperation scale to assign

scores to each text (Goldstein 1992).16 Next, we rely on two different document scaling techniques

to infer relative document positions from our evaluation corpus. We also fine-tune a ConfliBERT

model on CrisisWatch reports and then directly predict fatalities for the test data. All scores as

described above are calculated at the country-month level andmatchedwithmonthly aggregated

fatalities from the UCDP GED database. These measures, with the exception of the ConfliBERT

scores,17 serve as the input data to several machine learning models predicting fatalities. We

employ a Random Forest as well as an eXtremeGradient Boosting (XGBoost) model and optimize

both models with regard to their optimal hyperparameters (Random Search with 50 parameter

constellations). For the Random Forest model, we treat the number of trees (600–1500) as well as

the maximal depth (7–15) as hyperparameters; for the XGBoost models, we treat the learning rate

(0.05, 0.1, 0.20), the number of boosting stages (100, 400, 800), the maximal depth (3, 6, 9), and

the minimum sum of instance weight (hessian) needed in a child (1, 10, 100) as hyperparameters.

A table with the optimal hyperparameters for each model can be found in the Supplementary

Material.

4.4.1 Dictionary-Based Approaches. For each text document, we use the abovementioned approaches

to calculate a score. For theOCoDi, this score representswhichandhowmanywordsare contained

in a report that have been identified as being associatedwith higher or lower levels of fatalities by

our deep neural network. Different methods exist to calculate those scores ranging from simply

counting the emergence of dictionary words per article to more sophisticated word weighting

schemes. As our dictionary contains the associated feature importance scores, we utilize this

information to extract the weighted conflict intensity index:

F I =

∑
(F I _Scorepos )+

∑
(F I _Scoreneg )

len(doc)
. (2)

It is important to account for document length when constructing the scores according to

Equation (2). Longer texts potentially containmore words, and the comparison of different scores

becomes difficult. Figure 4 shows a CrisisWatch report in its original form, and Figure 5 shows

an exemplary CrisisWatch report for Afghanistan after some preprocessing.18 In Figure 5, we also

16 We would like to thank Reviewer 2 for suggesting to include these dictionaries in our comparison efforts.
17 We use ConfliBERT to directly predict the target variable, rather than extracting document scores and feeding them into a

Random Forest or XGBoost model.
18 Only lowercasing, lemmatization, stop-word removal. References to locations and entities were removed in a later step.
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Attacks by extremists against U.S. forces, government troops and aid workers conti-
nue in south. Four Afghans working for Danish NGO killed on 8 September; two other 
aid workers killed on 24 September while delivering clean drinking water to village in 
Helmand province. Growing tension between Kabul and Islamabad: Afghan Govern-
ment accuses Pakistan of doing too little to prevent militants from regrouping in Pakis-
tan. Both have agreed to reinforce troops on border to monitor crossings. Battles bet-
ween local commanders in north continue to cause displacement and civilian casual-
ties. Demobilisation and reintegration program delayed by government failure  to 
reform defence ministry. Draft constitution  to be unveiled in early October. American 
special envoy Zalmay Khalilzad named U.S. ambassador. NATO experts to study  feasi-
bility of expanding ISAF mandate beyond Kabul; Germany announced readiness to 
deploy 250-450 troops to northern city of Kunduz. More than 100 Taliban fighters 
killed since Coalition Operation Mountain Viper launched on 25 August.

Afghanistan, September 2003 

Figure 4. Unprocessed CrisisWatch report for Afghanistan, September 2003. Source:
https://www.crisisgroup.org/crisiswatch.

attack [1.0] extremist us forces government troop [0.78] aid worker continue south [0.83] 
work danish ngo kill [1.56] september two aid worker kill [1.56] deliver [0.74] clean drinking 
water village helmand province [0.66] grow tension [-0.58] islamabad government accuse 
little [0.72] prevent militant [0.80] regroup agree reinforce troop [0.78] border [-0.77] moni-
tor crossing battle [0.79] local commander [0.75] north continue cause displacement [0.80] 
civilian [1.28] casualty [0.65] demobilisation reintegration [-0.65] program delay govern-
ment failure reform defence ministry [0.47] draft constitution [-0.55] unveil early special 
envoy [0.82; 0.76] name [-0.58] us ambassador expert study [0.78] feasibility expand [0.91] 
isaf mandate beyond [1.22] announce readiness deploy troop [0.78] northern city [1.16] 
kunduz fighter [0.83] kill [1.56; 0.63] since [0.84; -0.58] coalition operation [1.45] mountain 
viper launch

Afghanistan, September 2003 [+0.24]

Document length: 90
OCoDi score: 0.24 = (25.46 - 3.72) / 90

Figure 5. Preprocessed CrisisWatch report with dictionary words and scores highlighted.

assigned our feature importance-based weights to each of the words contained in OCoDi and

also show how Equation (2) is applied to calculate our OCoDi document-level score. In Figure 5,

dictionary words associated with lower levels of fatalities are colored blue, high levels with red,

and bi-grams are indicated by an underline.19

For each of the other comparison NLP methods, the Supplementary Material provides fur-

ther information on the respective models as well as on how the respective scores are calcu-

lated. Where applicable, we also calculate simple word counts adjusted by document length

(unweighted scores) and compare the performance of our OCoDi and the other dictionaries to

obtain a more straightforward comparison.

5 Results

In this section, we will discuss the resulting dictionary and how well it performs compared with

other NLP approaches. To give a general impression of how the words correspond to feature

importance scores, Table 1 gives an overview of the top words associated with more (positive

score) and fewer (negative score) fatalities for our dictionary. In total, our dictionary contains 1,100

words. The results shown in this small subsection of words are partly intuitive, whereas others do

not seem to be too intuitive. However, asmentioned above, we do not expect to see only intuitive

words appear here, but would even consider it a strength of our approach that it is able to identify

markers that would usually not be selected.

19 It is noteworthy that words can be in the dictionary by themselves, as well as, as a part of a bi-gram. Furthermore, words
can be positive by themselves, but negative in combination with another word.
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Table 1. Top 10 most positive (more fatalities) and negative (fewer fatalities) terms based on feature impor-
tance for International Crisis Group reports.

Term ICG FI score Term ICG FI score

Positive Negative
Cartel 2.25 Battalion −1.76

Immediate 2.04 Defender −1.76

Insurgent 1.95 Purge −1.77

Plateau 1.89 Vessel −1.82

Wounded 1.88 Identification −1.86

Allied 1.82 Pacific −1.92

Forced 1.80 Provocative −1.98

Generation 1.79 Stab −2.12

Bad 1.78 Prince −2.35

Offensive 1.78 Preval −2.37

0

50

100

150

200

−2 −1 0 1 2
Overall feature importance

co
u

n
t

Figure 6. Distribution of feature importance scores for all words.

In Figure 6,we show that the feature importance scores for all words are distributed reasonably

well along a normal distribution which is what we would expect to see based on our approach

to calculating the scores. Notably, there are fewer words around 0, indicating that our network

classifies not asmanywords as “neutral” or just slightly “positive” or “negative” as compared to a

true normal distribution. However, this should not affect its validity. The dictionaries so far seem

to produce outputs in line with our expectations. However, in order to assess howwell they really

capture conflict trends, we evaluate how well each approach is associated with conflict fatalities

over time.

To show this, we calculate the difference between the different scores and the actual observed

fatalities, aggregated on a yearly level. To make them comparable, the fatalities and scores were

scaled and centered. Figure 7 shows the trends for our dictionary (OCoDi) in comparison to the

other approaches. The further away each line in Figure 7 is from 0, the less well that approach is

alignedwith actual observed fatalities. As can be seen, our approach is in general very close to the
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Figure 7. Comparison between different scores and fatalities.

0 baseline, highlighting that our approach is able to capture general trends in conflict dynamics

better than traditional approaches. The magnitude of the difference between our approach and

the other measurements is surprisingly large, underlining the importance of validating general-

purpose approaches when using them in different settings (Bruinsma and Gemenis 2019). Con-

fliBERT also performs very well in this graph, but, similar to OCoDi, the line increasingly moves

away from 0 over time.

However, while visually comparing trends over time gives a good intuition of how these

methods behave when highly aggregated, we are more interested in how well they perform on

a lower level of aggregation. For this purpose, we also calculate correlation scores between all

approaches and the target variable.

As can be seen in Figure 8, OCoDi shows a strong association with the outcome variable.

The association between OCoDi and log fatalities is the second highest, with only ConfliBERT

having a slightly higher coefficient. It is also an order of magnitude higher than almost all of

the other tested approaches, with a correlation score of 0.735 as compared to −0.272 for HGI4,

−0.426 for Vader, 0.419 for Wordscores, −0.069 for Wordfish, −0.427 for CAMEO, and 0.792 for

ConfliBERT.20 Furthermore, whereas the correlation between OCoDi/the ConfliBERT model and

fatalities is strong and in the expected direction, for Vader, HGI4, and CAMEO, the correlation is

lower and negative. While Wordscores reach reasonable levels of correlation, the Wordfish score

is close to zero. So far all approaches trainedon the specific taskof conflict intensity performmuch

better than general-purpose approaches or unsupervised learning. Additionally, ConfliBERT and

OCoDi are performing substantively better than Wordscores.

To further investigate how well our approach performs, we also test its accuracy in solving a

text regression task. For this purpose, we train a series of simple Random Forest (Ho 1995) and

XGBoost (Chen and Guestrin 2016) models that only take the document scores from the different

approaches as predictors. We report mean squared error (MSE) and R 2 for all of our models to

assess their performance. The MSE records how far away on average our predictions are from

the true values of our target variable, whereas R 2 gives an indication of how much our variables

contribute to the predictions compared to a null model. As mentioned before, we also train a

ConfliBERT (Hu et al. 2022) model, which has been fine-tuned on ICG reports. ConfliBERT can be

20 The corresponding standard errors for all relevant correlation coefficients are given in parentheses.
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Figure 8. Correlation plot for fatalities and the different scores.

used todirectly predict fatalities for our test data. So rather thanhaving to calculate scores for each

document andusing them inaRandomForest or XGBoostmodel,weuse themore straightforward

approach of predicting directly from our ConfliBERTmodel. Hence, for the ConfliBERTmodel, we

only report one set of performance metrics.

Before presenting the final results of our evaluation process, we want to compare the per-

formance of our dictionary with the results of the neural networks that were used to create the

dictionary. The best neural network (out of the 10 neural networks that we estimated in total)

reaches an R 2 of 0.65, whereas the dictionary reaches an R 2 of 0.64 (Random Forest) and an R 2

of 0.63 (XGBoost). However, the average performance of the neural networks is very similar to our

dictionary (R 2 of 0.64). Someneural networks even have a considerably lower predictive accuracy

than the others (R 2 below 0.63). This is in line with Goodfellow et al. (2016) who claim that weight

initialization that leads to a good optimization does not always translate into good generalization

capacities. Therefore, we believe that working with a dictionary as opposed to working directly

with the neural network is justified as the results are more stable and there is no decrease in

performance.

As can be seen in Table 2, our feature importance-based dictionary approach outperforms all

other approaches forboth theRandomForest andXGBoostmodels. Thebestperformingapproach

is highlighted inbold. It isworthwhilementioning that theuseof aneural network in thedictionary

creation process is justified as a dictionary created by a Lasso regression model performs worse

thanour approach. The results of the Lassodictionary are reported in theSupplementaryMaterial.

Our dictionary also outperforms the other dictionaries whenwe compare the unweighted feature

importance scores. The results of this comparison effort can be found in the SupplementaryMate-

rial. These results are very encouraging, particularly the comparatively high R 2, which indicates

that our model is actually learning a reasonable amount of information that can be used for

this text regression task, whereas the other approaches, with the exception of ConfliBERT, reach
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Table 2. Results of predicting fatalities with different approaches.

Model OCoDi Vader HGI4 Wordfish Wordscore CAMEO

Random Forest
MSE 1.59 2.61 3,13 4,39 2,20 2.68

R 2 0.64 0.40 0.29 −0.00 0.50 0.39

XGBoost
MSE 1.60 2.60 2.99 4.40 2.21 2.65

R 2 0.63 0.41 0.32 −0.00 0.50 0.39

ConfliBERT

MSE 1.75

R 2 0.60

considerably lower values. Furthermore, while the MSE is relatively high, underlining that conflict

prediction remains a difficult task, it is significantly lower for OCoDi and ConfliBERT than for all

other approaches in both model specifications. The good results for ConfliBERT again underline

the importance of using domain-specific NLP tools. And, while our approach performs better,

these results are impressive, particularly given that ConfliBERT is not pre-trained on this specific

task.21 It is worthwhile mentioning that the R 2 can indeed be negative (Wordfish) as, except the

name itself, nothing prevents the R 2 from being negative. The formula for the R 2 for Random

Forest and XGBoost states that R 2 = 1− SSR
SST , where SSR refers to the sum of squared residuals

of the chosenmodel and SST to the total sum of squares from themeanmodel. If the SSR is larger

than the SST, the R 2 is negative. This is the case for models that are worse than a model fitting a

constant (meanmodel).

Finally, given the skewed distribution of our target variable, we also investigate how our out-

of-sample point predictions compare to the actual observed values (observed value − predicted

value = difference). As can be seen in Figure 9, the predictions based on our approach seem

to overestimate (negative difference values) some low fatality observations, while increasingly

underestimating (positive difference values) observations with higher actual fatalities.22

Overall, given the results above, we can conclude that our model is performing reasonably

well across all specifications. Furthermore, our approach is outperforming all other approaches

on unseen test data. The results also highlight a number of important aspects. First, our approach

produces competitive results, even in comparison tomore complex approaches.While one should

not expect to be able to reach a very high accuracy based on text data alone, it could serve as a

viable additional or supplementary indicator that can be made available both at a high temporal

resolution and at higher levels of aggregation. Second, conflict prediction remains a difficult

endeavor as indicated by the relatively high MSE across all models. This should not come as a

huge surprise, as models for conflict prediction, particularly in regression tasks, still often do not

reach satisfactory levels of precision (Vesco et al. 2022). Third, our approach seems to offer an
efficient solution toanalyzing text sources in the settingof conflict research.Our approach reduces

computational costs, compared with more complex transformer models, while better capturing

actual conflict dynamics. Our dictionary also outperformed other dictionary, text-scaling, and

transformer-based approaches in the presented text regression task. This further underlines the

21 The pre-training includes tasks such as binary classification, sequence labeling, or named entity recognition.
22 We also investigated which countries are driving these over- and under-estimations. A discussion can be found in the

Supplementary Material.
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Figure 9. Observed versus difference (sorted by fatalities), Random Forest.

importance to use tools that are domain-specific. Finally, given the flexibility of our approach, it

seemsworth testing it for different target variables in- and outside of the area of conflict research.

6 Conclusion

Recent advancements in NLP approaches have achieved impressive results. Transformer models

particularly have been shown to successfully model complex language patterns. While these

improvements have found widespread appeal in many research areas, they do come with their

own set of limitations. Modern NLP methods require vast amounts of text data and sophisticated

IT infrastructure. As these models rely on very complex representations of the underlying data,

they are increasingly difficult to interpret.

In order to alleviate some of these problems, we introduce an approach to domain-specific

text analysis that carefully weighs the balance between performance and interpretability. We

propose a deep learning approach in combination with techniques to increase explainability to

construct objective dictionaries. As an illustrative application of our approach, we build an objec-

tive dictionary that can infer conflict intensity from conflict-related reports. The approach relies

on training deep neural networks on approximately 14,000 expert-written ICG CrisisWatch reports

between 2003 and 2021. In addition, we use fatality numbers (natural logarithm), as reported by

the prominent UCDPGED (Davies et al. 2022; Sundberg andMelander 2013), as our target variable,
linking our dictionarymore closely to actual levels of conflict intensity. Consequently, the need for

manual annotation or selection of relevant words is eliminated and the subjectivity of the created

dictionary is reduced.We thenextractwords thatare indicativeofhigheror lower levelsof fatalities

through a feature importance metric (sensitivity analysis) introduced by Horel et al. (2018). This
sensitivity analysis increases the interpretability of the results of our neural networks while being

computationally inexpensive. With these words, we then create our objective dictionary. We are

able to showthatourdictionary iswell equipped toadequatelymeasure trends inconflict intensity

over time. We also evaluate how well our dictionary performs at predicting levels of fatalities

using RandomForest and XGBoostmodels. We found that our approach consistently outperforms

related approaches, such as general-purpose dictionaries, conflict event coding dictionaries, text

scaling, or even BERTmodels while lowering computational costs.
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Overall, we can show that our approach offers a range of advantages over existing approaches.

First, our approach can easily be applied to different target variables and text corpora, giving

researchers a great deal of flexibility to adapt it to their specific requirements. This also ensures

that the dictionaries are better able to capture the relevant concept of interest. Rather than

having to rely on a subjective assessment if a word carries an inherent connotation to the concept

in question, the deep neural network-based approach guarantees that the words extracted are

directly linked to a quantifiable outcome variable. Second, the word list created through our

approach is very transparent, particularly compared to BERT models, allowing researchers to

validate, assess, reuse, and reproduce it in its entirety. Finally, applying this approach is com-

putationally cheap while outperforming other approaches in a text regression task. It requires

much less computing power than state-of-the-art transformer models, and one does not need to

go through the laborious effort of creating dictionaries manually. Based on these results, we are

confident that our approach can serve as a successful blueprint for future researchers to analyze

text data for domain-specific applications.

Nonetheless, there are a number of potential avenues to improve our approach further. Most

importantly, building the dictionary on a larger and more diverse text corpus and testing its

performance on a different corpus to assess its generalizability (e.g., applying the dictionary to

a broader corpus of conflict news) could prove interesting. A comprehensive assessment of how

alternative models to neural networks (e.g., Ridge regression or LSTM) perform at dictionary

creation across research domains could prove to be aworthwhile endeavor. Testing this approach

for additional target variables could offer interesting cases for future applications, as using the

number of fatalities, while simple and straightforward,may not be the best or at least not the only

operationalization of our target variable. Finally, given the success of our illustrative dictionary

in the domain of conflict research, it could prove worthwhile to supplement existing conflict

prediction models with features created through our dictionary creation approach to investigate

its potential to improve the accuracy of conflict predictions.
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