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ABSTRACT 
 
 

Eukaryotic genomes can produce two types of transcripts: protein-coding 

and non-coding RNAs (ncRNAs). Cryptic ncRNA transcripts are bona fide RNA 

Pol II products that originate from bidirectional promoters, yet they are degraded 

by the RNA exosome. Such pervasive transcription is prevalent across 

eukaryotes, yet its regulation and function is poorly understood.  

We hypothesized that chromatin architecture at cryptic promoters may 

regulate ncRNA transcription. Nucleosomes that flank promoters are highly 

enriched in two histone marks: H3-K56Ac and the variant H2A.Z, which make 

nucleosomes highly dynamic. These histone modifications are present at a 

majority of promoters and their stereotypic pattern is conserved from yeast to 

mammals, suggesting their evolutionary importance. Although required for 

inducing a handful of genes, their contribution to steady-state transcription has 

remained elusive. In this work, we set out to understand if dynamic nucleosomes 

regulate cryptic transcription and how this is coordinated with the RNA exosome.  

Remarkably, we find that H3-K56Ac promotes RNA polymerase II 

occupancy at a large number of protein coding and noncoding loci, yet neither 

histone mark has a significant impact on steady state mRNA levels in budding 

yeast.  Instead, broad effects of H3-K56Ac or H2A.Z on levels of both coding and 

ncRNAs  are only revealed in the absence of the nuclear RNA exosome. We 

show that H2A.Z functions with H3-K56Ac in chromosome folding, facilitating 
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formation of Chromosomal Interaction Domains (CIDs). Our study suggests that 

H2A.Z and H3-K56Ac work in concert with the RNA exosome to control mRNA 

and ncRNA levels, perhaps in part by regulating higher order chromatin 

structures. Together, these chromatin factors achieve a balance of RNA 

exosome activity (yin; negative) and Pol II (yang; positive) to maintain 

transcriptional homeostasis. 
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1 

INTRODUCTION 
 

I-A. CHANGING PARADIGMS IN TRANSCRIPTION 

 I-A.i. Transcription: Initiation, elongation, termination 

Transcription can be defined as the process of creating a nascent RNA strand 

from a DNA template in a directional manner. In eukaryotes, the three RNA 

polymerases Pol I, Pol II and Pol III transcribe the genome. These enzymes 

share some subunits, although there are distinctions in their structure and 

genomic targets (Cramer et al., 2008). Pol I transcribes the rRNA precursor 

(35S), which is then processed into the mature 18S, 5.8S and 25S rRNAs while 

Pol III transcribes the tRNAs and the 5S rRNA. Together, rRNAs and tRNAs are 

technically the first non-coding RNAs discovered, as their function does not 

involve translation into proteins. RNA Polymerase II (Pol II) transcribes the entire 

repertoire of protein coding genes into mRNAs. In the budding yeast, 

Saccharomyces cerevisiae, ~6000 protein coding genes (also referred to as 

Open Reading Frames; ORFs), constitute > 90% of all genes in the genome, are 

dependent on Pol II for transcription. As proteins participate in a variety of 

essential cellular processes like DNA replication, DNA repair and establishment 

of cell identity, historically, the study of Pol II has focused on how ORFs are 

transcribed into mRNAs. 
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Pol II is composed of 12 subunits and the crystal structure of the core 

enzyme has been resolved (Armache et al., 2005; Cramer, 2002; Meyer et al., 

2009). Most of the genes encoding these subunits are essential, underscoring 

their importance. Nonetheless, key insights into the contributions of individual 

subunits were elucidated using a variety of conditional mutants (Braberg et al., 

2013). In addition to structural and genetic studies, biochemical purification/ in 

vitro reconstitution of these proteins has led to an understanding of specific 

functions of each part (Christie et al., 1994; Edwards et al., 1991). RPO21 (also 

called RPB1) is the largest subunit of RNA Pol II with a characteristic carboxyl 

terminal domain (CTD). The CTD contains many copies of the consensus 

YSPTSPS heptapeptide sequence, which is evolutionarily conserved. The exact 

number of copies of this sequence varies depending on the species; budding 

yeast have 26 repeats.  The CTD is a major nexus of many regulatory steps as 

described below (Buratowski, 2009; Phatnani and Greenleaf, 2006).  

The process of transcription involves three steps: initiation, elongation and 

termination. For initiation, Pol II associates with a group of proteins called the 

general transcription factors (GTFs) upstream of the ORF.  Collectively, this 

complex is called the pre-initiation complex (PIC) and this opens the DNA to 

initiate transcription at the Transcription Start Site (TSS). Robust biochemistry 

and ingenious genetic experiments have revealed the order in which these 
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factors assemble to form the PIC (Buratowski et al., 1989; Conaway and 

Conaway, 1993; Grünberg and Hahn, 2013; Kornberg, 1998; Roeder, 1996).  

As the name suggests, GTFs are components of the basal transcription 

machinery that function at most genes where they create a platform to load Pol II 

at the TSS and, ultimately, release it. TFIID, one of the GTFs, contains the TATA 

box binding protein (TBP) as well as other TBP-associated factors (TAFs). TBP 

is required by all three RNA polymerases to initiate transcription, while the TAFs 

function in a more gene specific manner (Cormack and Struhl, 1992; Fan et al., 

2005; Hampsey, 1998). After PIC assembly, the Kin28 kinase rapidly 

phosphorylates Ser5 in the YSPTSPS repeat of the CTD, which is thought to 

promote exit of Pol II from the promoter into the coding region (Figure 1.1) 

(Søgaard and Svejstrup, 2007). This is accompanied by recruitment of mRNA 

capping/ splicing factors and other histone modifying enzymes associated with 

active transcription, like Set1 (Drouin et al., 2010; Govind et al., 2010; Kim and 

Buratowski, 2009; Ng et al., 2003; Perales and Bentley, 2009).  

The transition from initiation to elongation is facilitated by a reduction in 

Ser5-P and an increase in Ser2-P of the CTD, mediated by the Ctk1/ Bur1 

kinases (Bartkowiak et al., 2010; Keogh et al., 2003; Komarnitsky et al., 2000). 

These changes in serine phosphorylation recruit Set2 (methylates histone H3 

lysine 36) and activate Rpd3S (histone deacetylase), that suppress cryptic 

initiation from within coding regions (Carrozza et al., 2005; Keogh et al., 2005). 
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Figure 1.1: Genomic location of factors associated with transcription 

A typical eukaryotic gene, with its upstream nucleosome free region, is shown. 

Panels include the phosphorylation states of the CTD of Pol II, histone 

modifications present throughout the gene, transcription termination factors and 

histone variants. Color densities indicate abundance of the mark averaged over 

the entire genome. The enzymes that catalyze each mark are listed on the right, 

if applicable. H3-K56Ac and H2A.Z, which are of special interest to this work, are 

emphasized.  
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Figure 1.1 
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In yeast, there are two main mechanisms of transcriptional termination 

(Mischo and Proudfoot, 2013; Tudek et al., 2015). For protein-coding mRNAs, 

the Cleavage and Polyadenylation/Cleavage factor (CPF/CF) binds to an AU-rich 

sequence in the nascent RNA, and cleaves it to release the mRNA from the 

polymerase. The elongating polymerase, which now has a free 5’ end, is chased 

by the 5’ exonuclease Rat1 in yeast and dislodged, thereby causing termination. 

This is referred to as the ‘Torpedo’ mechanism, and it reduces readthrough into 

an adjacent locus (Kim et al., 2004; West et al., 2008). In addition to mRNAs, a 

few ncRNA transcripts in yeast also appear to use the CPF/CF pathway for 

termination (Marquardt et al., 2011).  

In yeast, termination of short non-coding transcripts primarily occurs via 

the Nrd1/Nab3/Sen1 (NNS) complex and includes snRNAs, snoRNAs and certain 

classes of cryptic transcripts (Arigo et al., 2006; Kim et al., 2006; Steinmetz et al., 

2001; Thiebaut et al., 2006). Nrd1 and Nab3 trigger termination by binding to 

recognition motifs in the RNA and recruiting the Sen1 helicase, which removes 

the RNA from the transcription bubble and collapsing it. Nrd1 also has a CTD 

interaction domain that binds preferentially to the Ser-5 phosphorylated form 

enriched at 5’ ends of genes, enforcing an additional level of regulation (Vasiljeva 

et al., 2008). By intercepting both the nascent RNA and the status of the 

phospho-CTD as a docking site, transcripts longer than 450 bp are no longer 

susceptible to termination by NNS, specifying a ‘window of termination’ 
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(Hazelbaker et al., 2013; Kim et al., 2010). The RNA is now a substrate for the 

exosome, Rrp6, TRAMP machinery, and is either trimmed (in case of snRNAs 

and snoRNAs) or degraded (in case of cryptic transcripts). The distinction 

between the stable and unstable transcripts is likely conferred by the Sm 

complex bound near the 3’ end of the stable RNAs that limits exosome activity 

and leads to formation of mature sn- and sno-RNAs (Coy et al., 2013; Vasiljeva 

and Buratowski, 2006). There is also evidence that TRAMP may recruit Nrd1 to 

the termination complex, that NNS components can bind CPF/CF targets and 

vice versa, suggesting interdependence and redundancy in termination pathways 

(Grzechnik and Kufel, 2008; Schneider et al., 2008; Vasiljeva and Buratowski, 

2006). 

Other alternative termination mechanisms have been described, but are 

out of the scope of this work (Ghazal et al., 2009; Rondón et al., 2009). During or 

following termination, the CTD is dephosphorylated and the polymerase can be 

recycled for another round of transcription (Cho et al., 2001). This final 

dephosphorylation step is thought to be catalyzed by two phosphatases, Ssu72 

and Fcp1 (Cho et al., 2001; Krishnamurthy et al., 2004). The dual role of Ssu72 

in initiation and termination is described in detail in Section I-B-iv. 

Taken together, the phosphorylation state of the CTD seems to be a major 

player coordinating various steps of transcription. How might phosphorylation of 

the CTD differentially regulate the various steps? One possibility suggested by 
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Cramer and colleagues is that the length of CTD may change depending on the 

phosphorylation status (Meinhart et al., 2005). An unphosphorylated CTD may 

form a compact structure compared to the extended tail formed by a 

phosphorylated CTD, concomitantly changing the interaction partners.  

Thus, transcription is an extremely complex process that involves the 

interplay of a large number of proteins for the initiation, elongation and finally, 

termination of every RNA molecule. The tremendous regulatory potential of non-

coding RNAs produced by Pol II has only recently been appreciated. Thus, the 

study of transcriptional regulation: both coding and non-coding, is fundamental to 

the understanding of gene regulation.  

 

I-A.ii. Promoter architecture 

Promoter regions are regulatory sequences upstream of a protein-coding gene 

that can affect the transcription of that gene. These regions are typically devoid of 

nucleosomes, and thus are ‘nucleosome free regions’, or NFRs. A typical yeast 

promoter is consists of an NFR bound on either side by strongly-positioned 

nucleosomes. The promoter is where the PIC is formed before transcription can 

be initiated.  

Work from multiple labs has investigated the mechanisms that establish 

NFR regions across the genome. Both cis and trans factors seem to play a role.  

Cis factors include characteristic sequences: polyA:T tracts in yeast and CpG 
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DNA regions in mammals, which are unfavorable to wrap around a histone 

octamer. Trans factors that affect nucleosome positioning are chromatin 

remodeling enzymes, transcription factors and the general transcriptional 

machinery. Trans factors seem to play a dominant role in positioning 

nucleosomes in vivo. Nucleosome occupancy is a key factor that regulates 

access of the transcriptional machinery to DNA. 

 

I-A.iii. Eukaryotic promoters are bidirectional 

Promoter NFRs are permissive to PIC formation. In addition to this, eukaryotic 

promoters are also ‘bidirectional’: they allow formation of two individual PICs. 

Genome-wide mapping has revealed that PIC formation for protein-coding genes, 

and ncRNA occurs at their respective promoters using the same shared NFR. 

These ncRNAs are not necessarily co-regulated with the neighboring ORF and 

efficiently degraded in wild type (Rhee and Pugh, 2012). This has changed the 

paradigm of the transcription field from asking ‘what recruits Pol II to particular 

loci?’ to ‘which “indiscriminately” transcribed loci may be functional in certain 

experimental conditions?’ 
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I-B. RNA SURVEILLANCE MACHINERY: GATEKEEPERS OF THE 

TRANSCRIPTOME  

RNA production by the polymerase must be balanced by its degradation; 

the quintessential yin to the yang. This is important not just to recycle 

nucleotides, but also to prevent accumulation of regulatory RNAs (siRNAs, 

miRNAs) or cryptic ncRNAs described in the previous section. RNA Pol I, II and 

III produce very different types of transcripts as described previously, yet the 

RNA surveillance machinery can apparently identify them all. The yeast 

degradation system is therefore, universal, and all three RNA types can be 

targets for degradation by the exosome/TRAMP or by the 5’ exonuclease Rat1 in 

the nucleus. No obvious physical features distinguish which of these diverse 

substrates are targets of either degradation pathway. Thus, the specificity of 

identifying and degrading aberrant RNAs is usually conferred by cofactors 

described below, which associate with the core exosome. 

 

I-B.i. RNA exosome and Rrp6 

The RNA exosome is a highly conserved decay complex that is the primary RNA 

degradation machinery. The core exosome components are structurally similar to 

the bacterial PNPase, although the eukaryotic version has lost its catalytic ability 

(Liu et al., 2006; Lorentzen et al., 2005; Symmons et al., 2002). Instead the 

eukaryotic RNA exosome can associate with endonucleases and exonucleases 
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that enhance and diversify its function. Here, we first discuss the exosome, 

followed by the relevant exosome associated co-factors, and finally the types of 

RNAs that the degradation machinery encounters. Together, this helps us 

understand how the cell distinguishes functional RNAs from aberrant ones.  

As mentioned above, the core eukaryotic exosome has no nuclease 

activity. In contrast, the related bacterial PNPase and the archeal exosome both 

have three active sites. The endo- and exonuclease activities of the eukaryotic 

exosome are conferred by the cofactors Rrp44p (also called Dis3p) and Rrp6, 

respectively (Lebreton et al., 2008; Schaeffer et al., 2009; Schneider et al., 2007). 

A clue as to why the eukaryotic exosome has lost the ancient exonuclease 

activities may come from the laws of thermodynamics (Dziembowski et al., 2007). 

The prokaryotic/ archeal exonucleases carry out a phosphorolysis reaction, which 

is energetically neutral. Conversely, the eukaryotic analogs perform an 

energetically favored hydrolysis reaction, possibly making them more efficient ( 

Houseley and Tollervey, 2009).  

Rrp44p/Dis3p has both endo and 3’ exonuclease activities, while Rrp6 is a 

3’ exonuclease (Lebreton et al., 2008; Schaeffer et al., 2009; Schneider et al., 

2008). The former constitutively associates with the core exosome, while Rrp6 is 

only part of the nuclear exosome. Like most of the core exosome subunits, Rrp44 

null mutants are inviable. This makes it challenging to study the function of the 

core exosome. In contrast, although part of the nuclear exosome, rrp6∆ mutants 
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are viable and defective in RNA processing, making them a valuable tool to 

investigate exosome biology. Transcriptome analysis of rrp6∆ in yeast have 

revealed that it targets ncRNAs and unspliced pre-mRNAs for degradation 

(Schneider et al., 2012), facilitates processing of sn/snoRNAs (Gudipati et al., 

2012a), promotes oligoA tail addition, and may play a more general surveillance 

role that governs nuclear mRNA levels (Schmid et al., 2012).  

A key feature of the RNA degradation machinery is the multiplicity of 

function. For example, in yeast, the 3’ exonucleases of the exosome degrade 

RNAs transcribed by all three RNA polymerases. In addition to this, they also 

participate in generating mature ends of stable ncRNA molecules. Thus, these 

highly conserved proteins have established house-keeping roles, and may have 

evolved to target many ncRNAs as well. 

 

I-B-ii. Exosome associated cofactors: TRAMP and NNS 

A key core exosome-associated co-factor present in all organisms is an enzyme 

that can add poly A tails to RNA. Exonucleases are unable to initiate degradation 

near the stable stem structure unless provided with an extension that can serve 

as a ‘landing pad’ (Deutscher, 2006 and references therein). In eukaryotes, the 

TRAMP polyadenylation complex tags defective RNAs with a short polyA tail to 

make it an ideal substrate for the exosome (Houseley et al., 2006; West et al., 

2006). This combination is a potent mechanism responsible for RNA surveillance 
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inside the cell. A second major exosome-associated co-factor is the Nrd1-Nab3 

complex. Nrd1- and Nab3- binding sites are preferentially present in cryptic 

ncRNA and these factors are recruited co-transcriptionally. Nrd1-Nab3 can 

associate with nascent transcripts, pretargeting these RNAs for degradation as 

soon as their synthesis is complete (Carroll et al., 2007; Vasiljeva et al., 2008).  

In budding yeast, RNA Pol II produces messenger RNAs (mRNAs) and a 

host of other ncRNAs. Of the latter, the classically studied, stable ncRNAs 

include some small nuclear RNAs (snRNAs) that function in splicing, and small 

nucleolar RNAs (snoRNAs) involved in ribosome biogenesis. In addition to this, 

recent analyses have identified that almost all organisms transcribe a majority of 

their genome, producing a huge number of hidden, or cryptic, ncRNAs as 

described in the following section (Amaral et al., 2008; Core et al., 2008; He et 

al., 2008; Neil et al., 2009; Preker et al., 2008; Seila et al., 2008; Xu et al., 2009). 

 

I-B.iii. Discovery of cryptic non-coding transcripts 

The landmark human ENCODE project first reported the existence of a large 

number of non-coding RNAs transcribed in human genomes and thus coined the 

word ‘pervasive transcription’ (Birney et al., 2007; Carninci et al., 2005; Kapranov 

et al., 2007; Katayama et al., 2005). They reported that although 75% of the 

genome was transcribed in the 15 human cell lines analyzed, only 25% of this 

belonged to protein-coding genes (Djebali et al., 2012). Following this, the advent 
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of next generation sequencing technology revealed this as a common feature of 

most eukaryotes. 

Remarkably, cryptic ncRNAs are not degradation by-products: many of 

them are 5’ capped, oligoadenylated and thus, transcribed by RNA Pol II (Xu et 

al., 2009). They can be divided into two broad categories depending on the 

genomic locus they are antisense to: NFR regions or gene bodies. Cryptic 

transcripts that are short span about 3 nucleosomes in length (200- 600bp in 

yeast) and overlap with bidirectional promoter NFRs, upstream of protein-coding 

genes. Most long cryptic transcripts (> 600 bp in yeast) are antisense to protein-

coding genes and often originate from the 3’ end of a gene. Both short and long 

cryptic ncRNAs are targets for the degradation machinery. The unstable nature of 

these cryptic transcripts probably explains why they were only detected recently, 

using high-throughput technologies (Neil et al., 2009; Xu et al., 2009). Numerous 

studies have now characterized the enormous variety of these cryptic transcripts 

by inactivating different components of the degradation machinery. Each 

stabilizes a particular set of ncRNA as listed in Table 1.1, although there are 

some overlaps between these classes.   
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Table 1.1: Classification of cryptic transcripts described in yeast and their 

characteristics 

CUTs (Cryptic Unstable Transcripts), SUTs (Stable Unannotated Transcripts), 

XUTs (Xrn1-sensitive Unstable non-coding Transcripts), NUTs (Nrd1-

Unterminated Transcripts), SRTs (Ssu72 Restricted Transcripts) and CRRATs 

(Chromatin Remodeling-Repressed Antisense Transcripts) and their 

characteristic features are listed.  

Chromatin factors that inhibit these classes of ncRNAs are colored red and those 

that promote their production are colored green. See main text for references. 

 

  



 

 

16 

 

  

Table 1.1 
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I-B.iv. Types and functions of cryptic transcripts in yeast 

Cryptic non-coding transcripts were first observed in S. cerevisiae by the Winston 

lab when they mutated factors involved in transcriptional elongation. The 

elongation factors, Spt6p and Spt16p reassemble nucleosomes behind the RNA 

polymerase, and prevent spurious intragenic transcription from cryptic promoters 

within gene bodies (Kaplan et al., 2003). Alongside this, RNA analysis of RRP6/ 

TRF4 null mutants first detected what we now call Cryptic Unstable Transcripts 

(CUTs). CUTs are normally not allowed to accumulate to detectable levels in 

wild-type cells and represent the founding class of cryptic non-coding RNAs in 

yeast (Davis and Ares, 2006; Wyers et al., 2005). Subsequently, use of arrays 

that tile the genome, instead of ones that probe for known regions, characterized 

the complete set of 925 yeast CUTs (Neil et al., 2009; Xu et al., 2009). These 

cryptic transcripts are 200-600 nucleotides long and are associated with promoter 

regions on either strand. With respect to an adjacent ORF, a CUT is typically 

transcribed in a divergent and antisense orientation, although some can also be 

in an upstream tandem orientation. The NNS machinery binds to CUTs and 

recruits the exosome and TRAMP machinery to degrade this class of transcripts.  

Another class of transcripts that are somewhat less sensitive to the 

exosome in yeast are Stable Unannotated Transcripts (SUTs, n= 847) (Xu et al., 

2009). They can be detected even in the presence of a functional exosome, 

although some SUTs increase in abundance in rrp6∆ strains, similar to CUTs. At 
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a median length of ~ 750 bp SUTs tend to be slightly longer than CUTs. The 

distinction between CUTs and SUTs is not definite, because some CUTs can be 

stabilized in wild type cells contingent on certain environmental conditionals or 

growth media. SUTs are believed to escape degradation by the NNS machinery 

because they may recruit the CPF/CF factor used to terminate protein-coding 

mRNAs. 

Similarly, Xrn1-sensitive Unstable non-coding Transcripts (XUTs, n= 

~1600), identified by the Morillon lab, are stabilized in the absence of the 

cytoplasmic exonuclease Xrn1 (van Dijk et al., 2011a). They overlap considerably 

with SUTs and 66% are antisense to ORFs. Interestingly, XUTs were also 

upregulated in wild type cells exposed to lithium, suggesting that they may be 

involved in the response to lithium toxicity and possibly, other environmental 

responses.  

Depletion of NRD1, an essential protein involved in termination, stabilizes 

Nrd1-Unterminated Transcripts (NUTs, n= ~1500) (Schulz et al., 2013). NUTs 

can be divergently transcribed from bidirectional promoter regions, or from 

regions antisense to ORFs. Promoter associated NUTs appear to overlap with a 

majority of previously annotated CUTs, and are enriched for NRD1 binding sites. 

This was the first clue in yeast that preferential CUT degradation is likely 

determined by sequence specific motifs; similar to previous work in mouse ESCs 

(Almada et al., 2013).   
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The final class of transcripts, characterized by the Proudfoot lab, are SRTs 

(Ssu72 Restricted Transcripts, n=605), which accumulate when the SSU72 gene 

is inactivated (Tan-Wong et al., 2012). Initially discovered as a Suppressor of 

SUa7 (TFIIB in yeast; required for transcriptional initiation), SSU72 is an 

essential gene, and the ssu72-2 ts allele was used to profile changes in 

transcription. Work from the Hampsey lab has shown that Ssu72 has a dual 

function: as a CTD Ser-5 phosphatase during initiation, and as a termination 

factor (Krishnamurthy et al., 2004). Due to its role in termination, most SRTs tend 

to be 3’ read-through extensions of ORFs, while a subset of them (n=136) are 

promoter-associated, owing to its function during initiation. Although SRTs are 

detectable in the ssu72-2 single mutant, their abundance synergistically 

increases in the ssu72-2 rrp6∆ double mutant, suggesting that they are also 

partially inhibited by the exosome. As a protein enriched and functional at both 5’ 

and 3’ ends of a gene, it has been suggested that Ssu72 acts as a gene looping 

factor (Tan-Wong et al., 2012) that promotes ‘directionality’ of transcription. 

Given the enormous variety of cryptic transcripts described above, it is a 

wonder that the degradation machinery is able to distinguish them from other 

short stable RNAs. A crucial regulatory step that helps degradation factors to 

distinguish functional RNAs from non-functional ones is transcriptional 

termination. As described in section I-A, instead of the CPF/CF pathway used for 

mRNAs, short transcripts are bound co-transcriptionally by Nrd1- Nab3 proteins 
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to direct their processing. The fate of a nascent transcript bound by the Nrd1/ 

Nab3 proteins is likely determined by whether other protective proteins also 

associate with it, as is the case with sn- and sno- RNAs. 

Although cryptic transcripts in yeast are apparently ubiquitous, their 

general function remains a mystery. A few studies have suggested that 

transcribing a cryptic ncRNA overlapping with an ORF typically inhibits ORF 

transcription, and is called ‘transcriptional interference’ (Camblong et al., 2007; 

Castelnuovo et al., 2014). Either the RNA or the act of transcription itself appears 

to be antagonistic to expression of the protein-coding gene.  

In summary, RNA degradation and transcriptional termination pathways 

are crucial for functioning of the cell and show some redundancy with respect to 

their targets. It is clear that the redundant mechanisms ensure a fail-safe to 

eliminate cryptic, potentially deleterious transcripts. Also, these systems are 

coupled to the transcriptional machinery, likely to achieve transcriptional 

homeostasis. Thus, understanding how RNA degradation pathways modulate 

their activities temporally, or under specific environmental conditions, may reveal 

novel mechanisms of transcriptional regulation.
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I-C. TRANSCRIPTION OCCURS IN THE CONTEXT OF CHROMATIN 

I-C.i. Chromatin: Definition and need 

Contrary to the classical textbook representation, transcription does not occur on 

a naked DNA template inside the cell. In the eukaryotic nucleus, transcription 

occurs in the presence of chromatin. Walther Fleming is believed to have coined 

this word to describe cytological samples of protease resistant nuclei as ‘“...in 

view of its refractile nature, its reactions, and above all its affinity to dyes, is a 

substance which I have named chromatin” (Flemming, 1882).  

The basic unit of chromatin is the nucleosome and it consists of 147 base 

pairs of DNA wrapped 1.47 times around an octamer of positively charged 

proteins called histones. Each octamer contains two copies each of histones 

H2A, H2B, H3 and H4. These canonical histone proteins are highly conserved 

and are essential for life in all eukaryotes. While these basic proteins help to 

neutralize the negatively charged DNA to facilitate packaging, they also block 

access to DNA during critical cellular processes like transcription, replication and 

DNA repair. In fact, in the early years of chromatin biology, this nucleoprotein 

complex was thought to be required for packaging of DNA alone, a structure that 

was static and, as a consequence, uninteresting.  However, this concept has 

been strongly revised over the last two decades. It is clear that chromatin is 

highly dynamic, and that changes in chromatin correlate strongly with 

transcription, replication, DNA repair and in development. To maintain chromatin 
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in a dynamic state, access to the underlying DNA is controlled using three 

strategies in all eukaryotes: i) Histone modifications ii) Histone variants and iii) 

Chromatin remodeling enzymes.  

 

I-C.ii. Histone modifications modulate chromatin 

Histone modifications are chemical moieties added post-translationally to histone 

proteins. Acetylation, phosphorylation, methylation, ubiquitinylation are examples 

of chemical groups that can characteristically alter the properties of nucleosomes 

in vitro, and they are found on specific residues of histones in vivo. The highest 

frequency of histone modifications occur on the unstructured N-terminal histone 

tails, although examples of modifications in the globular domain of the histones, 

like H3-K56Ac have been reported (Hyland et al., 2005; Ozdemir et al., 2005). 

The finding that specific histone modifications are conserved and correlate with 

transcriptional activation or repression lead to the histone code hypothesis, which 

proposed that the combinatorial presence of specific histone modifications 

dictates the binding of effector proteins (Strahl and Allis, 2000). However, data 

from multiple labs are inconsistent with this hypothesis, suggesting that histone 

modifications likely act at a target set of genes in a context specific manner 

and/or allosterically modify chromatin remodeling enzymes at those genes 

(Lenstra et al., 2011; Rando, 2012; Weiner et al., 2012, 2015). Rather than a 
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comprehensive account, we focus on histone modifications strongly associated 

with transcription in many model organisms and relevant to this work.  

A typical eukaryotic gene is associated with a characteristic pattern of 

histone modifications as described in Figure 1.1. At the TSS of a gene, the Pol II 

CTD phospho-Ser5 recruits Set1, which methylates lysine 4 of histone H3 

(H3K4me) (Ng et al., 2003, Kirmizis et al., 2007). H3K4me3 is known to recruit 

various histone acetyltransferases (HATs) such as SAGA and Nua4 and 

correlates strongly with active transcription (Shi et al., 2006; Taverna et al., 

2006). The dimethylated H3K4 (H3K4me2) is more predominant around the TSS, 

and work from the Buratowski lab has demonstrated that the histone deacetylase 

(HDAC) Set3C binds to this mark to mediate deacetylation of histones at 5’ ends 

of genes (Kim and Buratowski, 2009). Near the middle and 3’ ends of genes, Set 

2 methylates lysine 36 of histone H3 (H3K36me) (Kizer et al., 2005; Krogan et 

al., 2003; Li et al., 2002). This mark is associated with the elongating polymerase 

and activates the Rpd3 small complex (Rpd3S), a histone H4 deacetylase, to 

prevent de novo initiation from within genes (Carrozza et al., 2005; Keogh et al., 

2005). In summary, these conserved methylation patterns modulate histone 

acetylation at different stages during the process of transcription. 

Histone acetylation has largely been associated with transcriptional 

activation. In contrast to tail residues, acetylation of lysine 56 in the globular 

domain of histone H3 (H3-K56Ac) occurs prior to its incorporation into chromatin 
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(Masumoto et al., 2005; Tsubota et al., 2007).  The Rtt109 HAT, in association 

with Asf1 chaperone, catalyzes this acetylation reaction, and promotes histone 

incorporation. Consequently, H3-K56Ac marks newly incorporated nucleosomes 

during replication-coupled and replication-independent assembly (Li et al., 2008). 

In line with this role, mutants in this assembly pathway are sensitive to various 

genotoxic agents, suggesting that H3-K56Ac functions in the DNA damage 

response and is required for genome stability (Avvakumov et al., 2011; Chen et 

al., 2008; Collins et al., 2007; Driscoll et al., 2007; Han et al., 2007; Li et al., 

2008; Masumoto et al., 2005). 

Located near the DNA entry- exit point, the K56 acetylation disrupts a 

water-mediated contact with the DNA phosphate backbone (Figure 1.2 A) (Luger 

et al., 1997). Biophysical experiments including FRET have shown that H3-

K56Ac generally makes DNA accessible, possibly by increasing the frequency of 

DNA breathing on a nucleosome (Figure 1.2 B) (Masumoto et al., 2005; 

Neumann et al., 2009; Ozdemir et al., 2005). Greater accessibility could impact 

the remodeling of this nucleosome, and as a matter of fact, the sliding activity of 

SWI/SNF and RSC is modestly increased in the presence of H3-K56Ac 

(Neumann et al., 2009).  

In non-replicative cells, H3-K56Ac is most enriched in promoter-proximal 

nucleosomes near the TSSs of genes, similar to the variant H2A.Z. These 

nucleosomes have high turnover rates and undergo multiple rounds of 
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assembly/disassembly in apparent futility. Importantly, this turnover is 

independent of both DNA replication and transcription (Kaplan et al., 2008; 

Rufiange et al., 2007). Replication independent histone turnover has been 

implicated in transcriptional activation and repression at the PHO5 gene, and as 

a boundary to prevent the spread of heterochromatin marks into euchromatin 

(Adkins et al., 2004; Dion et al., 2007; Korber et al., 2006; Williams et al., 2008). 

Although Rtt109, Asf1 and H3-K56Ac also promote histone turnover, genome-

wide RNA profiling of rtt109∆ and asf1∆ has revealed few changes (Lenstra et 

al., 2011; Williams et al., 2008; Xu et al., 2005a). Thus, unlike its function during 

replication and DNA repair, the role of H3-K56Ac in transcription remains unclear.  

This histone mark was previously thought to be restricted to the fungal 

species, but recent studies have now identified a role for H3-K56Ac in mammals 

(Tan et al., 2013; Xie et al., 2009). In higher organisms, H3-K56Ac is present at 

active genes and appears to promote pluripotency (Tan et al., 2013; Xie et al., 

2009). This particular histone mark is not as abundant in these systems as in 

yeast, likely why its existence in mammals was debated for some time. Thus, 

lessons learnt from yeast may now have functional implications for H3-K56Ac in 

mammalian biology. 
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Figure 1.2: H3-K56Ac residue on the nucleosome and its biophysical 

implication 

A) Crystal structure of the nucleosome (PDB#1AOI, (Luger et al., 1997)) 

highlighting the H3-K56Ac residue (red box) located at the DNA entry-exit point 

on the nucleosomal surface. Reproduced with permission from J. Feldman. 

B) Illustration of increased DNA accessibility using FRET, after modification of 

H3-K56. The donor and acceptor fluorophore sites are shown in red and green 

and the histone proteins in grey. The site of H3K56 acetylation is shown in blue. 

Reproduced with permission from the Chin lab website. 

  



 

 

27 

  Figure 1.2 

A) 

B) 
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I-C.iii. Histone variants punctuate chromatin  

Histone variants are derivatives of canonical histones with changes in the amino 

acid sequence. Unlike canonical histones, these variants are expressed 

throughout the cell cycle and many are restricted to specific chromatin domains. 

H2AZ is an H2A histone variant that is highly conserved across eukaryotes; it is 

essential in metazoans (Clarkson et al., 1999; van Daal and Elgin, 1992; Faast et 

al., 2001; Iouzalen et al., 1996; Liu et al., 1996; Ridgway et al., 2004). H2A.Z 

mutants are viable in yeast, and thus amenable to mechanistic study in these 

model systems.  

Although H2A.Z is only 60% identical to H2A at the sequence level, there 

are comparatively subtle changes in the properties of an H2A.Z nucleosome 

(Weber and Henikoff, 2014; Zlatanova and Thakar, 2008). Crystal structure of an 

H2A.Z nucleosome reveals two primary differences: first, H2A.Z has an extended 

acidic patch on the nucleosome surface that is expected to alter inter-

nucleosomal interactions with the H4 tail of an adjacent nucleosome (Suto et al., 

2000). Consistent with this, analytical ultracentrifugation analyses of H2A.Z 

nucleosomal arrays reveal that they are more folded than H2A arrays (Suto et al., 

2000). Secondly, the L1 loop within the core domain that docks with H3/H4, has a 

glutamine-to- glycine substitution in H2A.Z that compromises three hydrogen 

bonds (Suto et al., 2000). Although this is expected to weaken the interaction 

with H3/H4, biophysical data have revealed conflicting results of the effect of the 
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L1 loop on the stability of the H2A.Z nucleosome (Weber and Henikoff, 2014). 

While these differences may arise from different DNA templates used, it is clear 

that in vivo, H2A.Z nucleosomes are generally unstable compared to the H2A 

counterpart, and associated with open chromatin (Bönisch and Hake, 2012). 

A unique feature of H2A.Z nucleosomes is that they are stereotypically 

enriched at promoter proximal nucleosomes adjacent to the TSS in all eukaryotes 

(Albert et al., 2007; Guillemette et al., 2005; Li et al., 2005; Mavrich et al., 2008; 

Millar et al., 2006; Raisner et al., 2005; Zhang et al., 2005). A majority of studies 

have implicated H2A.Z in gene activation, such that H2A.Z is lost on 

transcriptional activation (Adam et al., 2001; Farris et al., 2005; Larochelle and 

Gaudreau, 2003; Santisteban et al., 2000). Thus, H2A.Z is thought to mark 

transcriptionally poised genes (Zhang et al., 2005). In contrast to this, H2A.Z can 

also act as a transcriptional repressor by facilitating binding of the Polycomb 

heterochromatin proteins (Creyghton et al., 2008). Thus, H2A.Z is probably used 

as a punctuation mark to bookmark gene ends, and its effect on transcription is 

dependent on the effector proteins that are conditionally recruited (Weber and 

Henikoff, 2014). Importantly, the transcriptional roles described above have been 

observed primarily in single locus studies and there are few changes in RNA 

abundance in htz1∆, or swr1∆, the enzyme that incorporates this variant into 

chromatin (Lenstra et al., 2011; Mizuguchi et al., 2004; Morillo-Huesca et al., 
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2010). Thus, despite the widespread and conserved chromatin localization, the 

exact mechanistic role of H2A.Z remains elusive. 

 

I-C.iv. Chromatin remodeling enzymes actively mobilize chromatin 

Chromatin remodeling enzymes are protein complexes that utilize ATP to 

remodel nucleosomes and regulate access to DNA. They catalyze various 

reactions such as “sliding” the histone octamer in cis, eviction of histone dimers 

or removal of the entire octamer (Clapier and Cairns, 2009). Thus, they enable 

various sequence dependent activators and basal transcription factors to bind to 

the exposed DNA.  

Historically, SWI/SNF was the first enzyme discovered that could remodel 

chromatin. Two genetic screens for transcriptional activators using yeast were 

performed in parallel in the Herskowitz and Carlson labs. The Herskowitz lab 

focused on mutants that failed to induce the HO endonuclease so they could not 

switch (swi -) mating types (Stern et al., 1984). Conceptually, mating type is a cell 

fate choice in yeast and wild type haploids chose either ‘a’ or ‘alpha’ mating type, 

with the ability to switch from one to the other. The Carlson lab studied mutants 

defective in the induction of the invertase gene, SUC2, required for fermentation 

of sucrose (snf -, sucrose non fermenting) (Neigeborn and Carlson, 1984). 

Surprisingly, it was later discovered that SWI2 and SNF2 were, in fact, the same 

gene, and also affected transcriptional activation of other target genes (Peterson 
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and Herskowitz, 1992). This key finding set the stage for functional studies of 

how SWI/SNF helps the transcriptional process. Over the years, work in all model 

organisms strongly implicates SWI/SNF as a transcriptional activator. This is a 

textbook example of how genetic screens in model organisms such as yeast 

have accelerated identification of analogous proteins in ‘higher’ organisms. 

Following the discovery of SWI/SNF, a number of labs identified enzymes 

related to SWI2 based on sequence similarity. Currently, there are four families of 

chromatin remodeling enzymes: SWI/SNF, ISWI, CHD and INO80 family and 

each consists of several multi-subunit complexes (Bao and Shen, 2011; Corona 

and Tamkun, 2004; Marfella and Imbalzano, 2007; Mohrmann and Verrijzer, 

2005). All chromatin remodeling enzymes contains a catalytic ATPase subunit 

that belongs to the Swi2/Snf2 subfamily and disrupt histone/DNA contacts to 

mobilize the nucleosome. In spite of the similarities, the individual families have 

unique subunits and specialization in cellular function. Particular characteristics 

of the families relevant to this work are mentioned below, with an emphasis on 

how they affect transcription.  

SWI/SNF family consists of two highly related remodelers that share 

many subunits, SWI/SNF and RSC (Cairns et al., 1998). SWI/SNF and RSC both 

effectively slide and eject nucleosomes, but cannot assemble them, and have 

biochemical similarities. However, their genomic targets and functions appear to 

be largely non-overlapping. SWI/SNF is intimately linked to HATs like SAGA, 
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interacts with co-activators and is generally positively associated with 

transcriptional initiation and elongation (Armstrong et al., 2002; Cosma et al., 

1999; Holstege et al., 1998; Schwabish and Struhl, 2007; Wilson et al., 1996; 

Yudkovsky et al., 1999). Although swi2∆ null mutants (encodes for the SWI/SNF 

catalytic subunit) show severe growth defects, only a small fraction of the 

genome changes significantly in these mutants, arguing that this enzyme has 

specific targets during steady-state transcription (Holstege et al., 1998; 

Sudarsanam et al., 1999). Peterson and colleagues has described a unique role 

for SWI/SNF (and not RSC) in eviction of the heterochromatin protein Sir3 

(Manning and Peterson, 2014; Sinha et al., 2009). Given the low abundance of 

SWI/SNF (~200 protein molecules/ cell), this property may have been excluded 

from the abundant RSC complex to avoid unwanted and widespread disruption of 

heterochromatin (Ghaemmaghami et al., 2013). In contrast to this, RSC is the 

only essential remodeling enzyme in yeast (STH1 encodes the RSC catalytic 

subunit) and STH1 conditional alleles affect Pol III and Pol II genes (Parnell et al., 

2008). Recent work has implicated SWI/SNF and RSC in activating and inhibiting 

cryptic transcription, respectively (Alcid and Tsukiyama, 2014; Marquardt et al., 

2014).  

The ISWI family remodeling enzymes can be thought of as counteracting 

the actions of the SWI/SNF family because they promote nucleosome assembly. 

ISWI enzymes such as ACF, CHRAC were first purified from fly embryo extracts 
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by the Wu, Becker and Kadonaga labs (Ito et al., 1997; Tsukiyama et al., 1995; 

Varga-Weisz et al., 1997). These ATPases were similar in sequence to the 

Drosophila SWI2/SNF2 homolog (Brahma) and were therefore named Imitation 

SWItch (Elfring et al., 1994). This family of enzymes is also involved in optimizing 

nucleosome spacing, which changes access to linker DNA regions. In yeast, 

there are two homologs of this family: Isw1p and Isw2p (Tsukiyama et al., 1999). 

The specialization into two enzymes might be explained by a difference in their 

activities: ISWI1 can activate or repress transcriptional initiation by assembling 

into distinct complexes while ISWI2 represses many ORFs, including meiotic 

genes that are Ume6 targets (Fazzio et al., 2001; Goldmark et al., 2000). ISWI2 

also suppresses antisense transcription from intergenic regions, as described in 

a later section (Whitehouse et al., 2007). 

The INO80 family consists of two classes of multi-subunit enzymes: 

INO80 and SWR1, and were first purified in yeast by the Wu lab (Shen et al., 

2000). Similar to other chromatin remodelers, the INO80 enzyme can mobilize 

nucleosomes in cis. INO80 also functions in transcriptional activation, DNA repair 

and to inhibit cryptic transcription (van Attikum et al., 2004; Jónsson et al., 2004; 

Mizuguchi et al., 2004; Papamichos-Chronakis and Peterson, 2008; Papamichos-

Chronakis et al., 2011; Shimada et al., 2008). In spite of the similarity between 

the INO80 and SWR1 enzymes, the latter has very weak nucleosome sliding 

activity (Mizuguchi et al., 2004). However, both INO80 and SWR1 have the 
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unique ability to carry out an ATP-dependent histone dimer exchange reaction. In 

the forward reaction (catalyzed by SWR-C), the H2A/H2B dimer in a canonical 

nucleosome is replaced with a H2A.Z/H2B dimer, while the reverse reaction 

(catalyzed by INO80) restores the nucleosome to its original state; by 

replacement of a H2A.Z/H2B dimer with one containing H2A/H2B (Mizuguchi et 

al., 2004, Papamichos-Chronakis and Peterson, 2008).  

SWR-C is likely the sole H2A.Z deposition mechanism in yeast because 

no chromatin incorporation of H2A.Z is observed in the null mutant (swr1∆). 

Targeting of SWR1 through its bromodomain to acetylated promoter regions was 

thought to restrict this H2A.Z incorporation activity to promoter proximal 

nucleosomes (Ranjan et al., 2013; Yen et al., 2013). However, data from the 

Robert lab showing that histone chaperones FACT/Spt6 actively eliminate H2A.Z 

from within coding regions suggests that the pattern of H2A.Z enrichment arises 

from a combination of targeting at promoters and eviction from gene bodies 

(Jeronimo et al., 2015).  

 

I-C.v. Chromatin folding and 3D genome interactions 

Chromatin factors help package the genome inside the nucleus, so instead of a 

linear molecule, it is more realistic to think of chromatin in terms of the 

interactions it makes in 3D space inside the nucleus. Although a lot of work in the 

chromatin field has focused on assembly of nucleosomes in vitro, techniques to 
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ask how genomes are packaged in vivo were only established about a decade 

ago. Chromosome conformation capture (3C) assays, pioneered by Dekker and 

co-workers, first facilitated the analysis of how frequently certain regions of the 

genomes ‘touch’ each other (Dekker et al., 2002). Initial studies were performed 

using a handful of long genes in the yeast genome, such as FMP27 and BLM10, 

because they were easy to assay using PCR (O’Sullivan et al., 2004; Singh and 

Hampsey, 2007). 3C assays led to the observation that the 5’ and 3’ ends of 

genes interact most frequently compared to the other regions within the same 

gene, and coined the term ‘gene looping’ (reviewed in Hampsey et al., 2011). 

The CTD phosphatase/ termination factor Ssu72, was one such factor required to 

form a ‘gene loop’ (Krishnamurthy et al., 2004; Tan-Wong et al., 2009).  

Improvements to the original 3C concept were possible with progress in 

detection technologies: ‘bait’ fragments used in 4C, multiplex PCR in 5C, and 

deep-sequencing used in Hi-C (Dekker et al., 2013). These techniques have lead 

to the identification and characterization of Topologically Associated Domains 

(TADs), which are regions of the genome that tend to cluster together and 

interact preferentially (Dixon et al., 2012). TAD formation is mediated by several 

DNA binding proteins with zinc-finger domains (Gómez-Díaz and Corces, 2014). 

Remarkably, most TADs are conserved across different cell types, and the 

differences appear to correlate with cell-type specific behavior (Dixon et al., 2012; 

Nora et al., 2012; Pope et al., 2014).  
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Are TADs functional, such that they dynamically rearrange inside the 

nucleus? There is now accumulating evidence that TAD organization is 

meaningful and sometimes, instructive; changing the orientation of a CTCF 

binding site is sufficient to change the corresponding TAD and mediate 

transcriptional changes (Guo et al., 2015). Likewise, the Blobel lab has shown 

that artificially tethering an active enhancer to a functional hemoglobin allele can 

not only restore the cell with a functional protein, but also relieve some of the 

phenotypes associated with the naturally-expressed non-functional allele (Deng 

et al., 2014).  Thus, TADs appear to be functional entities that may serve to 

partition the genome into compartments to better coordinate transcriptional 

activity (Ulianov et al., 2015).  

While Hi-C captures a snapshot of higher-order chromosome structures 

(aka TADs), it does not tell us how these higher-order domains are assembled 

from an array of nucleosomes. In other words, restriction enzymes used to cut 

the crosslinked samples limit the resolution of Hi-C to a few kilobases, due to the 

number of sites present in the genome. While useful for larger genomes, Hi-C is 

limiting for organisms with small genomes, such as budding yeast. To overcome 

this drawback, Rando and colleagues recently improved the resolution of the Hi-

C technique by using MNase, an enzyme that cuts linker DNA, to digest samples 

to mononucleosome length (~ 150 bp) (Hsieh et al., 2015). This method, called 
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Micro-C, theoretically allows us to determine the interaction frequency of every 

nucleosome with every other nucleosome in the genome.  

Micro-C analyses of the budding yeast genome showed that in 

comparison to mammalian TADs, equivalent structures in yeast appear to scale 

down to the size of the genome. Such interaction regions are called 

Chromosomal Interaction Domains (CIDs) and CIDs are made up of about 1-5 

genes (Hsieh et al., 2015). Surprisingly, Micro-C analyses showed no evidence of 

‘gene looping’ described previously from 3C assays. Instead, CIDs are similar to 

a gene crumple, with all nucleosomes within one gene interacting more 

frequently with each other than a nucleosome from a neighboring gene, even if 

the latter is ‘nearby’ in linear genomic distance. Thus, Micro-C appears to 

interrogate higher order chromosome structure in a way that complements the 

observations from other established assays. The functional implication of CIDs in 

genome organization remains to be fully elucidated. 
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I-D. Chromatin factors that regulate cryptic transcription 

Chromatin regulation clearly affects the transcriptome of a eukaryotic cell. The 

identification of cryptic ncRNAs in yeast spurred a number of studies to 

investigate whether chromatin factors might also affect these unstable 

transcripts. Although early lines of inquiry targeted a handful of candidates, 

genetic screens using fluorescent reporter constructs as well as strains where 

RNAi+ was artificially reconstituted have now systematically addressed this 

question (Alcid and Tsukiyama, 2014; Cheung et al., 2008; Marquardt et al., 

2014). Most known chromatin factors appear to affect cryptic transcription, 

expanding their regulatory role in the cell.  

 

I-D.i. Histone chaperones and variants 

Histone chaperones that incorporate histones during replication, as well as after 

a round of transcription, inhibit ncRNA expression. Buratowski and colleagues 

found that inactivation of the nucleosome assembly factor, CAF1, leads to 

increased expression of ncRNAs at many divergent yeast promoters (Marquardt 

et al., 2014). They suggested that assembly and/or stability of nucleosomes that 

occupy ncRNA promoters plays a key role in restricting their expression and 

reinforcing expression of the adjacent mRNA gene. Analogous to this, FACT and 

Spt6 are Pol II elongation-associated histone chaperones that restore 

nucleosomes in the wake of the polymerase. These chaperones prevent initiation 
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of ncRNAs within coding regions of ORFs (Kaplan et al., 2003). Work from 

Winston lab in both budding and fission yeast has revealed that Spt6 mutants 

show elevated antisense transcripts at > 70% of all protein-coding genes 

(DeGennaro et al., 2013). Recent in vitro and in vivo data from the Robert lab 

emphasized the remarkable specificity of Spt6/FACT to selectively incorporate 

H2A (and exclude the variant H2A.Z) within transcribed regions. In the absence 

of FACT/ Spt6, accumulation of H2A.Z in gene bodies promotes initiation from 

cryptic promoters located in gene bodies (Jeronimo et al., 2015). This positive 

role for H2A.Z is consistent with the previous observation by Grewal and co-

workers, that this histone variant also assists transcriptional termination at 

convergent genes and prevents readthrough (Zofall et al., 2009). 

 

I-D.i. Histone modifications 

In addition to histone chaperones and variants, acetylation/ methylation of 

specific histone residues associated with transcription of ORFs also affects non-

coding RNA expression (Smolle and Workman, 2013). H3K36me3, catalyzed by 

the Set2 methyltransferase, is enriched over the body of the gene and appears to 

serve a dual purpose: to recruit the HDAC Rpd3S and to prevent histone turnover 

within coding regions. H3K36me3 activates Rpd3S to deacetylate histones 

behind the polymerase and prevent initiation from intragenic cryptic promoters 

(Carrozza et al., 2005; Joshi and Struhl, 2005; Keogh et al., 2005). The 
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H3K36me3 histone mark also blocks the interaction of the chaperone Asf1 with 

histones in the coding region, thereby reducing histone exchange over gene 

bodies (Venkatesh et al., 2012). The H3K4me2 mark located upstream of 

H3K36me3 is also involved in repressing transcription from internal cryptic 

promoters within ORFs. The Set3C complex binds to H3K4me2 and represses 

internal cryptic promoters at distinct regions from the Set2/Rpd3S pathway 

described above (Kim et al., 2012).  

 

I-D.iii. Chromatin remodeling enzymes 

Chromatin remodeling enzymes that mobilize nucleosomes to change the 

accessibility of the underlying DNA can also affect ncRNA initiation. Tsukiyama 

and colleagues have reported that the remodelers ISW2, RSC and INO80-C, 

directly inhibit expression of distinct sets of ncRNAs in yeast, together called 

chromatin remodeling-repressed antisense transcripts (CRRATS) (Table 1.1) 

(Alcid and Tsukiyama, 2014). CRRATs initiate from NFRs and, are antisense to 

3’ regions of ORFs such that some can interfere with ORF expression. Work from 

the Carey lab also reported that INO80-C blocks ncRNA transcription within 

intragenic regions (Xue et al., 2015). Fazzio and colleagues reported that esBAF, 

the mammalian SWI/SNF homolog, represses expression of a large set of 

ncRNAs in mouse ESCs by positioning nucleosomes over ncRNA promoters 
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(Hainer et al., 2015). Thus, a considerable amount of resources in the cell 

prevent ncRNA expression using multiple parallel mechanisms. 

 

I-D.iv. Chromatin factors that promote cryptic transcription 

Evolutionary conservation argues for a positive role for cryptic transcription, 

however, we know very little about the factors that promote ncRNA production. 

Certainly, a fraction of promoter-associated transcription is likely to be reflective 

of the inherent noise in the transcriptional machinery finding a cognate promoter 

(Struhl, 2007). The only report we are aware of that has tested this is work from 

Buratowski and co-workers; they showed that the yeast SWI/SNF chromatin 

remodeling enzyme can promote divergent non-coding transcription from a 

couple of gene loci (Marquardt et al., 2014). As SWI/SNF is a low abundance 

enzyme, it may target only a subset of the enormous number of ncRNA produced 

in budding yeast. Whether any other mechanisms promote cryptic promoter-

associated transcripts remains to be determined.  

 

In summary, transcriptional regulation involves coordination between 

multiple players: the RNA Pol II CTD tail, histone modifications, variants, 

chromatin remodeling enzymes and the RNA degradation machinery. The 

discovery of a large number of cryptic, non-coding transcripts suggests a hidden 

layer of regulation. Although considerable progress has been made in 
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determining what inhibits cryptic RNAs, more efforts are needed to understand 

what mechanisms and conditions might promote cryptic transcripts. This work 

attempts to bridge this knowledge gap. 
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Chapter II: RTT109 regulates ncRNAs and ORFs in concert with RRP6 

 
II-A. SUMMARY 

 
 
Eukaryotic genomes are packaged into a nucleo-protein complex called 

chromatin. Chromatin is made up of nucleosomes, which consist of 147bp of 

DNA wrapped around a histone octamer. Nucleosomes that carry lysine 56-

acetylated histone H3 (H3-K56Ac) are particularly enriched at the 5’ ends of most 

genes. This histone modification has been shown to increase accessibility to 

DNA. Given its genome-wide presence, it is unclear whether H3-K56Ac globally 

affects transcription of genes. Here, we find that H3-K56Ac promotes RNA 

polymerase II occupancy at most protein coding and noncoding loci, yet this 

histone mark does not significantly impact steady state mRNA levels in yeast.  

Instead, broad effects of H3-K56Ac on RNA levels are only revealed in the 

absence of the nuclear RNA exosome. Amongst protein-coding genes, highly 

transcribed loci are negatively regulated by the exosome and depend on H3-

K56Ac to counter this effect. Our study suggests that H3-K56Ac works in concert 

with the RNA exosome to control mRNA and ncRNA expression, perhaps in part 

by regulating higher order chromatin structures.  
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II-B. INTRODUCTION 
 

 

Eukaryotic genomes are packaged into the nucleus using chromatin. The 

fundamental building block of chromatin is a nucleosome, composed of an 

octamer of histone proteins assembled on 147 base pairs of DNA. The octamer 

typically contains two copies of each core histone: H2A, H2B, H3 and H4, which 

are highly conserved across eukaryotes. While histones help DNA folding, they 

also make the sequence inaccessible. Thus, access to DNA must be regulated to 

mediate cellular processes such as transcription and replication. Histone 

modifications are chemical moieties added post-translationally to histone tails or 

core regions, which can regulate access to chromatin.  

An example is the lysine 56 residue of histone H3 (H3-K56) that is present 

in the globular domain. In the presence of a histone chaperone Asf1, the HAT 

Rtt109 acetylates this histone residue prior to incorporation into chromatin 

(Tsubota et al., 2007). Thus, H3-K56Ac marks newly incorporated nucleosomes 

and plays an important role in histone assembly. Replication and transcription 

are widespread genomic processes that require proper histone assembly; while 

the former occurs during the S-phase, transcription takes place throughout the 

cell cycle. To determine the rate of histone replacement (or turnover) outside of S 

phase, Rando and colleagues compared chromatin bound levels of a 

constitutively expressed histone H3 to an inducible, FLAG-tagged version of the 
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H3 gene (Dion et al., 2007). Surprisingly, histone turnover was highest at 

nucleosomes that flank promoters of genes, and independent of active gene 

transcription. H3-K56Ac was enriched in these nucleosomes, and histone 

turnover dramatically slowed in the absence of either Rtt109 or Asf1, suggesting 

that H3-K56Ac directly promotes histone turnover, independent of replication. 

Histone turnover likely makes DNA more accessible by increasing the frequency 

of DNA breathing. The dynamic nature of these nucleosomes has contributed to 

the prevailing view that H3-K56Ac may generally promote transcription.  

However, previous studies have failed to reveal extensive transcription roles for 

this mark, and thus its contribution to steady-state transcription remains unclear 

(Lenstra et al., 2011). 

In addition to harboring dynamic nucleosomes, eukaryotic promoter 

regions are commonly bidirectional in nature, with divergent noncoding RNAs 

(ncRNAs) and mRNAs expressed from different promoters that share a common 

nucleosome free region (NFR) (Neil et al., 2009; Xu et al., 2009).  In yeast, many 

divergently transcribed ncRNAs like CUTs are 5’ capped and oligoadenylated (< 

10 adenines), with a median length of 400 nucleotides.  Normally, CUTs are 

rapidly degraded because they contain binding motifs for the NNS termination 

machinery, which, in turn, promote recruitment of the RNA exosome (Arigo et al., 

2006; Schulz et al., 2013; Thiebaut et al., 2006).  Consequently, inactivation of 

the nuclear exosome subunit, Rrp6, is necessary to monitor changes in CUT 
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transcription.  Rrp6 is a 3’-5’ exonuclease that also targets ncRNAs and 

unspliced pre-mRNAs for degradation (Schneider et al., 2012), facilitates 

processing of sn/snoRNAs (Gudipati et al., 2012), and may play a more general 

surveillance role that governs nuclear mRNA levels (Schmid et al., 2012).  

Whether H3-K56Ac regulates expression of ncRNAs has not been thoroughly 

addressed. 

In this study, we present evidence that H3-K56Ac is a global, positive 

regulator of ncRNA expression in yeast. We also show that H3-K56Ac has a 

dramatic effect on RNAPII occupancy at many protein-coding genes, but 

corresponding changes in mRNA levels are masked by a functional nuclear 

exosome. We suggest that H3-K56Ac works in concert with the RNA exosome to 

control mRNA and ncRNA expression genome-wide. 
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II-C. RESULTS 
 

Absence of H3-K56Ac has little apparent impact on steady state RNA 

abundance 

In order to monitor the effect of H3-K56Ac on both coding and noncoding RNA 

expression, we isolated total RNA from isogenic wild type and mutant budding 

yeast strains, and prepared samples for hybridization to strand-specific, DNA 

tiling arrays. These arrays provide high-density coverage of the yeast 

transcriptome (Castelnuovo et al., 2014; David et al., 2006; Huber et al., 2006). 

Our initial analysis included strains with gene deletions inactivating Rtt109p, 

which catalyzes acetylation of H3-K56 (rtt109Δ). We observed that inactivation of 

Rtt109p had a minor overall effect on the transcriptome, as only 72 transcripts 

were decreased 1.5-fold or more compared to wild type (WT) at an FDR < 0.1 

(Fig. 2.1A, B and Table S1, in Appendix 1) (Lenstra et al., 2011). The two most 

strongly decreased genes other than RTT109 are, PRY3, which encodes a cell 

wall-associated protein involved in sterol secretion, and a small nuclear RNA, 

SNR39B. It is not obvious how defects in expression of these two genes might 

affect our results. We were surprised to find a minor overall effect of H3-K56Ac 

on RNA levels, given that the enhanced nucleosome dynamics promoted by this 

histone mark are expected to generally promote transcription.  
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Figure 2.1: Steady state RNA levels are largely unaffected by rtt109∆, 

although RNAP II recruitment is reduced dramatically 

A) RNA abundance measured by strand-specific tiling microarrays in rtt109Δ 

strains. Density scatterplots (top panels) show median signal intensity values in 

comparison to wild type arrays (WT). The black diagonal line indicates x=y (no 

change) and the horizontal and vertical lines indicate the noise threshold cut-off.  

B) Volcano plots show the transcripts that change significantly in the mutant 

compared to the wild type (WT) highlighted in blue (padj = FDR < 0.1 and Log2 

Fold Change > ±0.59). The Y-axis shows the padj-value (after FDR correction). 

See also Table S1 in Appendix 1. 

C) Representative genome browser view of Pol II ChIP-seq data for the wild type 

(black) and rtt109Δ (red), normalized to the respective total library read count. 

D) Density scatterplots of Pol II IP/input values in the rtt109Δ compared to wild 

type at 5171 ORFs (top) and 925 CUTs (bottom). The black line indicates x=y (no 

change). 
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RNAP II occupancy is reduced in the absence of Rtt109p  

As RNA abundance reflects both synthesis and decay of RNA molecules, we 

sought to probe the transcription process more directly by monitoring genome-

wide RNAPII occupancy in isogenic WT and rtt109Δ strains by ChIP-seq. We 

performed ChIP-seq and prepared samples as described previously (Watanabe 

et al., 2013). Two different biological samples were sequenced for each 

genotype. We used the anti-CTD antibody (8WG18, Covance) for IPs, as it is 

known to capture total RNA Pol II in genome-wide data (Bataille et al., 2012; 

Wong et al., 2014).  

We analyzed the ChIP-seq data using multiple different pipelines to 

ensure rigor, as described in detail in the Materials and Methods. Briefly, Model-

based Analysis of ChIP-Seq (MACS2) (Zhang et al., 2008) was used to identify 

differential peaks in mutant compared to wild type, and displayed in genome 

browser view (Figure 2.1C). We complemented this analysis by adopting a well-

defined approach described by the Rine group that required us to write our own 

scripts (Teytelman et al., 2013). The second method has the advantage that it 

omits all black-box model-fitting steps done in MACS, which can distort results if 

certain assumptions are violated by the data. This approach also makes it easy 

to compare IP/input values at defined regions across multiple strains, while peak 

coordinates typically vary depending on the the dataset being used. Nonetheless, 

our findings are robust, as they have been verified by both analyses methods.  
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In contrast to the minor defects observed for mRNA abundance (Figure 

2.1A), the absence of H3-K56Ac led to widespread decreases in RNAPII levels at 

567 open reading frames (ORFs) and 184 CUTs (>1.3 fold) (Figure 2.1C, D). We 

reasoned that the discordance between changes in RNAPII and steady state 

RNA levels suggested that compensatory actions on transcript 

stability/degradation may obscure changes in gene expression (Haimovich et al., 

2013; Sun et al., 2013). 

 

Rrp6 negatively regulates not only CUTs but also some specific ORFs 

The major RNA degradation machinery in the nucleus is the exosome and Rrp6, 

is a 3’ exonuclease that is associated with it. To assay effects of H3-K56Ac on 

transcription in the absence of confounding effects of exosome-mediated RNA 

degradation, we isolated total RNA from isogenic WT, rrp6Δ and rtt109Δ rrp6Δ 

strains, and hybridized samples to strand-specific DNA tiling arrays. Rrp6 is 

known to regulate the stability of RNAPII transcripts, including pre-mRNAs and 

ncRNAs (Schmid et al., 2012).  

 While analyzing data from additional replicates, we serendipitously 

discovered that our first set of two rrp6∆ replicates had muted signal intensities 

(‘low signal’), including for CUTs. Therefore, we systematically analyzed and 

compared all of our rrp6∆ replicate data with two previously published datasets 

(Castelnuovo et al., 2014a; Tan-Wong et al., 2012). Pearson correlation plots 
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clearly revealed that our ‘low signal’ arrays were somewhat of an outlier 

compared to the rest of the samples, prompting us to omit that data from 

analysis. Additionally, we also performed PCA (Principle component analysis), 

which tries to capture the cause of variation across datasets. The majority of the 

variance in the data (PC1) came from a small number of genes that are affected 

by transcriptional interference (see below), which varied, to some extent, 

depending on whether RNA samples were collected from strains that had been 

stored at -80°C. In fact, this variability was also obvious when we compared 

these interference genes amongst published rrp6∆ tiling array datasets, thus 

validating our sample preparation methods (Castelnuovo et al., 2014a; Gudipati 

et al., 2012b; Tan-Wong et al., 2012). We concluded that rrp6∆ likely have 

unstable genomes and recommend that future studies should control for the ‘age’ 

and possible epigenetic changes occurring from storage in -80°C, similar to 

empirical observations in other strains (Rando, OJ, personal communication).  

 Nonetheless, given our limited understanding of this phenomenon, we 

used freshly dissected haploids that presumably have no other background 

mutations, and repeated the experiments. We performed a total of 11 replicates, 

of which 7 correlated well with each other and published data (R2 = 0.9- 0.98). As 

expected, in this rigorously tested dataset, inactivation of the nuclear exosome 

caused a dramatic accumulation of CUTs, as well as increased expression of 

other ncRNAs such as SUTs (Figure 2.2A, B) (Neil et al., 2009; Xu et al., 2009).  
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 In addition, 985 ORFs were consistently increased in the rrp6Δ mutant 1.5-

fold or more compared to the wild type (WT) strain (FDR <0.1) (Figure 2.2A, B 

and Table S1D in Appendix 1). Notably, the increased expression of ORF 

transcripts in the rrp6Δ mutant is not due to defects in transcription termination 

from upstream loci (Figure 2.3A, B), as the upstream expression level (defined as 

-100 to TSS) from these ORFs correlates poorly with the downstream expression 

levels (defined as TSS to +100). Although Rrp6 was shown to promote proper 

termination at a handful of ORFs and CUTs (n= 7) (Fox et al., 2015), our 

analyses suggest that this may not be a widespread phenomenon, at least when 

the Nrd1 termination factor is functional (Schulz et al., 2013).  Furthermore, the 

set of exosome-inhibited ORFs are not enriched for spliced transcripts (90 out of 

985 have introns), indicating that the increases we observe are not generally due 

to splicing defects.  

 Loss of RRP6 also led to a decrease in expression of a similar number of 

ORFs (n=851), and they include the set of ~100 transcripts that were previously 

shown to be repressed by transcriptional interference from adjacent ncRNAs 

(Camblong et al., 2007; Castelnuovo et al., 2014). Notably, RNAPII ChIP-seq 

analysis in the rrp6Δ strain did not reveal significant effects of exosome loss on 

genome-wide Pol II occupancy, indicating that the observed changes in RNA 

abundance in the rrp6Δ are due to defects in RNA turnover (Figure 2.2C, D) (Fox 

et al., 2015).  
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Figure 2.2: rrp6Δ does not affect Pol II occupancy but RNA abundance is 

increased   

A) RNA abundance measurements as in Figure 1A represented as density 

scatterplot.  

B) Volcano plots show the transcripts that change significantly in the mutant 

compared to the wild type highlighted in blue (pAdj <0.1 and Log2 Fold Change≥ 

±0.59).   

C) Representative genome browser view of ChIP-seq analysis of Pol II for the 

wild type (black), rrp6Δ (green) and rtt109Δ (red) normalized to the total library 

read count. The peaks marked as “Affected” and “Unchanged” were derived from 

analysis with MACS2. 

D) Density scatterplots of Pol II IP/input values at coding regions of all ORFs (left) 

and CUTs (right) in the rrp6Δ compared to wild type. The black line indicates x=y 

(no change). 
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Figure 2.3: Defects in transcriptional termination do not account for 

upregulated ORFs in the rrp6∆ 

 A) Schematic illustrating the upstream (“Up”) and downstream (“Down”) 

coordinates relative to the TSS of ORFs from which the signal intensity 

was extracted. The set of 985 ORFs upregulated in rrp6∆ was used for the 

analysis.  

B) Boxplot for the two genotypes of the median signal over replicates is 

shown. Mann-Whitney-Wilcoxon Test was performed to compare the 

medians. 
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Positive effect of RTT109 on CUT and ORF transcription is uncovered in 

the absence of the nuclear exosome 

By examining the double mutants, we found to our surprise that loss of H3-K56Ac 

partially suppressed many of the transcriptional changes observed in the rrp6Δ 

strain. Levels of the majority of CUTs were reduced in the rtt109Δ rrp6Δ double 

mutant compared to the rrp6Δ strain (Figure 2.4A, left and Figure 2.4B Groups C 

and D), with 394 CUT transcripts showing a decrease in expression of 1.5-fold or 

more (FDR <0.1) (Table S1 in Appendix 1). Consistent with the hypothesis that 

loss of RTT109 specifically affects transcription of these ncRNAs (as opposed to 

RNA stability, etc.), ORF transcripts that are subject to transcriptional 

interference by ncRNAs were de-repressed in the rtt109Δ rrp6Δ double mutant 

(Figure 2.4C, Group B, Figure 3.3C).  

In addition to its effects on ncRNA transcription, loss of Rtt109 also 

affected exosome-sensitive ORFs: those ORFs (n=985) that showed significantly 

increased expression in the rrp6Δ strain were reduced to near wild type levels in 

the rtt109Δ rrp6Δ double mutant (Figure 2.4A right and Figure 2.4C, Group A; 

defined in Materials and Methods). Only 13 of these 985 ORFs overlap with a 

group of growth-specific genes, indicating that these transcriptional changes are 

unlikely to be due to indirect effects of growth rate (Airoldi et al., 2009). 
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Figure 2.4: H3-K56Ac positively regulates transcription in the absence of 

the nuclear exosome 

A) RNA abundance in the rtt109Δ rrp6Δ and rrp6Δ mutants normalized to WT. 

Density scatterplots show Log2 median intensity values for rtt109Δ rrp6Δ plotted 

against the corresponding value for CUT (left) or ORF (right) transcripts from the 

rrp6Δ strain. The black line indicates x=y (no change).  

B) Heatmap of normalized RNA abundance for CUTs (n= 728) in the rtt109Δ 

rrp6Δ and swr1Δ rrp6Δ compared to rrp6Δ. H3-K56Ac-dependent CUTs (Group 

C) as well as H2A.Z- and H3-K56Ac- dependent CUTs (Group D) are highlighted.  

C) Heatmap of normalized RNA abundance for ORFs (n= 1836) in rrp6∆, swr1Δ 

rrp6Δ and rtt109Δ rrp6Δ compared to WT. Group A and Group B ORFs are 

highlighted. Group B ORFs includes ORFs subject to transcriptional interference 

by adjacent CUTs. See Materials and Methods for Group definitions.  

D) Density scatterplots of RNAP II occupancy by ChIP-seq at Group (C and D) 

CUTs (left) and Group A ORFs (right).  
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Notably, the decreased RNA levels in the rtt109Δ rrp6Δ strain correlated well 

with the changes in RNAPII observed in the rtt109Δ single mutant, consistent 

with a direct role for H3-K56Ac in promoting Pol II occupancy at many CUTs and 

ORFs (Figure 2.4E). We do note, however, that the extensive changes in CUT 

RNA levels observed in the rtt109Δ rrp6Δ strain are not fully explained by 

decreases in RNAPII levels. This may reflect a limitation in the resolution of the 

ChIP-seq dataset, or indicate that Rtt109 contributes to CUT expression through 

additional mechanisms. The changes observed from the tiling array data were 

validated using qRT-PCR for a handful of loci (Figure 2.5). 
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Figure 2.5: qRT-PCR confirmation of yeast tiling array data 

Reverse transcriptase qPCR was performed using primers listed in Table S2. 

Melt curve was performed to ensure primer specificity and relative abundance is 

plotted for CUTs and ORFs. Error bars represent standard deviations from a 

triplicate set of experiments and p-values are derived using a Two-sided 

Student’s T test in comparison to the wild type.  
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Figure 2.5 
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II-D. DISCUSSION 
 

H3-K56Ac is a hallmark of dynamic nucleosomes positioned adjacent to 

promoters of protein-coding genes, but its impact on transcription has been 

enigmatic. Previous studies have shown that H3-K56Ac enhances the kinetics of 

transcriptional activation for some highly inducible yeast genes, but appears to 

play little role in the steady state expression (Williams et al., 2008; Xu et al., 

2005b). Here we identify functional interactions between H3-K56Ac and the RNA 

exosome, revealing a general, activating role of H3-K56Ac on both ncRNA and 

mRNA transcription. 

 

H3-K56Ac promotes while Rrp6 inhibits global ncRNAs levels 

Many studies over the past few years have found that eukaryotic genomes are 

subject to pervasive transcription and produce an enormous number of ncRNA 

transcripts (van Dijk et al., 2011b; Neil et al., 2009; Schulz et al., 2013; Tan-

Wong et al., 2012; Xu et al., 2009). The steady-state level of many such ncRNAs 

are held in check by machineries that target these transcripts for their rapid 

degradation.  For instance, divergent ncRNAs that occur at many bi-directional 

RNAPII promoters harbor binding sites for the Nrd1/Nab3 RNA binding complex 

that promotes both their termination and degradation by the RNA exosome 

(Schulz et al., 2013). Several recent reports indicate that chromatin structure can 

also repress ncRNA expression (Alcid and Tsukiyama, 2014; DeGennaro et al., 
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2013; Zofall et al., 2009).  Buratowski and colleagues found that inactivation of 

the nucleosome assembly factor, CAF1, leads to increased expression of 

ncRNAs at many bidirectional yeast promoters (Marquardt et al., 2014).  They 

suggested that assembly and/or stability of nucleosomes that occupy ncRNA 

promoters plays a key role in restricting their expression and reinforcing 

expression of the adjacent mRNA gene. Tsukiyama and colleagues have also 

reported that the yeast chromatin remodeling enzymes ISWI, RSC and INO80-C, 

inhibit expression of a large number of antisense ncRNAs in yeast (Alcid and 

Tsukiyama, 2014), and recently, we also found that INO80-C blocks ncRNA 

transcription within intragenic regions (Xue et al., 2015). How these enzymes 

prevent ncRNA expression is not yet clear, but a likely possibility is that they 

enforce nucleosome positions that inhibit ncRNA promoter usage. 

 In contrast to mechanisms that inhibit ncRNA production, our results 

indicate that H3- K56Ac globally stimulates expression of divergent, promoter-

associated CUTs in yeast. This stimulatory role for H3-K56Ac is consistent with a 

previous study indicating that nucleosome turnover can promote cryptic 

transcription within gene transcription units (Venkatesh et al., 2012). In general, 

these data suggest that H3-K56Ac create a dynamic chromatin state that can 

facilitate expression of ncRNAs like CUTs. 

 

 



 

 

66 

H3-K56Ac promotes ORF expression while Rrp6 inhibits them 

Surprisingly, our RNA analyses identified 985 ORF transcripts that increased in 

abundance after inactivation of the gene for nuclear exosome (RRP6). Rrp6 has 

been shown to target degradation of unspliced pre-mRNA and snRNA splicing 

intermediates (Schneider et al., 2012). Thus, our work suggests that Rrp6 is also 

involved in tempering levels of mRNAs that do not have introns. The 985 

exosome targeted ORFs required H3-K56Ac for expression, as these same 

transcripts were reduced to wild type levels in the rtt109Δ rrp6Δ double mutant. 

These data suggest that H3-K56Ac and the nuclear exosome act antagonistically 

at these ORFs to regulate their mRNA abundance.  

 What is puzzling is that the steady state levels of these ORF transcripts 

are not decreased in the rtt109Δ single mutant. Why does H3-K56Ac only seem 

to promote expression of these mRNAs in the absence of the exosome? One 

possibility is that each of these ORFs expresses two populations of transcripts – 

one type of transcript may be aberrant and be targeted for degradation by the 

exosome, and a second set may be functional (Figure 2.6A). In this model, the 

decreased level of RNAPII, due to loss of H3-K56Ac, may favor production of 

functional transcripts and reduce formation of exosome-targeted transcripts 

(Figure 2.6A). For instance, fewer molecules of RNAPII may diminish the number 

of stalled, backtracking RNA polymerases that are known to be targeted for 

exosome action (Lemay et al., 2014). Consistent with this view, ORFs whose 
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transcripts increase in the absence of the exosome are enriched for both a high 

density of RNAPII and for high transcription rate (Figure 2.6B, C).  

This type of functional interdependency between RNAPII levels and 

exosome degradation may also act in other cases where transcription and mRNA 

degradation appear to be linked (Haimovich et al., 2013; Sun et al., 2013). 
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Figure 2.6: Rrp6 regulates ORFs that are highly transcribed and have high 

Pol II density 

A) Model for how the RNA exosome and nucleosome dynamics may regulate 

steady-state RNA levels.  In WT cells, a part of the population of elongating 

RNAPII molecules (red) are targeted by the RNA exosome (yellow) while the 

remainder RNAP II (blue) produce fully functional transcripts. In the absence of 

H3-K56Ac (rtt109Δ), RNAPII density is reduced, and the remaining RNAPII 

produces functional (blue) transcripts. Note that the RNA exosome may be 

present in both cases, but its activity may only be apparent during high RNAPII 

density. 

B) Density histogram distribution of transcriptional frequency data (from Holstege 

et. al, 1998) over the entire genome (Genomic) or over Group A ORFs, which are 

sensitive to exosome activity (red). Distributions were compared using the KS 

test.   

C) Proportion of the entire genome (Genomic) or Group A ORFs that are 

members of one of four clusters defined by Venters and Pugh 2009. Statistical 

significance of the proportion was tested using a two-tailed Fischer’s exact test. 

Cluster 4: no detectable Pol II; Cluster 1: Pol II primarily at promoter; Cluster 2: 

Pol II primarily at promoter and start of the ORF; Cluster 3: Pol II across the gene 

body, including 3’ end. 
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II-E. MATERIALS AND METHODS 

 

Yeast Manipulations and Standard Molecular Biology 

All yeast deletion strains were made using standard procedures (Longtine et al., 

1998) by tetrad dissection of heterozygous diploids (Amberg et al., 2005) in the 

W303 strain background (See Appendix 3 for a list of strains).  

 

Tiling array and RT-PCR sample preparation for RNA 

Yeast were grown in Yeast Extract Peptone (YEP) media with 2% glucose at 

30°C at an OD600 of 0.8 – 1.2 (log phase) and snap-frozen in liquid nitrogen until 

RNA was extracted. All samples in one batch were processed together for RNA 

extraction to minimize technical variations across mutants.  

RNA extraction was done using the hot phenol method as follows. 200 µL of lysis 

buffer (50mM Tris pH7-7.4, 130 mM NaCl, 5mM EDTA, 5% SDS), 200 µL of 

Phenol (pH 4.0): Chloroform: Isoamylalcohol (PCI, 25:24:1) and 200 µl of glass 

beads (by volume) were added to the cell pellet on ice and vortexed in the cold 

room for 20min at maximum speed. Samples were spun for 15 min at 4°C at 

>13000 rpm to separate the organic and aqueous phases. The upper aqueous 

phase was transferred to a fresh precooled 1.7ml tube; an equal amount of PCI 

was added before shaking the tubes vigorously, followed by centrifugation at 

maximum speed.  This step was repeated once more and then the aqueous layer 
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was mixed with an equal amount of Chloroform: Isoamyl alcohol (CI, 24:1) to 

remove any residual phenol. The tubes were shaken and spun as above. Phase 

Lock Heavy tubes (5 Prime) were prepared with a short pre-spin (30 sec, 3000 

rpm) and the upper aqueous layer from the RNA samples added along with an 

equal quantity CI. The phases were mixed by inverting the tubes vigorously, 

taking care to avoid any vortexing, and spun at >13000 rpm for 2 min. The upper 

layer was transferred to fresh precooled 1.7ml tubes containing 1/20th the volume 

of 3M sodium acetate (pH 4.2), 2 volumes of 100% ethanol and inverted. RNA 

was precipitated at -20°C for 30 mins, spun at 15 min at > 13000 rpm and 

supernatant discarded. The pellet was rinsed with 80% ethanol, spun for 2 min 

and the supernatant discarded. The pellets were allowed to air dry by inverting 

for ~ 30mins, resuspended in 50- 100 ul of DEPC water and quantified using a 

Nanodrop. Ideally, A260/280 for RNA ~2 and A260/ 230 ~2, and it is important to 

note that lower ratios might indicate organic contamination. Integrity of the RNA 

was confirmed on a 2% Agarose gel that showed a light smear with 2 bands for 

the high molecular weight ribosomal subunits and 3 bands for the low molecular 

weight RNAs. Total RNA was treated for at least one hour with TURBO DNase 

(TURBO DNA free kit, Ambion #1907) by incubation for 30 min in the 37°C water 

bath in 50 µL reactions with ≤ 25 µg of RNA in each tube. Care was taken to 

avoid sample agitation as DNase is extremely heat labile. 10X Inactivation 

reagent was added after the incubation and frequently tapped to ensure uniform 
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mixing. Samples were centrifuged for 2 mins at >13000 rpm and the supernatant 

was used for the RT-PCR or tiling array labeling reaction.  

Labeling, hybridization and normalization: Total RNA was labeled and converted 

into cDNA by random primed retrotranscription of total RNAs as previously 

described (Castelnuovo et al., 2014) before being hybridized to Affymetrix tiling 

microarrays. At least 3 biological replicates for each genotype were analyzed 

from three independent array hybridizations. Each array was normalized using 

W303 genomic DNA as reference (Huber et al., 2006) and only transcripts 

scoring above a threshold background value were used for further processing, as 

previously published (David et al., 2006). Expression level for each transcript was 

estimated by the midpoint of the shorth (shortest interval that covers half the 

values) of the normalized probe intensities lying within the transcript boundaries 

as previously described (Xu et al., 2011)and differential gene expression analysis 

was performed using limma as described below. Microarray data can be viewed 

on the Steinmetz lab browser (http://steinmetzlab.embl.de/peterssonLabArray/).  

 

Differential gene expression analysis for tiling array data and 

corresponding plots 

Statistically significant transcripts between the mutants compared to either the 

rrp6∆ or WT were scored using the limma package (Smyth, 2004) in RStudio (R 

Core Team (2015). Appropriate model matrices were generated to apply the lmfit 
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model to the data, following which eBayes statistics was implemented. Varying 

combinations of thresholds for padj (<0.1, <0.05) and Log2 Fold Change (LFC) (> 

±0.59, > ±1.0) were tested to confirm the results were not specific to a given 

condition. All detectable transcripts in the tiling array data that have a padj = FDR 

< 0.1 and Log2 Fold Change (LFC) > ±0.59 were defined as statistically 

significant for a given comparison. The number of transcripts that change in each 

comparison is summarized in Table S1 in Appendix 1.  

Plot types: Volcano plots show the –log10 padj value (Y-axis) obtained from limma 

analysis against the Log2 Fold Change (X-axis) with transcripts with a padj =FDR 

< 0.1 and LFC > ±0.59 colored in blue and the rest in yellow and were made 

using ggplot.2 (Almada et al., 2013; Schulz et al., 2013). The scatterplots and 

heatmaps in Figure 2 were plotted as Log2 ratios normalized either to wild type 

(WT) or the rrp6Δ as indicated. heatmap.2 function from the gplots package was 

used for hierarchical clustering and used without additional scaling of data 

(Warnes et al 2015). The details of the dissimilarity matrix calculation method 

(Euclidean) and linkage agglomeration method (complete or median) are 

specified in the legends of each heatmap. 

 

Transcript annotation and categorization 

Transcript annotations originally defined for CUTs, SUTs, ORFs (ORF-Ts) and 

other were obtained from (Xu et al., 2009) and combined with the SRT annotation 
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from (Tan-Wong et al., 2012) to get a comprehensive set of known annotations. 

The complete annotation used in this publication is available at GSE73145. This 

study focuses on five major groups of significantly changed (padj = FDR < 0.1 and 

Log2 Fold Change (LFC) > ±0.59) transcripts defined below: 

Group A ORFs are i) significantly upregulated in the rrp6∆ compared to WT and 

ii) reduced by > ±0.59 LFC in rtt109∆ rrp6∆ compared to the rrp6∆. Refer to 

Figure 2.4C. 

Group B ORFs are i) significantly downregulated in the rrp6∆ compared to WT 

and ii) increased by > ±0.59 LFC in rtt109∆ rrp6∆ compared to the rrp6∆. Refer to 

Figure 2.4C. This group includes ORFs subject to transcriptional interference by 

adjacent CUTs. 

Group C CUTs are i) significantly upregulated in the rrp6∆ compared to WT and 

ii) reduced by > ±0.59 LFC in rtt109∆ rrp6∆ compared to the rrp6∆. Refer to 

Figure 2.4B. These are also H2A.Z independent. 

Group D CUTs are i) significantly upregulated in the rrp6∆ compared to WT and 

ii) reduced by > ±0.59 LFC in rtt109∆ rrp6∆ as well as swr1∆ rrp6∆ compared to 

the rrp6∆. Refer to 2.4B. These are also H2A.Z dependent. 

 

qRT-PCR validation of tiling arrays: 

Total RNA was quantified by Nanodrop; equal amounts were taken for all the 

samples. Total RNA of 60ng per well was determined to amplify signal in the 
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linear range for most sample/ primer sets. Primers were designed to be specific 

using Primer3 qRT-PCR settings. The One-step RT-PCR reaction mix contained 

2X Sybr Green PCR mix from Invitrogen (SyBr Green, ROX, dNTPs), Superscript 

RT III, primers).    

 

Pol II ChIP-seq 

Yeast were grown in Yeast Extract Peptone (YEP) media (100ml per IP) with 2% 

glucose at 30°C, crosslinked for 20 min with 1% formaldehyde (final 

concentration) at room temperature and rinsed with cold water between 2 cycles 

of centrifugation at 3000rpm. Pellets were resuspended in breaking buffer (20% 

glycerol, 100mM Tris-Cl pH 7.5 and 1x Protease Inhibitor Cocktail, EDTA free) 

with 600μl of silica/zirconia beads in a screw-cap microcentrifuge tube. The cells 

were lysed with a bead beater (Biospec) for 6 cycles of 1 min each with one 

minute intervals on ice and cell breakage was confirmed microscopically. After a 

brief spin at maximum speed, NPS buffer (0.5mM spermidine, 1mM β-

mercaptoethanol, 0.075% NP-40, 50mM NaCl, 10mM Tris-Cl pH 7.4, 5mM MgCl2 

and 1mM CaCl2) was added to the chromatin prior to MNase (Worthington, 200 

units) digestion at 37°C for 20 minutes and the reaction stopped by addition of 24 

mM EGTA while keeping the tubes on ice. The input fragment size distribution 

was confirmed to be in the range of 150-300bp by Bioanalyzer. The chromatin 

was immunoprecipitated with 6ul of 8WG16 Pol II antibody (Covance) or with no 
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antibody (input control) and the DNA was purified by phenol-chloroform 

extractions and ethanol precipitation. IP samples were confirmed by RT-PCR and 

sent to BGI, China for library preparation and single-end Illumina sequencing (Hi-

seq 2000). Library preparation was done using a standard BGI protocol as 

follows: i) quality control by Qubit and Agilent 2100 ii) Addition of A base to 3’ end 

and adapter ligation iii) PCR amplification and size selection for 100-300 bp and, 

finally iv) Library QC by Agilent 2100 and qPCR. The number of reads obtained/ 

uniquely mapped from each library is listed in the Table below. 

 

Pol II ChIP-seq Library sequencing depths 

Strain Total reads Uniquely filtered mapped reads 

Wild type rep1 ~7.8 Million ~7.5 Million 

Wild type rep2 ~11 Million ~10.0 Million 

rtt109Δ rep 1 ~9.8 Million ~9.3 Million 

rtt109Δ rep 2 ~8.7 Million ~8.2 Million 

rrp6Δ rep1 ~11 Million ~11.0 Million 

rrp6Δ rep2 ~11 Million ~10.0 Million 

Input  ~29 Million ~28.0 Million 

 

 

 



 

 

77 

ChIP-seq analysis pipeline 

Fastq files were put through the FASTQC program before alignment to the 

sacCer3 genome using Bowtie2 to obtain SAM files (Andrews; Langmead et al., 

2009; Li et al., 2009). Bowtie settings for mapping Pol II ChIP-seq reads (default 

preset in Galaxy) were -s 0 -u -1 -n 2 -e 70 -l 28 --nomaqround 10 -v -1 -k 1 -m -1 

--maxbts 125 -o -1 --seed -1 

SAMtools was used for SAM to BAM conversion with the FLAGs to discard PCR 

duplicates and multiple mapping reads. Each sample was normalized to total 

library read count (bamCoverage tool in the deepTools package) before 

displaying in the UCSC Genome browser. After determining strong correlation 

values, the replicates were summed for further analysis. The IP/input value for 

the corresponding transcript coordinates was calculated as described in 

Teytelman et al 2014 using BEDtools (Quinlan and Hall, 2010) and are available 

as processed data in GSE72692. Similar results were obtained if TSS- proximal 

regions were included in the analyses (-200 and +200 bp relative to the 

Transcription Start Site (TSS) and Transcription Termination Site (TTS) 

respectively). Additionally, the data were also analyzed by MACS2 and the peaks 

determined as significantly different across WT and rtt109Δ (bdgDiff module) 

highlighted in the genome browser views (Zhang et al., 2008). 
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Transcriptional Frequency of Group A ORFs 

Data was downloaded from Holstege et. al, 1998 and used to plot the distribution 

of transcriptional frequency of Group A ORFs or the whole genome. Statistical 

significance of the two distributions was tested using Kolmogorov–Smirnov test 

(KS test) in R. 

 

Pol II density/occupancy of Group A ORFs 

Data was downloaded from (Venters and Pugh, 2009) and used to find the 

proportional membership of Group A ORFs or the whole genome in the clusters 

defined in Figure 4 of Venters and Pugh, 2009. Statistical significance of the 

proportion was tested using a two-tailed Fischer’s exact test. The characteristics 

of each cluster are summarized as follows: 

Cluster 4: no detectable Pol II 

Cluster 1: Pol II primarily at promoter 

Cluster 2: Pol II primarily at promoter and start of the ORF 

Cluster 3: Pol II across the gene body, including 3’ end. 

For more details see Figure 4A from Venters and Pugh, 2009. 
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Chapter III: SWR1 regulates ncRNAs in concert with RRP6 

 

III.A. SUMMARY 

 

Across eukaryotes, histones help fold the DNA into nucleus of a cell. 

Canonical histones H2A, H2B, H3 and H4 are present throughout the genome. In 

contrast, the histone variant H2A.Z is a hallmark of nucleosomes flanking 

promoters of protein-coding genes. This histone mark promotes replication-

independent nucleosome turnover and has been generally associated with 

transcriptional activation. However, the exact mechanistic contribution of H2A.Z 

during steady-state transcription is unclear.  

Here we find that H2A.Z alone does not have a significant impact on 

steady state mRNA levels in yeast.  Instead, effects of H2A.Z on RNA levels are 

only revealed in the absence of the nuclear RNA exosome. Additionally, we show 

that H2A.Z facilitates formation of chromosome interaction domains (CIDs). Our 

study suggests that H2A.Z works in concert with the RNA exosome to control 

mRNA and ncRNA expression, perhaps in part by regulating higher order 

chromatin structures.  
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III.B. INTRODUCTION 

 
Eukaryotic genomes are packaged into the nucleus using chromatin. The basic 

unit of chromatin is a nucleosome, which consists of 147 base pairs of DNA 

wrapped 1.47 times around an octamer of histone proteins: H2A, H2B, H3 and 

H4. While they assist in DNA folding, histones also make the sequence 

inaccessible. Thus, chromatin is dynamic so that cellular processes such as 

transcription and replication have controlled access to the DNA. Histone variants 

are one such strategy used by the cell to regulate access to DNA (Weber and 

Henikoff, 2014). Variants differ from canonical histones in the amino acid 

sequence and often have properties that are unique and distinguishable from the 

core histones.  

H2A.Z is a highly conserved variant of the histone H2A and is specifically 

enriched in nucleosomes that flank promoter regions. Like the histone itself, this 

pattern of enrichment is also conserved in yeast, Drosophila, Arabidopsis, mice 

and humans.  The chromatin remodeling enzyme SWR-C, present at TSS 

regions, incorporates H2A.Z into chromatin. H2A.Z promotes rapid histone 

turnover at promoter proximal nucleosomes (Kaplan et al., 2008).  The dynamic 

nature of H2A.Z nucleosomes has contributed to the prevailing view that this 

chromatin feature may generally promote transcription.  However, previous 

studies have implicated H2A.Z in transcriptional induction of specific loci and thus 
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its contribution to steady-state transcription remains unclear (Lenstra et al., 

2011). 

In addition to dynamic nucleosomes that characterize eukaryotic 

promoters, these regions are also bi-directional in nature, with divergent 

noncoding RNAs (ncRNAs) and mRNAs expressed from different promoters that 

share a common nucleosome free region (NFR) (Neil et al., 2009; Xu et al., 

2009).  In yeast, promoter-associated, divergent ncRNAs are called CUTs. CUTs 

are 5’ capped, polyadenylated short RNAs that are efficiently recognized by the 

NNS machinery that and, in turn, targets these RNAs for degradation by the RNA 

exosome and TRAMP (Arigo et al., 2006; Schulz et al., 2013; Thiebaut et al., 

2006). Consequently, inactivation of the nuclear exosome 3’-5’ exonuclease, 

Rrp6, is necessary to monitor changes in CUT transcription. In addition to CUT 

degradation, Rrp6 also has roles in degrading unspliced pre-mRNAs (Schneider 

et al., 2012), facilitates maturation of sn/snoRNAs (Gudipati et al., 2012), and 

may broadly contribute to regulating nuclear mRNA levels (Schmid et al., 2012). 

Whether H2A.Z regulates expression of ncRNAs has not been thoroughly 

addressed. 

CUTs represent but one of several classes of ncRNAs found in yeast. 

Another class of ncRNAs of particular interest comprises Ssu72 Restricted 

Transcripts (SRTs), which accumulate in the absence of the transcription 

termination factor Ssu72, and which also seem to be targeted by the exosome 
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(Tan-Wong et al., 2012).  Of the 605 SRTs, 135 are promoter associated, while 

many are found at 3’ ends of convergent gene pairs and may reflect aberrant 

termination events (Tan-Wong et al., 2012).  Ssu72 is a subunit of the RNA 3’-

end processing machinery that is associated with the RNAPII C-terminal domain 

(CTD) (Dichtl et al., 2002), and it functions as a CTD Ser5 phosphatase during 

termination (Krishnamurthy et al., 2004).  Ssu72 also functionally interacts with 

other components of the transcription pre-initiation machinery (e.g. TFIIB) 

(Pappas and Hampsey, 2000), and may facilitate interactions between the 5’ and 

3’ ends of genes, promoting gene “loops” (Tan-Wong et al., 2012). Intriguingly, 

the strongest genetic interactions of Ssu72 are with multiple subunits of SWR-C, 

an ATP-dependent chromatin remodeling complex which deposits H2A.Z at 5’ 

and 3’ ends of genes, implying that they may function together to regulate SRT 

expression and/or 3D genome interactions (Collins et al., 2007; Fiedler et al., 

2009).  

Here we present evidence that H2A.Z is a positive regulator of ncRNA 

expression in yeast and this function is masked by a functional nuclear exosome.  

Surprisingly, our study also uncovers a repressive role for H2A.Z where it may 

work together with the nuclear exosome to repress expression of a subset of 

ncRNAs. Finally, we find that H2A.Z contributes to the formation of higher order 

chromosome interaction domains (CIDs) that we propose may play a role in the 

regulation of ncRNA expression. 
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III.C. RESULTS 

 

H2A.Z has little apparent impact on steady state RNA abundance 

In order to monitor the effect of H2A.Z on both coding and noncoding RNA 

expression, total RNA was isolated from isogenic wild-type and mutant yeast 

strains, and samples were prepared for hybridization to strand-specific, DNA 

tiling arrays that provide high-density coverage of the yeast transcriptome 

(Castelnuovo et al., 2014; David et al., 2006; Huber et al., 2006).  

 Initial analyses included strains that harbor gene deletions inactivating the 

SWR-C chromatin remodeling enzyme that deposits H2A.Z (swr1Δ). Consistent 

with previous studies, loss of H2A.Z deposition (swr1Δ) had little effect on steady 

state transcript abundance compared to wild type (WT) (Mizuguchi et al., 2004), 

as no transcripts were reduced 1.5-fold or more from the 7,987 total transcripts 

monitored at a stringent criterion of FDR <0.1. Indeed, even at a reduced 

stringency (FDR <0.8) only a few transcripts were reduced 2-fold or more (Figure 

3.1A, B and Table S1 in Appendix 1). 
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Figure 3.1: H2A.Z does not affect RNA levels alone, but positively regulates 

transcription in the absence of the nuclear exosome 

A) RNA abundance measured by strand-specific tiling microarrays in swr1Δ 

strains. Density scatterplot shows the median signal intensity values in 

comparison to wild type arrays (WT). The black diagonal line indicates x=y (no 

change), and the horizontal and vertical lines indicate the noise threshold cut-off. 

B) Volcano plot shows the transcripts that change significantly in the swr1∆ 

compared to the wild type (WT) highlighted in blue (padj = FDR < 0.1 and Log2 

Fold Change > 0.59). The Y-axis shows the p-value (no FDR correction). 

C, D) RNA abundance measured by strand-specific tiling microarrays in the 

swr1Δ rrp6Δ, and rrp6Δ mutants normalized to WT. Density scatterplots show 

Log2 median intensity values for swr1Δ rrp6Δ plotted against the corresponding 

value for C) CUT or D) ORF transcripts from the rrp6Δ strain. The black line 

indicates x=y (no change).  

E) H2A.Z levels at Group A ORFs, Group C and D CUTs, Up_and unchanged 

ncRNAs. Two-sided KS test was used to compare medians of Group C and 

Group D CUTs. See Experimental procedures for definitions of each group. 

F) Volcano plots as in B) for swr1∆ rrp6∆ vs. rrp6∆. The Y-axis shows the p-value 

(after FDR correction). 

 

For heatmaps of H2A.Z dependent transcripts, refer to Fig 2.4 (page 58).  
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Positive effect of SWR1 on CUT and ORF transcription is uncovered in the 

absence of the nuclear exosome 

To assay effects of H2A.Z on transcription in the absence of confounding effects 

of exosome-mediated RNA degradation, total RNA was isolated from isogenic 

WT, rrp6Δ and swr1Δ rrp6∆ strains, and samples were hybridized to strand- 

specific DNA tiling arrays. Inactivation of the exosome revealed previously hidden 

roles for H2A.Z in gene regulation, as the level of a subset of CUTs (n= 202) was 

decreased by 1.5-fold or more (FDR <0.1) in the swr1Δ rrp6Δ strain compared to 

the rrp6Δ single mutant (Figure 3.1C, left and Figure 2.4B, Group D). This 

difference may be explained by the observation that CUTs that require H2A.Z for 

full expression are characterized by higher levels of this histone mark compared 

to the group of CUTs that are insensitive to H2A.Z loss (Figure 3.1E, p-value < 

10-6).  

Additionally, loss of Swr1 activity also affected the expression of ORF 

transcripts that were up-regulated in rrp6Δ strains, although the effects of swr1Δ 

were less dramatic than those due to H3-K56Ac (Figure 3.1D, F, and Group A in 

Figure 2.4).  

 

H2A.Z cooperates with the exosome to repress a subset of ncRNAs 

Previous genome-wide studies uncovered strong genetic interactions among 

SSU72, RTT109, HTZ1 (encoding H2A.Z), and genes encoding subunits of the 
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SWR-C remodeling enzyme (Collins et al., 2007; Fiedler et al., 2009). Indeed, we 

found that the swr1Δ ssu72-2ts double mutant exhibited a synthetic slow growth 

phenotype, consistent with H2A.Z deposition functioning in the same genetic 

pathway as SSU72 (Figure 3.2A). Since Ssu72 represses a specific class of 

ncRNAs – the SRTs – we asked whether H2A.Z or H3-K56Ac might also repress 

these ncRNAs. Consistent with the genetic interactions, the swr1Δ rrp6Δ double 

mutant showed a significant up-regulation of a subset of SRTs (n= 45) by 1.5 fold 

or more (FDR <0.1), whereas the rtt109Δ rrp6Δ double mutant had less of an 

effect (Figure 3.2C and Figure 3.3A).  

To further investigate potential repression of ncRNAs by H2A.Z, we 

performed automated segmentation analysis followed by manual curation (Tan-

Wong et al., 2012) to identify novel transcripts that were repressed by H2A.Z and 

the exosome. This analysis identified 100 transcripts that were not expressed in 

the wild type or swr1Δ strain, but were significantly increased by 1.5 fold or more 

in the swr1Δ rrp6Δ mutant compared to the rrp6Δ strain (FDR <0.1) (Figure 3.2D, 

E). Notably, most of these transcripts were not de-repressed in the rtt109Δ rrp6Δ 

double mutant, although a subset was expressed at low levels in the rrp6Δ single 

mutant (Figure 3.3B). The majority of these ncRNAs (59) were located within 

intergenic regions, whereas the remaining 41 transcripts appear to be novel 5’ or 

3’ extensions of existing transcripts (Fox et al., 2015). A subset of these 

unannotated ncRNAs was also derepressed in the ssu72-2 rrp6Δ strain, 
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suggesting that they may be related to SRTs (Figure 3.2 C). Thus, H2A.Z 

deposition promotes the expression of many CUTs and also functions to repress 

a distinct group of ncRNAs, including a subset of SRTs. 
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Figure 3.2: H2A.Z interacts with SSU72 and inhibits two classes of 

transcripts associated with NFR-regions 

A) Ten fold dilutions of each strain grown in YEPD media at 30°C, spotted onto 

YEPD plates and incubated at 30°C. The ssu72-2 allele is a temperature- 

sensitive lethal, but grows at the semi-permissive temperature of 30°C.  

B) Volcano plots of swr1Δ rrp6Δ compared with rrp6Δ to visualize upregulated 

SRTs (red triangles, LFC > 0). 

C) Heatmap of normalized RNA abundance for SRTs in the swr1Δ rrp6Δ, rtt109∆ 

rrp6∆, and ssu72-2 rrp6∆ strains compared to their respective rrp6∆ after 

hierarchical clustering. Only SRTs that significantly upregulated in swr1∆ rrp6∆ 

compared to rrp6∆ (n=45) were used for the analysis.  

D) RNA levels as in C) for SWR1 repressed transcripts observed in this study. 

Transcripts that significantly upregulated in swr1∆ rrp6∆ compared to rrp6∆ 

(n=100) were used for the analysis.  

E) Tiling array heatmap where the rows represent each replicate illustrate an 

example of genomic transcription of a previously unannotated transcript observed 

in swr1Δ rrp6Δ adjacent to a gene promoter. The green boxes shown above the 

gene browser view represent nucleosome positions, with dark green marking 

well-positioned nucleosomes. For the complete genome see: Steinmetz lab 

server.   
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Figure 3.3: Tiling array screenshots of different types of transcripts 

observed 

A) SRTs enriched in the swr1Δ rrp6Δ;  

B) SWR-C repressed transcripts found in this study and  

C) Transcriptional interference examples from Group B ORFs (see Figure 2.5, 

Chapter II).  
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continued on next page..  

A) 

Figure 3.3 
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continued on next page..  

B) 

Figure 3.3 
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H2A.Z facilitates formation of Chromosome Interaction Domains (CIDs) 

Previous chromosome conformation capture (3C) studies suggested that Ssu72 

functions as a “gene looping” factor and that this higher order chromosome 

structure may be key for repressing SRT transcription (Tan-Wong et al., 2012). 

Given the genetic and functional interactions between SSU72 and SWR1, we 

tested whether H2A.Z might also regulate chromosome interactions that could 

underlie the repression of ncRNAs. First, we used 3C to monitor chromosome 

interaction frequencies at the BLM10 locus, a known target of Ssu72-dependent 

gene compaction (Dekker et al., 2002; Singh et al., 2009). The 5’ and 3’ ends of 

BLM10 exhibited far stronger interactions with one another than with intervening 

regions of this gene, consistent with localized gene compaction (Figure 3.4A). 

These enhanced interactions were lost in swr1Δ, indicating that compaction of 

this gene requires H2A.Z deposition (Figure 3.4A). 

To ask whether H2A.Z affects genome organization at a global level, we 

used a modified Hi-C method developed by the Rando group, called Micro-C, to 

generate a high-resolution chromosome folding map for budding yeast. Micro-C 

has lead to the identification of abundant chromosome interaction domains 

(CIDs) (Hsieh et al., 2015) which appear similar to mammalian Topological 

Associated Domains (TADs) (Dixon et al., 2012), although yeast CIDs are 

smaller (~5 kb) and contain an average of ~1-5 genes with strongly self-

associating nucleosomes. Both transcriptionally active and repressed genes are 



 

 

96 

found within CIDs, although highly-transcribed genes are generally less compact 

than other genes in the genome. In a recent study, Rando and colleagues 

reported that loss of SSU72 and RTT109 results in diminished gene compaction 

(Hsieh et al., 2015).  

To test whether H2A.Z also contributes to this chromosome architecture, 

Micro-C analyses were performed in the swr1Δ strain. Interestingly, loss of 

H2A.Z deposition partially disrupted chromosome folding, consistent with a role 

for H2A.Z in CID formation (Figure 3.4B-D). In particular, the loss of H2A.Z 

weakened the compaction of CIDs (Figure 3.4C,D), though the strength of 

boundary regions between CIDs remained largely intact (Figure 3.4B). 

Furthermore, loss of H2A.Z decreased compaction of the CID containing the 

BLM10 gene, consistent with the 3C results (Figure 3.4E). Even CIDs that lacked 

ncRNAs showed decreased compaction, consistent with a genome-wide defect in 

CID architecture that was independent of the transcriptional changes due to loss 

of H2A.Z (Figure 3.4F). Notably, the impact of H2A.Z on global gene compaction 

is less than either H3-K56Ac or Ssu72, consistent with the correspondingly 

weaker transcriptional defects due to loss of H2A.Z. 
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Figure 3.4: SWR-C promotes formation of Chromosome Interaction 

Domains (CIDs)  

A) Chromosome conformation capture (3C) analysis of the BLM10 locus (top: 

schematic) in wild type (WT) and swr1Δ shows the frequency of interaction of 

each restriction fragment with the F1 fragment. Data is normalized to a control 

region on chromosome VI as the baseline contact probability. See also Figure 

S6B.  

B) Contact frequency matrix from Micro-C analyses for wild type (left) and swr1Δ 

(right) for a region on chromosome VI with the gene annotations listed at the top. 

C) Micro-C analyses show the Log2 interaction count of one nucleosome with its 

successive neighboring nucleosomes in wild type, swr1Δ, or rtt109Δ strains.  

D) Density scatterplot for the compaction scores of chromosome interaction 

domains (CIDs) in the swr1Δ (Y-axis) compared to WT (x-axis) (KS test of the 

distributions yielded a p-value = 2.109e-15). The black line indicates x=y (no 

change).  

Micro-C data for E) the BLM10 locus and F) select genomic region devoid of 

ncRNA transcripts. The contact frequency of the individual nucleosomes in WT 

and swr1∆ is shown as a heatmap. 
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III.D. DISCUSSION 

 

H2A.Z is a hallmark of dynamic nucleosomes positioned adjacent to promoters of 

protein-coding genes, but its impact on transcription has been enigmatic. 

Previous studies have shown that H2A.Z enhances the kinetics of transcriptional 

activation for highly inducible yeast genes, but appears to play little role in the 

steady state expression of most genes (Zhang et al., 2005).  Likewise, in mouse 

ESCs, H2A.Z is enriched at active and repressed gene promoters but depletion 

of this histone variant does not affect steady state levels of active genes (Hu et 

al., 2013; Subramanian et al., 2013).  Here we identify functional interactions 

between H2A.Z and the RNA exosome, revealing a role for H2A.Z in the positive 

and negative regulation of ncRNAs. Intriguingly, we find that H2A.Z facilitates the 

formation of higher order chromatin structures, called CIDs, suggesting that such 

structures may contribute to transcriptional control.   

 

Chromatin dynamics regulate ncRNAs 

Many studies over the past few years have found that eukaryotic genomes are 

subject to pervasive transcription and produce an enormous number of ncRNA 

transcripts (van Dijk et al., 2011a; Neil et al., 2009; Schulz et al., 2013; Tan-

Wong et al., 2012; Xu et al., 2009). The steady-state level of many such ncRNAs 

are held in check by machineries that target these transcripts for rapid 
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degradation.  For instance, divergent ncRNAs that occur at many bi-directional 

RNAPII promoters harbor binding sites for the Nrd1/Nab3 RNA binding complex 

that promotes both, their termination and degradation by the RNA exosome 

(Schulz et al., 2013). Several recent reports indicate that chromatin structure can 

also repress ncRNA expression (Alcid and Tsukiyama, 2014; DeGennaro et al., 

2013; Zofall et al., 2009).  Buratowski and colleagues found that inactivation of 

the nucleosome assembly factor, CAF1, leads to increased expression of 

ncRNAs at many bidirectional yeast promoters (Marquardt et al., 2014). They 

suggested that assembly and/or stability of nucleosomes that occupy ncRNA 

promoters plays a key role in restricting their expression and reinforcing 

expression of the adjacent mRNA gene. Likewise, a recent study found that the 

esBAF chromatin remodeling enzyme represses expression of a large set of 

ncRNAs in mouse ESCs by positioning nucleosomes at ncRNA promoters 

(Hainer et al., 2015).  Tsukiyama and colleagues have also reported that two 

yeast chromatin remodeling enzymes, RSC and INO80-C, inhibit expression of a 

large number of antisense ncRNAs in yeast (Alcid and Tsukiyama, 2014), and 

recently, we also found that INO80-C blocks ncRNA transcription within 

intragenic regions (Xue et al., 2015). How these enzymes prevent ncRNA 

expression is not yet clear, but a likely possibility is that they also enforce 

nucleosome positions that inhibit ncRNA promoter usage. 

 In contrast to mechanisms that inhibit ncRNA production, our results 
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indicate that H2A.Z stimulates expression of divergent, promoter-associated 

CUTs in yeast.  This stimulatory role for H2A.Z is consistent with a previous work 

where H2A.Z could promote cryptic transcription within gene transcription units 

(Jeronimo et al., 2015). We also found that H2A.Z functions to promote 

expression of a set of protein-coding genes. In general, these data suggest that 

H2A.Z creates a dynamic chromatin state that can facilitate expression of not 

only protein-coding genes, but also the adjacent ncRNA. Our study is consistent 

with a recent report that also identified a positive role for H2A.Z in CUT 

expression (Gu et al., 2015). 

 Genetic interactions between SSU72 and SWR1 led us to investigate roles 

for H2A.Z in repression of ncRNAs. Initially, we found that H2A.Z appears to 

function with the exosome and Ssu72 to repress expression of a subset of the 

SRT class of ncRNAs. In addition to the SRTs, we identified a group of 100 

previously unannotated transcripts that were de-repressed in the swr1Δ rrp6Δ 

strain. Interestingly, these transcripts are not detected in the ssu72-2 single 

mutant, but a subset show increased expression in the ssu72-2 rrp6Δ strain 

compared to the rrp6Δ single mutant. As with SRTs, a subset of these 

unannotated transcripts are 5’ or 3’ UTR extensions of existing ORFs (n= 41), 

while the rest were intergenic. Furthermore, the aberrant 3’ extensions observed 

in the absence of SWR1 occur primarily at convergent gene pairs, consistent with 

a previous report describing a role for H2A.Z in transcription termination in fission 
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yeast (Zofall et al., 2009). Notably, the promoter regions that flank transcripts de-

repressed in the swr1Δ rrp6Δ strain are also depleted for H2A.Z compared to 

regions surrounding CUTs (Tan-Wong et al., 2012, Figure 3.1E), suggesting that 

the repressive role for H2A.Z in this context may be indirect, or mediated through 

as yet unknown factors. 

 

Functional interactions between SWR1 and the RNA exosome 

Our RNA analyses identified 985 ORF transcripts that increased in abundance 

after inactivation of the nuclear exosome. A subset of these transcripts were 

reduced in the swr1Δ rrp6Δ double mutant. These data suggest that H2A.Z and 

the nuclear exosome act antagonistically at these ORFs to regulate their mRNA 

abundance. What is puzzling is that the steady state levels of these ORF 

transcripts are not decreased in the swr1Δ single mutant.  Why does H2A.Z only 

seem to promote expression of these mRNAs in the absence of the exosome?  

Drawing from the observations in the rtt109∆, one possibility is that each of these 

ORFs expresses two populations of transcripts – one type of transcript may be 

aberrant and be targeted for degradation by the exosome, and a second set may 

be functional (Figure 2.6A). In this model, the decreased level of RNAPII, due to 

loss of H2A.Z, may favor production of functional transcripts and reduce 

formation of exosome-targeted transcripts (Figure 2.6A).  In support of this, work 

in fission yeast showed that fewer molecules of RNAPII in the pht1∆ (H2A.Z gene 
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in S. pombe) diminish the number of stalled, back-tracking RNA polymerases that 

are targeted for exosome action (Lemay et al., 2014). This type of functional 

interdependency between RNAPII levels and exosome degradation may also 

underlie the regulation of divergent transcripts by H2A.Z and the exosome in 

mouse ESCs (Rege et al 2015, not included in thesis), as well as other cases 

where transcription and mRNA degradation appear to be linked (Haimovich et al., 

2013; Sun et al., 2013).   

 

Chromosome interaction domains (CIDs) and ncRNA transcription 

Genome-wide, high-resolution analysis of yeast chromosome folding identified 

chromosome interaction domains (CIDs) that encompass ~1-5 genes (Hsieh et 

al. 2015). The precise structure of these domains remains unknown, as 3C-

based analyses find strong interactions between the 5’ and 3’ ends of genes 

(Figure 3.4A and (Singh and Hampsey, 2007; Tan-Wong et al., 2012)), whereas 

Micro-C instead recovers broader domains of interacting nucleosomes 

throughout gene bodies (Figure 3.4B). The technical reasons for this discrepancy 

remain unresolved – it seems likely that a pelleting step used in 3C may enrich 

for interactions between gene termini – but both CIDs and gene loops appear to 

unfold in ssu72 mutants (Hsieh et al., 2015; Tan-Wong et al., 2012) and swr1Δ 

mutants (this study), suggesting that these assays provide distinct views of a 

common structure. Assembly of these compact domains requires subunits of the 
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transcription Mediator complex (Med1), Rtt109 (H3-K56Ac), Ssu72, and H2A.Z.  

Of this group, only H2A.Z  (and subunits of the SWR-C complex) shows negative 

genetic interactions with all three of the other regulators, MED1, RTT109, and 

SSU72, suggesting that it may be a key nexus for CID assembly or function 

(Collins et al., 2007; Fiedler et al., 2009).   

 A key question is whether CID architecture contributes directly to 

transcriptional regulation. The extent of gene compaction within CIDs weakly 

anti-correlates with transcription, with highly active genes often localized either 

within or adjacent to strong boundary regions. In addition, strong boundaries are 

also enriched for CUTs, which are primarily divergent (Figure 3.5A). This 

suggests that boundaries between CIDs, which are generally associated with 

highly open and active promoters, may reflect chromatin domains that are 

generally permissive for transcription (Ulianov et al., 2015). In contrast to 

boundary regions, highly compact genes within CIDs are transcriptionally 

derepressed in mutants that disrupt CID structure, suggesting that gene 

compaction within the CID architecture may help to promote or reinforce 

transcriptional repression.  An inhibitory role for CIDs may be similar to the 

inhibitory ‘loop’ mediated by H2A.Z between the promoter and the 3’ enhancer of 

the CCND1 oncogene in mammalian cells (Dalvai et al., 2012, 2013).  Likewise, 

the 3D organization of genes into CIDs may help to prevent expression of 

ncRNAs, such as SRTs and other ncRNAs that are repressed by H2A.Z.  
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Figure 3.5: Micro-C analysis of different genomic regions, and transcripts 

of interest 

A) Box plot analysis of boundary strength associated with different loci. Promoter 

proximal regions are associated with strong boundaries irrespective of transcript 

type. p-values were determined by Fischer’s Exact Test (**). CUT promoters are 

particularly enriched for strong boundaries, compared to other transcript 

promoters (***). Null are non-promoter NFRs. p-values determined by Fischer’s 

Exact Test are all at least p < 0.0001. 

B) Cumulative Distribution Function (CDF) of the compaction score for 

Up_ncRNA (n=269) and Unchanged_ncRNA (n=713) for swr1∆ and WT. 

Up_ncRNAs are SWR1- repressed. Statistical significance of the two given 

distributions was tested using Kolmogorov–Smirnov test (KS test) in R. 
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 Consistent with this view, we found that SRTs are depleted from strong 

CID boundary regions (Figure 3.5A), and SRTs are de-repressed when CIDs are 

disrupted in either the ssu72-2 or swr1Δ strain.  A role for CIDs in repression of 

SRTs provides an explanation for why a subset of SRTs is derepressed in the 

swr1Δ strain even though H2A.Z is not enriched at SRT promoters.  Indeed, 

ncRNA transcripts that are repressed by H2A.Z are contained within CIDs that 

are more strongly de-condensed in the swr1Δ strain than CIDs harboring SRTs 

that are not repressed by H2A.Z (Figure 3.5B).  An additional possibility that is 

consistent with the phenotype of swr1Δ and ssu72-2 strains is that CID 

architecture may promote transcriptional fidelity by guiding correct sites of 

transcription initiation and termination, perhaps in part by localizing all of the 

machineries into a confined transcription domain.  Thus, CIDs may generally 

reinforce normal transcriptional homeostasis, fine-tuning transcription of both 

coding and noncoding RNAs. 
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III.E. MATERIALS AND METHODS 
 

Yeast growth and Tiling array sample preparation 

As described in Chapter I. 

Differential gene expression analysis for tiling array data and 

corresponding plots 

As described in Chapter I. 

 

Transcript annotation and categorization 

Transcript annotations originally defined for CUTs, SUTs, ORFs (ORF-Ts) and 

other were obtained from (Xu et al., 2009) and combined with the SRT annotation 

from (Tan-Wong et al., 2012) to get a comprehensive set of known annotations. 

Additional segment features were further searched in the absence of SWR1 and 

RRP6 using the automatic segmentation algorithm with default parameter (Huber 

et al., 2006). Two criteria were used to focus on previously unannotated 

transcripts of interest to this study: 1) the transcript did not overlap with the 

known annotation set and 2) transcript abundance in the swr1Δ rrp6Δ was 

greater than that in the rrp6Δ. Although we cannot determine the precise origin of 

these transcripts from tiling arrays, we classified them as 5’ or 3’ UTR extensions 

of existing ORFs, rather than ‘novel’ transcripts, if the tiling array signal was 

obviously contiguous with and of the same intensity as the corresponding ORF.   
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The complete annotation used in this publication is listed on the Cell Reports 

website. The corresponding signal intensity values are available as processed 

data in the GEO subseries GSE73110. 

 

Group D CUTs are i) significantly upregulated in the rrp6∆ compared to WT and 

ii) reduced by > 0.59 LFC in rtt109∆ rrp6∆ as well as swr1∆ rrp6∆ compared to 

the rrp6∆. Refer to Figure 2.4B and TableS1F. 

 

Up_ncRNAs are i) significantly upregulated in the swr1∆ rrp6∆ compared to 

rrp6∆ and include SRTs (n= 45), Novel (n= 100), SUTs (n= 50), CUTs (n= 29). 

Refer to Figure 2.4B, Figure 3.1E and Table S1E in Appendix 1. 

 

Unchanged_ncRNAs (n=485) are SRTs that do not change statistically 

significantly in the swr1∆ rrp6∆ compared to rrp6∆. Refer to Figure 3.1E and 

Table S1E in Appendix 1. 
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Chapter IV: CONCLUSIONS AND OUTLOOK 

 

IV-A. Transcription: Then and Now 

Transcription is at the heart of gene regulation. For the past 50 years, a large 

body of work has advanced the field by determining the structure of the RNA 

polymerase II and figuring out the mechanistic details of how model genes are 

transcribed. The overarching theme in the transcription field has been to 

understand how RNA polymerase II is recruited to a gene via various co-factors/ 

co-activators. Histone modifications, histone variants and chromatin remodeling 

enzymes are also examples of crucial players that have significantly advanced 

the transcription field. 

However, after the coming-of-age of high throughput genomics 

technology, this paradigm has shifted remarkably. It is now clear that RNA Pol II 

is rather sloppy and can indiscriminately transcribe from DNA regions that are 

accessible to it. A majority of these hidden (cryptic) transcripts originate from a 

nucleosome free region (NFR) upstream of genes. Although the NFR is shared, 

bidirectional promoters form distinct PICs to produce cryptic transcripts, which 

are then degraded. This remarkable observation has fueled an understanding of 

the mechanisms that degrade ncRNAs and help discriminate functional from non-

functional transcripts.  
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Although most eukaryotic genomes are transcribed in this ‘pervasive’ 

manner, only a handful of studies have identified a function for these cryptic 

transcripts. Cryptic non-coding transcripts can disrupt ORF transcription by 

directly transcribing through the ORF promoter, in either a sense or antisense 

orientation. Thus, so far, cryptic transcripts appear to ‘interfere’ with transcription 

of the ORF they are close to. However, the function of a majority of cryptic 

transcripts is currently unknown and is an open area of investigation.  

To understand the function of an RNA molecule, it is helpful to figure out 

how it is regulated. Likewise, the cellular pathways that promote or inhibit ncRNA 

production may give us a clue about their function as well. Since cryptic 

transcripts described so far antagonize ORF expression, the field has focused on 

understanding factors that act to curb them (Tudek et al., 2015). Indeed, the 

discovery of cryptic ncRNAs and their subsequent categorization into various 

classes was only possible when proteins that degrade them were inactivated.  

The RNA processing, termination and degradation machinery are major 

players that help degrade cryptic ncRNA once they are produced. So far, these 

include the RNA exosome (Rrp44/Dis3p, Rrp6), cytoplasmic exonuclease Xrn1, 

TRAMP component Trf4p, Nrd1 (part of the NNS machinery) and the termination 

factor Ssu72. Deletion or depletion of all of these factors leads to an increase in 

ncRNA abundance (van Dijk et al., 2011b; Neil et al., 2009; Schulz et al., 2013; 

Tan-Wong et al., 2012; Xu et al., 2009). Some of these proteins have evolved to 
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bind to particular sequence motifs present abundantly in cryptic transcripts, and 

help the degradation machinery discriminate functional and cryptic RNA 

products. Although the exact proteins involved are different, this general theme 

has been reported in yeast, as well as mammals (Almada et al., 2013; Schulz et 

al., 2013).  

In parallel, others also reported that chromatin associated factors seem to 

work either alone or together with the RNA exosome to prevent cryptic ncRNA 

initiation. Histone chaperones that promote histone assembly, HDACs, 

methylated histones and chromatin remodeling factors that position nucleosomes 

to discourage Pol II initiation ‘in the wrong direction’ from promoters or intergenic 

regions are all part of the chromatin associated arsenal that limit cryptic ncRNAs 

(Alcid and Tsukiyama, 2014; Carrozza et al., 2005; DeGennaro et al., 2013; 

Jeronimo et al., 2015; Keogh et al., 2005; Marquardt et al., 2014; Whitehouse et 

al., 2007). 

In comparison to these inhibitory mechanisms, little is known about 

pathways that promote ncRNA initiation. SWI/SNF, a chromatin remodeling 

enzyme, is the only reported factor that can promote ncRNA production 

(Marquardt et al., 2014). The remodeling activity of this enzyme is positively 

affected by histone acetylation, which is most enriched around gene promoters. It 

was speculated that SWI/SNF might evict nucleosomes to expose ncRNA TSS to 

the transcription machinery, facilitating their transcription. In contrast to this, the 
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SWI/SNF homolog in mESCs, esBAF, seems to broadly inhibit ncRNA production 

by enforcing nucleosome occupancy over ncRNA TSS (Hainer et al., 2015). 

These data may be reconciled by considering that observations from model 

genes loci likely reflect a subset of patterns observed in a genome-wide study 

with mESCs. Thus, whether SWI/SNF activates or represses ncRNA production 

may be context specific, and the outcome dependent on ncRNA promoter 

accessibility.  

 

IV-B. In this work 

We report the first widespread mechanism that promotes ncRNA transcription in 

a genome-wide manner. In budding yeast, a large number of cryptic non-coding 

transcripts originate from genic promoters that are bidirectional. A hallmark of a 

majority of nucleosomes that flank promoter regions is their rapid turnover rate. 

Such dynamic nucleosomes increase accessibility to DNA, and presumably 

increase the chance of RNA Pol II successfully initiating transcription. The 

histone mark H3-K56Ac and the variant H2A.Z are also highly enriched in 

promoter proximal nucleosomes, and they synergistically increase histone 

turnover (Kaplan et al., 2008; Rufiange et al., 2007). Although prevalent at a 

majority of genes, the contribution of these histone marks to transcription has 

remained elusive. We find that H3-K56Ac and H2A.Z are broadly required for 

CUT transcription, a type of cryptic ncRNA in budding yeast. A fraction of CUTs 
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require both of these histone marks in a non-redundant manner, consistent with 

the observation that H3-K56Ac and H2A.Z function together yet contribute in 

distinct ways. 

SWR1 also inhibits some of the SRT class of ncRNAs, similar to Ssu72. 

As these SWR1-repressed transcripts are not enriched for the histone variant, 

this is likely to be an indirect effect. These loci are among the most de-

compacted regions in swr1∆ by Micro-C, suggesting that the repressive effect of 

SWR1 at these transcripts may be an outcome of disrupting CID compaction.  

Transcripts originating from bidirectional promoters can be co-regulated at 

the RNA level (Scruggs et al., 2015; Xu et al., 2009). This coupling between the 

downstream ORF and an upstream cryptic transcript in a divergent configuration 

can reduce transcriptional noise, and thus has been proposed to have an 

evolutionary impact (Wang et al., 2011). It should be noted that such studies are 

particularly challenging in budding yeast due to its compact genome, such that a 

particular cryptic transcript can be divergent with respect to one ORF and tandem 

with a another neighbor. A visual inspection of our data does not show any 

evidence of such coordinated changes in RNA abundance and is consistent with 

previous work showing that transcriptional activity is set by distinct PICs for 

divergent transcripts (Murray et al., 2012; Rhee and Pugh, 2012; Schulz et al., 

2013; Yassour et al., 2010). 
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What is the advantage of promoting cryptic transcription? Several 

possibilities exist, most of which are speculative. Similar to XUT stabilization in 

wild type cells after lithium exposure, ncRNA transcription could functionally 

assist in environmental stress responses, although exactly how this works is 

unknown. On an evolutionary time-scale, CUTs may eventually become novel 

genes, like SUTs. Conceptually, a SUT is a CUT without the NNS binding sites, 

such that is exported into the cytoplasm like an mRNA. Even if cryptic transcripts 

are themselves not functional, the act of transcribing from their promoter, albeit 

non-productive, could reduce the response time of regulating the adjacent locus. 

This could be especially important at genes that respond to changes in the 

environment where, transcriptional interference via a ncRNA shuts off 

transcription of the overlapping protein-coding gene (Kim and Buratowski, 2009). 

Finally, ncRNAs/ their transcription may help to create a platform and confine the 

RNA transcription, processing and degradation machinery within a domain, 

making the process streamlined. 

Aside from its role in ncRNAs, we also report that H3-K56Ac promotes 

transcription of a subset of highly transcribed ORFs (Group A ORFs) and this 

effect is masked by a functional nuclear exosome. RNA levels of these ORFs 

increase in the absence of RRP6, suggesting that the nuclear exosome 

negatively regulates Group A ORFs. Conversely, Pol II occupancy at Group A 

ORFs decreases in the absence of Rtt109, suggesting that H3-K56Ac/ Rtt109 
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positively regulate them, although their RNA levels are unchanged in the rtt109∆. 

Thus, RTT109 likely promotes two opposing pathways simultaneously: Pol II 

occupancy that positively affects RNA levels, and the nuclear exosome that 

negatively affects RNA levels. As a result, in the rtt109∆ single mutant, both 

activities that normally balance each other are lost, and there is no apparent 

change in RNA abundance.  

Why might Group A ORFs specifically targeted by the nuclear exosome? 

Using published data, we found that the ORFs regulated by Rrp6 tend to have 

high Pol II occupancy and transcriptional rates. Higher number of Pol II 

molecules may increase the number of stalled, backtracking RNA polymerases, 

which are known to be targeted for exosome action (Lemay et al., 2014). Thus, at 

highly transcribed ORFs, the nuclear exosome may function as a quality control 

mechanism. Whether this action requires the exosome to be associated with the 

polymerase, as observed previously in flies, is open question for future studies 

(Andrulis et al., 2002; Lim et al., 2013). 

We complemented our RNA data with parallel investigations into the effect 

of these marks on chromatin structure. We report that H2A.Z is required for 3D 

genome organization. 3C and Micro-C analyses with swr1∆ suggest that H2A.Z 

helps in compaction of chromosomal interaction domains (CIDS). Each CIDs 

encompasses an average of 1- 5 genes and is characterized by the extensive 

intragenic nucleosomal contacts (Hsieh et al., 2015). From genome-wide ChIP 
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studies, we know that each gene possesses an H2A.Z nucleosome at either end 

of it. Thus, H2A.Z nucleosomes appear to somehow preferentially associate with 

each other to assist in CID formation. Likewise, H3-K56Ac is also a key player in 

genome organization, as rtt109∆ show a dramatic loss of CID decondensation. 

How might these promoter-proximal features facilitate compaction within a gene? 

A clue comes from previously published in vitro experiments on chromatin 

fiber condensation using solution state sedimentation velocity. Tremethick and 

colleagues reported that saturated H2A.Z arrays facilitated dramatic 

intramolecular folding of nucleosomal arrays (Fan et al., 2002). Similarly, Luger 

and co-workers showed that sub-saturated H3-K56Q arrays (acetylation mimic) 

inhibited inter-array interactions, which are indicative of higher order structures 

(Watanabe et al., 2010). Thus, in vitro condensation studies suggest that both 

H2A.Z and H3-K56Ac create an open chromatin structure, by associating 

preferentially with themselves and simultaneously antagonizing higher order 

condensation. We speculate that, in the absence of H2A.Z, the chromatin fiber 

becomes less flexible and CID formation is hindered. Importantly, in this model, 

CID boundaries are intact, as observed in swr1∆. Along the same lines, Micro-C 

analyses of highly transcribed genes, which are enriched for H3-K56Ac even in 

the gene body, display decompaction of CIDs, consistent with these arrays 

inhibiting higher order folding.  
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That said, in vitro chromatin condensation data are heavily affected by the 

extent of array saturation. Also, the above-mentioned studies were performed 

with an entire array of H2A.Z or H3-K56Q nucleosomes, which does not reflect 

physiological conditions at TSSs of genes. Thus, a lot remains to be learnt about 

how these histone marks influence CID formation. 

Taken together, our RNA transcriptome, Pol II ChIP-seq and Micro-C 

analyses suggest that H2A.Z and H3-K56Ac coordinate with the nuclear 

exosome to regulate RNA levels of a large number of ncRNAs as well many 

protein-coding genes. These dynamic nucleosomes may help to establish a 

chromosomal interaction domain that balances activities of Rrp6 (yin, negative) 

and Pol II (yang, positive), and achieves transcriptional homeostasis (Figure 4.1). 
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Figure 4.1: Model of how chromatin factors may coordinate with the RNA 

exosome to maintain transcriptional homeostasis 

H2A.Z and H3-K56Ac nucleosomes present at 5’ and 3’ ends of genes and make 

nucleosomes dynamic. These chromatin features may help recruit both, the 

transcriptional machinery and the nuclear exosome for transcriptional 

homeostasis. This may be mediated via compaction of CIDs (Chromosomal 

Interaction Domains).  

Normally, CIDs encompass promoters of SRTs (Ssu72-Restricted Transcripts), 

which likely represses this class of cryptic non-coding transcripts. In contrast, 

CUTs (Cryptic Unstable Transcripts) are associated with CID boundaries that 

correlate strongly with active histone marks (Hsieh et al., 2015b) and are 

permissive for transcription. 



 

 

120 

 

 

 

 

 

  



 

 

121 

IV-C. Outstanding questions  

This study has laid the groundwork for future investigations into how 

transcriptional homeostasis may be achieved by crosstalk between chromatin-

associated factors and the RNA exosome, and whether CIDs play a direct role in 

this. We outline a few key experiments to help address some outstanding 

questions that have emerged from this work.   

 A major prediction of our model is that in wild-type cells, a fraction of Pol II 

is targeted by the exosome, leading to non-functional transcripts. Native 

elongating transcript, or NET-seq is a technique that specifically captures the 

actively elongating population in comparison to total chromatin bound Pol II 

observed using ChIP-seq experiments (Churchman and Weismann, 2011). An 

additional advantage is that NET-seq is strand specific, because it captures the 

RNA-bound Pol II, which will help resolve to a finer degree if the decreases in Pol 

II occupancy correspond to the changes in RNA abundance. 

 Rtt109 is a histone acetyltransferasee that can acetylate a number of 

residues on H3, the specificity of which is determined by the chaperone 

associated with it (Abshiru et al., 2013). Rtt109-Vps75 preferentially acetylates 

H3K9 and K23, while Rtt109-Asf1 is specific for acetylation on H3K56, the 

modification that promotes histone turnover (Berndsen et al., 2008; Tsubota et 

al., 2007). Although there is considerable evidence suggesting that the in vivo 

phenotypes of rtt109∆ are phenocopied by asf1∆, this work could be 
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complemented by similar analysis of either asf1∆ or H3K56R mutants that block 

acetylation to test this more directly. 

 In addition to histone turnover, Rtt109p is also involved in histone 

assembly during S-phase, when newly replicated DNA is packaged into 

chromatin. Due to this dual role, studies in asynchronous populations do not 

accurately estimate of the contributions of this histone mark in promoting Pol II 

occupancy and CID compaction via histone turnover. Presumably, RTT109 also 

influences CID compaction during/ soon after replication is complete in late S/ 

early G2. It is essential to quantify the contribution of replication dependent 

actions of Rtt109 (de novo assembly coupled to the replication fork) from 

replication-independent incorporation (histone turnover at TSSs) in CID 

formation. About 20% of the total H3-K56Ac signal is present in G1-phase, 

primarily in the high turnover promoter-proximal nucleosomes (Kaplan et al., 

2008). Thus, Micro-C, Pol II occupancy, and transcriptome analysis of G1-

arrested rtt109∆ will help elucidate whether replication-independent histone 

turnover in particular contributes to the Micro-C phenotypes we observe. 

Finally, we proposed that CIDs coordinate activities of RNAP II and the 

nuclear exosome, by creating a platform for them to come together. Although our 

data are consistent with this idea, whether CIDs are the cause or the effect of 

reduced Pol II occupancy in rtt109∆, is unclear. Since Pol II occupancy is 

concomitantly affected with CID compaction in this mutant, testing the model is 
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non-trivial. CID decompaction could lead to lower Pol II, or conversely, 

reduced/aberrant transcription such as transcriptional readthrough could, in turn, 

decompact CIDs.  

A starting point would be to assess if CID decompaction causes reduced 

exosome activity. There is some evidence from work in budding yeast that the 

activity of the nuclear exosome is coupled to its chromatin localization (Camblong 

et al., 2007). Thus, a proxy for measuring Rrp6 activity would be to analyze ChIP-

seq profiles exosome components in the absence of Rtt109 (or Swr1). If 

chromatin bound Rrp6 is reduced in the rtt109∆, this would be consistent with the 

model, while no change in chromatin bound Rrp6 would negate the hypothesis.  

The most direct test of the model is to ask whether CID formation is 

affected in rrp6∆. If CIDs are disrupted, similar to what was observed when Pol II 

is inhibited using thiolutin (Hsieh et al., 2015), then it would appear that CID 

structure is made by the concomitant localization of RNA exosome and RNA Pol 

II. The exciting alternate possibility, given that Pol II occupancy is unchanged in 

the absence of Rrp6, is that CID formation is intact in rrp6∆, and directly leads to 

increased RNA abundance of Group A ORFs. 
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Table S2: Primer sequences for qPCR analysis 

 
Name Coding-Fwd Coding-Rev 

CUT579 GCCGAATATTAGCTCCTTCG TACATAATGCCAGCGACAGC 

CUT848 AAACGGAGGTTTGTCACGTC ACTTTTGCGGTTGCTCTCTC 

CUT737 GCGCAAAAAGCTCAGTCTTG ATCTGTCCCCGAATGGTATC 

OLA1 AGAAGCCCGTGTTATTGTCC GCATTACCCAAACCTTCACC 

RPL36A AGGGGTTTACCCCAAATACG CTCTGGCTATTTCCATTGGTC 

RRP45 GCAACACCAAAGTTCACTGC CCTTCAAATGGCCTGTCTTC 

CHRVIL CATGACCAGTCCTCATTTCCATC ACGTTTAGCTGAGTTTAACGGT
G 
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ABSTRACT: 

Heterochromatin and euchromatin form functionally distinct compartments, 

although proteins that silence heterochromatin can bind euchromatin regions. We 

have previously shown that the SWI/SNF chromatin remodeling enzyme can 

evict Sir proteins, which form heterochromatin in budding yeast. Whether this 

activity contributes to the role of SWI/SNF as a transcriptional activator at 

euchromatic loci is unknown. We characterized genetic interactions between the 

SIR genes (SIR2, SIR3, and SIR4) and SWI2, which encodes for the catalytic 

subunit of SWI/SNF. Loss of either SIR3 or SIR4 partially rescues growth defects 

of swi2∆ on rich media, although growth on alternative carbon sources is largely 

unaffected. In contrast, loss of SIR2 has no effect on the phenotypes of swi2∆; 

the suppression is specific to structural Sir proteins. Transcriptional profiling of 

swi2∆, sir3∆ and swi2∆ sir3∆ showed that specific transcriptional defects of 

swi2∆ were rescued by a deletion of SIR3. Comparison of the null mutant 

datasets with those from a conditionally depleted SWI2 strain allowed us to 

separate out indirect transcriptional changes due to slow growth. Genes that are 

activated by SWI2 and repressed by SIR3 tend to be expressed in the G2/M 

phase of the cell cycle. In addition to reporting transcriptional profiles of 

conditional SWI/SNF mutants, our work identifies a key set of genes that may 

require SWI/SNF to antagonize Sir3 and activate their gene expression. 
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INTRODUCTION: 

Extensive condensation is necessary to fit the genome within the dimensions of 

the nucleus. The DNA is packaged with positively charged histone proteins to 

form chromatin. Chromatin can be divided into two functional categories: 

transcriptionally active (euchromatin) and transcriptionally silent 

(heterochromatin). The constitutive heterochromatic structures in the budding 

yeast are formed at telomeres and silent mating type loci (HM loci). These 

regions are silenced by the SIR complex, consisting of Sir2, Sir3 and Sir4 

proteins (Silent information regulators) (Rusche et al., 2003; Rusché et al., 2002). 

Sir2 is a histone deacetylase while Sir3 and Sir4 are believed to play structural 

roles during heterochromatin formation. 

Overexpression of Sir3 causes gene-silencing defects in euchromatin 

(Taddei et al., 2009) and also affects boundaries between heterochromatin and 

euchromatin (Holmes et al., 1997). Chromatin immunoprecipitation studies of 

native Sir3 in wild type cells report localization to euchromatin, although the 

implications of this are not understood (Radman-Livaja et al., 2011). 

Immunofluorescence studies of Sir3 have revealed that Sir3 forms discrete 

puncta for most of the cell cycle, except for a diffuse staining pattern in the G2/M 

phase (Laroche et al., 2000). Thus, several groups have reported that Sir3 can 

bind outside of heterochromatin and active mechanisms that correct this re-

distribution remain unknown.  
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ATP dependent chromatin remodeling enzymes are a major contributor to 

the dynamic nature of chromatin. They modify chromatin structure by mobilizing 

or disrupting nucleosomes in an ATP-dependent reaction (Clapier and Cairns, 

2009). The SWI/SNF chromatin remodeling enzyme is the founding member of its 

subfamily(Smith and Peterson, 2005). The catalytic subunit Swi2 is essential for 

ATP binding and hydrolysis (Richmond and Peterson, 1996) and is the business 

end of the enzyme. SWI2 knockout mutants (swi2∆) fail to activate expression of 

highly inducible genes (Holstege et al., 1998; Sudarsanam et al., 2000) and show 

defects in exit from mitosis (Krebs et al., 2000).  

Functionally, SWI/SNF is recruited to promoter sequences where it 

remodels nucleosomes to uncover underlying regulatory sequences. In addition 

to its recruitment at promoters, SWI/SNF also associates with RNA Polymerase II 

(Pol II) during transcriptional elongation, where it has been shown to evict H2A-

H2B dimers ahead of the polymerase (Schwabish and Struhl, 2007; Wilson et al., 

1996). In addition to these roles, our recent work showed that SWI/SNF can evict 

Sir3 from nucleosomal arrays in vitro and contributes to establishment of 

heterochromatin formation in vivo (Manning and Peterson, 2014; Sinha et al., 

2009). Notably, RSC, a chromatin remodeler highly related to SWI/SNF, is unable 

to perform these functions. Thus, SWI/SNF has a distinct role in the removal of 

Sir3, although whether this activity is important in the process of transcription has 

not been thoroughly addressed.  
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 In this work, we report that the catalytic subunit of SWI/SNF genetically 

interacts with SIR3 and SIR4, but not with SIR2. Many phenotypic defects of 

swi2∆ are partially rescued by a concomitant deletion of SIR3. To circumvent the 

severe growth retardation associated with knockout SWI2 alleles, we compared 

our findings to a conditionally depleted SWI2 allele. This rigorous approach 

identified a common set of genes, where SWI/SNF likely antagonizes Sir3 to 

promote expression.  

 

RESULTS: 

Specific growth phenotypes of swi2∆ are partially rescued by sir3∆ 

We made isogenic sir3∆, swi2∆ and swi2∆ sir3∆ strains from a swi2∆/SWI2 

sir3∆/SIR3 heterozygous diploid in the S288C background. Swi2 is the catalytic 

subunit of the SWI/SNF chromatin remodeling enzyme and swi2∆ mutants have 

dramatically slowed growth rates. Deletion of SIR3 partially suppresses thr 

growth defect of swi2∆ on rich media (Figure A2.1A, B), suggesting that these 

loci genetically interact. Importantly, this suppression segregates with markers for 

the double mutant after tetrad analysis, eliminating the possibility that a 

background suppressor mutation causes the growth suppression in swi2∆ sir3∆ 

(Figure A2.1A). In addition to glucose, swi2∆ mutants are also unable to 

metabolize alternative carbon sources like raffinose and galactose (Abrams et al., 

1986; Carlson et al., 1981). Growth on these media requires nucleosome 
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remodeling at gene promoters facilitated by SWI/SNF and is expected to be 

decoupled from the Sir3 eviction activity of this enzyme. Consistent with this, 

deletion of SIR3 does not suppress growth defects of swi2∆ on raffinose and only 

a marginal suppression is seen for galactose (Figure A2.1B). Growth on non-

fermentable carbon sources such as glycerol and ethanol also requires Swi2. 

Defects of swi2∆ on ethanol and glycerol are partially suppressed by deletion of 

SIR3. SWI2 is required for progression through replication stress, mimicked by 

the drug hydroxyurea (HU), and swi2∆ show a delayed growth rate in this 

condition (Sharma et al., 2003). Interestingly, deletion of SIR3 partially relieves 

this HU sensitive phenotype when SWI2 is knocked out (swi2∆; Figure A2.1B). 

Thus, specific phenotypes of swi2∆ are partially suppressed by deleting SIR3.  

 

Suppression of swi2∆ phenotypes is not dependent on the strain 

background 

Many genetic interactions have been found to be specific to either the S288C or 

W303 background strains commonly used by the yeast community, although 

these strains are very similar. To test the generality of our findings, we extended 

our genetic analyses to mutants made in the W303 background. Indeed, we find 

that the growth defects of swi2∆ are suppressed by sir3∆ irrespective of the strain 

background (Figure A2.1C). 
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To eliminate the possibility that a background mutation other than the 

sir3∆ segregated with, and caused the growth suppression seen in the double 

mutant, we transformed the swi2∆ sir3∆ with a plasmid containing SIR3 

expressed from its endogenous promoter. As expected, complementation with a 

vector plasmid alone had no effect on the growth rate while the SIR3 plasmid 

slowed the growth of swi2∆ sir3∆ noticeably (Figure A2.1D). Given that sir3∆ 

suppresses the severe growth defects of swi2∆ in multiple strain backgrounds 

and that this suppression can be reversed when swi2∆ sir3∆ is complemented by 

a SIR3 plasmid suggest that SWI/SNF antagonizes Sir3 in vivo. 

 

Absence of SIR2 does not suppress swi2∆ growth defects 

Given that SIR3 showed negative genetic interactions with SWI2, we asked 

whether other components of the SIR complex (SIR2 and SIR4) involved in 

heterochromatin formation also showed similar genetic interactions. Sir2 is a 

histone deacetylase (HDAC) that promotes Sir3 binding to nucleosomes by 

removing the acetyl group on histone H4 lysine 16. Unlike deletion of SIR3, 

swi2∆ sir2∆ mutants do not show suppression of the swi2∆ growth defect (Figure 

A2S.1 B, C). This indicates that the pseudo-diploid state is not sufficient to see 

the suppression of swi2∆ growth defects. Furthermore, we observe that sir2∆ in 

the SWI2AA background also does not suppress the HU sensitivity or ethanol 
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sensitivity phenotype of SWI2-FRB on rapamycin (Figure A2.2E and Figure 

A2S.1 D).  

 Sir4 is a structural protein like Sir3 that helps to establish heterochromatin 

formation at telomeres and mating type loci (Rusché et al., 2002; Thurtle and 

Rine, 2014). Loss of SIR4 suppresses growth defects of swi2∆ mutants, as was 

seen with the deletion of SIR3 (Figure A2S.1 E, F). Thus, SWI/SNF may 

antagonize Sir3 and Sir4, but does not appear to genetically interact with Sir2. 

 

Comparison of swi2∆ alleles with conditional depletion of SWI2 

As swi2∆ null mutants are slow growing, we wanted to establish an alternative 

approach to interrogate gene expression profiles in the absence of SWI2. The 

Anchor away system developed by the Laemmli lab was used to conditionally 

deplete Swi2 from the nucleus (Haruki et al., 2008). The parent wild type strain 

has a FK506 binding protein (FKBP12) tag fused to the C-terminus of an anchor 

protein, RPL13A. RPL13A is a ribosomal protein that is present in high copy 

numbers in the cell and transitions from the nucleus to cytoplasm during 

ribosome assembly, as shown in Figure A2.2A. In this parent strain, we tagged 

the endogenous SWI2 locus at the C-terminus with the FKBP12-rapamycin-

binding (FRB) domain. Rapamycin induces formation of a ternary complex 

between the FKBP12 and FRB domains, and thus, rapidly depletes SWI2-FRB 

from the nucleus (Figure A2.2A).  
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We first compared growth rates of SWI2-FRB strains with or without the 

SIR3 gene using spot assays. In the presence of DMSO solvent, growth rates of 

all the strains are identical on rich media (Figure A2.2B, left), indicating that the 

SWI2-FRB construct itself did not impair cell growth. In the presence of 

rapamycin, SWI2-FRB strains show a decrease in growth rate compared to the 

WT, suggesting that the anchor away system works as expected (Figure A2.2B, 

right). However, the SWI2-FRB strains have a milder growth defect compared to 

the swi2∆ (null) mutant, perhaps due to some residual Swi2 present in the 

nucleus. As the growth rates of SWI2-FRB and SWI2-FRB sir3∆ strains are 

comparable, we can use this system to dissect out indirect changes due to slow 

growth observed in genomic studies (see below).  

Similar to swi2∆, depletion of SWI2 also causes HU sensitivity and this 

phenotype is partially suppressed by deletion of SIR3, suggesting an important 

link between SWI2 and SIR3 in HU stress (Figure A2.2C, right). Previous work 

has shown that SWI2 induces transcription of the ribonucleotide reductase (RNR) 

genes in the presence of HU (Sharma et al., 2003). Consistent with this, we see 

a large reduction of these transcripts in swi2∆ (Figure A2S.1A). However, unlike 

the rescue of growth, the transcription of RNR transcripts was not restored in the 

SWI2-FRB sir3∆. This observation suggests that in HU stress, SWI/SNF 

remodels Sir3 independent of transcription; possibly by assisting DNA repair in 

SIR heterochromatin. 



 

 

137 

 

A subset of SWI-dependent genes are restored to wild type levels in the 

absence of SIR3 

Our genetic studies indicate that SWI/SNF antagonizes Sir3. To identify 

transcriptional targets that depend on this activity, we analyzed RNA profiles of 

isogenic wild type, swi2∆, sir3∆ and swi2∆ sir3∆ from 5716 ORFs using 

microarrays. Consistent with published data, we observed that deletion of sir3∆ 

alone misregulates genes in the mating type cascade, with almost no other 

changes (Figure A2.3A, middle) (Lenstra et al., 2011). In contrast, SWI2 

regulates 203 genes positively (FDR < 0.1 and LFC < -0.58) and 488 genes 

negatively (FDR < 0.1 and LFC > 0.58). Many genes classically discovered to be 

dependent on SWI/SNF such as SER3, YOR222W and the acid phosphatase 

genes, changed as predicted by previous studies (Figure A2.3B) (Sudarsanam et 

al., 2000). These genes were unaffected by a deletion of SIR3 (Figure A2.3B, 

third column). 

To identify genes that are regulated both by SWI2 and SIR3, we first 

selected genes that changed significantly in the swi2∆ compared to wild type by 

limma (Figure A2.3B), performed hierarchical clustering and classified various 

sub-groups of interest.  Genes that decrease significantly (LFC < -0.58 and FDR 

< 0.1) in swi2∆ and are restored to wild type levels in the swi2∆ sir3∆ are defined 

as Group 1_KO. The top GO term category enriched in Group 1_KO is ribosome 
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biogenesis/ ribosomal protein coding genes. This suggests that these genes 

require SWI/SNF to remodel Sir3 to promote their transcription. Indeed, prior 

studies have reported Sir3 binding to many ribosomal protein genes using a Gal 

inducible strain (Radman-Livaja et al., 2011). However, genes involved in 

ribosome biogenesis/ ribosomal proteins strongly anti-correlate with growth rate 

and can confound our results (Airoldi et al., 2009). Thus, we compared our 

findings from the null mutants to those from the anchor-away strains.  

 In the anchor away background, we again selected genes that changed by 

1.5 fold or more after depletion of SWI2-FRB and performed hierarchical 

clustering to identify subsets that are co-regulated by sir3∆. Genes that decrease 

(LFC < -0.58) in SWI2-FRB and were restored to wild type levels in the SWI2-

FRB sir3∆ were defined as Group 1_AA. The top GO term category enriched in 

Group 1_AA is ion/ carbohydrate transport and primarily reflects the metabolic 

defects of SWI2 mutants in carbon source utilization. 

 

Overlap between RNA profiles of swi2∆ and SWI2-FRB alleles 

A comparison of findings from the knockout allele with the anchor-away allele of 

SWI2 revealed many interesting similarities and differences that we describe in 

detail below. Many classically SWI/SNF dependent genes identified from 

previous studies change as predicted also when SWI2 is anchored away (Figure 
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A2.3C). This validates the anchor-away system for genomic studies of SWI/SNF 

mutants.  

 We first compared genes that are activated by SWI/SNF in a Sir3 

dependent manner in the anchor away strains and the knockout alleles. These 

correspond to Group 1_AA (n= 263) and Group 1_KO (n= 192), respectively 

(Figure A2.4A, B). The overlap between the Group1_AA and Group1_KO sets 

revealed a very select set of 28 genes, with a p-value of 8.7 x 10-9 (Figure 

A2.4C). This common subset of genes, consolidated as Group 1, corresponds to 

GO term categories of ‘cell cycle’, ‘cytokinesis’ and ‘lipid metabolism’. Our lab 

has previously reported that SWI/SNF is required for expression of genes 

expressed at the G2/M phase boundary of the cell cycle, although the 

mechanism of transcriptional activation was not completely understood (Krebs et 

al., 2000). Our findings now suggest that SWI/SNF may alleviate Sir3 binding at 

these genes to promote their transcription. As might be expected from the slow 

growth, genes involved in ribosome biogenesis and gene expression were 

affected only in the null mutant dataset, and therefore were not included in further 

analysis.  

 We also observed a second group of genes that seem to be inhibited by 

SWI/SNF in a Sir3 dependent manner, in both the anchor away strains and the 

knockout. Although this has been reported previously, in our approach we 

focused on genes that were common to the null mutant and the anchor away 
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datasets (Sudarsanam et al., 2000). Genes that are upregulated in the swi2∆ and 

reduced to wild type in the swi2∆ sir3∆ are designated as Group 2_KO (n= 482) 

(LFC < -0.58 and FDR < 0.1) (Figure A2S.2, B). Corresponding to this, genes 

identified with these criteria from the anchor away dataset were called Group 

2_AA (n= 192). However, an overlap of Group 2_KO and Group 2_AA sets 

revealed very few commonalities (Figure A2S.2, C). This suggests that SWI/SNF 

does not directly inhibit Group 2 genes and the changes, including those 

published previously, are likely due to indirect effects (Holstege et al., 1998; 

Sudarsanam et al., 2000). As there were very few Group 2 genes in common 

from the knockout data and the anchor away data, we did not analyze this group 

further.  

 

Analysis of Sir3 binding at Group 1 target genes 

The genetic and transcriptome analyses suggest that SWI/SNF antagonizes Sir3 

to promote expression of specific genes. One prediction of the model is that Sir3 

accumulates in the absence of SWI2 at target genes, the ones are transcribed 

mainly at the G2/M boundary. To test the model, we analyzed Sir3 recruitment by 

chromatin immunoprecipitation (ChIP) in WT and swi2∆ mutants arrested in 

nocodazole. Nocodazole is a microtubule depolymerizing agent that blocks entry 

into mitosis and thus, cells accumulate at the G2/M border (Jacobs et al., 1988). 

Sir3 binding was measured using a native antibody to Sir3, as well as an anti-
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FLAG antibody in a strain expressing SIR3-FLAG tagged gene from its 

endogenous locus. In both cases, the wild type strain was enriched for Sir3 at 

heterochromatic loci like HMR and TELVI-R, used as positive controls. However, 

we observe no detectable difference in Sir3 enrichment in swi2∆ compared to WT 

at the promoters of target genes tested (Figure A2S.3). This could be due to 

transient binding of Sir3 that is not captured by the ChIP assay. Nonetheless, we 

report a decrease in Sir3 occupancy in swi2∆ at telomeres, consistent with 

redistribution of Sir3 to ectopic loci (Figure A2S.3). 

 

DISCUSSION: 

Establishing the separation between euchromatin and heterochromatin is crucial 

for the functioning of a cell. The mechanisms that actively exclude 

heterochromatin proteins from euchromatin remain poorly understood. We 

identified that the SWI/SNF chromatin remodeling enzyme participates in this 

process. We report that a subset of genes expressed in the G2/M transition of the 

cell cycle require the Sir3 remodeling activity of SWI/SNF.  

 

Growth defects swi2∆ are suppressed by SIR3, SIR4 but not SIR2 

Our in vitro studies indicated that the SWI/SNF chromatin remodeling enzyme 

was uniquely able to evict the heterochromatin protein Sir3 from arrays (Manning 

and Peterson, 2014; Sinha et al., 2009). To investigate the physiological 
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significance of this finding, we characterized the genetic interactions between 

SWI2, the catalytic subunit of SWI/SNF, and the SIR2, SIR3, SIR4 genes, which 

encode for heterochromatin proteins in yeast. Deletion of SWI2 causes 

retardation in growth in multiple carbon sources, and sir3∆ and sir4∆ were able to 

partially suppress this slow growth in glucose, ethanol and glycerol rich media. 

This was consistently observed across different strain backgrounds. In contrast, 

sir3∆ and sir4∆ do not significantly rescue the severe growth defects of swi2∆ on 

alternative carbon sources like raffinose and galactose. This suggests that the 

ability of SWI/SNF to mobilize nucleosomes at promoter regions is decoupled 

from its Sir3 remodeling activity. Consistent with this hypothesis, our lab has 

recently characterized a separation of function allele (swi2∆10R) that can 

remodel nucleosomes, yet is unable to evict Sir3 in vitro (Manning and Peterson, 

2014). In this manner, many classically studied SWI/SNF dependent genes are 

not sensitive to removal of heterochromatin proteins Sir3 and Sir4.  

 

Genes expressed at the G2/M boundary are dependent on SWI/SNF to 

antagonize Sir3 

Our microarray analysis of swi2∆ and swi2∆ sir3∆ strains revealed two categories 

of genes that required SWI2 for activation and were also repressed by SIR3. The 

first category were ribosomal biogenesis and ribosomal protein coding genes that 

are very sensitive to growth rate and likely indirect effects (Airoldi et al., 2009). 
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The second category were genes involved in ‘cytokinesis’, ‘cell division’ and 

expressed at the G2/M boundary in the cell cycle. To circumvent the issues 

related with slow growth of null mutants, we compared our knockout (swi2∆) 

microarray data to similar data from the conditionally depleted SWI2-Anchor 

Away set. The only genes that were common to both data were the G2/M 

expressed genes, suggesting that they were likely direct targets where SWI/SNF 

antagonizes Sir3. This is consistent with previous findings from our lab that 

SWI/SNF mutants are defective in exiting mitosis (Krebs et al., 2000).    

 

Genes expressed at the G2/M boundary are dependent on SWI/SNF to 

antagonize Sir3 

Sir3 may dynamically associate with genes expressed in the G2/M phase. 

If SWI/SNF antagonizes Sir3 at specific targets genes, we expect that in the 

swi2∆, there would be an accumulation of Sir3 at these loci. ChIP analysis at 

promoters of some target loci did not show an increase in Sir3 occupancy in 

nocodazole or asynchronous cells, although we do observe a significant 

decrease of Sir3 binding from telomeric loci, which has been reported before 

(Dror and Winston, 2004; Manning and Peterson, 2014). This suggests that Sir3 

may delocalize from telomeres in the absence of SWI/SNF and bind euchromatic 

loci in a manner that is incompatible with chromatin immunoprecipitation 

analysis. Alternatively, ChIP-seq analysis of Sir3 in swi2∆ could determine 
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whether this heterochromatin protein accumulates within coding regions of 

targets genes, which are highly deacetylated and may act as Sir binding sites in 

euchromatin (Carmen et al., 2002; Carrozza et al., 2005; Keogh et al., 2005). 

Cytological studies from the Gasser lab support our model. Sir proteins 

bound to heterochromatin are localized in discrete foci during a majority of the 

cell cycle (Laroche et al., 2000). In contrast, at the G2/M boundary, Sir proteins 

show a distinctly diffused staining pattern, possibly providing a window for them 

to bind ectopic euchromatin sites and impact gene expression. Our in vitro 

studies implicated that the SWI/SNF chromatin remodeling enzyme was uniquely 

able to evict the heterochromatin protein Sir3.  In this work, we find that SWI/SNF 

functionally antagonizes Sir3 to positively facilitate gene expression. This role is 

fundamentally different from the classically studied function of SWI/SNF in 

transcriptional activation by promoter nucleosome remodeling. 
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FIGURE LEGENDS: 

Figure A2.1: SWI2 growth defects are partially rescued by deletion of SIR3 

A) Tetrad dissection plates of the swi2∆ sir3∆ heterozygous diploid on YEPD 

plates with the corressponding genotypes marked with symbols listed on the left. 

A single dissected spore yields an isogenic colony, imaged after 10 days. 

Relative size of each colony is representative of the growth rate. 

B) Equal cell numbers of the strains listed were spotted in consecutive ten-fold 

dilutions on agar plates with different carbon sources and imaged after 3 days. 

Raffinose and Galactose plates also contain 2% antimycin to prevent respiratory 

growth.  

C) Spot assay was performed as described in B) on null mutants dissected from 

the W303 background. 

D) swi2∆ sir3∆ mutants transformed with a plasmid containing either the vector 

backbone (left) or with a construct expressing Sir3 from its endogenous promoter 

(right) and spot assays performed on individual isolates as described in B).  
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Figure A2.2: Absence of SIR2 does not rescue swi2Δ growth 

A) Schematic of the Anchor-away system to induce conditional depletion of 

nuclear proteins. C-terminally tagged versions of the nucleo-cytoplasmic shuttling 

protein (RPL13A-FKBP12) and the SWI2 gene locus (SWI2-FRB) do not affect 

localization of the tagged protein in DMSO solvent (left). Addition of Rapamycin 

(red dot) facilitates formation of a ternary complex between FKBP12 and FRB, 

rapidly depleting SWI2-FRB from the nucleus (right). 

B) Spot assays of wild type or sir3∆ with/ without the SWI2-FRB tag on DMSO 

solvent (left) and 8µg/ml rapamycin (RAP) on 2% glucose after 2 days at 30˚C. 

The same cultures and dilutions were used for a pair of DMSO and RAP plates. 

C) Spot assays as in B) in the presence of 100mM hydroxyurea (HU). 

D) Spot assays of wild type or sir2∆ with/ without the SWI2-FRB tag as in B). 

E) Spot assays as in D) in the presence of 100mM hydroxyurea (HU). 

 

  





 

 

149 

Figure A2.3: Whole-genome microarray analysis of null mutants and 

anchor-away strains 

A) Volcano plots show the transcripts that change significantly in the mutant 

compared to the wild type (WT) highlighted in blue (p.adj = FDR < 0.1 and Log2 

Fold Change > 0.59). 

B) Heatmap of normalized RNA abundance for ORFs that are significantly down-

regulated (n= 167) and up-regulated (n=488) in the swi2∆ arrays compared to 

WT.  Corresponding values for these genes from swi2Δ sir3Δ and sir3Δ arrays 

compared to WT are also shown. Group 1_KO are defined as significantly down-

regulated in the swi2∆ and comparatively de-repressed in swi2∆ sir3∆, while 

Group 2_KO are defined as significantly up-regulated in the swi2∆ and 

comparatively de-activated in swi2∆ sir3∆. Examples of ORFs identified in 

previous studies that do not change in swi2∆ sir3∆ compared to swi2∆ (> ± 1.5 

fold are listed along the right. 

C) Heatmap of normalized RNA abundance for genes that are down-regulated 

(n=264) and up-regulated (n=193) in the SWI2-FRB compared to WT in the 

presence of 8µg/ ml of rapamycin (RAP). Corresponding values for these genes 

from SWI2-FRB sir3Δ and sir3Δ arrays compared to WT are also shown. ‘Group 

1_AA’ and ‘Group 2_AA’ are defined essentially as described in B). Examples of 

ORFs identified in previous studies that do not change in swi2∆ sir3∆ compared 

to swi2∆ (> ± 1.5 fold are listed along the right. 
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Figure A2.4: G2/M expressed genes are regulated by SWI/SNF in a Sir3 

dependent manner in both the SWI2 anchor-away and knockout strains 

A) Heatmap of normalized RNA abundance for Group1_AA ORFs (n= XX) in the 

SWI2-FRB, SWI2-FRB sir3Δ and sir3Δ arrays compared to WT in the presence 

of 8µg/ ml of rapamycin (RAP) after hierarchical clustering. 

B) Heatmap of normalized RNA abundance for Group1_KO ORFs (n= XX) in the 

swi2∆, swi2Δ sir3Δ and sir3Δ arrays compared to WT after hierarchical 

clustering. 

C) Venn diagram depicting the overlap of genes from Group 1_AA and Group 

1_KO. GO terms specific and common to the knockout (KO) and anchor-away 

(AA) datasets are shown.  

D) qRT-PCR analysis of some Group 1 genes commonly identified from both the 

knockout and anchor-away datasets sets. 

  





 

 

153 

Figure A2S.1: Gene expression and genetic interactions of SIR3, SIR2 and 

SIR4 with SWI2.  

A) Absence of SIR3 does not impact RNR gene expression and genetic 

interactions. 

B, C, and D) Absence of SIR2 does not suppress growth defects of swi2∆. 

E, F) Absence of SIR4 suppresses the growth defects of swi2∆. 
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  Figure A2S.1 
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Figure A2S.2: Overlap of Group 2 genes (those repressed by SWI2) from 

null mutants and anchor-away strains 

A) Group 2_AA heatmap with strains compared to WT anchor away strain. 

B) Group 2_KO heatmap with null mutants compared to WT.  

C) Overlap of the number of genes from Group 2_AA and Group 2_KO and the 

corresponding GO term categories.   
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  Figure A2S.2 
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Figure A2S.3: No detectable change in Sir3 occupancy in euchromatin in 

sir3∆ 

A) Chromatin immunoprecipitation (ChIP) for native Sir3 in nocodazole-arrested 

(G2/M boundary) cells at two heterochromatic loci in WT, sir3∆ and swi2∆ cells. 

B) ChIP for SIR3-FLAG in nocodazole-arrested (G2/M boundary) cells at 

promoters of SWI2 dependent genes in WT and swi2∆ cells.  
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Figure A2S.3 
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MATERIALS AND METHODS: 

Yeast growth media and genetic methods 

Yeast were cultured for spot assays as described in Chapter II, Materials and 

Methods section. For tetrad analysis, at least 30 tetrads were dissected for 

segregation analysis and growth rates noted. 

 

Chromatin Immunoprecipitation (ChIP) 

Yeast strains were grown in rich media with 2% glucose at 30°C and either 

DMSO or Rapamycin (8μg/ml final concentration) was added for 60 minutes 

before fixation with 1.2% formaldehyde. Cells were quenched with 2.5M glycine, 

centrifuged, rinsed with cold water and stored at -80°C until chromatin 

preparation. Chromatin preparation, immunoprecipitation and DNA extraction 

were performed as described in (Bennett et al., 2013). The anti-Sir3 antibody (1 

μL for 100μL chromatin) was used to immunoprecipitate native Sir3. The anti-H3 

antibody, ab1791 from Abcam (1 μL for 100μL chromatin) was used to 

immunoprecipitate histone H3. The SIR3 gene was C-terminally tagged with a 

FLAG tag and an anti-FLAG antibody used for immunoprecipitation. 

 
 
Microarray analysis: 
 
Yeast strains were grown in rich media with 2% glucose at 30°C in 50 ml cultures 

and collected at OD = 0.8. Four replicates of swi2∆ and swi2∆ sir3∆ strains were 
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analyzed by limma analysis in R (Bioconductor package). Yeast strains were 

grown in rich media with 2% glucose at 30°C to OD = 0.6. and either DMSO or 

Rapamycin (8μg/ml final concentration) was added for 60 minutes and pelleted 

for RNA preparation. One replicate each of the SWI2-FRB, SWI2-FRB sir3Δ and 

sir3Δ arrays and corresponding WT arrays was used. Total RNA was hybridized 

on Affymetrix Yeast 2.0 arrays and analyzed using a log2 fold change cut-off.  
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APPENDIX 3 
List of strains 

 

Name Genotype 

CY1089 HKY 579-10A Mata leu2-3, 112 his3-11, 15 ade2-1 ura3-1 trp1-1 

can1-100 Rad5+ (W303) 

CY1983 swr1Δ::HpH from CY1089 

CY2071 rrp6∆::NATR MATa, dissected from CY2052; spore 3B 

CY2076 swr1∆::G418R rrp6∆::NATR, MATa, dissected from CY2052, 

spore 9C 

CY2210 rtt109∆::HPHR, clone 23D segregant from CY2170 

CY2211 swr1∆::G418R rtt109∆::HPHR MATa clone 16D, segregant from 

CY2170 

CY2212 rtt109::HPHR rrp6∆::NATR MATa clone 29c, segregant from 

CY2170 

CY2213 swr1∆::G418R rrp6∆::NATR rtt109∆::HPHR MATa clone 29A, 

segregant from CY2170 

CY2052 MAT a/α rrp6∆::NAT in CY2031 clone 1 

CY2031 MAT a/α CY1983 X CY927 swr1∆/SWR1 in W303, Clone 1 

CY927 W303-1B Mat a ade2-1 can1-100 his3-11,15 leu2-3,112 trp1-1 

ura3-1 

CY2301 MATa  ura3-52 leu2-3,112  his3∆200  ssu72-2ts (Buratowski 

Lab) 

CY1653 BY4743; MATa/a ;his3∆1/his3∆1; leu2∆0/leu2∆0; lys2∆0/LYS2; 

MET15/met15∆0; ura3∆0/ura3∆0; swi2::KanMX4/SWI2 sir3∆:: 

HPHR/SIR3 

CY1618 MAT (a) segregant from CY1653, clone 15A, sir3∆::HPH 
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Plasmid  

CP1212 pAG25; CEN/ARS w/ NAT cassette. Plasmid #35121 (Addgene) 

CP1234 CEN/ARS SIR3 w/ NAT cassette 

CY1619 MAT (a) segregant from CY1653, clone 15B, swi2∆::KANMX 
and sir3∆::HPH 

CY1620 MAT a segregant from CY1653, clone 15C (wild type) 
 

CY1621 MAT a segregant from CY1653, clone 15D, swi2::KANMX 

CY1809 Y40345 MATa tor1-1 fpr1::loxP-LEU2-loxP RPL13A-2x 

FKBP12:loxP (HHY221) 

CY1810 Y40362 MATα tor1-1 fpr1::NAT RPL 13A-2x FKB12::TRP1 

SNF2-FRB:kanMX6 

CY1853 MAT a sir3∆::HYGROR in CY1809, clone 1 

CY1854 MAT α, sir3∆::HYGROR in CY1810, clone 16 

CY1953 MATα sir2∆::HIS in CY1885, clone 12 

CY1954 MATα sir2∆::HIS in CY1810, clone 10 

CY1907 MATa/a ;his3∆1/his3∆1; leu2∆0/leu2∆0; lys2∆0/LYS2; 

MET15/met15∆0; ura3∆0/ura3∆0; swi2::KanMX4/SWI2 sir2∆:: 

HPHR/SIR2 

CY1908 MATa/a ;his3∆1/his3∆1; leu2∆0/leu2∆0; lys2∆0/LYS2; 

MET15/met15∆0; ura3∆0/ura3∆0; swi2::KanMX4/SWI2 sir4∆:: 

HPHR/SIR4 

CY1752 MATa/α CY927 X CY971; sir3∆::HYGROR, diploid 2 

CY2041 swi2∆ in W303, spore 21A dissected from CY1752 

CY2042 sir3∆ in W303, spore 21B dissected from CY1752 

CY2043 WT in W303, spore 21C dissected from CY1752 

CY2044 swi2∆ sir3∆ in W303, spore 21D dissected from CY1752 
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