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ABSTRACT

High Efficiency Angles-Only Space-Based Approaches for Geosynchronous Orbit Catalog

Maintenance with Sparse Information

by

Louis M. Tonc, Doctor of Philosophy

Utah State University, 2023

Major Professor: Geordie Richards, Ph.D.
Department: Mechanical and Aerospace Engineering

The thesis of this dissertation proposes a novel filter algorithm to improve tracking and

catalog maintenance of uncooperative satellites and other Resident Space Objects (RSOs)

in Geosynchronous Equatorial Orbit (GEO). Tracking can be supported by space-based

tracking from observer satellites (OBSs). Practical limitations can lead to long time gaps

between measurement updates when tracking RSOs from an OBS, which may induce a loss

of fidelity or divergence of the estimation algorithm. The Extended Kalman filter (EKF)

is commonly used for tracking RSOs but it diverges as a consequence of nonlinearity in

the dynamics and nonlinearity in the optical measurements from OBSs. Both nonlinear-

ities cause the underlying probability density (PDF) of the state vector to deviate from

a Gaussian distribution, leading to divergence after measurement update. The Unscented

Kalman filter (UKF) and the Gaussian Mixture Model filter (GMM) were proposed to solve

the divergence problem in the EKF. A hybrid algorithm, the Hybrid Kalman-particle filter

(HKF), was developed and likewise assessed to improve on the EKF methodology by com-

bining with particle filtering techniques. Lastly, this work presents a novel filter algorithm,

the Extended Step-Back Kalman filter (ESBKF), in which the measurement update is ap-

plied at a time in the past when the distribution of the RSO in state-space is approximately



iv

Gaussian. The filter statistics are then propagated forward to the present, and the nonlinear

effects of the dynamics are dramatically reduced, thereby avoiding divergence longer. In

this document, the mathematical structure and properties of the aforementioned estimation

algorithms and their utility are demonstrated in tracking simulations of an RSO in a GEO

orbit being updated from four different scenarios of OBS availability.

(182 pages)



v

PUBLIC ABSTRACT

High Efficiency Angles-Only Space-Based Approaches for Geosynchronous Orbit Catalog

Maintenance with Sparse Information

Louis M. Tonc

The thesis of this dissertation proposes a novel filter algorithm to improve tracking and

catalog maintenance of uncooperative satellites and other Resident Space Objects (RSOs)

in Geosynchronous Equatorial Orbit (GEO). Tracking can be supported by space-based

tracking from observer satellites (OBSs). Practical limitations can lead to long time gaps

between measurement updates when tracking RSOs from an OBS, which may induce a loss

of fidelity or divergence of the estimation algorithm. The Extended Kalman filter (EKF)

is commonly used for tracking RSOs but it diverges as a consequence of nonlinearity in

the dynamics and nonlinearity in the optical measurements from OBSs. Both nonlinear-

ities cause the underlying probability density (PDF) of the state vector to deviate from

a Gaussian distribution, leading to divergence after measurement update. The Unscented

Kalman filter (UKF) and the Gaussian Mixture Model filter (GMM) were proposed to solve

the divergence problem in the EKF. A hybrid algorithm, the Hybrid Kalman-particle filter

(HKF), was developed and likewise assessed to improve on the EKF methodology by com-

bining with particle filtering techniques. Lastly, this work presents a novel filter algorithm,

the Extended Step-Back Kalman filter (ESBKF), in which the measurement update is ap-

plied at a time in the past when the distribution of the RSO in state-space is approximately

Gaussian. The filter statistics are then propagated forward to the present, and the nonlinear

effects of the dynamics are dramatically reduced, thereby avoiding divergence longer.
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CHAPTER 1

INTRODUCTION

Accurate tracking and estimation of RSOs in GEO pose a challenge for future travel and

satellite operations. Obstacle avoidance necessitates real-time knowledge of the statistics

of the target state, specifically the position and velocity vectors of the RSO with high

probability. This requires the use of an orbit estimation algorithm that is capable of handling

sparse observations while maintaining computational efficiency [1]. The Extended Kalman

filter is the most commonly used estimation algorithm. However, there are scenarios in

which the EKF has been observed to fail under reasonable conditions [2]. The effectiveness

of the EKF is dependent on the duration between measurements.

Based on the literature, the EKF has been known to have difficulties in estimating the

mean and covariance of the target state in nonlinear settings [3]. Objects in orbit are subject

to nonlinear dynamics and are often updated by nonlinear measurements, as is the case with

measurements based on optical angles. In this study, two sources of failure were identified

for the EKF in nonlinear settings. The primary source is that the PDF that describes the

relative likelihood of the RSO, represented by the combination of the position and velocity

vectors into a single state vector, initially begins as a defined Gaussian distribution, but as

time progresses, the distribution becomes skewed. The nonlinear orbital dynamics force the

state vector to follow an orbital trajectory, which causes the PDF to become increasingly

skewed due to the development of curvature. In a Cartesian coordinate system, the PDF

will eventually no longer be adequately approximated as a Gaussian distribution.

Over the last several decades, several alternative filtering algorithms have been devel-

oped to resolve nonlinear effects. One such class of filters is known as particle filters, which

use nodes or particles generated from an initial Gaussian distribution and propagate the

particles through the nonlinear dynamics to obtain posterior mean and covariance values via

sample statistics. A subset of particle filters are sigma-point filters, with on such filter be-
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ing the UKF. The UKF creates sigma points which are particles obtained deterministically

based on the matrix square root of the covariance matrix. Associated weights are assigned

to each sigma point particle and are then propagated through the dynamical model. The

deterministic used to obtain the sigma points allows for obtaining second-order accurate

statistics without the need for orders of magnitude more particles [4].

The UKF can however break down when the target state density is severely skewed prior

to performing a measurement update. Nevertheless, it yields a larger post-measurement

covariance which compensates for bias in the mean. Another common algorithm is the

Gaussian Sum filter or Gaussian Mixture Model filter, which approximates the state PDF

by a sum of weighted Gaussian distributions [5]. It obtains a better estimate of the pos-

terior mean and covariance since the geometry of the state PDF, which has curvature, is

approximated by multiple Gaussian distributions in specific locations. However, this algo-

rithm is computationally expensive and also requires updating the weights of each particle

by evaluating various Gaussian distributions, which can be numerically sensitive.

Another filtering algorithm investigated is the Closed Skew-Normal Unscented Kalman

filter (CSNUKF). This algorithm is an unscented form of the Closed Skew-Normal Kalman

filter (CSNKF), which has propagation and measurement methodology similar to the EKF

but with different parameters being tracked rather than the mean and covariance. The

parameters being tracked define what is referred to as a closed skew-normal distribution,

which is a PDF defined by the product of a Gaussian distribution and a Normal cumula-

tive distribution function (CDF) which yields a Gaussian distribution with skewness. It

was initially anticipated that the CSNUKF would generate a PDF with the appropriate

skewness during the propagation phase, but this was not the case. Furthermore, the perfor-

mance evaluation was extremely computationally burdensome since a numerical sampling

technique, in this case a Markov chain Monte Carlo (MCMC) algorithm, was required to

obtain the mean and covariance statistics.

This research effort presents two novel algorithms: the HKF and ESBKF. The HKF is

a fusion of the EKF with a particle filter. Using a particle-filter strategy allows for using
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a more accurate mean value and covariance matrix when performing the Kalman update.

This algorithm is a preliminary approach that was investigated before implementing other

more complex filter algorithms. This relatively straight forward approach was examined to

see if a simpler remedy could be used. As demonstrated in the RESULTS chapter of this

thesis, the performance capability of the HKF to handle divergence was effective in most

conditions.

The ESBKF, however, was found to make improvements over the other filter algorithms

by eliminating concerns of approximating the non-Gaussian PDF of the target state during

the propagation phase. The updated mean was closer to the actual location of the RSO

with the altitude being more accurate, in particular. The primary foundation of the ESBKF

based on applying a measurement update to the last point in time in the past when the

PDF was either exactly Gaussian or well-approximated as a Gaussian. This removes the

nonlinear effects of dynamics, leaving only the measurement model with nonlinear effects.

Once the mean and covariance are updated, they are propagated to the present point in

time and the algorithm continues in a recursive manner. The ESBKF has a computational

cost very close to the EKF.

Monte Carlo analyses were conducted on all of the filter algorithms and generated sam-

ple statistics using two different approaches. There were three performance metrics for the

filters: 3σ plots comparing standard deviations obtained from Monte Carlo analyses, plots

of the overlapping index calculated from two different standard deviations, and probability

density function scatter plots. For technical details on the format of these plots used to

evaluate filter performance can be found in the Details of Plots section in the RESULTS

chapter.

A more robust closed-form analysis was attempted to yield a mathematically deductive

performance metric for the ESBKF, but due to nonlinearities complicating a closed-form

solution to integrate within a Gaussian distribution, this was not feasible. Since the ES-

BKF is a novel algorithm developed in this research effort, it was incumbent to match the

simulation results with a developed mathematical theory. This is a topic for future work.
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1.1 Dissertation Thesis Statement

The thesis of this dissertation is that divergence of the Extended Kalman filter, when

tracking RSOs in GEO using right-ascension and declination angle measurements, can be

resolved with only modest increases in computation time using an Extended Step-Back

Kalman filter.

1.2 Dissertation Overview

Chapter 2 details a comprehensive literature survey of the background information

related to the physical environment, as well as algorithms and techniques to be used in

simulations. Chapter 3 outlines the mathematical details of the simulation, such as the

dynamics and measurements, as well as the technical formulations of the filtering algorithms.

Chapter 4 presents the results of the simulations along with corresponding analyses. Finally,

Chapter 5 provides a summary of the work performed, along with suggested areas for future

research.

1.2.1 Research Objectives and Corresponding Tasks

The following list details the objectives this research followed along with corresponding

tasks. Main bullet points are the objectives and sub-bullet points are the tasks associated

with each objective.

1. Identify the source of EKF divergence.

a. Develop simulation of an RSO in GEO tracked by an OBS.

b. Use simulation to isolate source of EKF divergence.

2. Assess performance of known alternative filter algorithms for resolving divergence of

the EKF.

a. UKF - Model four scenarios of RSO and OBS trajectories

b. GMM - Model four scenarios of RSO and OBS trajectories.

3. Define a novel filter algorithm (ESBKF), and establish its theoretical properties.
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a. Define the propagation and update procedure.

b. Prove that the ESBKF is identical to EKF under linear conditions.

4. Assess performance of ESBKF and compare with other algorithms.

a. Model four scenarios of RSO and OBS trajectories.

b. Demonstrate superior ability of ESBKF to stay within the bounds of overlapping

index limit in each modeled scenario.

c. Identify computational efficiency of ESBKF and compare with other algorithms.
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CHAPTER 2

LITERATURE SURVEY

2.1 Geosynchronous Orbit

There is a certain orbital radius around Earth at which the angular rate of a circular

orbit will match the rotation rate of Earth about its axis. This orbit is referred to as a

Geosynchronous orbit (GEO). The main utility of this orbit is for communication, since the

orbiting satellite will remain fixed above the ground relative to an observer on the surface of

the Earth. If the satellite or resident space object (RSO) in GEO has a large inclination, the

object relative to an observer on Earth will move up and down along a path perpendicular

to the horizon. According to the European Space Agency (ESA), their database known as

Database and Information System Characterising Objects in Space (DISCOS) details that

the vast majority have a low inclination [2]. Therefore, the GEO objects simulated in this

research were selected to have a nearly zero inclination.

Uncooperative satellites are spacecraft which do not have two-way signaling capabil-

ity with whomever is tracking the object. This limits the methods for measuring these

spacecraft, for example Doppler range-rate measurements typically require two-way com-

munication. Optical measurements from either the ground or an observer spacecraft can be

used for tracking uncooperative spacecraft as well as other orbital debris.

2.2 Ground-Based Angle Measurements for Tracking

Ground-based Electro-Optical Deep Space Surveillance (GEODSS) is a ground-based

optical telescope system operated by the Air Force Space Command (AFSPC), which cata-

logs RSOs for multiple reasons. There are three global sites that comprise the locations of

the system. This system tracks an RSO by collecting data in the electro-optical visible spec-

trum and therefore generates a line-of-sight vector. This method is much cheaper compared
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to a RADAR system, which would give additional information for the range [6]. There are

many governmental agencies worldwide invested in space surveillance tracking systems [7];

however, since the number of objects in orbit around Earth is always increasing, the need

to have alternative means for tracking is desirable.

2.3 Space-Based Angle Measurements for Tracking

The primary means of measuring space objects, particularly uncooperative objects,

is angle measurements, which yield a line of sight from the observer to the object being

tracked via right ascension and declination angles. These two angles are then applied to a

filtering algorithm, which generates a new estimate for the position and velocity vectors.

Ground-based telescopes have typically been used to acquire angles-only measurements;

however, there are obstacles that can limit the feasibility of this tracking method. These

obstacles include weather interference, inflexibility of measurement locations, and lighting

conditions.

The feasibility of space-based optical measurements is validated by the Midcourse Space

Experiment (MSX) satellite [8], which had a Space-Based Visible (SBV) sensor using a

telescope along with an electronics package used to look for visible streaks indicating the

presence of an RSO. The MSX satellite was used by the United States Air Force to improve

space-based surveillance for ballistic missile defense capabilities, and this was conducted in

2000.

2.4 Orbit Estimation Methodology

The objective of tracking objects in space is to catalog their orbits. Orbits are defined

by the position and velocity vectors, that are combined to form a state vector and tracking

of this vector through time is accomplished using filtering algorithms. The error in orbit

estimation is also tracked since a perfect deterministic model for orbit propagation cannot be

achieved. Error in orbit estimation is modeled as the covariance matrix. Filtering algorithms

use stochastic modeling rather than purely deterministic modeling. Perturbing acceleration

values that can be modeled by deterministic means in the orbital dynamics are gravitational
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effects from the Earth not being a homogeneous sphere, the sun, the moon, and other planets

in the solar system as well as solar radiation pressure. Not all perturbing accelerations can

be modeled accurately and thus stochastic modeling will have to be applied. Nonetheless,

modeling of orbital dynamics around the Earth is well-modeled deterministically and the

time-varying stochastic components are much smaller in magnitude [9]. Depending on

the filtering algorithm used, the process noise can be modeled stochastically by including

a matrix term in the differential equations used to propagate the covariance matrix or by

adding a matrix directly to the covariance matrix at discrete time steps, which represents the

error in the state vector explicitly from the process noise over a single time step. Following

sections in this document lay out how the process noise is applied in stochastic modeling

approach. Measurements for the right ascension and declination angles are also not perfect,

and the measurement error is modeled as Gaussian white noise. Similar to the process noise,

implementation of the measurement noise is applied in different approaches, depending on

the filtering algorithm.

2.5 Kalman Filter

As described by Maybeck [10], the Kalman filter is an optimal state estimation or

tracking algorithm when the dynamics for the state vector and the measurement update

model are both linear and have respective underlying probability density functions that are

Gaussian. Initiation of the Kalman filter begins with defining a state vector with a defined

mean value and covariance matrix. A mean value and covariance can exclusively represent

a Gaussian distribution, which is the assumed PDF. The dynamical system, being linear in

nature, means that the class of PDF will not be altered as it is propagated through time.

In other words, the PDF will remain a Gaussian albeit with a new mean and covariance

to define the Gaussian distribution. When a measurement is available to update the state

vector, the measurement PDF in the state space domain will be Gaussian because the PDF

in the measurement domain is defined as a Gaussian and since the measurement model

is linear with respect to the state, the PDF mapped into the state space domain will be

Gaussian. The Kalman filter combines the state vector PDF with the measurement PDF
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and acquires a new Gaussian distribution. The Kalman filter is optimal because the updated

PDF incorporates all available measurements and knowledge of measurement devices, as well

as prior knowledge of the system in such a way that error is minimized statistically [10].

This is represented by this new Gaussian distribution and the corresponding mean value is

the optimal location in a Kalman filter.

2.5.1 Extended Kalman Filter

Most dynamics encountered in the real world are nonlinear as well as most measure-

ments taken. This is the case for orbital dynamics with angles-only measurements. In order

to apply the Kalman filter to nonlinear systems, the typical engineering approach is to lin-

earize the dynamics and measurement model about a nominal value and apply the Kalman

filter equations to this linearized approximation, as described by Woodburn et. al [11]. This

approach when applied to the Kalman filter is called the Extended Kalman filter (EKF)

and is likely the most widely used approach when estimating nonlinear systems [12]. The

nominal value about which the Jacobians, etc. are linearized is the current filter estimate

of the state vector. This linearized approach is advantageous in that it allows the use of

the Kalman filter equations however, depending on the dynamics and measurement model,

the calculations of the Jacobians may be computationally burdensome.

2.6 Alternative Filters to the EKF

There has been great interest in developing filters that do not suffer from limitations

due to nonlinear effects and can accurately estimate the state vectors. As a result, var-

ious alternative filters have been proposed using various different methodologies. These

methodologies include propagating multiple samples of the state vectors to obtain sample

statistics, applying multiple EKF samples with corresponding weights to obtain weighted

sample statistics, using a skewed PDF rather than a Gaussian, and backwards smoothing

the solution iteratively. Some methods require a higher computational demand but increase

accuracy, while other methods could be used as a batch-processing, where computational

time is not as important since the algorithm would not be used in real-time.
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2.6.1 Particle Filters

Mashiku et al. introduced a general particle filter as a method to obtain the statistics

of the state vector regardless of nonlinearities. This class of filters uses multiple samples of

the state vector, or particles, which collectively run through a simulation, and the resulting

sample statistics are used as the means of performance evaluation [13]. Each particle is

assigned a weighting value such that when a measurement is received, the weighting values

will be altered based on the evaluation of the measurement PDF.

There is an issue described by Pardal et al. with what is referred to as ”sample im-

poverishment” [14], where after a measurement is received and processed, there are a large

number, perhaps the vast majority, of particles whose weight contribution essentially goes

to zero and therefore no longer contribute valuable data for sample statistics. Carrying par-

ticles that are useless for filter knowledge is an unnecessary waste of computational efforts.

Since a large number of particles are typically required to avoid sample impoverishment,

the generic particle filter is not computationally feasible. Fortunately, there are variations

of the particle filter with more structure which improve computational efficiency.

2.6.2 Unscented Kalman Filter

The linearized approximation used in the EKF may not be adequate to handle non-

linearities in certain scenarios. To address this concern, there is a class of particle filters

referred to as Sigma Point filters of which a commonly used variant is the Unscented Kalman

filter [15]. The UKF methodology aims to capture higher-order accuracy by propagating

sigma point particles through the dynamics as well as applying measurement model evalu-

ations to each particle and then performing weighted statistics. The UKF has been seen to

have improvements over the EKF in many fields of study [16], not only in orbital dynamics,

as in this study. There are variations of the UKF, such as the Square Root Unscented

Kalman filter (SRUKF). The SRUKF improves on computational expediency by avoiding

the use of Cholesky decomposition, which is used in obtaining the matrix square-root of the

covariance matrix. The SRUKF propagates the matrix square-root directly by QR factor-
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ization and Cholesky updating [17]. While better accuracy of the mean and covariance is

achieved by the UKF compared to the EKF there is still the issue that the true PDF is not

simply a Gaussian distribution. The UKF only refines the mean and covariance, but does

not track a PDF that has skewness in its geometry.

2.6.3 Iterative Extended Kalman Filter

In order to reduce the errors in the EKF due to nonlinearities, specifically in the

measurement model, an iterative version of the EKF was developed, referred to as the

Iterative Extended Kalman Filter (IEKF). This algorithm re-linearizes the measurement

model about the update state vector immediately after a measurement update, and applies

the Kalman update procedure recursively until convergence. There is a Gauss-Newton

search for optimization to maximize the posterior estimate [18].

2.6.4 Reverse and Backward-Smoothing Extended Kalman Filter

Several filtering algorithms have been developed which operate by propagating back-

wards in time after a measurement is received back to the previous point in time when

a measurement was processed. These algorithms typically use a smoothing technique as

well. One algorithm described and referred to as the Reverse Kalman filter by Taplin [19]

essentially applies an optimal smoothing approach in which the forward and reverse algo-

rithms are iterated until convergence to a common solution is achieved. This algorithm

works by propagating the mean value and the covariance matrix backwards in time using

equations derived specifically for this process and acquiring new estimates at the previous

time when a measurement was received. The EKF methodogoly is then used again to prop-

agate forward in time. This back and forth continues until a convergent result is attained,

as described by Maybeck [10]. Reversing the backwards propagation uses a set of equations

which propagate differently that what the Kalman filter implements in a forward propa-

gation approach, which are detailed by Maybeck. However, since initial conditions are the

only known parameters at the onset of using a filtering algorithm and not a future value

after a set of measurements are applied, the equations for propagating and implementing
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measurements in reverse time cannot be applied at the onset. This is the reason why initially

the traditional Kalman is used to achieve a forward estimate and then the reverse Kalman

filter methodolgy can be applied. However, using this filtering approach was not pursued

because when nonlinear effects yield errors when using the EKF in certain scenarios, using

this approach will only start the with a flawed estimate for the reverse optimal smoothing.

A second algorithm is referred to as the Backward-Smoothing Extended Kalman filter.

This algorithm is quite similar to the Reverse Kalman filter in that a smoothing scheme is

performed in a forward and backward manner [20]. The primary difference is the optimiza-

tion using a Gauss-Newton search [18]. These algorithms are following a much different

methodology that the novel filtering algorithm from this research effort, the ESBKF.

2.6.5 Gaussian Mixture Model Filter

The Gaussian Mixture Model filter (GMM) is a variant of a class of filters known as

Ensemble Kalman filters, which in turn, are a subclass of the particle filters. Ensemble

Kalman filters typically use particles with uniform weighting factors to obtain posterior

distributions, similar to the general particle filter, but the unique addition is that each

particle forms the center of a Gaussian kernel. An Ensemble Kalman filter is essentially a

large number of individual particles with each individually following the EKF methodology

until a measurement is obtained and then weighting factor values are updated following

particle filter methodology but in a more robust manner as described by Stordal et. al [21].

The GMM has a unique feature to the Ensemble Kalman filter class in which the particles

have weighting factors that are more robustly obtained as well as deterministic locations

and parameters for the Gaussian kernels. Each particle initially is assigned a location,

weighting value, and covariance matrix through an algorithm known as Gauss-Hermite

quadrature [22]. After all the particles are assigned initial conditions, they sequentially

propagate forward to the next time step at which point either the weighted sample statistics

are immediately calculated and stored or a measurement is processed and weight values are

updated and then sample statistics are evaluated. The primary interest in this algorithm

is that it can better approximate the state vector PDF region of high probability since the
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GMM particles will propagate into locations of high probability with respect to the true

PDF and then since each particle has an associated Gaussian kernel, the collective mixture

of all the Gaussian kernels will fill in the regions of high probability. As with particle filter

in general, the large number of particles required does reduce the computational efficiency.

The GMM is unique among the Ensemble Kalman filter class in that the particles

have weighting factors that are more robustly obtained as well as deterministic locations

and parameters for the Gaussian kernels. Each particle is initially assigned a location,

weighting value, and covariance matrix through an algorithm known as Gauss-Hermite

quadrature [22]. Once all the particles are assigned initial conditions, they sequentially

propagate forward to the next time step. At which point, either the weighted sample

statistics are immediately calculated and stored or a measurement is processed, the weight

values are updated, and then sample statistics are evaluated.

The primary advantage of the GMM is that it can better approximate region of high

probability of the state vector PDF. This is a result of the GMM particles propagating into

locations of high probability with respect to the true PDF and then since each particle has

an associated Gaussian kernel, the collective mixture of all the Gaussian kernels will fill

in the regions of high probability. As with particle filter in general, the large number of

particles required does reduce the computational efficiency.

2.6.6 Closed Skew-Normal Kalman Filter

The GMM algorithm can approximate the true PDF in the future, but it requires a

significant number of particles to do so. An alternative that is comparable to the EKF in

terms of computational speed is desired. Looking at the geometry of the true PDF in the

orbital plane, with respect to both position and velocity, shows skewness in a bending shape.

Essentially, what would have been an elliptical geometry becomes bent along the orbital

trajectory. Therefore, this research investigated an algorithm that uses a filter PDF with

built-in parameters to yield a skewed geometry. This algorithm is the Closed Skew-Normal

Kalman filter (CSNKF). As laid out by Naveau et al. [23], it tracks several parameters, and

none of them explicitly represent the mean value or covariance matrix, except in the case
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of zero skewness. These parameters allow shaping the PDF geometry to have more or less

skewness and in what direction. Its computational speed is on par with the EKF. However,

evaluating the performance metrics via the mean and covariance requires either numerical

integration or random sampling statistics. There is an issue with random sampling in that

the PDF from which samples are drawn is a closed skew-normal distribution, and there

is no explicit way to draw samples. However, there is a class of methods called Markov

chain Monte Carlo (MCMC) methods that allow a brute-force iterative technique to sample

from any desired probability density function by evaluating and comparing states in the

chain [24].

2.7 Metropolis-Hastings Algorithm

When generating random samples from a PDF which is not readily able to be drawn

from, such as the case with a closed skew-normal PDF, an MCMC method can be used.

The Metropolis-Hastings algorithm is a common choice for generating the Markov Chain in

the MCMC algorithm [25]. Metropolis-Hastings essentially draws samples from any desired

PDF as detail in the following algorithm sequence, seen in Table 2.1.

Table 2.1: Metropolis Hastings Algorithm

Initialize a starting value for random number, X

Generate a random number, Y, offset from X using a well-known random generator

Calculate the conditional probability of current value X given candidate Y, q (X|Y)

Calculate the conditional probability of candidate Y given current value X, q (Y|X)

Calculate probability of X from PDF desired to sample from, p (X)

Calculate probability of Y from PDF desired to sample from, p (Y)

Let β = min
(
p(Y)q(X|Y)
p(X)q(Y|X) , 1

)
Generate a random number, α, from uniform distribution between 0 and 1

If α is less than or equal to β, then candidate Y is accepted and replaces X

This process is iterated, for example 500 runs, until the sample converges to a random draw from p
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2.8 L1 and L2-Norm and Gaussian Distribution Comparisons

In the context of parameter estimation, it is desired to obtain the most likely values

according to probabilities derived from measurements. Objective functions are used for

minimizing errors to obtain the most probable solution. Two examples of objective functions

for parameter estimation are the L1 and L2-norm. The L2-norm is also known as the Least-

Squares Method (LSM) and is widely used since calculations are easy to perform, and it

yields a unique solution [26] that is also optimal if the errors are Gaussian distributed [27].

This method, however, assumes that the measurements have a normal distribution, and if

there are gross or systematic errors in the measurements, then the L2-norm will not yield

as good an estimate. When these errors are present, the L1-norm can be used to give a

better result. This method, also known as the Least-Absolute-Values Method (LAVM),

handles gross errors better but lacks computational simplicity when compared to the LSM

approach. An iterative, linear programming approach, such as the Simplex Method, is often

required to solve the minimization problem using the LAVM. There are also usually more

than one solution, whereas the LSM has a unique solution.

A practical application of these objective functions used in this research effort is when

approximating a single Gaussian distribution by a weighted-sum of multiple Gaussian distri-

butions, referred to as a Gaussian mixture. The selection of a covariance scaling parameter,

k, is made using an L2-norm criterion [5].

This study will present simulation results in a quantitative and qualitative manner. A

Monte Carlo simulation will generate errors between the estimate of the state of the RSO

and the true state as well as a covariance matrix by the filter algorithm. The first involves

calculating the sample standard deviation of mean value errors. The second involves calcu-

lating the sample mean of standard deviations, taken from the square root of the diagonal

elements of the filter covariance matrix. If the filter algorithm is adequately tracking the

RSO, these two standard deviations should be close.

In comparing two univariate normal distributions, the L1-norm was used to calculate

a quantity of overlap between the two PDFs, which is referred to as the overlapping index,
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η. A threshold of 64% for the overlapping index was based on an example from Pastore et

al. [28] in which this threshold was said to demonstrate the two probability densities are

not so different. All six state vector elements with have their respective η values on a single

plot per simulation. Each simulation will have a specific OBS configuration and a specific

time of measurement. For each time of measurement, four subplots representing the four

OBS configurations will be combined into a single plot.

2.9 Encke’s Method

When two-body Keplerian dynamics are used to model the orbit of an RSO or OBS,

the solution does not require numerical integration of the position and velocity vectors since

there is a semi-analytic closed-form solution. However, when using a dynamical model that

more accurately accounts for real-world perturbing accelerations, such as gravitational zonal

harmonics and lunar and solar third bodies, numerical integration will be required. The

direct method of simply adding the perturbing accelerations to the two-body gravitational

acceleration and integrating the position and velocity vectors forward in time, typically

using a Runge-Kutta scheme, is known as Cowell’s Method [29]. There is a disadvantage

of using this straightforward approach which is the time step can’t be too large otherwise

the numerical integration will become exceedingly inaccurate. There is another approach

which utilizes that fact that the two-body gravitational acceleration is orders of magnitude

larger than the perturbing accelerations and therefore a Keplerian orbit will track closely

with the true orbital trajectory for a reasonably long duration. If instead of attempting

to propagate the true orbital trajectory by integrating the position and velocity directly,

one were to integrate the deviations of both the position and velocity vectors from those

of a referenced Keplerian orbit, the time step for numerical integration can be increased

significantly while maintaining accuracy. This method is called Encke’s Method [29]. This

was the approach used in this research effort for all of the filtering algorithms and also when

generating the truth models for the RSO and OBS.
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CHAPTER 3

PROBLEM FORMULATION AND SETUP

3.1 Background

Tracking and surveillance of uncooperative satellites and other RSOs, in GEO is vital

for ensuring the continuation of communication, weather forecasting, and other space-based

operations. Ground-based tracking is commonly implemented to estimate the position and

velocity of objects in GEO, however, weather interference and limitations due to size and

range of RSOs can reduce the effectiveness of this approach. Incorporating space-based

tracking using an OBS, which acquires angle measurements in the form of right-ascension

and declination, can ameliorate these problems and improve on the performance of ground-

based observations. Due to the vast quantity of RSOs that lie in GEO, it is not economically

feasible to dedicate an observer spacecraft for each RSO to update the position and velocity

in a frequent manner. Correspondingly, there can be long time gaps between measurement

updates when tracking RSOs, which may induce a loss of fidelity or divergence of the

estimation algorithm. This has been seen in simulations when using the EKF for tracking.

This divergence has been identified as a consequence of nonlinearity in the dynamics and

nonlinearity in the optical measurements, both of which cause the underlying probability

density of the state vector to deviate from a Gaussian distribution. Figure 3.1 depicts an

example of an EKF undergoing divergence after a measurement update. See Details of Plots

section in the RESULTS chapter for an explanation of what Figure 3.1 is illustrating.
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Fig. 3.1: Extended Kalman filter divergence example

3.2 Formulation

A computer simulation was created which incorporated a generic RSO in GEO, and

an OBS. Each OBS has a space-based sensor providing a line of sight measurement to the

RSO via two angle measurements, the right-ascension and declination. Filtering algorithms

were run through the simulation to determine performance of each. Four different scenarios

of the observer satellite orbital trajectory were investigated to see if the physical location

of the observer satellite could be a simple remedy to the divergence of the EKF. They were

a medium altitude, high altitude, high inclination, and lastly a combination of the three.

A novel filtering algorithm, the ESBKF, has been developed in this research effort and

applied to the simulation. It has the advantage over particle filters by being computationally

expedient near the order of the Extended Kalman filter, while maintaining accuracy. The

performance of the SBKF will be compared against the other filtering algorithms which

are the Unscented Kalman filter, Hybrid Kalman filter, Gaussian Mixture Model filter, and

the Unscented Closed Skew-normal Kalman filter. Initial conditions and parameters of the

simulation were similar to those based on efforts by Andrews [2]. The dynamical model

for all the filters was a Keplerian two-body orbital system, however, the RSO truth model

involved dynamics taking into consideration a higher gravity model as well as lunar and

solar effects.
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3.3 Dynamical System

The dynamical system for modeling the true trajectory of the RSO involves a gravity

model incorporating up to J4 gravitational zonal harmonics along with the point mass of

Earth. In addition, the solar and lunar third body perturbing gravitational accelerations and

additive process noise simulated as Gaussian white noise were also included. It was found

that applying the perturbing accelerations in the filter model did not improve filter accuracy

significantly to justify the computational burden of numerical integration and therefore the

much simpler Keplerian orbital dynamics were used in the estimation algorithms.

The position vector and velocity vectors of the RSO are defined respectively as r and

v. Likewise, the position and velocity vectors for the observer satellite are defined as robs

and vobs, respectively. Since the equations of motion are based on second-order differential

equations, a restructuring needs to take place to use the first-order numerical integration

scheme, Runge-Kutta integration. In the state space formulation, the state vector for the

RSO is X and the state vector for the observer satellite is Xobs. This is represented as,

X =

r

v

 , Xobs =

robs

vobs

 . (3.1)

Within the state space regime, the equations of motion for the RSO and OBS are Ẋ = L(X)

and Ẋobs = L(Xobs) where L is calculated by the following,

L(X) =

 v

−µ
(

r
‖r‖3

)
+ aJ2 + aJ3 + aJ4 + asolar + alunar + w

 . (3.2)

The gravitational zonal harmonics perturbing accelerations require the value of the Earth’s

equatorial radius Req and empirically evaluated coefficients J2, J3, and J4 and are calculated

as follows,

n =

[
0 0 1

]T
, ir =

r

|r‖
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A = −
µR2

eqJ2

2‖r‖3
,

B = 3
(
nT ir

)2 − 1,

Ar = −
µR2

eqJ2

2

(
− 3

‖r‖4

)
ir,

Br = 6
(
nT ir

)(( 1

‖r‖

)(
I3×3 − iri

T
r

)
n

)
,

aJ2 = ABr +BAr,

(3.3)

A = −
µR3

eqJ3

2‖r‖4
,

B = 5
(
nT ir

)3 − 3
(
nT ir

)
,

Ar = −
µR3

eqJ3

2

(
− 4

‖r‖5

)
ir,

Br =
(

15
(
nT ir

)2 − 3
)(( 1

‖r‖

)(
I3×3 − iri

T
r

)
n

)
,

aJ3 = ABr +BAr,

(3.4)

A = −
µR4

eqJ4

8‖r‖5
,

B = 35
(
nT ir

)4 − 30
(
nT ir

)2
+ 3,

Ar = −
µR4

eqJ4

8

(
− 5

‖r‖6

)
ir,

Br =
(

140
(
nT ir

)3 − 60
(
nT ir

))(( 1

‖r‖

)(
I3×3 − iri

T
r

)
n

)
,

aJ4 = ABr +BAr,

(3.5)
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Third-body perturbing accelerations both from the sun and the moon are calculated by the

following,

ρ = rbody,

∆ = ρ− r,

abody = µbody

(
∆

‖∆‖3
− ρ

‖ρ‖3

)
.

(3.6)

The process noise term w is a three-dimensional zero-mean white noise process vector that

is independent for the RSO and OBS and is described mathematically by the following,

w = N (03×1, Q3×3) , E [w] = 03×1,

E
[
wwT

]
= Q3×3δ

(
t− t′

)
, Q =

(
1.5 · 10−10

)2
I3×3

(
km2

s2

) (3.7)

Dynamics modeled in filtering algorithms implement a Keplerian orbital model in which

the state vector at a future point in time is calculated from a semi-analytic closed form

solution. Not requiring numerical integration greatly improves computational expediency.

The equations of motion N for the filters are the following,

N(X) =

 v

−µ
(

r
‖r‖3

)
 . (3.8)

Values of the parameters included in equations (3.1)-(3.8) are shown in Table 3.1.
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Table 3.1: Dynamics Parameters

Parameter Value

µ (km3/s2) 398600.436

Req (km) 6378.137

J2 0.00108262583130715

J3 -2.53261237062519 · 10-6

J4 -1.6161966 · 10-6

µmoon (km3/s2) 4902.7991086

µsun (km3/s2) 132712440017.987

It will be shown in the RESULTS chapter that N is used for the filters and not L. This

was selected since N has a semi-analytical closed-form solution, in a Kepler routine, while

L requires numerical integration which greatly increase computation time and there was no

evident advantage of using the higher fidelity dynamical model.

3.4 Measurement Model

The position vector of the RSO centered about the observer satellite as represented in

the inertial reference frame centered about the Earth is ρ. The measurements taken by the

observer satellite are two angles, the right ascension and declination. They are represented

as α and δ, respectively. The measurement vector is the combination of the two angles

represented by Z.

Z =

α
δ

 .
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ρ = r− robs =


ρx

ρy

ρz

 , ρ = ‖ρ‖,

α = tan−1

(
ρy
ρx

)
, δ = sin−1

(
ρz
ρ

)
.

(3.9)

The measurement Jacobian matrix H is defined by the following,

αρx = − ρy
ρ2
x + ρ2

y

, αρy =
ρx

ρ2
x + ρ2

y

αρz = 0

δρx =

 1√
1− ρz

ρ2

(−ρxρz
ρ3

)
, δρy =

 1√
1− ρz

ρ2

(−ρyρz
ρ3

)
,

δρz =

 1√
1− ρz

ρ2

(1

ρ
− ρ2

z

ρ3

)
,

∂Z

∂r
=

(
∂Z

∂ρ

)(
∂ρ

∂r

)
=

αρx αρy αρz

δρx δρy δρz


∂Z

∂v
=

0 0 0

0 0 0


H =

∂Z

∂X
=

[
∂Z
∂r

∂Z
∂v

]
.

(3.10)

The measurement statistics are defined by a covariance matrix representing the accuracy

of the right-ascension and declination angles as measured from the actual location of the

RSO. The measurement statistics are shown below in Table 3.2.

Table 3.2: Angle Measurement Statistics

angle measurement type standard deviation (rad)

right ascension 5 · 10-5

declination 5 · 10-5
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The covariance matrix for the measurement, R, has the following value,

R =
(
5 · 10−5

)2
I2×2 (rad2) (3.11)

3.5 Initial Conditions

The initial conditions for the RSO and the observer satellite are defined by the orbital

elements shown in Table 3.4. For the RSO, this location is the mean value characterized

by statistical estimation. The initial conditions used were slight deviations of those used

by Andrews [2]. Andrews obtained the average orbital elements from a catalog of GEO

objects to acquire the initial conditions for the RSO. Four case studies for the observer

satellite were investigated with two of them following suit with Andrews, the third based

on the potential of out-of-plane possibilities, and the last was a combination of all running

collectively. The three cases for the observer satellite all have near-circular orbits. The first

case or the base model has an altitude 7,342 km below GEO. The other two cases have the

same initial conditions for the observer satellite except for one unique change for each. The

second case has an altitude 1,000 km below GEO. Lastly, the third case has an inclination

of 30 degrees. The second case was used to see if being closer to the RSO could possibly

help with divergence issues. The third case was contrived based on the understanding that

because the orbits of the OBS and RSO in the base model are nearly coplanar, the right

ascension measurement is the most useful information in a measurement update since the

declination is always near zero. By increasing the inclination to 30 degrees, the declination

is therefore making a bigger contribution by giving an out-of-plane metric for the location of

the RSO. It was hoped that this possibly may improve the measurement update step of the

filtering algorithms by placing the measurement PDF more closely to the actual location

of the RSO. The rationale is that since the skewness in the state PDF develops within the

orbital plane and the line of sight vector between the OBS and RSO also lies nearly within

the same plane, then the right ascension angle alone will not place the location of the RSO

accurately when applying the EKF methodology. Since a line of sight measurement does

not convey range information, the intersection of the measurement PDF and the state PDF
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using the Gaussian assumption in the EKF will not be in the same location as would have

been if the true state PDF were applied. However, for a line of sight that originates from an

angle of incidence that is fairly large as would be the case from a 30 degree inclined OBS,

the line of sight would lie in the vicinity of where the true state PDF would have placed it.

Standard Deviation values for the RSO were established in the LVLH reference frame. The

values are the following,

Table 3.3: RSO Initial Standard Deviations

LVLH Element km or km/s

position altitude 10

position downrange 2

position crosstrack 2

velocity altitude 1.45 · 10-4

velocity downrange 1.45 · 10-4

velocity crosstrack 7.27 · 10-4

The modeling of when angle measurements were to be received and processed are

dependent on the initial conditions for the observer satellite as shown in Table 3.4. It is

the semi-major axis of the OBS that dictated the time of measurements to simulated. This

is why 70 hours and 140 were used. As seen in the RESULTS chapter, the measurement

time of 24 hours was also simulated. This time of measurement would not be physically

possible, but it was artificially added to demonstrate the mathematical behavior of the filter

algorithms when a measurement is take an earlier time.
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Table 3.4: RSO and OBS Orbital Elements

orbital elements RSO OBS 1 OBS 2 OBS 3

semi-major axis (km) 42164 34822 41164 34822

eccentricity 10-5 10-4 10-4 10-4

inclination (deg) 0.5 1 1 30

right ascension (deg) 10 100 100 100

argument of perigee (deg) 240 120 120 120

true anomaly (deg) 130 220 220 220

3.6 Orbit Estimation Strategies

Filtering algorithms are used to estimate the state of an object in orbit. Traditionally,

the Extended Kalman filter is the default algorithm implemented. In the event that the

EKF breaks down, particle filters are often the backup approach used. There are pros

and cons to all of the algorithms and is the primary motivation behind the thesis research

efforts. The order of the filter algorithms presented below follows how they were simulated

chronologically. This begins with the EKF which is known to fail under certain conditions

thus being the catalyst for this research endeavor. Next, the HKF is investigated which takes

the approach of combining the computational expediency of the Extended Kalman filter with

the improved statistical accuracy of particle filters into a Hybrid algorithm. The UKF is

the first introduction into particle filters as a means to extract the statistics induced from

nonlinearity in the dynamics from sample values. The final algorithm was conceived out

of efforts of this research project to somehow reduce or eliminate completely the nonlinear

effects of the dynamics. This algorithm has been named the Step-Back Kalman filter. It

essentially removes the problem of attempting to capture the true probability distribution

underlying the state of the RSO having been propagated forward in time through Keplerian

orbital dynamics. The Step-Back Kalman filter uses the mean value and covariance at a

time prior to the measurement such that the probability distribution is well-represented as

a Gaussian distribution.
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3.6.1 Extended Kalman Filter

The Extended Kalman filter (EKF) is a nonlinear extension of the Kalman filter based

on the premise that both the dynamics and measurement model are both linear systems [10].

The algorithm for the EKF, like all of the filters investigated in this research effort, has a

propagation step and a measurement update step. These steps are designed to track the

mean X̂ and covariance matrix P of the estimated state vector X. The propagation step

for the EKF is based on integrating the dynamical system (3.8), namely,

X̂(t−) = X̂(t−0 ) +

∫ t

t0

N
(
X̂(τ)

)
dτ. (3.12)

The Jacobian of the dynamics (3.8) will be required to compute the state transition matrix,

which in turn is used to propagate forward the covariance matrix of the state. The Jacobian

of the dynamical system is computed from,

F
(
X̂(t)

)
=
∂N

∂X

∣∣∣∣
X=X̂(t)

=

 03×3 I3×3

−
(

µ
‖r‖3

) (
I3×3 − 3iri

T
r

)
03×3

 . (3.13)

Indeed, the state transition matrix is obtained by means of numerical integration according

to the formula

Φ(t, t0) =
∂X(t)

∂X(t0)

∣∣∣∣
X(t0)=X̂(t0)

= I +

∫ t

t0

F
(
X̂(τ)

)
Φ(τ, t0) dτ. (3.14)

For more mathematical details on the source of this formula, see Appendix A.1. The state

transition matrix is then used to propagate the covariance matrix P ,

P (t−) = Φ(t, t0)P (t−0 )ΦT (t, t0) +

∫ t

t0

Φ(τ, t0)GQGTΦT (τ, t0) dτ. (3.15)

The last term in (3.15) involves Q which is the covariance of the process noise as defined in

(3.7). The matrix G is a transformation matrix the maps Q into the state space covariance

domain. Since the process noise is an acceleration vector the appropriate mapping of Q
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will be in the lower right quadrant of the covariance since that is location that explicitly

represents the velocity.

G =

03×3

I3×3

 . (3.16)

Once a measurement Z̃ is available, the statistics are updated by

K(t) = P (t−)HT (t)[H(t)P (t−)HT (t) +R]−1,

X̂(t+) = X̂(t−) +K(t)(Z̃ − Ẑ),

P (t+) = [I −K(t)H(t)]P (t−)[I −K(t)H(t)]T +K(t)RKT (t),

(3.17)

where H is the measurement geometry matrix, and R is the covariance matrix of the

measurement noise. In the particular case of this research, the measurement geometry

matrix is defined in (3.10).

Derivation of the Kalman update equations (3.17) was based on both the state vector

and measurement probability density functions being Gaussian. The dynamics were also

assumed linear, so that if the initial distribution is Gaussian, it will remain Gaussian as

it propagates forward-in-time. Below it will be shown that the Step-Back Kalman filter,

derived in this work, will match the Kalman filter definition when both the dynamics and

measurement models are linear.

A block diagram shown in 3.2 depicts the functionality of the Extended Kalman filter.
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Fig. 3.2: Extended Kalman filter Block Diagram

Block diagrams were created using software by Flowdia Diagrams1

1Flowdia Diagrams Lite - free download available on Google Play
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3.6.2 Particle Filters

A particle filter is essentially a filter in which multiple realizations of the state are

generated at the initial start time of the simulation and propagated through the nonlinear

orbital dynamics until a measurement is received at which point various strategies of up-

dating can be used depending on the particular particle filter. Some generate particles by

random sampling based on the initial condition statistics via,

χi = N
(
X̂(t0), P (t0)

)
. (3.18)

Others algorithms also use the statistics given by the initial conditions but generate the

particles deterministically. For instance the Unscented Kalman filter acquires samples based

on the square-root of the covariance matrix and the Gaussian Sum filter acquires nodes

based on Gauss-Hermite quadrature. The resultant filter improvements are tallied and run

through their own sample statistical analysis in which the sample mean and variance are

gathered and represented as heuristics for validity of said algorithm. However, there is an

inherent disadvantage to using a particle filter, which is that almost inevitably the algorithm

will require a large sum of particles in order to function properly.

3.6.3 Hybrid Kalman-Particle Filter

A hybrid particle Kalman-type filter, which uses simulated trajectories to approximate

the covariance matrix more accurately, was also developed in this research effort. In this

filtering algorithm the Kalman update is performed using a sample covariance matrix rather

than the linearly propagated value carried through in the EKF. This sample covariance

matrix yields a more accurate Kalman Gain which resolves the divergence issue to some

degree when the measurements are taken at longer time intervals up to a limit at which
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point this too also breaks down. Sample statistics are calculated as follows,

X̂(t0) =

∑N
i=1χi
N

,

P (t0) =

∑N
i=1

(
χi − X̂(t0)

)(
χi − X̂(t0)

)T
N − 1

.

(3.19)

The propagation of the mean value and covariance of the state vector follows exactly

as the EKF via (3.12) and (3.15) however, the sample statistics calculated by (3.19) is

propagated by the sample covariance calculated from sample particles. The particles are

samples of realization of the state based on the statistics at the last point in time when a

measurement update was performed. The particles are sampled based on the following,

The number of particles ranges from i = 1 to i = N where N is a prescribed number

that ideally is larger enough to yield accurate statistical results and yet is not so large as

to mandate excessive computation efforts. Each particle is independently generated and

then propagated forward in time through dynamical evolution. When a measurement is

available to use for an update, the particles are gathered together and used to calculate

sample statistics. The block diagram for the HKF is seen in Figure 3.3.
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Fig. 3.3: Hybrid Kalman filter Block Diagram
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3.6.4 Unscented Kalman Filter

According to [4], the Unscented Kalman filter (UKF) is usually the first option to

handle nonlinear effects which cause the EKF to inadequately handle filtering. The UKF

is part of a larger class of filtering algorithms called particle filters. The premise behind

particle filtering is that realizations of the state space of the RSO are generated, usually

randomly based on the probability distribution defined by initial conditions, and propagated

through the dynamical equations of motion as well as the measurement model such that

sample statistics may be obtained to more closely yield the actual statistics. The UKF

essentially uses the particle filter premise with the unique aspect of selecting the particles

deterministically based on the mean and covariance defined at the initial time. The particles

are essentially chosen along vectors specified by the standard deviation matrix. Using this

specific formulation, the mean and covariance can be calculated to third order accuracy for

any nonlinear dynamical model [4]. The particles have assigned weight values that have

user defined parameters. There are different weights for the first particle with regard to the

mean and covariance calculations. The number of particles is always 2L+ 1 where L is the

size of the state vector. Weight parameters that are user defined are α, β, and κ. These

parameters in turn determine parameter λ via,

λ = α2 (L+ κ)− L. (3.20)

From these parameters, the weights for calculating the mean value are given by,

W
(m)
0 =

λ

L+ λ
,

W
(m)
i =

1

2 (L+ λ)
i = 1, . . . , 2L,

(3.21)

Likewise, the weights for calculating the covariance matrix are given by,

W
(c)
0 =

λ

L+ λ
+
(
1− α2 + β

)
,

W
(c)
i =

1

2 (L+ λ)
i = 1, . . . , 2L,

(3.22)
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The location of the particles are parsed from the statistics by the following,

χ0 = X̂,

χi = X̂ +
(√

(L+ λ)P
)
i
, i = 1, . . . , L,

χi = X̂−
(√

(L+ λ)P
)
i−L

, i = L+ 1, . . . , 2L.

(3.23)

After the particles are parsed, they are individually propagated through the Keplerian

dynamics as shown in (3.8). At each time step, the mean and covariance are calculated by,

X̂(t) =

2L∑
i=0

W
(m)
i χi(t),

P (t) =

2L∑
i=0

W
(c)
i

(
χi(t)− X̂(t)

)(
χi(t)− X̂(t)

)T
.

(3.24)

Additive process noise effects are applied in the Unscented Kalman filter algorithm by

adding a process noise covariance matrix, Pq, to P (t) at each time step. This requires that

at each time step new sigma points need to be generated following (3.23). The process noise

covariance matrix was obtained by using a second order integration approximation to obtain

a closed-form solution. The following expression (3.25) is the process noise covariance term,

Pq =

Q∆t3

3 Q∆t2

2

Q∆t2

2 Q∆t

 . (3.25)

When a measurement becomes available to process, each particle evaluates a corresponding

measurement estimate using (3.9) given the particle state vector. An overall update of the

mean and covariance is then performed. The following steps (3.26) show the mathematical
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formulation of the UKF measurement update.

Ẑ(t) =
2L∑
i=0

W
(m)
i Z (χi(t)) ,

PZZ =
2L∑
i=0

W
(c)
i

(
Z (χi(t))− Ẑ(t)

)(
Z (χi(t))− Ẑ(t)

)T
,

PXZ =

2L∑
i=0

W
(c)
i

(
χi(t)− X̂(t)

)(
Z (χi(t))− Ẑ(t)

)T
,

K(t) = PXZ (PZZ +R)−1 ,

X̂(t+) = X̂(t−) +K(t)(Z̃ − Ẑ),

P (t+) = P (t−)−K(t)PZZK
T (t),

(3.26)

Figure 3.4 shows the block diagram for the UKF.
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Fig. 3.4: Unscented Kalman filter Block Diagram
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3.6.5 Closed Skew-Normal Kalman Filter

Since orbital dynamics are nonlinear, even when initially beginning with a defined

Gaussian distribution, as the state vector is propagated through time, the true probability

density function accumulates skewness in both the position and velocity vector spaces along

the orbital plane. Hence, we are motivated to consider a filtering scheme which can track a

distribution of non-zero skewness evolving under Keplerian dynamics. The skewed Kalman

filter [23] is a recursive filter for tracking statistics through observation, which replaces the

Gaussian approximation of the Kalman filter with a Closed Skew-Normal (CSN) approxi-

mation. The CSN distribution generalizes the normal distribution to a larger class which

permits the consideration of non-zero skewness. The probability density function p(X), for

X ∈ Rn, of a CSN distribution with parameters (ψ,Ω,Γ,ν,∆) is given by

p(X) =
φ(X;ψ,Ω)Φ(Γ(X− Ω);ν,∆)

Φ(0;ν,∆ + ΓΩΓT )
, (3.27)

where

φ(X;ψ,Ω) =
exp (−1

2(X−ψ)TΩ−1(X−ψ))√∣∣∣∣2πΩ

∣∣∣∣
,

is the PDF of a multivariate normal distribution, and

Φ(Γ(X−ψ);ν,∆) =

∫ Γ(X−ψ)

−∞
φ(X;ν,∆) dX,

and

Φ(0;ν,∆ + ΓΩΓT ) =

∫ 0

−∞
φ(X;ν,∆ + ΓΩΓT ) dX

are evaluations of the cumulative distribution function (CDF) of a multivariate normal.

The linear skewed Kalman filter has similar formulations as the original Kalman filter [23]

and could be used to create an extended form in the same manner as the EKF. However,
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there exists an unscented form of this skewed Kalman filter [30]which is referred to as the

Closed Skew-Normal Unscented Kalman filter (CSNUKF). The filter algorithm follows a

state vector X with a closed skew-normal distribution having parameters defined at discrete

points in time CSN(ψi,Ωi,Γi,νi,∆i) and is propagated forward through time following the

same methodology as laid out in the section describing the Unscented Kalman filter. The

UKF is based on an approximation that the state PDF is Gaussian but since the CSN

PDF is not Gaussian, this is not a good approximation. However, it turns out that the

equations of the linear skewed Kalman filter as described in an article by Naveau, et. al [23]

can be represented by an augmented state space representation which can be propagated

assuming a Gaussian a PDF is this augmented space. The augmented state vector Xaug

and covariance matrix Paug can be formulated as the following,

Xaug =

ψ
ν


Paug =

 Ω ΩΓT

ΓΩ ∆ + ΓΩΓT


(3.28)

The augmented state space model in equation set (3.28) can now be propagated forward

in time following the UKF algorithm and when a measurement is available, it will likewise

follow the UKF measurement steps. At each time step when the performance of the filter

needs to be evaluated, the CSN parameters will need to be parsed out of the augmented

state space and then the mean and covariance of the filter will need to be evaluated using a

numerical sampling or integration scheme. The reason for the need to sample or integrate

numerically is that the mean and covariance are only equivalent to the CSN parameters ψ

and Ω, respectively, if Γ is set to zero. This unique situation means the skewness is zero

and the CSN is identical to a Gaussian. However, the skewness will likely not be zero and

therefore none of the CSN parameters are identical to the mean and covariance, hence, to

acquire the mean and covariance either integration of random sampling will be required.
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3.6.6 Gaussian Mixture Model Filter

The issue of divergence still occurs in the UKF and Hybrid filter as a primary result of

the state vector density function inheriting skewness over time, thereby further deviating

from a Gaussian distribution. Another filter algorithm that follows the particle filter ap-

proach is known as the Gaussian Sum filter or the Gaussian Mixture Model filter (GMM).

The approach of the GMM is to match the true state PDF by means of approximating as

a set of multiple Gaussian distributions each with specific discrete weights.

At the measurement time before the measurement update is applied, the PDF of the

GMM is the following,

p(X) =
N∑
i=1

ωi · φ
(
X;µ−i , P

−
i

)
.

The PDF of the measurement model will use a linearized model following the same method-

ology in the EKF algorithm. The linearized model will be different for each particle in the

GMM since the evaluation of Ẑ will be unique. Let h(X) be the nonlinear function for the

measurement.

Ẑi = h(µ−i ).

Likewise, the measurement Jacobian H will be unique for each particle. The measurement

PDF for each particle will be defined as the following,

p(Z|X) = φ
(
Ẑi +Hi(X− µ−i ); Z̃, R

)
.
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The updated PDF for the GMM when incorporating the measurement PDF is the following,

p(X|Z) =

∑N
i=1 ωi · φ

(
X;µ−i , P

−
i

)
φ
(
Ẑi +Hi(X− µ−i ); Z̃, R

)
∫∞
−∞

(∑N
i=1 ωi · φ

(
X;µ−i , P

−
i

)
φ
(
Ẑi +Hi(X− µ−i ); Z̃, R

))
dX

=

∑N
i=1 ωi · φ

(
X;µ−i , P

−
i

)
φ
(
Ẑi +Hi(X− µ−i ); Z̃, R

)
∑N

i=1

∫∞
−∞

(
ωi · φ

(
X;µ−i , P

−
i

)
φ
(
Ẑi +Hi(X− µ−i ); Z̃, R

))
dX

(3.29)

The Kalman update equations generate a mean value vector and covariance matrix defin-

ing a Gaussian distribution which is identical to the Gaussian distribution calculated by

taking the product of the two Gaussian distributions for the state and measurement model

and normalizing that product. This premise is used to figure a formula for updating the

weighting coefficients in the GMM filter.

φ
(
X;µ+

i , P
+
i

)
=

φ
(
X;µ−i , P

−
i

)
φ
(
Ẑi +Hi(X− µ−i ); Z̃, R

)
∫∞
−∞ φ

(
X;µ−i , P

−
i

)
φ
(
Ẑi +Hi(X− µ−i ); Z̃, R

)
dX

(3.30)

Since the integral in the denominator is the normalizing factor, it is a constant value and

therefore rearranging (3.30) to solve for this normalizing factor will help to identify a formula

for weighting factor update.

∫ ∞
−∞

φ
(
X;µ−i , P

−
i

)
φ
(
Ẑi +Hi(X− µ−i ); Z̃, R

)
dX

=
φ
(
X;µ−i , P

−
i

)
φ
(
Ẑi +Hi(X− µ−i ); Z̃, R

)
φ
(
X;µ+

i , P
+
i

) (3.31)

Again, since the normalizing factor is a constant, the ratio on the right-hand side of equation

(3.31) will be a constant, therefore it does not matter what value of X is used. Hence, the

variable X = ζ will be used for the ratio in (3.31).

∫ ∞
−∞

φ
(
X;µ−i , P

−
i

)
φ
(
Ẑi +Hi(X− µ−i ); Z̃, R

)
dX

=
φ
(
ζ;µ−i , P

−
i

)
φ
(
Ẑi +Hi(ζ − µ−i ); Z̃, R

)
φ
(
ζ;µ+

i , P
+
i

)
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Substituting this expression in (3.31) into (3.30) and rearranging leads to the following

expression,

φ
(
X;µ−i , P

−
i

)
φ
(
Ẑi +Hi(X− µ−i ); Z̃, R

)
=

φ (ζ;µ−i , P
−
i

)
φ
(
Ẑi +Hi(ζ − µ−i ); Z̃, R

)
φ
(
ζ;µ+

i , P
+
i

)
 · φ (X;µ+

i , P
+
i

) (3.32)

Now, substituting (3.32) and (3.31) into (3.29)

p(X|Z) =

∑N
i=1 ωi · φ

(
φ(ζ;µ−i ,P

−
i )φ(Ẑi+Hi(ζ−µ−i );Z̃,R)
φ(ζ;µ+

i ,P
+
i )

)
· φ
(
X;µ+

i , P
+
i

)
∑N

i=1 ωi · φ
(
φ(ζ;µ−i ,P

−
i )φ(Ẑi+Hi(ζ−µ−i );Z̃,R)
φ(ζ;µ+

i ,P
+
i )

) (3.33)

Hence, the weighting factors will be updated by the following two steps shown in (3.34) and

(3.35),

ω+
i = ω−i ·

φ (ζ;µ−i , P
−
i

)
φ
(
Ẑi +Hi(ζ − µ−i ); Z̃, R

)
φ
(
ζ;µ+

i , P
+
i

)
 (3.34)

Then normalize the weighting factors,

ω =
ω∑N
i=1 ωi

(3.35)

To give a visual depiction of how the a Gaussian mixture better approximates a non-

Gaussian distribution, the following one-dimensional example is used.

E [x] = 10, E
[
(x− E [x]) (x− E [x])T

]
= 2, x = N (10, 2)

y = x− sin (3x)

5

The variable x has an associated PDF that is a Gaussian with mean value of 10 and variance

2. When passed into the nonlinear function y, the PDF for the transformation has a shape

that could not be closely approximated as a Gaussian. The PDF for y is multi-modal and
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therefore cannot be well-approximated as a Gaussian. Figure 3.5 depicts the matching of

the GMM of the Gaussian distribution in the x domain. The PDF in the domain of y,

before any measurement is applied in a filtering scheme, the GMM approximation to the

true PDF is depicted in Figure 3.6. Figure 3.7 is the block diagram for the GMM.
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Fig. 3.5: Univariate Gaussian Mixture X-domain
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Fig. 3.7: Gaussian Mixture Model filter Block Diagram
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3.6.7 Extended Step-Back Kalman Filter

The premise for the Extended Step-Back Kalman filter (ESBKF) is to apply the mea-

surement update at a time in the past when the probability distribution of the state is

Gaussian, or at least well-approximated by a Gaussian. The distribution at the start of all

the previously described filter algorithms is modeled as a Gaussian. After a measurement

update is performed, the resulting mean and covariance are then modeled as describing a

new Gaussian distribution. The ESBKF begins exactly the same as the EKF by propagating

the state vector estimate and covariance forward in time until a measurement prediction,

Ẑ, is available to process. The measurement Jacobian, H(t) is obtained the same as in

(3.10). However, the basis for the step-back formulation is that applying the measure-

ment update to the previous time in the past when the PDF is well-approximated to be

Gaussian avoids the error from updating following Kalman update equations (3.17) when

a severely skewed PDF is involved. The point in time in the past when the algorithm will

step back and apply the measurement update will either be at the initial time of t = 0 if

the measurement is the first measurement taken, or the point in time will be when the last

measurement was received. Since immediately following a measurement update, the PDF

is well-approximated as a Gaussian. The chain rule will need to be incorporated in order

to map the measurement Jacobian appropriately to the previous point in time. The chain

rule maps the measurement Jacobian by the following,

∂Z

∂X(t0)
=

∂Z

∂X(t)

∂X(t)

∂X(t0)
(3.36)

Recall that the measurement Jacobian is defined as H (3.10) and the state transition matrix

is defined as Φ (3.14). Therefore, following (3.36), the measurement Jacobian with respect

to the state vector at time t0 can be calculated by

H(t0) = H(t)Φ(t, t0), (3.37)
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where H and Φ are given in (3.10) and (3.14), respectively. Also, the contribution of process

noise added to the covariance matrix during propagation from t0 to t is given as,

Pq =

∫ t

t0

Φ(τ, t0)GQGTΦT (τ, t0) dτ.

Applying H(t0) and Pq to find the Kalman update at time t0 and corresponding statistics

at time t is calculated as seen in (3.38) and (3.39).

Pq0 = Φ−1(t, t0)PqΦ
−T (t, t0)

K(t0) = [P (t−0 ) + Pq0]HT (t0)[H(t0)[P (t−0 ) + Pq0]HT (t0) +R]−1,

X̂(t+0 ) = X̂(t−0 ) +K(t0)(Z̃ − Ẑ),

P (t+0 ) = [I −K(t0)H(t0)][P (t−0 ) + Pq0][I −K(t0)H(t0)]T +K(t0)RKT (t0),

(3.38)

For more details on the derivation of these equations, see Appendix B. Finally, we propagate

forward to time t and update the ESBKF as follows:

X̂(t+) = X̂(t+0 ) +

∫ t

t0

N
(
X̂(τ)

)
dτ,

Φ(t, t0) = I +

∫ t

t0

F
(
X̂(τ)

)
Φ(τ, t0) dτ,

P (t+) = Φ(t, t0)P (t+0 )ΦT (t, t0).

(3.39)

Recall that F is the Jacobian of the dynamical equations of motion with respect to the state

as described in (3.13). For a more detailed analysis of how this formulation was derived by

matching exactly to the Kalman filter when both the dynamics and measurement model

are linear, see Appendix B. The block diagram for the ESBKF is seen Figure 3.8.
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Fig. 3.8: Extended Steb-Back Kalman filter Block Diagram



49

3.7 Method of Evaluation

Monte Carlo error analysis evaluation is the primary means for determining if a partic-

ular filter algorithm can adequately track an RSO. The premise of a Monte Carlo method

for evaluation is to acquire statistics by brute-force via random sampling and running a

simulation for multiple runs. Typically, the number of runs selected to acquire accurate

sample statistics is on the order of several hundred.

Random sampling involves random number generation within each Monte Carlo run

and it occurs in three different areas which are the initial true state generation, process noise

in dynamical evolution, and measurement noise. At the start of each run, a realization of

the true state is generated by sampling from a Gaussian distribution defined by the initial

reference state plus a random component based upon the covariance of the initial true state.

A filter state is propagated alongside the true state for the RSO as well as the observer

satellite through incremental time steps in the simulation. The orbital dynamical model has

within it process noise which requires random sampling from a Gaussian distribution based

on specified process noise statistics. At specific points in time, angle measurements defining

a line of sight from the observer satellite to the RSO are modeled as having measurement

noise numerically represented from random sampling from a Gaussian distribution whose

mean and covariance are defined by the measuring instrument’s accuracy capability.

Each Monte Carlo run will yield unique results of error between the true state and

the filter state attempting to track the true state following whichever filtering algorithm is

being used. This error between the true state and filter state is referred to as the dispersion.

Along with the dispersion, the filter covariance is uniquely obtained in each Monte Carlo

run.

After all of the simulation runs are performed and data gathered, the primary heuristic

for whether or not a particular filter has performed adequately is to compare the σ values

between those obtained by the sample statistics from the dispersion results versus those

obtained by taking the average from the filter covariance results. This heuristic is analyzed

in two approaches. The first approach is a graphical visualization of 3σ values for each
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position and velocity component as a function of time. The second approach is plotting the

overlapping index as a function of time, which is the quantity for how closely two Gaussian

distributions overlap when taking an L1-norm calculation of two zero-mean Gaussian PDFs

with different σ values.

Visual plots yield insight to the scale of these differences in 3σ values whereas the

overlapping index, η, yields a numerical evaluation of filter fidelity. The overlapping index

has a threshold in which the filter algorithm is said to become divergent. If η at any point in

time falls below 64%, then the filtering algorithm in the simulation is said to be divergent.

This threshold is based on an L1-norm evaluation of the overlap between two zero-

mean univariate normal distributions referred to as an overlapping index [31], [32], [33], [34],

[35], [28] having a value between 64% - 100%. The lower limit of 64% was selected from

literature in which an overlapping index of 64% in an example was stated as demonstrating

two probability distributions as being sufficiently similar [28].

In the RESULTS chapter of this document, plots of η and 3σ are both presented. Since

the 3σ plots take up a large quantity of space and for readability reasons, only the Position

Downrange is depicted and the remaining other five LVLH components have their 3σ plots

presented in APPENDIX F. Analysis will only be presented in the RESULTS chapter and

the 3σ plots in APPENDIX F will have limited written context, since they are supplemental

plots to the corresponding plots in the RESULTS chapter.

Another metric for filter performance are scatter plots for the RSO position as viewed

in the XY plane at the points in time when measurements are received. The simulation

has the RSO nominally placed along the equatorial plane which is in this case identical to

the XY plane. Depicted in the scatter plots are points of location for the true state, the

filter state prior to measurement update, and the filter state after a measurement update

has been performed. These scatter plots give visual insight to geometric shapes of the

probability distributions.

The rationale for wanting a shape of a probability distribution is because of the foun-

dation of how the Kalman filter was developed. If also the measurement model is linear and
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has a Gaussian distribution, the product of these two Gaussian distributions yields the op-

timal distribution for the state having incorporated all pieces of information [10]. This new

distribution was combined from two Gaussian distributions and can be shown to result in

a new Gaussian distribution for the state. When dynamics and/or the measurement model

are nonlinear, the shape of the distribution will begin to incur an increase in skewness over

time and progressively diverge from being well-approximated as a Gaussian.
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CHAPTER 4

RESULTS

4.1 Overview

In this chapter, the data collected from Monte Carlo simulations outlined in the last

chapter will be presented. The analysis is broken up into four different sections, each giving

insight to the performance of the filters. The sections are,

4.2 Details of Plots

4.3 Probability Densities at Measurement Update

4.4 Time Evolution of Standard Deviations and Overlapping Indices

4.4.1 Measurement Time of 24 Hours

4.4.2 Measurement Time of 70 Hours

4.4.3 Measurement Time of 140 Hours

4.5 Computation Time Comparisons

4.6 Closed Skew-Normal Unscented Kalman Filter

4.7 Summary

Section 4.2 presents a comprehensive explanation of the three plot types employed in

this chapter, which provide different perspectives for the outcomes of each of the filters.

Section 4.3 presents results which demonstrate the cause of why several of the filter

algorithms diverge based on results of the PDFs at a specific measurement time. Visual

analysis of the PDF at a point when a measurement is processed yields insight in the

underlying functionality of these filter algorithms.

Section 4.4 presents results of simulations of the time evolution for all of the filters using

two performance metrics: a visual metric in the form of 3σ error/dispersion plots for the
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position downrange as a function of time and a numerical metric in the form of overlapping

indices for all of the LVLH components as a function of time. This section is broken up

further into subsections separated by the measurement times used in the simulation.

Section 4.5 presents the computation times for each of the filters. The computation

times are presented as a ratio relative to the time required for the EKF to compute a sim-

ulation. Computation times are presented in this manner because the goal is to investigate

how well each filter performs in comparison with EKF, not only with regard to accuracy

but with speed as well.

Section 4.6 describes in detail why the CSNUKF was pursued as the original focus of

this research and the reasons it was not implemented into the simulation process.

Lastly, Section 4.7 presents a summary section will detail conclusions derived from

analyses in the aforementioned sections in this chapter.

4.2 Details of Plots

There are three plot types presented in this chapter. These plots are enumerated below

followed by a description of each.

1. Positive and negative 3σ values obtained by two methods.

2. Overlapping index based on σ values obtained by two methods.

3. Scatter plot of samples obtained from multiple probability distributions at a specific

measurement time.

Plots containing 3σ values over time compare two standard deviations obtained through

different calculations using Monte Carlo simulations. The first calculation determines the

error between the true state and the filter state for each Monte Carlo run, from which

sample standard deviations are obtained. The second calculation determines the average of

the covariance matrices tracked by the filter, takes the square-root of the major diagonal

elements, and obtains the standard deviation.

The multiplication of the standard deviation by a factor of 3 is a widely used heuristic

since approximately 99.7% of all results for a normal distribution should lie within 3σ error
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bounds, which effectively translates to the range for all results. These plots present visual

insight into the performance of each filter by looking at how close the two standard deviation

plots match. The overlapping index, η, gives a numerical metric of success or failure for

each filter.

Plots of η give a direct numerical evaluation of whether the filter is convergent or

divergent based on whether or not η falls below 64% at any time in the simulation. Each

plot contains a calculation of η for each of the six elements, position altitude, downrange,

and crosstrack and velocity altitude, downrange, and crosstrack.

Lastly, scatter plots illustrate the PDFs underlying the filters. These plots provide

visual evaluation of what is occurring with regard to the PDFs of the state when a mea-

surement is processed. Essentially, scatter plots show the PDF configuration for a single

Monte Carlo run at the time of measurement. This provides context for why the overlapping

index yields a failure or success.

This chapter presents 3σ plots that exclusively depict the position downrange compo-

nent of the RSO. This approach was adopted to enhance the readability of the plots while

retaining the key information on the divergence behavior. The position downrange compo-

nent was found to be a reliable indicator of the divergence behavior, which is why it was

selected to be presented in this chapter. APPENDIX F presents 3σ plots for all six LVLH

elements and is intended to be used as supplemental information.

4.3 Probability Densities at Measurement Update

Using the EKF for estimating or tracking an RSO in GEO is subject to limitations

due to the duration between measurements before it functionally fails. The source of this

failure was found to be nonlinear effects present in both the dynamics and the measurement

model. The EKF assumes a Gaussian distribution for the state PDF. However, as the state

propagates through nonlinear orbital dynamics, this assumption becomes a less accurate

approximation for the true PDF. The longer propagation continues without an update from

a discrete measurement, the more the true PDF will accrue skewness and will no longer be

adequately approximated by a Gaussian PDF. As a result, the EKF will make an inaccurate
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update for the RSO, placing it at a higher altitude. This has cascading effects since, at

a higher altitude, the filter estimate of the RSO would move at a slower speed, which

exacerbates the discrepancy between the filter estimate and the true position and velocity

of the RSO.
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Fig. 4.1: EKF probability density at 140 hours, OBS 1 Only

The EKF updates the estimates for the mean value and the covariance matrix of

the state vector by placing the updated PDF in the incorrect location, as seen in Figure

4.1. The EKF has been using a linearized approximation for the dynamical model and an

assumed Gaussian PDF throughout the propagation and therefore when a measurement is

processed to update the filter mean and covariance, the EKF positions the updated PDF

at the intersection of the measurement model PDF and the Gaussian PDF of the state.

This leads to the filter estimate being placed at a higher altitude than if the filter had used

the intersection of the actual non-Gaussian PDF of the state with the measurement model

PDF, which exhibits skewness.

As shown in Figure 4.1, the PDF of the filter state prior to the measurement update is

based on a linearized model and fails to capture the skewed geometry of the actual PDF.
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A Gaussian distribution does not accurately represent the tail-ends of the true PDF, and

consequently, the intersection with the measurement distribution will place the estimate

of the RSO at a higher altitude than it actually is. This higher altitude leads to a lower

speed for the RSO in the filter estimate, which exacerbates divergence from reasonable RSO

estimation as time progresses.
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Fig. 4.2: HKF probability density at 140 hours, OBS 1 Only

The updated state PDF from the HKF is situated at a higher altitude than the actual

location of the RSO, similar to the behavior of the EKF. However, the HKF uses sample

statistics, obtained from the true PDF before the measurement, as opposed to the linearly

propagated statistics of the EKF. As a result, the covariance of the filter PDF after the

measurement update is larger for the HKF compared to the EKF, as illustrated in Figure

4.2. The larger covariance can assist in compensation for errors in the estimate of the filter

mean value, since the true location of state is closer to the region of higher probability in

the filter PDF.
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Fig. 4.3: UKF probability density at 140 hours, OBS 1 Only

The UKF also situates the filter estimate at a higher altitude. However, similar to the

HKF, it also has a larger covariance of the filter PDF after the measurement update, as seen

in Figure 4.3. Sigma points in the UKF, having been propagated through the nonlinear

dynamics, follows the same heuristic as the HKF of using sample particles to acquire a more

accurate mean and covariance when processing the measurement.
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Fig. 4.4: GMM (N=26) probability density at 140 hours, OBS 1 Only

As depicted in Figure 4.4, the GMM generates a post-measurement estimate of the

RSO that is at a higher altitude than the true location but not as significantly as the EKF.

These results are with only 2 nodes per dimension, which translates to 64 nodes or particles

in total.
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Fig. 4.5: GMM (N=56) probability density at 140 hours, OBS 1 Only

The post-measurement filter PDF in Figure 4.5 was created from the GMM using

5 nodes per dimension and the increase in nodes or particles made it so that a post-

measurement estimate of the RSO was closer in altitude to the actual location when com-

pared with Figure 4.4.
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Fig. 4.6: GMM (N=106) probability density at 140 hours, OBS 1 Only

The filter PDF after the measurement update, in Figure 4.6, was created from the

GMM using 10 nodes per dimension, which has the effect of centering PDF closer to the

true location of the RSO than what is seen in Figure 4.5. There can be more confidence

the filter estimate is closer to the actual location.
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Fig. 4.7: ESBKF probability density at 140 hours, OBS 1 Only

The ESBKF reduces the effects of nonlinearity with respect to the dynamics, however,

there remains nonlinearity in the measurement model. This conclusion is corroborated from

the PDFs in Figure 4.7 in which the location of the RSO after the measurement update

is offset from the truth and has a smaller covariance. An item of future work will be to

develop a technique into the Step-Back Kalman filter methodology that would account for

nonlinear measurements. This may be investigating an unscented form of the SBKF, for

example.

It should noted that in Figure 4.7, there is not a Filter (Before) PDF shown, which

is because the measurement is update at t = 0 in the ESBKF. The filter estimate is then

propagated to t = 140 hours and the resultant PDF for the Filter (After) is shown in Figure

4.7.
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4.4 Time Evolution of Standard Deviations and Overlapping Indices

This section presents the simulation results of 3σ and η as functions of time for all

five filter algorithms. Subsections separate the results based on the time at which the

measurement is processed. There were three measurement times simulated, which were 24,

70, and 140 hours. Within each subsection, results for the four OBS configurations are

presented. For each OBS configuration, three plots are shown, which are the following,

1. 3σ and η plots for the EKF and UKF

2. 3σ and η plots for the HKF and GMM

3. 3σ and η plots for the ESBKF

Each plot depicts the 3σ position downrange component of the RSO state, which is placed

directly above the η plot to facilitate visual comparison of their time evolution. The η plot

displays all six components of the RSO in the LVLH coordinate system. The placement

of the plots facilitates in observing significant jumps in both plots together, when the

measurement is processed. Additional corresponding 3σ plots for all six LVLH components

are presented in APPENDIX F. Relevant links to the plots in APPENDIX F will be provided

throughout this section.

4.4.1 Measurement Time of 24 Hours

In a scenario where an RSO in GEO is tracked using space-based optical measurements,

and the duration between measurements is not too long, both the EKF and the UKF appear

to track the RSO accurately. Figure 4.8 shows a progressive deviation of the position

downrange and the velocity altitude η lines. It is worth noting that this is also a reason

why the position downrange was selected to be presented in the 3σ plots in this chapter.



63

0 10 20 30 40 50 60 70 80 90

Time (hours)

-600

-400

-200

0

200

400

600

P
o
s
it
io

n
 E

rr
o
r 

(k
m

)
Downrange (filter)

Downrange (monte carlo)

0 10 20 30 40 50 60 70 80 90

Time (hours)

65

70

75

80

85

90

95

100

o
v
e

rl
a

p
p

in
g

 i
n

d
e

x
 (

%
)

Position Altitude

Position Downrange

Position Crosstrack

Velocity Altitude

Velocity Downrange

Velocity Crosstrack

(a) EKF

0 10 20 30 40 50 60 70 80 90

Time (hours)

-600

-400

-200

0

200

400

600

P
o
s
it
io

n
 E

rr
o
r 

(k
m

)

Downrange (filter)

Downrange (monte carlo)

0 10 20 30 40 50 60 70 80 90

Time (hours)

70

75

80

85

90

95

100

o
v
e

rl
a

p
p

in
g

 i
n

d
e

x
 (

%
)

Position Altitude

Position Downrange

Position Crosstrack

Velocity Altitude

Velocity Downrange

Velocity Crosstrack

(b) UKF

Fig. 4.8: 3σ and η EKF and UKF Measurement at 24 Hours, OBS 1 Only

Figure 4.8, illustrates that both the EKF and UKF had overlapping indices that were

above the 64% threshold for convergence. When a measurement is processed at 24 hours

the EKF and UKF were accurate. See Figures F.1 and F.25 for the results of 3σ values for

all LVLH components.
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Fig. 4.9: 3σ and η HKF and GMM Measurement at 24 Hours, OBS 1 Only

The HKF and GMM tracked the RSO accurately when a measurement updated at 24

hours, as shown in Figure 4.9. It was expected that both of these filters would perform

well, particularly at a reasonable early measurement time. The EKF suffers from linear

approximations of dynamics and assumptions of Gaussian distributions, which is why it loses

accuracy quickly. The UKF is forced to reset sigma points at every time step, due to the

discrete process noise covariance matrix being added, which assumes a Gaussian distribution

from which to obtain sigma points. However, both the HKF and GMM use particles or nodes

which do not need to be reset every time step which improves the measurement update

accuracy. See Figures F.13 and F.37 for the results of 3σ values for all LVLH components.
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Fig. 4.10: 3σ and η ESBKF Measurement at 24 Hours, OBS 1 Only

The ESBKF tracked the RSO very accurately. Both the HKF and ESBKF had η values

that were nearly 100% but the ESBKF also had a smaller 3σ value after the measurement

update, as shown in Figure 4.10. The 3σ values increase faster for the HKF after the

measurement because the size of the standard deviation is larger than the ESBKF. Having

a PDF defined with a smaller covariance will take longer to accrue skewness. This will also

be illustrated in other results in this chapter. See Figure F.49 for the results of 3σ values

for all LVLH components.



66

0 10 20 30 40 50 60 70 80 90

Time (hours)

-600

-400

-200

0

200

400

600

P
o
s
it
io

n
 E

rr
o
r 

(k
m

)
Downrange (filter)

Downrange (monte carlo)

0 10 20 30 40 50 60 70 80 90

Time (hours)

70

75

80

85

90

95

100

o
v
e

rl
a

p
p

in
g

 i
n

d
e

x
 (

%
)

Position Altitude

Position Downrange

Position Crosstrack

Velocity Altitude

Velocity Downrange

Velocity Crosstrack

(a) EKF

0 10 20 30 40 50 60 70 80 90

Time (hours)

-600

-400

-200

0

200

400

600

P
o
s
it
io

n
 E

rr
o
r 

(k
m

)

Downrange (filter)

Downrange (monte carlo)

0 10 20 30 40 50 60 70 80 90

Time (hours)

75

80

85

90

95

100

o
v
e

rl
a

p
p

in
g

 i
n

d
e

x
 (

%
)

Position Altitude

Position Downrange

Position Crosstrack

Velocity Altitude

Velocity Downrange

Velocity Crosstrack

(b) UKF

Fig. 4.11: 3σ and η EKF and UKF Measurement at 24 Hours, OBS 2 Only

The performance of both the EKF and UKF did not exhibit a significant change when

using the OBS configuration with a higher altitude, as indicated in Figure 4.11. It was

expected that the OBS 2 configuration would yield more accurate results than OBS 1, since

a higher altitude for the OBS places it closer to the RSO. Measurement errors reside in the

angle domain, and therefore if the OBS is in a closer proximity to the RSO, then the errors

in the position would be smaller. A decrease in position errors should intuitively result in a

more accurate filter update for the estimate. This was not observed in Figure 4.11, which

implies that the proximity of the RSO is not as important. See Figures F.2 and F.26 for

the results of 3σ values for all LVLH components.
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(b) GMM

Fig. 4.12: 3σ and η HKF and GMM Measurement at 24 Hours, OBS 2 Only

Figure 4.12 illustrates that the HKF and GMM did not exhibit significant changes

when using OBS 2 instead of OBS 1 configurations. Both filters accurately tracked the

RSO. These filters, along with the ESBKF, were expected to be the most accurate, and

the results for measurements processed at 24 hours support this conclusion. Please refer to

Figures F.14 and F.38 for the results of 3σ values for all LVLH components.
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Fig. 4.13: 3σ and η ESBKF Measurement at 24 Hours, OBS 2 Only

As illustrated in Figure 4.13, the ESBKF also tracks accurately when the OBS is at

a higher altitude and the measurement is processed at 24 hours. The standard deviation

values match very closely and covariance immediately following the measurement is small.

Both the HKF and ESBKF are accurate, but the ESBKF is exceptionally more precise as

well. Please refer to Figure F.50 for the results of 3σ values for all LVLH components.
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Fig. 4.14: 3σ and η EKF and UKF Measurement at 24 Hours, OBS 3 Only

The EKF and UKF are accurately tracking the RSO using a highly inclined OBS con-

figuration. It was expected that the OBS 3 configuration, with an inclination angle of 30◦,

would yield a more precise post-measurement update. This is due to the higher inclination

having more out-of-plane observability when compared to the other OBS configurations

that are nearly coplanar with the RSO. The results shown in Figure 4.14 demonstrate that

no significant improvement in filter performance was achieved by having more out-of-plane

observability. Please refer to Figures F.3 and F.27 for the results of 3σ values for all LVLH

components.
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(b) GMM

Fig. 4.15: 3σ and η HKF and GMM Measurement at 24 Hours, OBS 3 Only

Figure 4.15 depicts the HKF and GMM under the scenario of a measurement obtained

at 24 hours from an OBS with a 30◦ inclination. Both filter algorithms are tracking the

RSO accurately. Please refer to Figures F.15 and F.39 for the results of 3σ values for all

LVLH components.
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Fig. 4.16: 3σ and η ESBKF Measurement at 24 Hours, OBS 3 Only

The ESBKF tracks the RSO accurately when the OBS is highly inclined, as illustrated

in Figure 4.16. There is no significant change in ESBKF performance based any of the

OBS configurations. Please refer to Figure F.51 for the results of 3σ values for all LVLH

components.
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Fig. 4.17: 3σ and η EKF and UKF Measurement at 24 Hours, All Observations

As shown in Figure 4.17, the EKF falls below the 64% threshold for η as therefore

divergent. It was expected that combining the OBS 1, OBS 2, and OBS 3 configurations

would have resulted in better accuracy, even for the EKF, however, the results proved

otherwise. Please refer to Figures F.4 and F.28 for the results of 3σ values for all LVLH

components.



73

0 10 20 30 40 50 60 70 80 90

Time (hours)

-600

-400

-200

0

200

400

600
P

o
s
it
io

n
 E

rr
o
r 

(k
m

)

Downrange (filter)

Downrange (monte carlo)

0 10 20 30 40 50 60 70 80 90

Time (hours)

98.2

98.4

98.6

98.8

99

99.2

99.4

99.6

99.8

100

o
v
e

rl
a

p
p

in
g

 i
n

d
e

x
 (

%
)

Position Altitude

Position Downrange

Position Crosstrack

Velocity Altitude

Velocity Downrange

Velocity Crosstrack

(a) HKF

0 10 20 30 40 50 60 70 80 90

Time (hours)

-4

-3

-2

-1

0

1

2

3

4

P
o
s
it
io

n
 E

rr
o
r 

(k
m

)

104

Downrange (filter)

Downrange (monte carlo)

0 10 20 30 40 50 60 70 80 90

Time (hours)

10

20

30

40

50

60

70

80

90

100

o
v
e

rl
a

p
p

in
g

 i
n

d
e

x
 (

%
)

Position Altitude

Position Downrange

Position Crosstrack

Velocity Altitude

Velocity Downrange

Velocity Crosstrack

(b) GMM

Fig. 4.18: 3σ and η HKF and GMM Measurement at 24 Hours, All Observations

Figure 4.18 illustrates that the HKF is tracking the RSO accurately but the GMM

falls well-below the threshold on 64% for the η. When using the GMM, if only one OBS is

updating the RSO, the Kalman Gain moves the estimate to a location that, when used to

evaluate the new weighting factor, gives a numerically stable result. However, when all three

OBSs are updating the RSO, the Kalman Gain shifts the estimate to a location where all

weighting factors cannot be handled numerically. This contradicts the intuition that having

more measurements should improve observability and would thus be even more accurate.

The conclusion is that the GMM is convergent only when one OBS is used. Please refer to

Figures F.16 and F.40 for the results of 3σ values for all LVLH components.
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Fig. 4.19: 3σ and η ESBKF Measurement at 24 Hours, All Observations

The ESBKF tracks the RSO accurately when all OBS configurations are processed

simultaneously, as illustrated in Figure 4.19. There is no significant change in ESBKF

performance based any of the OBS configurations, either individually or combined. Please

refer to Figure F.52 for the results of 3σ values for all LVLH components.
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4.4.2 Measurement at 70 Hours
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Fig. 4.20: 3σ and η EKF and UKF Measurement at 70 Hours, OBS 1 Only

The EKF falls well-below the threshold for η and becomes divergent when the time of

measurement is 70 hours and using the OBS 1 configuration. The HKF also falls below 64%

for η, but not as severely as the EKF. Both filters are divergent as depicted in Figure 4.20.

Please refer to Figures F.5 and F.29 for the results of 3σ values for all LVLH components.
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(b) GMM

Fig. 4.21: 3σ and η HKF and GMM Measurement at 70 Hours, OBS 1 Only

The HKF and GMM both maintain accuracy at a measurement time of 70 hours and

using the OBS 1 configuration. The accuracy of both filters has been reduced significantly,

when compared to scenario of the measurement time of 24 hours, as shown in Figure 4.21.

Please refer to Figures F.17 and F.41 for the results of 3σ values for all LVLH components.
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Fig. 4.22: 3σ and η ESBKF Measurement at 70 Hours, OBS 1 Only

Figure 4.22 illustrates that the ESBKF maintains exceptional accuracy at the measure-

ment time of 70 hours. The value of η dropped more compared to when the measurement

was processed at 24 hours, but then it rebounds after the measurement update. Please refer

to Figure F.53 for the results of 3σ values for all LVLH components.
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(b) UKF

Fig. 4.23: 3σ and η EKF and UKF Measurement at 70 Hours, OBS 2 Only

The performance of both the EKF and the UKF is similar when the OBS 2 configuration

is used as the OBS 1 configuration. Both filters diverge, but the UKF is not as severe as

the EKF, as shown in Figure 4.23. Please refer to Figures F.6 and F.30 for the results of

3σ values for all LVLH components.
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Fig. 4.24: 3σ and η HKF and GMM Measurement at 70 Hours, OBS 2 Only

Both the HKF and GMM accurately track the RSO when the OBS 2 configuration is

used at a measurement time of 70 hours, as depicted in Figure 4.24. When compared with

the EKF and UKF, the HKF and GMM maintain better accuracy. Please refer to Figures

F.18 and F.42 for the results of 3σ values for all LVLH components.
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Fig. 4.25: 3σ and η ESBKF Measurement at 70 Hours, OBS 2 Only

As illustrated in Figure 4.25, the ESBKF has exceptional accuracy when compared

with the other filter algorithms in the scenario of using the OBS 2 configuration at a

measurement time of 70 hours. Please refer to Figure F.54 for the results of 3σ values for

all LVLH components.
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(b) UKF

Fig. 4.26: 3σ and η EKF and UKF Measurement at 70 Hours, OBS 3 Only

The performance of both the EKF and the UKF is similar when the OBS 1 or OBS 2

configurations are used. Both filters diverge, but the UKF is not as severe as the EKF, as

shown in Figure 4.26. Please refer to Figures F.7 and F.31 for the results of 3σ values for

all LVLH components.
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(b) GMM

Fig. 4.27: 3σ and η HKF and GMM Measurement at 70 Hours, OBS 3 Only

Both the HKF and GMM accurately track the RSO when the OBS 3 configuration is

used at a measurement time of 70 hours, as depicted in Figure 4.27. As seen in previous

results, the HKF and GMM maintain accuracy longer than the EKF and UKF. Please refer

to Figures F.19 and F.43 for the results of 3σ values for all LVLH components.
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Fig. 4.28: 3σ and η ESBKF Measurement at 70 Hours, OBS 3 Only

Figure 4.28 illustrates that the ESBKF maintains exceptional accuracy when using the

OBS 3 configuration at the measurement time of 70 hours. The value of η dropped more

compared to when the measurement was processed at 24 hours. Please refer to Figure F.55

for the results of 3σ values for all LVLH components.
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(b) UKF

Fig. 4.29: 3σ and η EKF and UKF Measurement at 70 Hours, All Observations

Figure 4.29 illustrates that the EKF and UKF both diverge when all three of the OBS

configurations are combined and processed simultaneously. Please refer to Figures F.8 and

F.32 for the results of 3σ values for all LVLH components.
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Fig. 4.30: 3σ and η HKF and GMM Measurement at 70 Hours, All Observations

The HKF and GMM both diverge when using all OBS configurations simultaneously.

The behavior of the GMM when all OBS configurations are used remains the same as in the

other scenarios. Numerical issues arise when updating the weighting factors in this scenario.

This is depicted in Figure 4.30. Please refer to Figures F.20 and F.44 for the results of 3σ

values for all LVLH components.
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Fig. 4.31: 3σ and η ESBKF Measurement at 70 Hours, All Observations

The ESBKF was the only filter algorithm that maintained accuracy where all OBS

configurations were processed simultaneously at the measurement time of 70 hours, as

illustrated in Figure 4.31. The dependability of the ESBKF for maintaining accuracy when

measurements are taken at 70 hours is demonstrated. Please refer to Figure F.56 for the

results of 3σ values for all LVLH components.
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4.4.3 Measurement at 140 Hours
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Fig. 4.32: 3σ and η EKF and UKF Measurement at 140 Hours, OBS 1 Only

When measurements were processed at 140 hours using the OBS 1 configuration, both

the EKF and UKF diverged, as depicted in Figure 4.32. The accuracy of the UKF, even

though it eventually diverged, was much higher than that of the EKF. Please refer to Figures

F.9 and F.33 for the results of 3σ values for all LVLH components.
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Fig. 4.33: 3σ and η HKF and GMM Measurement at 140 Hours, OBS 1 Only

As shown in Figure 4.33, the HKF drops below the threshold for η immediately following

the measurement update, however, it rebounded to a high level of accuracy. There is not

much confidence in this filter in this scenario of using the OBS 1 configuration at the

measurement time of 140 hours. The GMM maintained accuracy. Please refer to Figures

F.21 and F.45 for the results of 3σ values for all LVLH components.
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Fig. 4.34: 3σ and η ESBKF Measurement at 140 Hours, OBS 1 Only

As shown in Figure 4.34, the ESBKF becomes divergent at the measurement time of

140 hours and using the OBS 1 configuration. This can be attributed to the fact that while

the ESBKF removes the issue of not having a PDF that is Gaussian for the state vector

when performing a Kalman update, there remains nonlinearity in the measurement model.

This conclusion is corroborated from the PDFs in Figure 4.7 in which the location of the

RSO after the measurement update is offset from the truth and has a smaller covariance.

An item of future work will be to develop a technique into the Step-Back Kalman filter

methodology that would account for nonlinear measurements. This may be investigating

an unscented form of the SBKF, for example. Please refer to Figure F.57 for the results of

3σ values for all LVLH components.
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Fig. 4.35: 3σ and η EKF and UKF Measurement at 140 Hours, OBS 2 Only

Figure 4.35 illustrates that the EKF diverges while the UKF maintains accuracy based

on η values. The scenario is using the OBS 2 configuration at a measurement time of 140

hours. The EKF is clearly divergent when looking at both the 3σ and η plots, but the UKF

appears to have a large surge in the 3σ plot which could lead to future divergence and yet

the η plot for the UKF demonstrates that it maintained accuracy. Please refer to Figures

F.10 and F.34 for the results of 3σ values for all LVLH components.
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(b) GMM

Fig. 4.36: 3σ and η HKF and GMM Measurement at 140 Hours, OBS 2 Only

Figure 4.36 shows that both the HKF and GMM diverge, however, the GMM barely falls

below the 64% threshold. The scenario uses the OBS 2 configuration at the measurement

time of 140 hours. Please refer to Figures F.22 and F.46 for the results of 3σ values for all

LVLH components.
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Fig. 4.37: 3σ and η ESBKF Measurement at 140 Hours, OBS 2 Only

As shown in Figure 4.37, the ESBKF becomes divergent at the measurement time of

140 hours and using the OBS 2 configuration. The ESBKF does not maintain accuracy at

the measurement time of 140 hours. Please refer to Figure F.58 for the results of 3σ values

for all LVLH components.
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Fig. 4.38: 3σ and η EKF and UKF Measurement at 140 Hours, OBS 3 Only

Figure 4.38 illustrates that both the EKF and UKF diverge in the scenario using OBS

3 at the measurement time of 140 hours. The reason why the UKF does not have as low

a value for η as the EKF is that, at the time of measurement, the UKF estimates a larger

covariance matrix, which can compensate for the error of the mean value estimate. Please

refer to Figures F.11 and F.35 for the results of 3σ values for all LVLH components.
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(b) GMM

Fig. 4.39: 3σ and η HKF and GMM Measurement at 140 Hours, OBS 3 Only

Figure 4.39 illustrates that the HKF and GMM both track the RSO accurately. The

scenario uses the OBS 3 configuration at the measurement time of 140 hours. Please refer

to Figures F.23 and F.47 for the results of 3σ values for all LVLH components.
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Fig. 4.40: 3σ and η ESBKF Measurement at 140 Hours, OBS 3 Only

The ESBKF diverges, as shown in Figure 4.40. This is a case where other filter al-

gorithms outperformed the ESBKF. Changing the OBS configurations makes a difference

for some algorithms in certain situations. Please refer to Figure F.59 for the results of 3σ

values for all LVLH components.
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(b) UKF

Fig. 4.41: 3σ and η EKF and UKF Measurement at 140 Hours, All Observations

Figure 4.41 illustrates that both the EKF and UKF diverge in the scenario using all

three OBS configurations at the measurement time of 140 hours. Please refer to Figures

F.12 and F.36 for the results of 3σ values for all LVLH components.
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(b) GMM

Fig. 4.42: 3σ and η HKF and GMM Measurement at 140 Hours, All Observations

Figure 4.42 depicts that both the HKF and GMM diverge severely. The scenario uses

all OBS configurations simultaneously at the measurement time of 140 hours. Please refer

to Figures F.24 and F.48 for the results of 3σ values for all LVLH components.
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Fig. 4.43: 3σ and η ESBKF Measurement at 140 Hours, All Observations

The ESBKF diverges, as shown in Figure 4.43. This a case where all filter algorithms

diverged. The scenario uses all OBS configurations simultaneously at the measurement

time of 140 hours. Please refer to Figure F.60 for the results of 3σ values for all LVLH

components.

4.5 Computation Time Comparisons

Table 4.1 and Table 4.2 contain the computational speed of the filtering algorithms

quantified as a ratio with the computational speed of the EKF. Table 4.1 and Table 4.2 do

not match well for the HKF. The HKF uses sample statistics for the mean and covariance

used in the Kalman update by propagating 1,000 samples directly from the time of last

measurement to the current time using Keplerian dynamics. The particles always used
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Keplerian propagation. Numerical integration is a much more computationally burdensome

task than a Keplerian propagation, therefore when full dynamics were used, the HKF is

practically on par with the EKF but when the filter uses a Kepler routine to propagate,

then the time it takes to propagate is on par with the particle propagation to acquire sample

statistics and thus the increase ratio in Table 4.2.

Table 4.1: Computation Time Comparison with Full Dynamics

Filter Algorithm Ratio of Computation Time with EKF

EKF 1

HKF 1.08

UKF 6.66

GMM (2 nodes per dimension) 54.64

ESBKF 1.46

Table 4.2: Computation Time Comparison with Keplerian Dynamics

Filter Algorithm Ratio of Computation Time with EKF

EKF 1

HKF 3.29

UKF 6.01

GMM (2 nodes per dimension) 44.24

GMM (3 nodes per dimension) 476.01

GMM (4 nodes per dimension) 2669.93

ESBKF 1.02

The computation time required to integrate the position and velocity mean value with

the covariance matrix augmented together as a combined state vector in the EKF is a factor

of 1.72 times greater than integrating the position and velocity alone. It was anticipated
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that the factor would be approximately 7 since the covariance matrix has 36 elements

and the mean value has 6 elements. The result of 1.72 indicates the extra function calls

with the differential equations of motion for the Jacobian matrices adds almost double the

computation time required when performing a Runge-Kutta integration scheme. In the

UKF, each particle is individually integrated in a for-loop which calls the Runge-Kutta

integration function 13 separate times per time step rather than calling only once with an

augmented state vector. It was found that the computational time for integrating all 13

particles is a factor of 7.84 times greater than integrating the augmented state vector in

the EKF. This ratio of 7.84 differs slightly from the values of 6.66 and 6.01 in Tables 4.1

and E.1, respectively, since both EKF and UKF also have to process measurement updates

in different formulations. An additional burden of computation in the UKF is obtaining

a square-root decomposition of the covariance matrix, typically Cholesky decomposition,

when acquiring new sigma points at each time step [17], [36]. This is why a square-root

formulation of the UKF may also be used which has the same performance in terms of

accuracy as the UKF but is formulated to increase computational speed [37]. An area of

interest for future research is to apply the SRUKF to this simulation and compare the

computation speed.

4.6 Closed Skew-Normal Unscented Kalman Filter

From the beginning of this research, it was found that using the assumption of a Gaus-

sian distribution for the state under nonlinear behavior is what leads to post-measurement

update divergence in a filter. After the UKF and HKF were simulated and performance as-

sessed, it became apparent that simply trying to obtain a better mean value and covariance

matrix when applying a Kalman measurement update is insufficient since it attempts to

solve the true problem of skewness accumulating in the PDF by enlarging the covariance to

cover the spread. A larger Gaussian is not the same as a thinner skewed PDF and thus these

filters had only moderate improvements compared to the EKF. The heuristic then became

to investigate the prospects of a filter which tracks the third moment, skewness. A filter

algorithm of this form had already been developed, the CSNKF. It follows a Kalman filter
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methodology but with other parameters than the mean and covariance. A skewness tensor

is not tracked directly in the same way the EKF tracks the first two moments directly, but

rather there are several parameters which shape the distribution to have skewness. It was

a concern that tracking the skewness would have hindered the computational speed since

a third order tensor would have 63 = 216 elements. This CSNKF became the focus of the

research to become a resolution to the filter divergence problem. The CSNKF, however,

had a linearized formulation following with the EKF and if the PDF is initialized as a Gaus-

sian, then linear propagation would retain the Gaussian geometry and skewness would not

accrue. However, there is an unscented form of the CSNKF, the CSNUKF, which would

allow one to initialize sigma points based on a Gaussian distribution at t = 0 but then

nonlinear dynamics would passively induce skewness by propagation of the sigma points.

At each time steps the sigma points would be gathered and the CSN parameters would

be parsed and skewness would be accrued. Before the CSNUKF was applied to the full

simulation, a proof-of-concept check was performed by comparing CSN parameters prop-

agated to a known time when skewness is present following CSNUKF and sampling from

the CSN distrbution to see how well it matched the PDF extracted from propagating par-

ticles following the orbital dynamics. As seen in Figures 4.44 and 4.45, this did not match

well. The PDF remained close to Gaussian and so the skewness did not accrue passively

through dynamical evolution. Skewness was then inserted directly into the PDF at t = 0

to determine whether seeding skewness immediately would assist in accruing skewness pas-

sively. Figures 4.46 and 4.47 demonstrate that this did not improve the problem. Another

drawback of the CSNUKF is the computational requirements for performance evaluation.

The computation time for performing the MCMC with Metropolis-Hastings using only 100

Monte Carlo samples and a markov-chain of 20 runs translates to a factor of about 650

times greater in computation time compared to the EKF just in parsing the mean value

and covariance matrix from the CSN. As a result of these drawbacks, the CSNUKF was

removed as the focus of this research to find a reasonable solution to the divergence problem

of the EKF.
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Fig. 4.44: Closed Skew-Norm Unscented Kalman filter
density function at 0 hours (A)
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Fig. 4.45: Closed Skew-Norm Unscented Kalman filter
density function at 140 hours (A)
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Fig. 4.46: Closed Skew-Norm Unscented Kalman filter
density function at 0 hours (B)
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Fig. 4.47: Closed Skew-Norm Unscented Kalman filter
density function at 140 hours (B)

4.7 Summary

The following list presents the performance of all of the filter algorithms,

• When the time when a measurement update is processed is 24 hours, the EKF di-

verges when all OBS configurations are combined, the UKF performs accurately for

all scenarios, the HKF performs accurately for all scenarios, the GMM performs ac-
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curately for all scenarios except for when all OBS configurations are combined, and

the ESBKF performs accurately for all scenarios.

• When the measurement is being acquired at 70 hours, the EKF diverges in all scenar-

ios, the UKF diverges in all scenarios, the HKF performs accurately for all scenarios,

the GMM performs accurately for all scenarios except for when all OBS configurations

are combined, and the ESBKF performs accurately for all scenarios.

• When the measurement is being acquired at 140 hours, the EKF diverges in all sce-

narios, the UKF performs accurately only when OBS 2 is used, the HKF performs

accurately only when OBS 3 is used, the GMM performs accurately when OBS 1 and

OBS 3 are used but it diverges when OBS 2 and all OBS configurations are used, and

the ESBKF diverges in all scenarios.

The CSNUKF filter, was not fully simulated to run 3σ and η plot analysis due to the

enormous computation time required to numerically calculate the mean and covariance.

This computational burden is too vast such that the CSNUKF would not be a feasible

candidate to use in actual scenarios. However, scatter plot analysis was performed to give a

comparison to how the CSNUKF compared with the other algorithms. It was the anticipated

that the CSNUKF would have formed a skewed distribution that would adhere close to

the geometry of the true distribution. Also, it was anticipated that using the Unscented

form of the Closed Skew-Normal Kalman filter would have resulted in the filter probability

distribution evolving to match somewhat closely to the true probability distribution in a

passive manner. The sigma points would be forced to propagate through the nonlinear

dynamics thereby placing them in locations such that the parameters defining the Closed

Skew-Normal distribution would accurately represent a PDF that matches closely with the

true PDF. It turns out that this was not the case.
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CHAPTER 5

CONCLUSIONS

Tracking and surveillance of RSOs in orbit around Earth, particularly in GEO where

communication satellites are most present, is critical to avoid orbital debris. Traditionally,

the Extended Kalman filter has been used for nonlinear dynamic behavior filtering algo-

rithms, but it has limitations based on the underlying assumptions of linearized dynamics

and measurements, and Gaussian distributions for the state and measurement.

For short durations between measurements, the EKF handles the filtering process ade-

quately in most situations, but once nonlinear effects become significant, the algorithm will

place an updated state estimate in the incorrect location. This is due to the fact that a

Gaussian approximation will not adequately approximate certain regions of the true distri-

bution when skewness is present. The intersection of the measurement distribution and the

actual state distribution is the region where the updated state distribution actually resides.

The EKF will place the intersection in a region away from where it should reside, generating

post-update divergence as the filter proceeds further in time.

A novel algorithm was developed in this research to avoid the problem of nonlinear

dynamics entirely. This algorithm is referred to as the Step-Back filter, and its nonlinear

extension is the Extended Step-Back Kalman filter. The foundational premise behind this

algorithm is that when a measurement is available to process for an update of the state

vector statistics, the update is applied to the last point in time when the state PDF is

known to be well-approximated as a Gaussian. The points in time when this is known

are immediately following a measurement update or at the start of the algorithm based

on initial conditions. Therefore, when a measurement update is applied to that point in

time rather than the current time, skewness present in the true distribution is no longer

relevant, leaving nonlinear issues from the measurement model as the primary error source.

The updated statistics, when propagated back to the current time, will be much closer to
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the actual statistics.

Other filtering algorithms perform well to varying degrees, but some require a large

quantity of computational time to achieve accuracy. It should be noted that the Step-Back

Kalman filter is not limited to only the extended form, but future work could look into an

unscented form, a Gaussian Mixture form, and other formulations that the Kalman filter

currently applies.
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APPENDIX A

KALMAN FILTER ALGORITHM

At each step, the Kalman filter [10] begins by propagating the mean of the state vector

X̂ and its covariance matrix P forward in time by,

X̂(t−) = Φ(t, t0)X̂(t−0 ), (A.1)

P (t−) = Φ(t, t0)P (t−0 )ΦT (t, t0) +

∫ t

t0

Φ(τ, t0)GQGTΦT (τ, t0) dτ, (A.2)

where Φ is the state transition matrix of the dynamical system.

Once a measurement Z̃ is available, the statistics are updated by

K(t) = P (t−)HT (t)[H(t)P (t−)HT (t) +R]−1,

X̂(t+) = X̂(t−) +K(t)(Z̃− Ẑ),

P (t+) = [I −K(t)H(t)]P (t−)[I −K(t)H(t)]T +K(t)RKT (t),

(A.3)

where H is the measurement geometry matrix, and R is the covariance matrix of the

measurement noise. Derivation of the Kalman update equations (A.3) was based on both the

state vector and measurement probability density functions being Gaussian. The dynamics

were also assumed linear, so that if the initial distribution is Gaussian, it will remain

Gaussian as it propagates forward-in-time.

A.1 EXTENDED KALMAN FILTER

In the situation where nonlinearities are present in the dynamics and measurement

model, the Kalman filter can be reformulated based on first order approximations. This

reformulation is called the Extended Kalman filter [10]. The first order approximation of
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the propagation of the statistics through nonlinear dynamics is as follows. The nonlinear

dynamics are defined by the integral equation

X̂(t−) = X̂(t−0 ) +

∫ t

t0

Ẋ(X(τ), τ) dτ. (A.4)

The State Transition Matrix (STM) Φ is also the Jacobian of the dynamics, and is given

by,

Φ(t, t−0 ) =
∂X(t)

∂X(t0)

∣∣∣∣
X(t0)=X̂(t−0 )

. (A.5)

It is calculated by integrating through time based on a formulation from the Leibniz’s

Integral Rule. The Leibniz’s Integral Rule is given by

d

dx

(∫ b

a
f(x, t) dt

)
=

∫ b

a

∂

∂x
f(x, t) dt.

Applying the chain rule to obtain the derivative with respect to the initial condition(s),

d

dx0

(∫ b

a
f(x, t) dt

)
=

∫ b

a

(
∂

∂x
f(x, t)

)(
∂x

∂x0

)
dt. (A.6)

Therefore, the STM is calculated by combining (A.4), (A.5), and (A.6), to give

Φ(t, t−0 ) = I +

∫ t

t0

(
∂Ẋ

∂X

)
· Φ(τ, t−0 ) dτ.

Next recall that the statistics of the state vector at t0 are defined by

X̂(t−0 ) = E[X(t−0 )],

P (t−0 ) = E
[
(X(t−0 )− E[X(t−0 )])(X(t−0 )− E[X(t−0 )])T

]
.
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Applying a first order Taylor expansion to the dynamics centered around X̂(t−0 ), we find

X(t−) = X̂(t−) + Φ(t, t−0 )(X(t−0 )− X̂(t−0 )).

The propagated mean value and covariance matrix will then be calculated by using the

expectation operator. First, the mean value will be determined,

E[X(t−)] = E[X̂(t−) + Φ(t, t−0 )(X(t−0 )− X̂(t−0 ))]

= E[X̂(t−)] + Φ(t, t−0 )E[X(t−0 )]− Φ(t, t−0 )E[X̂(t−0 )]

= X̂(t−).

Then the covariance matrix before incorporating process noise is obtained as follows,

P (t−) = E[(X(t−)− E[X(t−)])(X(t−)− E[X(t−)])T ]

= E[Φ(t, t−0 )(X(t−0 )− E[X(t−0 )]) · (X(t−0 )− E[X(t−0 )])TΦT (t, t−0 )]

= Φ(t, t−0 )E[(X(t−0 )− E[X(t−0 )]) · (X(t−0 )− E[X(t−0 )])T ]ΦT (t, t−0 )

= Φ(t, t−0 )P (t−0 )ΦT (t, t−0 )

Adding the process noise to the covariance matrix will give the same result as (A.2).

P (t−) =Φ(t, t−0 )P (t−0 )ΦT (t, t−0 ) +

∫ t

t0

Φ(τ, t−0 )GQGTΦT (τ, t−0 ) dτ.

When a measurement is available, the mean and covariance will be updated following

the same linearization methodology. The nonlinear measurement model and measurement

Jacobian are the following, respectively,

Z = h(X(t)),

H(t) =
∂Z

∂X(t)

∣∣∣∣
X(t)=X̂(t)

.
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In the same manner as the original Kalman filter, the update equations are the following,

K(t) = P (t−)HT (t)[H(t)P (t−)HT (t) +R]−1,

X̂(t+) = X̂(t−) +K(t)(Z̃− Ẑ),

P (t+) = [I −K(t)H(t)]P (t−)[I −K(t)H(t)]T +K(t)RKT (t).

A.2 VERIFICATION OF KALMAN UPDATE FOUNDATION

The Kalman filter is an optimal state estimation or tracking algorithm provided that

both the dynamics and measurement models are linear, mathematically, and have defined

PDFs that are Gaussian [10]. When a measurement is available, the Kalman update equa-

tions are used to process the measurement and refine the state vector statistics. The founda-

tion for the Kalman update equations is that once a measurement is received, the Gaussian

distribution which had previously fully described the known statistics of the state vector

must now be augmented by new information from the Gaussian distribution of the measure-

ment model. Essentially, the probability of a region in the state space has a value obtained

from the prior state PDF and a different value obtained from the measurement PDF but

the true value is obtained by taking these two values and multiplying them together. This

product then has to be normalized by some factor. Therefore, the new distribution will be

the product of the two Gaussian distributions after being normalized by the integration of

this product of the whole state space. It turns out that this updated PDF will also be a

Gaussian. The following describes this mathematically, Let h(X) be the nonlinear function

for the measurement.

Ẑ = h(X̂−).

The measurement Jacobian H, the measurement estimate Ẑ, and the actual measurement

received Z̃ will be used in the measurement PDF as seen by the following,

φ
(
Ẑ +H(X− X̂−); Z̃, R

)
.



115

φ
(
X; X̂+, P+

)
=

φ
(
X; X̂−, P−

)
· φ
(
Ẑ +H(X− X̂−); Z̃, R

)
∫∞
−∞ φ

(
X; X̂−, P−

)
· φ
(
Ẑ +H(X− X̂−); Z̃, R

)
dX

(A.7)

In order to demonstrate how the Kalman update equations represent a Gaussian distribution

equivalent to the PDF in equation (A.7), first the mathematical equation for a Gaussian

equation will be used to demonstrate how the update PDF has the form of a Gaussian.

The following are the mathematical expressions for the two Gaussian distributions used in

(A.7).

φ
(
Ẑ +H(X− X̂−); Z̃, R

)
=

exp (−1
2((Ẑ− Z̃) +H(X− X̂−))TR−1((Ẑ− Z̃) +H(X− X̂−)))√∣∣∣∣2πR∣∣∣∣

φ
(
X; X̂−, P−

)
=

exp (−1
2(X− X̂−)T (P−)−1(X− X̂−))√∣∣∣∣2πP−∣∣∣∣

(A.8)

The denominators in equation set (A.8) are constants and the denominator in (A.7) is also

a constant. Also, the product of two exponentials can be simplified as a single exponential

by the identity, exp(a) exp(b) = exp(a + b). Therefore, when the two equations (A.8) are

substituted into (A.7), the updated PDF will have the form,

φ
(
X; X̂+, P+

)
= η · exp(ζ(X)) (A.9)

where η is a constant. Equation (A.9) appears to be Gaussian in form but to demonstrate

that the exponent ζ can be represented as the same quadratic form as in a Gaussian, the

derivative of ζ will be taken twice. The first derivative will be set equal to zero and solved

for X to obtain the mean value and then the second derivative will be taken to find the

covariance and also to show that it is a constant value which demonstrates that ζ is a

quadratic equation. The following sequence of equations are each steps to find the mean
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value.

ζ = −1

2
(X− X̂−)T (P−)−1(X− X̂−)− 1

2
((Ẑ− Z̃) +H(X− X̂−))TR−1((Ẑ− Z̃) +H(X− X̂−))

dζ

dX
= −(X− X̂−)T (P−)−1 − ((Ẑ− Z̃) +H(X− X̂−))TR−1H

Set dζ
dX equal to zero and solve for X.

0 = (X− X̂−)T (P−)−1 + ((Ẑ− Z̃) +H(X− X̂−))TR−1H

0 = (P−)−T (X− X̂−) +HTR−T ((Ẑ− Z̃) +H(X− X̂−))

0 = (P−)−1(X− X̂−) +HTR−1H(X− X̂−) +HTR−1(Ẑ− Z̃)

((P−)−1 +HTR−1H)(X− X̂−) = HTR−1(Z̃− Ẑ)

X− X̂− = ((P−)−1 +HTR−1H)−1HTR−1(Z̃− Ẑ)

Therefore, the updated mean value will be the following

X̂+ = X̂− + ((P−)−1 +HTR−1H)−1HTR−1(Z̃− Ẑ) (A.10)

It is not immediately evident that it is equivalent to the Kalman update for the mean value,

but it will be shown that Kalman Gain matrix is equal to the corresponding expression,((P−)−1+

HTR−1H)−1HTR−1, in the above equation (A.10). The following sequence of expressions

will demonstrate the equivalence with the Kalman Gain matrix.

P−HT (HP−HT +R)−1 = ((P−)−1 +HTR−1H)−1HTR−1

P−HT = ((P−)−1 +HTR−1H)−1HTR−1(HP−HT +R)

P−HT = ((P−)−1 +HTR−1H)−1(HTR−1HP−HT +HT )

((P−)−1 +HTR−1H)P−HT = HTR−1HP−HT +HT

HT +HTR−1HP−HT = HTR−1HP−HT +HT
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Hence, the equation (A.10) is equivalent to the Kalman update equation for the mean

value. Now, the covariance matrix update will be derived starting with taking the second

derivative of ζ. First, the first derivative will be transposed and then differentiation will be

performed. The following depicts the sequence of steps to obtain the second derivative.

(
dζ

dX

)T
= −(P−)−1(X− X̂−)−HTR−1(H(X− X̂−) + (Ẑ − Z̃))

d

dX

((
dζ

dX

)T)
= −(P−)−1 −HTR−1H

(A.11)

Since the second derivative is a constant, this verifies that ζ is in fact a quadratic and thus

the updated PDF (A.7) does have the form of a Gaussian distribution. It turns out that

if the same steps for taking the second derivative of the exponent in a generic Gaussian

distribution are followed, the covariance matrix is the inverse of the negative value of the

second derivative. Therefore, following this premise, the covariance matrix for the updated

PDF is the inverse of the negative value of equation (A.11), ((P−)−1 +HTR−1H)−1. This

will be shown to equal that of the Kalman update equations. By setting the Kalman

update value equal to this expression, it will be show mathematically to be equivalent via

the following steps,

((P−)−1 +HTR−1H)−1 = (I −KH)P−

((P−)−1 +HTR−1H)−1 = P− − ((P−)−1 +HTR−1H)−1HTR−1HP−

I = ((P−)−1 +HTR−1H)P− −HTR−1HP−

I = I +HTR−1HP− −HTR−1HP−

Therefore, the covariance update derived in this section exactly matches that of the Kalman

update. The mean value and covariance matrix were determined based on the understand-

ing that a new probability density function after a measurement update would constitute

a normalized product of the previously tracked Gaussian distribution of the state and the

Gaussian distribution acquired from the measurement received. Since these results match
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exactly with what the Kalman update claims, it validates that the Kalman filter measure-

ment update is based on this foundation.

A.3 VERIFICATION OF JOSEPH FORM

There are two forms for the covariance update in the Kalman filter,

P+ = (I −KH)P−

P+ = (I −KH)P−(I −KH)T +KRKT
(A.12)

The second equation in (A.12) is referred to as the Joseph form. The Joseph form is the

preferred equation to implement into a Kalman filter algorithm because it ”squares-up”

the covariance matrix due to the multiplication of matrices and their respective transpose

matrices. The reason this is beneficial is that during propagation of the covariance matrix

through dynamical evolution, the off-diagonal term may differ than their respective trans-

pose counterparts. The Joseph form resets the covariance matrix back to being a symmetric

matrix. The purpose of this appendix is to mathematically demonstrate that the two equa-

tions in (A.12) are identical. The following sequence of steps will begin with setting the

two equations equal to each other and working both sides and cancelling terms until an ex-

pression that will be equal to the zero matrix is reached at which point the known Kalman

Gain matrix is inserted into the expression and worked until both sides of the equation are

equal to the zero matrix.

(I −KH)P− = (I −KH)P−(I −KH)T +KRKT

P− −KHP− = (P− −KHP−)(I −KH)T +KRKT

P− −KHP− = P− − P−HTKT −KHP− +KHP−HTKT +KRKT

0 = −P−HTKT +KHP−HTKT +KRKT

(A.13)
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Now inserting the known expression for the Kalman gain to modify the term KRKT ,

K = P−HT (HP−HT +R)−1

K(HP−HT +R) = P−HT

KHP−HT +KR = P−HT

KR = P−HT −KHP−HT

KRKT = P−HTKT −KHP−HTKT

(A.14)

Now, inserting (A.14) into (A.13),

−P−HTKT +KHP−HTKT + P−HTKT −KHP−HTKT = 0 (A.15)

Since both sides of (A.15) are equal to the zero matrix, this means that the Joseph form

for the covariance update in the Kalman update has been proven to be valid.
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APPENDIX B

STEP-BACK KALMAN FILTER EQUIVALENCE FOR LINEAR SYSTEMS

The premise for the SBKF is to apply the measurement update at a time in the past

where the probability distribution of the state is Gaussian, or at least well-approximated

by a Gaussian. The distribution at the start of all the previously described filter algorithms

is modeled as a Gaussian. After a measurement update is performed, the resulting mean

and covariance are then modeled as describing a new Gaussian distribution. The SBKF

begins exactly the same as the Kalman filter by propagating forward in time and obtaining

a measurement prediction, Ẑ, and measurement Jacobian, H(t). Using the chain rule, the

measurement Jacobian with respect to the state vector at time t0 can be calculated by

H(t0) = H(t)Φ(t, t0). (B.1)

Also, the contribution of process noise added to the covariance matrix during propagation

from t0 to t is given as,

Pq =

∫ t

t0

Φ(τ, t0)GQGTΦT (τ, t0) dτ.
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Applying H(t0) and Pq to find the Kalman update at time t0 and corresponding statistics

at time t is given by

Pq0 = Φ−1(t, t0)PqΦ
−T (t, t0),

K(t0) = [P (t−0 ) + Pq0]HT (t0) · [H(t0)[P (t−0 ) + Pq0]HT (t0) +R]−1,

X̂(t+0 ) = X̂(t−0 ) +K(t0)(Z̃ − Ẑ),

X̂(t+) = Φ(t, t0)X̂(t+0 ),

P (t+0 ) = [I −K(t0)H(t0)][P (t−0 ) + Pq0][I −K(t0)H(t0)]T +K(t0)RKT (t0),

P (t+) = Φ(t, t0)P (t+0 )ΦT (t, t0).

(B.2)

In the case where the both the dynamics and measurement models are linear, the SBKF

can be shown to yield identical results as the Kalman filter for X̂(t+) and P (t+). Equation

set (B.2) will match equation set (3.17) in a linear system as demonstrated by the following

arguments.

Inserting the measurement Jacobian relationship (B.1) into the Kalman Gain at t0,

K(t0) = [P (t−0 ) + Pq0]ΦT (t, t0)HT (t)[H(t)Φ(t, t0)[P (t−0 ) + Pq0]ΦT (t, t0)HT (t) +R]−1.

With some simplifcation, we find

Φ(t, t0)[P (t−0 )+Pq0]ΦT (t, t0)

= Φ(t, t0)P (t−0 )ΦT (t, t0) + Φ(t, t0)Pq0ΦT (t, t0)

= P (t−).

(B.3)

Therefore, if K(t0) is multiplied by Φ(t, t0), then

Φ(t, t0)K(t0) = K(t). (B.4)
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Applying (B.4) toward X̂(t+) as given in (B.2),

X̂(t+) = Φ(t, t0)X̂(t+0 )

= Φ(t, t0)[X̂(t−0 ) +K(t0)(Z̃ − Ẑ)]

= X̂(t−) +K(t)(Z̃ − Ẑ).

This matches X̂(t+) as given in (3.17). Now, the covariance matrix P (t+) will be

demonstrated to match by similar arguments. We modify expressions as follows

Φ(t, t0)[I −K(t0)H(t0)]

= Φ(t, t0)[I −K(t0)H(t)Φ(t, t0)]

= Φ(t, t0)−K(t)H(t)Φ(t, t0)

= [I −K(t)H(t)]Φ(t, t0),

(B.5)

By expanding P (t+) represented in (B.2) and applying (B.3), (B.4), and (B.5),

P (t+)

= Φ(t, t0)
[
[I −K(t0)H(t0)][P (t−0 ) + Pq0][I −K(t0)H(t0)]T +K(t0)RKT (t0)

]
ΦT (t, t0)

= [I −K(t)H(t)]Φ(t, t0)[P (t−0 ) + Pq0]ΦT (t, t0)[I −K(t)H(t)]T + Φ(t, t0)K(t0)RKT (t0)ΦT (t, t0)

= [I −K(t)H(t)]P (t−)[I −K(t)H(t)]T +K(t)RKT (t).

(B.6)

Therefore, P (t+) in (B.6) matches the same expression in (3.17). The equivalence

between the Kalman filter and the Step-Back Kalman filter in a linear system has now been

demonstrated, however, the primary purpose of development of the SBKF is the significant

advantage over the KF when using the extended forms, EKF and ESBKF. The extended

forms are used when nonlinear dynamics and/or nonlinear measurements are present.
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APPENDIX C

DISCRETE PROCESS NOISE COVARIANCE MATRIX

Process noise inherent in the dynamics is handled in Extended Kalman filter and Ex-

tended Step-Back Kalman filter by including an extra term in the differential equation,

GQGT , used to propagate the covariance matrix,

P (t+) = P (t+0 ) +

∫ t

t0

FP + PF T +GQGTdτ.

The discrete form of this propagation is the following,

P (t+) = φP (t+0 )φT +

∫ t

t0

φGQGTφTdτ.

Hence, the discrete process noise covariance matrix is the term

∫ t

t0

φGQGTφTdτ. (C.1)

These equations for propagating the covariance matrix whether or not process noise is

included are based on a linear dynamical system. Hence, for the orbital dynamics model,

the discrete and continuous form will differ somewhat. The Unscented Kalman filter uses

sigma points to gather sample statistics. Since the process noise is not included when

propagating each sigma point, the process noise contribution is incorporated via a discrete

covariance matrix following (C.1). Based on the algorithm for the UKF [38], each sigma-

point is propagated forward one time step without process noise in the dynamics. After the

propagation of each sigma-point, the sample mean and covariance matrix are calculated. A

discrete covariance matrix term representing the process noise contribution is added to the

sample covariance matrix. Then, using this revised sample covariance matrix along with the

sample mean, new sigma-points are acquired and are then either propagated to the next time
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step or, if a measurement is available, used to update the statistics from a measurement.

The goal is to develop the discrete process noise covariance matrix. This can be acquired by

using a second-order approximation for the dynamics propagation, obtaining a formula for

the state transition matrix, and then integrating according to equation (C.1). By applying

Heun’s method, a second-order approximation for the dynamics can be obtained, as per the

following.

The magnitude of the position vector at the previous time step is,

r = ‖r‖

After applying Heun’s method, the dynamical model becomes,

r∗ = r + v∆t− µ∆t2

2

( r

r3

)
v∗ = v − µ∆t

2

(
r

r3
+

r + v∆t

‖r + v∆t‖3

) (C.2)

In order to find the state transition matrix, we must first find the formula for ∂
∂r

(
r
r3

)
.

∂

∂r

( r

r3

)
=

1

r3
I3×3 + r

∂

∂r

(
1

r3

)
=

1

r3
I3×3 + r

∂

∂r

(
1

r3

)
∂r

∂r

=
1

r3
I3×3 + r

(
−3r−4ı̂Tr

)
=

1

r3

(
I3×3 − 3̂ır ı̂

T
r

)
Now, obtaining the four Jacobian matrices that make up the state transition matrix,

∂r∗

∂r
= I3×3 −

µ∆t2

2

1

r3

(
I3×3 − 3̂ır ı̂

T
r

)
∂r∗

∂v
= ∆t I3×3
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let, r1 = r + v∆t

∂v∗

∂r
= −µ∆t

2

1

r3

(
I3×3 − 3̂ır ı̂

T
r

)
− µ∆t

2

1

r3
1

(
I3×3 − 3̂ır1 ı̂

T
r1

)
∂v∗

∂v
= I3×3 −

µ∆t2

2

1

r3
1

(
I3×3 − 3̂ır1 ı̂

T
r1

)
Combining these matrices to create the state transition matrix yields,

φ =

 ∂r∗

∂r
∂r∗

∂v

∂v∗

∂r
∂v∗

∂v


. Finding the integrand in (C.1),

GQGT =

03×3 03×3

03×3 Q


φGQGTφT =

(∂r∗∂v )Q (∂r∗∂v )T (∂r∗∂v )Q (∂v∗∂v )T(
∂v∗

∂v

)
Q
(
∂r∗

∂v

)T (∂v∗
∂v

)
Q
(
∂v∗

∂v

)T


To simplify further, from numerical analysis the following holds by several orders of mag-

nitude,

∣∣∣∣−µ∆t2

2

1

r3

(
I3×3 − 3̂ır ı̂

T
r

)∣∣∣∣ << |I3×3|

∣∣∣∣−µ∆t2

2

1

r3
1

(
I3×3 − 3̂ır1 ı̂

T
r1

)∣∣∣∣ << |I3×3|

Therefore,

φGQGTφT =

Q∆t2 Q∆t

Q∆t Q


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Finally, evaluating the integral in (C.1),

∫ ∆t

0
φGQGTφTdτ =

Q∆t3

3 Q∆t2

2

Q∆t2

2 Q∆t

 . (C.3)

C.1 NUMERICAL VERIFICATION

To verify that the explicit approximation for the discrete process noise covariance

matrix is accurate over a reasonable time step, a Monte Carlo simulation running actual

orbital dynamics with process noise in the acceleration was implemented and compared

against (C.3). The parameters of the simulation are the following,

r0 =

[
39621.502751988 14420.7554640182 63.8935010377406

]T
km

v0 =

[
−1.05154888245646 2.88911713863564 0.0264234241457446

]T km
s

Q = 10−13


0.20 0.00 0.00

0.00 0.30 0.00

0.00 0.00 0.25

 km2

s4

∆t = 300 s

µ = 398600.436
km3

s2
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The process noise covariance obtained from the Monte Carlo simulation, which generated

and used one million samples, is the following,

10−6



0.1800421519 0.0001030185 0.0002094364 0.0009003783 − 0.0000006389 0.000001146

0.0001030185 0.2698592091 0.0001236954 0.0000013574 0.0013497446 0.000001375

0.0002094364 0.0001236954 0.2248234685 0.0000010769 0.0000010276 0.001123535

0.0009003783 0.0000013574 0.0000010769 0.0000059989 − 0.0000000012 0.000000005

−0.0000006389 0.0013497446 0.0000010276 − 0.0000000012 0.0000089958 0.000000008

0.0000011465 0.0000013758 0.0011235357 0.0000000059 0.0000000081 0.000007487


The process noise covariance from (C.3) is the following,

10−6



0.1800000000 0.0000000000 0.0000000000 0.0009000000 0.0000000000 0.0000000000

0.0000000000 0.2700000000 0.0000000000 0.0000000000 0.0013500000 0.0000000000

0.0000000000 0.0000000000 0.2250000000 0.0000000000 0.0000000000 0.0011250000

0.0009000000 0.0000000000 0.0000000000 0.0000060000 0.0000000000 0.0000000000

0.0000000000 0.0013500000 0.0000000000 0.0000000000 0.0000090000 0.0000000000

0.0000000000 0.0000000000 0.0011250000 0.0000000000 0.0000000000 0.0000075000


When comparing the two matrices, they closely match therefore confirming that (C.3) is

accurate.
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APPENDIX D

MEAN AND COVARIANCE IN GAUSSIAN MIXTURE MODEL

In a Gaussian Mixture Model, the probability density function of the state is ap-

proximated as a sum of unique normal distributions. Each normal distribution is defined

by a mean value, covariance matrix, and a weighting factor, however, the GMM requires

evaluation of the overall mean value and covariance of the sum of the weighted normal

distributions. The following will demonstrate how this is achieved. Let the GMM PDF be

defined as the following,

p(X) =

N∑
i=1

ωi · φ (X;µi, Pi) . (D.1)

The weights ωi in (D.1) must sum up to 1,

N∑
i=1

ωi = 1. (D.2)

Now, using the expected value function to find the mean value of (D.1),

E[X] =

∫ ∞
−∞

X ·
N∑
i=1

ωi · φ (X;µi, Pi) dX

=

N∑
i=1

ωi ·
∫ ∞
−∞

X · φ (X;µi, Pi) dX

=
N∑
i=1

ωi · µi.

(D.3)

The covariance matrix will now be derived using the result of the mean value in (D.3) and

using an alternative form of the covariance matrix when using the expected value function.

E[(X− E[X]) (X− E[X])T ] = E[XXT ]− E[X]E[X]T
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Inserting value for mean value(D.3) as well as using (D.2).

=

(
N∑
i=1

ωi

)
E[XXT ]−

(
N∑
i=1

ωi

)(
N∑
i=1

ωi · µi

)(
N∑
i=1

ωi · µi

)T

Add and subtract
∑N

i=1

(
ωi · µiµiT

)

=

(
N∑
i=1

ωi

)
E[XXT ]−

N∑
i=1

(
ωi · µiµiT

)
+

N∑
i=1

(
ωi · µiµiT

)
−

(
N∑
i=1

ωi

)(
N∑
i=1

ωi · µi

)(
N∑
i=1

ωi · µi

)T

=

N∑
i=1

ωi
(
E[XXT ]− µiµiT

)
+

N∑
i=1

ωi ·

(µiµiT )−
(

N∑
i=1

ωi · µi

)(
N∑
i=1

ωi · µi

)T
Reworking a portion of the last term,

(
N∑
i=1

ωi · µi

)(
N∑
i=1

ωi · µi

)T
=

N∑
i=1

ωi · µiE[X]T =
N∑
i=1

ωi · E[X]µi
T

Now, applying this expression into the covariance formula

N∑
i=1

ωi
(
E[XXT ]− µiµiT

)
+

N∑
i=1

ωi ·

(µiµiT )−
(

N∑
i=1

ωi · µi

)(
N∑
i=1

ωi · µi

)T
=

N∑
i=1

ωi
(
E[XXT ]− µiµiT

)
+

N∑
i=1

ωi ·

(µiµiT )− N∑
i=1

ωi · µiE[X]T −
N∑
i=1

ωi · E[X]µi
T +

(
N∑
i=1

ωi · µi

)(
N∑
i=1

ωi · µi

)T
The first term can be simplified as follows,

N∑
i=1

ωi
(
E[XXT ]− µiµiT

)
=

N∑
i=1

ωi · Pi
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Also, in the second term, the following expressions be simplified as follows,

N∑
i=1

ωi ·

(
N∑
i=1

ωi · µiE[X]T

)
=

N∑
i=1

ωi · µiE[X]T

N∑
i=1

ωi ·

(
N∑
i=1

ωi · E[X]µi
T

)
=

N∑
i=1

ωi · E[X]µi
T

Applying these revised expressions into the covariance formula,

N∑
i=1

ωi
(
E[XXT ]− µiµiT

)
+

N∑
i=1

ωi ·

(µiµiT )− N∑
i=1

ωi · µiE[X]T −
N∑
i=1

ωi · E[X]µi
T +

(
N∑
i=1

ωi · µi

)(
N∑
i=1

ωi · µi

)T
=

N∑
i=1

ωi · Pi +
N∑
i=1

ωi ·
((
µiµi

T
)
− µiE[X]T − E[X]µi

T + E[X]E[X]T
)

Therefore, the covariance for the GMM is the following,

E[(X− E[X]) (X− E[X])T ] =
N∑
i=1

ωi · Pi +
N∑
i=1

ωi · (µi − E[X]) (µi − E[X])T

An alternative approach for deriving the covariance of the GMM will now be presented.

The expected value expression for the covariance matrix will be reformulated by adding

and subtracting the term µi in two places as follows,

E[(X− E[X]) (X− E[X])T ] = E[(X− µi + µi − E[X]) (X− µi + µi − E[X])T ]

This will now be expanded,

= E[(X− µi)(X− µi)T ] + E[(X− µi)(µi − E[X])T ]+

E[(µi − E[X])(X− µi)T ] + E[(µi − E[X])(µi − E[X])T ]
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The above expression does not specify which particle mean value, µi, is being applied and

this was intentionally generalized. Let the function g(X) be defined as the following.

g(X) =

∫ ∞
∞

X · φ (X;µi, Pi) dX

Then the covariance, based on (D.1) as the underlying PDF, can be reformulated as the

following,

E[(X− E[X]) (X− E[X])T ] =

N∑
i=1

ωi · g((X− E[X]) (X− E[X])T)

=
N∑
i=1

ωi · g((X− µi)(X− µi)T ) +
N∑
i=1

ωi · g((X− µi)(µi − E[X])T )+

N∑
i=1

ωi · g((µi − E[X])(X− µi)T ) +
N∑
i=1

ωi · g((µi − E[X])(µi − E[X])T )

If the particle corresponds with the same index as the normal distribution when the expected

value function is being performed then the first and last terms are identical to the following,

N∑
i=1

ωi · g((X− µi)(X− µi)T ) =
N∑
i=1

ωi · Pi

N∑
i=1

ωi · g((µi − E[X])(µi − E[X])T ) =

N∑
i=1

ωi · (µi − E[X])(µi − E[X])T

The middle two terms will become the following,

N∑
i=1

ωi · g((X− µi)(µi − E[X])T ) =
N∑
i=1

ωi · g((X− µi)) · (µi − E[X])T = 0

N∑
i=1

ωi · g((µi − E[X])(X− µi)T ) =

N∑
i=1

ωi · (µi − E[X]) · g((X− µi)T ) = 0
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Using this alternative approach the covariance matrix for the GMM is once again the

following,

E[(X− E[X]) (X− E[X])T ] =
N∑
i=1

ωi · Pi +
N∑
i=1

ωi · (µi − E[X]) (µi − E[X])T
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APPENDIX E

SUFFICIENCY OF KEPLERIAN DYNAMICS

In the PROBLEM FORMULATION AND SETUP chapter, in was presented that the

dynamics model used in all of the filtering algorithms is Keplerian orbital dynamics. A

higher fidelity dynamics model was implemented in all the filters, however, it was compu-

tationally burdensome and when compared with the lower fidelity Keplerian model, they

were practically indistinguishable from one another. This prompted the use of applying

Keplerian dynamics to filters and the higher fidelity model was applied solely to the truth

simulation of the RSO and OBSs. The results leading to this conclusion are depicted in

this section. Table E.1 details the increase in computational requirements needed to have a

higher fidelity dynamical model. The scale of the increase in computation time is significant

which supported the conclusion that Keplerian dynamics would the model to implement.

Table E.1: Computation Time Advantage of using Keplerian Dynamics

Filter Algorithm Ratio of Full Dynamics to Keplerian Dynamics

EKF 17.28

HKF 5.70

UKF 19.15

GMM (2 nodes per dimension) 33.99

ESBKF 24.60

The following plots in this section will show η calculations which compares σ values

obtained from using the higher fidelity dynamical model vs. the Keplerian dynamical model.

There are two σ values, described in the Overview section of this chapter, for each dynamical

model simulation. Each plot compares both σ values.

To begin, Figure E.1 shows the results of the EKF when applying full dynamics and
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Keplerian dynamics. The η values for both σ values are in the upper 90 percentile range

which concludes these figures are indistinguishable from one another.
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Fig. E.1: EKF, Full dynamics vs. Keplerian dynamics Overlap

Next, the dynamical model comparison for the HKF is shown in Figure E.2 which

likewise demonstrates no significant differences when using Keplerian dynamics. The η

values remain in the higher 90-percentile range.
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Fig. E.2: HKF, Full dynamics vs. Keplerian dynamics Overlap
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Following suit with the EKF and HKF, the UKF, GMM, and ESBKF when using

either Keplerian dynamics or a higher fidelity model that has additional gravitational, solar,

and lunar perturbing accelerations, have no distinguishable difference in filter performance.

These results are seen in Figure E.3 for the UKF, Figure E.4 for the GMM, and Figure E.5

for the ESBKF.
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Fig. E.3: UKF, Full dynamics vs. Keplerian dynamics Overlap
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Fig. E.4: GMM, Full dynamics vs. Keplerian dynamics Overlap
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Fig. E.5: ESBKF, Full dynamics vs. Keplerian dynamics Overlap

The conclusion for all the filters from η analysis, seen in Figures E.1-E.5, is that

there is no need to add computational burden for propagating a more accurate dynamical

model when a Kepler orbit produces effectively the same result and with a fraction of the

computational requirements.
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APPENDIX F

SUPPLEMENTAL PLOTS

F.1 EXTENDED KALMAN FILTER
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Fig. F.1: EKF Measurement at 24 Hours, OBS 1 Only
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Fig. F.2: EKF Measurement at 24 Hours, OBS 2 Only
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Fig. F.3: EKF Measurement at 24 Hours, OBS 3 Only
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Fig. F.4: EKF Measurement at 24 Hours, All Observations
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Fig. F.5: EKF Measurement at 70 Hours, OBS 1 Only
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Fig. F.6: EKF Measurement at 70 Hours, OBS 2 Only
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Fig. F.7: EKF Measurement at 70 Hours, OBS 3 Only
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Fig. F.8: EKF Measurement at 70 Hours, All Observations
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Fig. F.9: EKF Measurement at 140 Hours, OBS 1 Only
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Fig. F.10: EKF Measurement at 140 Hours, OBS 2 Only
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Fig. F.11: EKF Measurement at 140 Hours, OBS 3 Only



143

0 50 100 150 200 250 300

Time (hours)

-2000

-1500

-1000

-500

0

500

1000

1500

2000

P
o
s
it
io

n
 E

rr
o
r 

(k
m

)
Altitude (filter)

Altitude (monte carlo)

0 50 100 150 200 250 300

Time (hours)

-1

-0.8

-0.6

-0.4

-0.2

0

0.2

0.4

0.6

0.8

1

P
o

s
it
io

n
 E

rr
o

r 
(k

m
)

104

Downrange (filter)

Downrange (monte carlo)

0 50 100 150 200 250 300

Time (hours)

-150

-100

-50

0

50

100

150

P
o
s
it
io

n
 E

rr
o
r 

(k
m

)

Crosstrack (filter)

Crosstrack (monte carlo)

0 50 100 150 200 250 300

Time (hours)

-0.8

-0.6

-0.4

-0.2

0

0.2

0.4

0.6

0.8

V
e

lo
c
it
y
 E

rr
o

r 
(k

m
/s

)

Altitude (filter)

Altitude (monte carlo)

0 50 100 150 200 250 300

Time (hours)

-0.15

-0.1

-0.05

0

0.05

0.1

0.15

V
e
lo

c
it
y
 E

rr
o
r 

(k
m

/s
)

Downrange (filter)

Downrange (monte carlo)

0 50 100 150 200 250 300

Time (hours)

-0.01

-0.008

-0.006

-0.004

-0.002

0

0.002

0.004

0.006

0.008

0.01

V
e
lo

c
it
y
 E

rr
o
r 

(k
m

/s
)

Crosstrack (filter)

Crosstrack (monte carlo)

Fig. F.12: EKF Measurement at 140 Hours, All Observations
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Fig. F.13: HKF Measurement at 24 Hours, OBS 1 Only
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Fig. F.14: HKF Measurement at 24 Hours, OBS 2 Only
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Fig. F.15: HKF Measurement at 24 Hours, OBS 3 Only
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Fig. F.16: HKF Measurement at 24 Hours, All Observations
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Fig. F.17: HKF Measurement at 70 Hours, OBS 1 Only
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Fig. F.18: HKF Measurement at 70 Hours, OBS 2 Only
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Fig. F.19: HKF Measurement at 70 Hours, OBS 3 Only
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Fig. F.20: HKF Measurement at 70 Hours, All Observations
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Fig. F.21: HKF Measurement at 140 Hours, OBS 1 Only
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Fig. F.22: HKF Measurement at 140 Hours, OBS 2 Only
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Fig. F.23: HKF Measurement at 140 Hours, OBS 3 Only
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Fig. F.24: HKF Measurement at 140 Hours, All Observations
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Fig. F.25: UKF Measurement at 24 Hours, OBS 1 Only
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Fig. F.26: UKF Measurement at 24 Hours, OBS 2 Only
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Fig. F.27: UKF Measurement at 24 Hours, OBS 3 Only
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Fig. F.28: UKF Measurement at 24 Hours, All Observations
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Fig. F.29: UKF Measurement at 70 Hours, OBS 1 Only
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Fig. F.30: UKF Measurement at 70 Hours, OBS 2 Only
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Fig. F.31: UKF Measurement at 70 Hours, OBS 3 Only
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Fig. F.32: UKF Measurement at 70 Hours, All Observations
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Fig. F.33: UKF Measurement at 140 Hours, OBS 1 Only
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Fig. F.34: UKF Measurement at 140 Hours, OBS 2 Only
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Fig. F.35: UKF Measurement at 140 Hours, OBS 3 Only
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Fig. F.36: UKF Measurement at 140 Hours, All Observations
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Fig. F.37: GMM Measurement at 24 Hours, OBS 1 Only
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Fig. F.38: GMM Measurement at 24 Hours, OBS 2 Only
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Fig. F.39: GMM Measurement at 24 Hours, OBS 3 Only
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Fig. F.40: GMM Measurement at 24 Hours, All Observations
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Fig. F.41: GMM Measurement at 70 Hours, OBS 1 Only
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Fig. F.42: GMM Measurement at 70 Hours, OBS 2 Only
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Fig. F.43: GMM Measurement at 70 Hours, OBS 3 Only
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Fig. F.44: GMM Measurement at 70 Hours, All Observations
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Fig. F.45: GMM Measurement at 140 Hours, OBS 1 Only
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Fig. F.46: GMM Measurement at 140 Hours, OBS 2 Only
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Fig. F.47: GMM Measurement at 140 Hours, OBS 3 Only
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Fig. F.48: GMM Measurement at 140 Hours, All Observations
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Fig. F.49: ESBKF Measurement at 24 Hours, OBS 1 Only
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Fig. F.50: ESBKF Measurement at 24 Hours, OBS 2 Only
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Fig. F.51: ESBKF Measurement at 24 Hours, OBS 3 Only
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Fig. F.52: ESBKF Measurement at 24 Hours, All Observations
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Fig. F.53: ESBKF Measurement at 70 Hours, OBS 1 Only
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Fig. F.54: ESBKF Measurement at 70 Hours, OBS 2 Only
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Fig. F.55: ESBKF Measurement at 70 Hours, OBS 3 Only
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Fig. F.56: ESBKF Measurement at 70 Hours, All Observations
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Fig. F.57: ESBKF Measurement at 140 Hours, OBS 1 Only
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Fig. F.58: ESBKF Measurement at 140 Hours, OBS 2 Only
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Fig. F.59: ESBKF Measurement at 140 Hours, OBS 3 Only
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Fig. F.60: ESBKF Measurement at 140 Hours, All Observations
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