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ABSTRACT 

 

The Concept of Multicenter Bonds in Chemistry and Materials Science 

by 

Nikolay V. Tkachenko, Doctor of Philosophy 

Utah State University, 2023 

 

Major Professor: Dr. Alexander I. Boldyrev 

Department: Chemistry and Biochemistry 

More than 100 years ago G. N. Lewis proposed the shared electron-pair bonding model 

that may be considered the most successful and generally accepted theory of chemical 

bonding. However, the Lewis model is not comprehensive, and it cannot describe the entire 

diversity of chemical species. A vivid illustration of the limitation of Lewis's theory is the 

diborane molecule (B2H6), for which it is impossible to describe chemical bonding pattern 

only in terms of one-center two-electron (1c-2e) and two-center two-electron (2c-2e) 

bonding elements. However, the electron-pair bonding model can be completed with the 

inclusion of multicenter bonding elements where the number of centers can reach the 

number of atoms in the described system. 

This dissertation includes six research projects, that investigate and expand the 

applicability of the concept of multicenter bonds in 3D clusters and cluster-based materials. 

Firstly, the dissertation introduces the theoretical background of the Adaptive Natural 

Density Partitioning (AdNDP) algorithm - a method that we extensively employed. During 

my Ph.D. study, I updated and expanded the applicability of this method, which resulted 

in the AdNDP 2.0 software. Using this updated program, we showed that multicenter bonds 
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can explain the structure, stability, and several physical properties of various novel clusters 

and solids. Thus, we were the first who introduced the concept of multicenter bonds in 

application to nonagermanide ([Ge9]
4-) clusters. After that finding, similar bonding patterns 

were further found in other novel germanium and tin clusters synthesized by our 

collaborators. Finally, we showed how the concept of multicenter bonds can be useful in 

materials science, and how it helped us to design a new superoctahedral two-dimensional 

metallic boron material with unique physical properties.  

The main advancement of this dissertation is the introduction of the delocalized 

bonding model in 3D clusters. The studied cases include [Ge9]
4-, [Ge16Zn6]

4-, [Ge16Cd6]
4-, 

[Ge24]
4- and {[K2ZnSn8(ZnMes)]2}

4-. In addition to that, we also extended this concept to 

novel magnetic boron material. We believe that the idea of multicenter bonds will advance 

in the future and help to create novel 3D materials and molecules with the desired physical 

and chemical properties. 

(209 pages) 
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PUBLIC ABSTRACT 

 

The Concept of Multicenter Bonds in Chemistry and Materials Science 

Nikolay V. Tkachenko 

 

Chemical bonds are components of a universal and compact language of chemistry that 

was empirically developed before the modern concepts of quantum physics. This language 

explains how molecules and solids keep together. In particular, Lewis’s shared electron-

pair bonding model may be considered the most successful and generally accepted theory 

of chemical bonding due to its simplicity and predictive power. However, there is an entire 

world of chemical species where the classical Lewis bonding language fails to describe the 

bonding pattern adequately. Those cases include but are not limited to compounds with a 

significant electron delocalization (where electron density spread on a region that spans 

more than 2 atoms) such as so-called aromatic and anti-aromatic compounds. In this 

dissertation, we are showing that there are some essential “words” missing in the 

“vocabulary” of classical Lewis’s chemical bonds language. To cover most of the chemical 

species, the electron-pair bonding model can be extended with the inclusion of multicenter 

bonds where the number of centers can reach the number of atoms in the described system. 

This dissertation includes six research projects, that investigate and expand the 

applicability of the concept of multicenter bonds in chemistry and materials science. We 

showed that such a developed chemical bonding model has great predictive power and can 

explain the structure, stability, and several physical properties of various unusual clusters 

and solids. Since the chemical bonding pattern can be related to reactivity, structure, and 
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physical properties, we believe, that the concept of multicenter bonds could be developed 

in the future up to the level where we will be able to design novel materials with ever-

wanted physical and chemical properties.  
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CHAPTER 1 

INTRODUCTION 

 

1.1 Development of Chemical Bonding Models 

The term "chemical bond" is the basis of the universal language of chemistry. Although 

there is no exact definition of a chemical bond in terms of a quantum mechanical 

observable (there is no quantum mechanical operator for the chemical bond), this concept 

is useful and essential component of chemistry. The predictive power of various models 

based on the concept of chemical bonds is very high. Even the simplest valence-shell 

electron-pair repulsion (VSEPR) model, which all of us learned in schools and universities, 

predicts the molecular structure of many compounds. One may state that with the 

development of quantum chemical methods and modern computing resources there is no 

need to use the language of chemical bonds. I would argue with that statement. While the 

ground state electronic wavefunction of the chemical system within the Born-Oppenheimer 

approximation can indeed be used to calculate many of the physical properties of the 

system, the multidimensional nature of the many-body wavefunction frequently renders 

this model as a computational tool rather than a model that provides a simple explanation 

and understanding of the chemical system. As Eugene Wigner said: “It is nice to know that 

the computer understands the problem. But I would like to understand it too.” 

The key idea of shared electron-pair as a building block of chemical bonds was 

introduced by Gilbert Lewis in 1916,1 even before quantum mechanics was developed. 

Based only on the experimental chemical data available in those days, Lewis built an 

elegant model with great predictive power that can be considered the most successful and 

generally accepted theory of chemical bonding even now. The Lewis model is describing 
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a completely localized picture, since the main building elements of this model are localized 

electrons that form chemical bonds and lone pairs.  

Later in 19252 and 1926,3 Werner Heisenberg and Erwin Schrödinger published their 

groundbreaking pioneering works, which later became the basis of quantum mechanics. 

Heisenberg's matrix mechanics and Schrödinger's wave mechanics provided the 

mathematical framework for understanding the behavior of small particles including 

electrons. Shortly after this discovery, in 1927 Walter Heitler and Fritz London published 

their work4 where they applied the principles of quantum mechanics to the study of 

chemical bonding in the hydrogen molecule. The main idea that they stated was that the 

origin of chemical bonding may come from the phase combination (constructive overlap) 

of separate electronic wavefunctions. The ideas of this work were expanded by other 

scientists, leading to the development of advanced quantum chemical methods and tools 

that are widely used today. 

In 1927, Robert Mulliken and Friedrich Hund developed a molecular orbital (MO) 

theory5,6 that introduced a delocalized description of electrons in chemical systems. This 

point of view significantly contradicted the earlier Lewis description that focused on 

localized electron pairs. Nevertheless, molecular orbital theory showed its predictive and 

descriptive power by solving the problems (e.g., the explanation of the triplet state of the 

O2 molecule) that the Lewis model cannot solve. Nowadays the MO theory is a basis for 

many modern quantum chemical calculations. Interestingly, over time, various electron 

localization techniques were developed that convert the delocalized molecular orbitals into 

localized Lewis-like structures, connecting two worlds. 
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In an attempt to connect the Lewis model and quantum theory, Linus Pauling proposed 

an alternative valence bond (VB) theory.7,8 The VB approach was based on a linear 

combination of localized two-center product function of one-center atomic orbitals and 

naturally integrates important bonding concepts such as resonance structures and 

hybridization. Although this approach can be outperformed by other theories, for many 

cases, the VB model provides a more intuitive and easily interpretable description of 

chemical bonding than MO theory (although the concept of resonance must be invoked 

when describing the system with significant electron delocalization), and it can be very 

helpful for the explanation of the systems with multireference character. 

1.2 Quantum Chemical Tools for Analyzing Chemical Bonding 

It may seem that nowadays chemists know everything about chemical bonds. However, 

this is a big misconception. The development of new chemical bonding models is an active 

and evolving direction of physical chemistry. To illustrate it, in this subsection, I will 

review the recent quantum chemical tools for chemical bonding analysis. There are 

currently several fundamentally different approaches that exist to analyze chemical bonds. 

One large branch of quantum chemical tools is based on the analysis of MOs and bond 

lengths. These techniques associate a particular number (bond index) with a selected 

atomic combination. The general definition of the bond index was given by Wiberg.9 Since 

then, numerous bond indices have been proposed to describe chemical bonding in various 

systems including three-center bond index proposed by Giambiagi et al. and Kar et al.,10,11 

bond index of a system calculated in nonorthogonal basis sets proposed by Mayer,12,13 

electron sharing index (ESI) proposed by Fulton,14,15 delocalization indexes (DI),16,17 and 

other.18 
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Methods that do not directly reveal the concept of chemical bond have made significant 

contributions to the description of chemical systems and chemical bonding.19-35 These 

techniques are based on different types of electron density distribution analysis. A quantum 

theory of atoms in molecules (QTAIM)19 based on the topology of the electron density is 

one of these methods. Other examples are methods based on the Pauli exclusion principle 

such as electron localization function (ELF)27 and Fermi Hole (FH) function analysis. 

Various electron density partitioning algorithms such as electron density of delocalized 

bonds (EDDB) were also introduced recently.35 

The localized Lewis description of chemical bonding in molecules can be obtained after 

application of various electron density localization techniques based on wave function 

invariance with respect to the unitary transformation.36-40 Those methods have been used 

successfully to interpret chemical bonding of many molecular systems. A particularly 

interesting and useful localization technique, Natural Bond Orbitals (NBOs) analysis was 

proposed by Winhold.41 NBOs are localized few-center orbitals that optimally describe the 

Lewis-like molecular bonding pattern of electron pairs. The method is based on the 

diagonalization of blocks of first-order reduced density matrix in natural atomic orbitals 

basis. 

Following the general ideas of the NBO analysis, Alexander Boldyrev and Dmitry 

Zubarev developed Adaptive Natural Density Partitioning (AdNDP) algorithm,42 a tool 

capable of deciphering bonding in molecules, clusters, and solids. Being formally a 

generalization of NBO technique, the AdNDP is an electron-localization technique that 

partitions the natural density of the system and reproduces the most occupied localized 

bonding elements. The main advantage of this method is that we can represent a chemical 
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bonding pattern in terms of both Lewis bonding elements (lone pairs, two-center two-

electron (2c-2e) bonds) and delocalized bonding elements (nc–2e bonds). The latter is 

associated with the concepts of aromaticity and antiaromaticity. Invoking the delocalized 

bonding elements allows the method to avoid the resonance structure description. As a 

result, the obtained chemical bonding patterns are consistent with the symmetry and 

electron counting of a system. Chapter 2 describes recent advances of the method that were 

developed during this Ph.D. study. The new features of the algorithm were introduced, and 

the capability of the software was expanded so the chemical bonding of excited state 

molecules can be analyzed with the AdNDP method.43 

New theoretical techniques and novel experiments allow us to improve our understanding 

of the chemical bond, requiring us to revise and expand currently available models. Thw 

next two subsections summarize the main areas that were studied in this Ph.D. work. 

1.3 Multicenter Bonding in Zintl Clusters 

Zintl clusters are many-atom multiply charged ions composed of Group 13, 14, and 15 

elements that exhibit a wide diversity of unusual structures starting from tetrahedral [Ge4]
4- 

to worm-like largest isolated Tin nanorod [Sn36]
4-.44-46 Zintl clusters have unusual chemical 

activity and there are several examples of their use in catalysis. Due to their peculiar 

chemistry and unique structure, Zintl clusters are also widely utilized as precursors for the 

synthesis of novel compounds in inorganic chemistry. Importantly, the chemical bonding 

of most Zintl clusters is difficult to describe by the standard models used in chemistry. 

Without a chemical bonding description, it is hard to explain their unusual structures and 

chemical reactivity. In this dissertation, I developed a model of chemical bonding for a 

series of 3D clusters, synthesized and experimentally characterized by our collaborators. 



6 

 

Using the AdNDP analysis, I introduced a multi-center bonding description, showing that 

the major contribution to the chemical bonding in studied Zintl clusters came from the 

delocalized bonding elements (chemical bonds that are associated with more than two 

atomic centers). Thus, Chapter 3 introduces a new description of the chemical bonding in 

nonagermanide clusters.47 Whereas in Chapters 4-6 I further develop the idea introduced 

in Chapter 3, showing the similar delocalized chemical bonding motifs in newly 

synthesized [Ge24]
4-, {[K2ZnSn8(ZnMes)]2}

4-, [Ge16Zn6]
4-, and [Ge16Cd6]

4- clusters.48-50 

1.4 Chemical Bonding in Materials Science 

Designing new materials has always been a very attractive topic for both the scientific 

community and industry. Success in materials design often includes most of the scientific 

imagination and huge experience in physics and chemistry. Methods aimed at the rational 

design of new materials are paid more attention nowadays. The description of solids in 

terms of chemical bonding is an effective tool for generating new materials with specific 

properties. Developed in Alexander Boldyrev’s group, Solid State Adaptive Natural 

Density Partitioning (SSAdNDP)51 method is an effective way to describe solids in a 

chemically intuitive way.52-54 Similar to non-periodic AdNDP algorithm, this method 

yields localized and inherently chemical interpretation of bonding in periodic systems 

involving both the concept of Lewis bonding elements (lone pairs and two-centered two-

electron bonds) and the concept of delocalized bonding elements. The SSAdNDP method 

gives insights into the structure, reactivity, and physical properties of bulk materials. Based 

on this methodology, we predicted novel boron ferromagnetic materials (2D-B6) that 

potentially can be used in spintronic devices. The result of this study is summarized in 

Chapter 7 of this dissertation.55 
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CHAPTER 2 

CHEMICAL BONDING ANALYSIS OF EXCITED STATES USING THE ADAPTIVE 

NATURAL DENSITY PARTITIONING METHOD1 

Abstract 

A novel approach to chemical bond analysis for excited states has been developed. 

Using an extended adaptive natural density partitioning method (AdNDP) as implemented 

in AdNDP 2.0 code, we obtained chemically intuitive bonding patterns for the excited 

states of H2O, B5
+, and C2H4

+ molecules. The deformation pathway in the excited states 

could be easily predicted based on the analysis of the chemical bond pattern. We expect 

that this new method of chemical bonding analysis would be very helpful for 

photochemistry, photoelectron spectroscopy, electron spectroscopy and other chemical 

applications that involved excited states. 

2.1 Introduction 

The theoretical study of excited states is an important, developing part of modern 

physical chemistry. Due to the intensive development of computational methods, more and 

more accurate tools for analyzing excited molecules appear in the hands of chemists. 

Various predictive models are widely used in modern photochemistry and spectrometry. 

However, there are still very few methods to analyze chemical bonding of the excited state 

using basic chemical concepts. 

The theory of chemical bonding is still an ambiguous area of physical chemistry. 

Before the formulation of quantum mechanics, Lewis proposed the most generally 

 
1 Coauthored by Nikolay V. Tkachenko and Alexander I. Boldyrev. Reproduced from Phys. Chem. Chem. 

Phys. 2019, 21, 9590-9596 with permission. Copyright © 2019, Royal Society of Chemistry. 



12 

 

accepted theory of chemical bonding.1 His empirical model emphasized the key idea that 

the electron pair is the main element of a chemical bond, becoming an essential part of 

modern “chemistry language”. However, during the development of quantum mechanics, 

new approaches were proposed. In 1931, Hund2 and in 1932 Mulliken3 introduced a theory 

of molecular orbitals (MO) which provided a new delocalized way of describing electrons 

in the chemical system. Chemical bonding theory based on the alternative to MO way was 

proposed by Pauling,4,5 Heitler, London6 and Slater.7,8 They introduced a valence bond 

theory which was built on the concept of hybrid orbitals and perfectly predicts the chemical 

bond of the first two rows of the periodic table. 

A great contribution to the description of chemical systems and chemical bonding was 

made by methods that do not directly reveal the concept of chemical bond. Those methods 

are based on the various forms of electron density distribution analysis.9–24 One example 

of these methods includes a quantum theory of atoms in molecules (QTAIM)9 that is based 

on the topology of the electron density. Another example is an electron localization 

function (ELF)16 that is based on the local quantum-mechanical function, related to the 

Pauli exclusion principle. Bonds in a chemical system can also be defined using various 

bond indexes. The general definition of the bond index was given by Wiberg.25 Since then, 

a plenty of different bond indices were proposed for describing chemical bonding 

patterns.26–37 

Electron density localization methods based on the invariance of the wave function 

with respect to the unitary transformation are successfully used to obtain an exhaustive 

chemical bonding interpretation of ground state systems. In the second half of 20th century, 

a variety of localization methods were proposed.38–43 The extraction of localized bonding 
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pattern from an electron-density function served as a bridge linking two paradigms 

(quantum chemistry and classical approaches) that are completely distinct from each other. 

The applicability of some aforementioned methods can be extended for use for electronic 

excited states. The technique associated with the analysis of molecular orbitals is the most 

widely used since a lot of computational methods have been developed to accurately 

predict an electronic structure of excited state compounds.44 Several approaches based on 

localization functions have also been proposed.45,46 Thus, introduced by Burnus and 

coworkers time-dependent ELF46 provides a visual understanding of the dynamics of 

excited electrons. However, those approaches are limited since molecular orbitals are not 

well defined in the excited states due to the multiconfigurational nature of the wave 

function. Recently proposed computational methods that can describe molecular orbitals 

of electronic excited states are not widely available.47,48 Another way to analyze excited 

states is Interacting Quantum Atoms (IQA) method49 based on the QTAIM. That method 

was successfully applied to describe basic reaction mechanisms including excitation 

processes as well as bonding in excited states of small molecules.50–53 Likewise, a new tool 

(the density overlap region indicator) for visualizing interactions in the excited states was 

proposed.54 That method depends only on electron density and its derivatives, which can 

bypass restrictions associated with multiconfigurational wave function. 

Previously, we introduced the Adaptive Natural Density Partitioning algorithm55,56 

(AdNDP), a powerful approach for the analysis of electron density function. This method 

allows us to obtain a compact, intuitively simple description of the chemical bonding in 

molecules with a non-classical bonding pattern. Due to the extension of the Lewis 

description, AdNDP is a good implementation to search for delocalized n-center 2 electron 

https://pubs.rsc.org/en/Content/ArticleLanding/2019/CP/C9CP00379G#cit49
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bonds (n > 2). In the course of our work, we expanded the applicability of the AdNDP 

method and proposed an approach for studying chemical bonds in the excited state to 

predict the deformation of the structure under vertical excitation. 

2.2 Computational Methods 

For the geometry optimization and electron-density calculations, CASSCF method57 

was used. For each molecule different size of an active space as well as different basis set 

were chosen (CASSCF(8,10)/aug-cc-pvdz58 for H2O, CASSCF(14,10)/6-311G**59 for B5
+ 

and CSSSCF(7,9)/aug-cc-pvdz for C2H4
+). Excited state calculations were performed at 

the same level of theory using the second root of the CASSCF calculations, thus the first 

singlet (or doublet in case of C2H4
+) excited state was studied for each molecule. To check 

the vibrational structure and calculate an energy barrier of the rotation along the C–C bond 

for C2H4
+ species, CCSD(T)/cc-pvqz60,61 level of theory was used. Chemical bonding 

analysis was performed via extended adaptive natural density partitioning algorithm as 

implemented in AdNDP 2.0 code. The new version was written using Python3.7 

programming language. 

From a computational point of view, the main bond search algorithm remains the same 

in AdNDP 2.0 as in the original AdNDP code. In the current version of the AdNDP we are 

partitioning one-electron density matrix. In the initial design of the AdNDP method, we 

followed general ideas of the NBO analysis proposed by Weinhold.43 The complete 

description of the AdNDP algorithm can be found elsewhere.56 Nonetheless, for a better 

understanding of the new features of the AdNDP algorithm, we need to introduce some 

terms and definitions. We will call 𝛾(�̅�1|�̅�1′)the spinless first-order reduced density 

operator: 
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𝛾(�̅�1|�̅�1

′) = 𝑁 ∫ 𝜓(�̅�1, �̅�2, … , �̅�𝑁)𝜓∗(�̅�1
′, �̅�2, … , �̅�𝑁)𝑑3�̅�2 … 𝑑3�̅�𝑁 (I) 

where 𝜓 is any N-electron wave function, �̅�1, �̅�2, … , �̅�𝑁 are generalized coordinates of ith 

electron. For any complete orthonormal basis set of atomic orbitals {𝜒𝑘}, the spinless first-

order reduced density operator can be expanded as: 

 𝛾(�̅�1|�̅�1
′) =  ∑ 𝑃𝑘𝑙

𝑘,𝑙

𝜒𝑘(�̅�1)𝜒𝑙
∗(�̅�1

′) (II) 

The coefficients 𝑃𝑘𝑙 are elements of the density matrix 𝑷 defined as: 

 
𝑃𝑘𝑙 =  ∫ 𝜒𝑘

∗(�̅�1)𝛾(�̅�1|�̅�1
′)𝜒𝑙(�̅�1

′)𝑑3�̅�1𝑑3�̅�1′ (III) 

Each diagonal matrix element 𝑃𝑘𝑘 corresponds to the occupation number (ON) of the kth 

orbital function in the basis set {𝜒𝑘}. Density matrix 𝑷 can be represented in the block form 

(IV) by splitting a basis {𝜒𝑘} into subsets of functions associated with a particular atomic 

center. 

 
𝑷 = [

𝑷11 … 𝑷1𝑁

⋮ ⋱ ⋮
𝑷𝑁1 … 𝑷𝑁𝑁

] (IV) 

where 𝑷𝒊𝒋 is a submatrix of 𝑷 and indices i, j correspond to the ith and the jth atomic center. 

By solving eigenproblem (V) for sub-blocks 𝑷(𝑖1,𝑖2,…𝑖𝑛) of block matrix 𝑷 we can obtain 

eigenvectors 𝜈(𝑖1,𝑖2,…𝑖𝑛) and eigenvalues 𝜆(𝑖1,𝑖2,…𝑖𝑛) that describe particular bonding 

interaction between chosen atomic centers i1, i2, …, in. 

 𝑷(𝑖1,𝑖2,…𝑖𝑛)𝜈(𝑖1,𝑖2,…𝑖𝑛) = 𝜆(𝑖1,𝑖2,…𝑖𝑛)𝑺(𝑖1,𝑖2,…𝑖𝑛)𝜈(𝑖1,𝑖2,…𝑖𝑛) (V) 
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Here and below we will call the square matrix 𝑷(𝑖1,𝑖2,…𝑖𝑛) composed of n sub-blocks of i1
th, 

i2
th, …, in

th centers as n-center sub-block matrix. An example of 3-center sub-block matrix 

for atomic centers i1, i2, i3 is shown below: 

 

𝑷(𝑖1𝑖2𝑖3) = [

𝑷𝑖1𝑖1
𝑷𝑖1𝑖2

𝑷𝑖1𝑖3

𝑷𝑖2𝑖1
𝑷𝑖2𝑖2

𝑷𝑖2𝑖3

𝑷𝑖3𝑖1
𝑷𝑖3𝑖2

𝑷𝑖3𝑖3

] (VI) 

The search for bonds occurs sequentially starting from one-center elements (lone pairs) and 

ending at n-center bonds. Bonding elements found by the algorithm are checked for 

satisfaction of the condition 𝜆(𝑖1,𝑖2,…𝑖𝑛) ≥ 2 − tn, where tn is a threshold value that is set 

individually for each n. It is necessary to deplete density matrix 𝑷 from the density 

associated with found bonds. Equation (VII) demonstrates the depletion process 

implemented in the AdNDP algorithm. 

 �̃� = 𝑷 − 𝜆(𝑖1,𝑖2,…𝑖𝑛)𝜈(𝑖1,𝑖2,…𝑖𝑛)𝜈(𝑖1,𝑖2,…𝑖𝑛)𝑇 (VII) 

where �̃� is the depleted density matrix. The main improvements of the AdNDP 2.0 

algorithm are listed below. 

2.2.1 Distance restrictions 

For the multi-center bond analysis, the original AdNDP algorithm investigates all 

possible n-center combinations in a molecule. For instance, for searching 6c-2e delocalized 

bonds in anthracene (C14H10) one needs to find eigenvalues and eigenvectors for 1.3 × 105 

6-center sub-block matrices. However, from a chemical point of view, we know that most 

of those 6-atoms combinations are meaningless. In order to increase computational 

efficiency of the method, we decided to introduce distance restriction parameters in the 

AdNDP analysis. Initially, a list of all possible n-atoms combinations is created. After that, 
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the algorithm reads the distance matrix of the system and checks each pair of atoms in each 

combination from the list, so that the distance between them is less than the given 

restriction parameter. Thus, the most distant atoms in each combination must be closer than 

the restriction value. This restriction can be defined as follows: a set of atoms is taken into 

consideration only if all elements of the set lie in the intersection of all spheres of radius R 

centered on the atoms of the selected fragment, where R is distance restriction parameter 

that selected by the researcher. Described restriction parameters significantly reduce the 

number of considered sub-block matrices. Thus, for the anthracene we can reduce the 

number of analyzed 6-center sub-block matrices from 1.3 × 105 to three by setting a 3 Å 

limit. Thereby, the new feature of the algorithm noticeably reduces computational time. 

2.2.2 Symmetric direct search 

However, even with distance restriction parameters, one could face difficulties with 

obtaining a reasonable bonding pattern. For obscure cases, the density matrix could be 

analyzed by the “direct search” procedure, which allows searching multicentered bonds on 

given atomic centers. When specifying a fragment with the i1
th, i2

th, …, in
th atomic centers, 

the eigenproblem is solved only for chosen n-center subblock matrices. The found 

eigenvector corresponding to the maximum eigenvalue are assigned to the nc-2e bond. 

Also, more than one fragment could be chosen at once. In this case the symmetry of the 

bonding picture preserves, since the search is conducted simultaneously on all the 

fragments. The densities associated with the found bonds are then subtracted from the full 

density matrix via equation (VII). 
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2.2.3 Bonding analysis of unrestricted and open shell systems 

For the bonding analysis of an unrestricted case, two different density matrices in the 

natural atomic orbitals (NAO) basis set (for alpha and beta electrons) should be calculated. 

The maximum occupancy number that can be obtained for those matrices is 1.0 |e|. The 

AdNDP 2.0 code allows us to conduct a separate analysis of alpha and beta electron density 

matrices. In this case the bonding pattern could be presented in terms of nc-1e bonds. Thus, 

the analysis for open shell systems or multiplet spin excited states now can be done via 

ADNDP 2.0 code. 

2.2.4 Excited states bonding analysis 

Analysis of the excited state electron density matrix in NAO basis set was implemented 

in the AdNDP 2.0 code. The density matrix should be calculated with CASSCF, since the 

feature is currently compatible only with this method. In the course of our work we used 

the second root of the CASSCF calculations, thus the density matrix of the first excited 

state is obtained. However, electron density for higher excited states can be analyzed. By 

using the flexibility of the AdNDP 2.0 method as well as new features of the algorithm one 

could easily obtains a bonding pattern for the excited states of the molecule and predicts 

subsequent geometric transformations occurring due to vertical excitation of the molecule. 

The new AdNDP 2.0 code is available free of charge and can be downloaded through 

the Github source (https://zenodo.org/record/2648092#.XLwJdpnQhPY). The “User's 

Manual” could be found through the following links: http://ion.chem.usu.edu/∼boldyrev/, 

and http://ion.chem.usu.edu/∼boldyrev/nikolay.html. The visualization of the calculation 

results was performed using ChemCraft 1.8 software. 
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2.3 Results and discussion 

In our study, we conducted an extended AdNDP analysis of the excited state of three 

different molecules: H2O, B5
+, and C2H4

+. The choice of these systems was made to 

illustrate the flexibility of the method in the analysis of various cases. Thus, the water 

molecule was chosen as the simplest case due to its classical bonding pattern and well-

studied properties. Since AdNDP is widely used for the analysis of the clusters, we chose 

a boron cluster B5
+ to show the way, how AdNDP 2.0 can describe non-classical chemical 

bonding patterns of the excited electronic state. A C2H4
+ species was chosen to show the 

ability of the algorithm to analyze open shell systems. The results of the analysis for each 

molecule are shown below. 

2.3.1 H2O molecule 

The application of the AdNDP method to the water molecule in ground state (C2v, 

1a2
12a2

11b2
23a2

11b2
1, 

1A1) led us to a classical valence bonding pattern with two 2c-2e σ 

O–H bonds with ON = 1.97 |e| and two s- and p-type lone pairs on the oxygen with 

occupation numbers 1.98 and 1.97 |e| respectively (Fig. 2-1, A bottom). To understand the 

bonding structure after the vertical excitation, we perform an analysis of the excited state 

of the water molecule (C2v, 1a2
12a2

11b2
23a2

11b1
14a1

1, 
1B1) at the geometry of the ground 

electronic state. We noticed that one electron from p-type lone pair of the oxygen transfers 

to a 3c-1e antibonding orbital. The shape of this orbital is similar to the shape of the 

canonical molecular 4a1 orbital (Fig. 2-1, B bottom). By analyzing the phase sign of this 

3c-1e bond we can observe a binding region between two hydrogen atoms and an anti-

binding region between hydrogen and oxygen atoms. Using this information, one can 

predict that the O–H bond will lengthen, and the H–O–H angle will decrease upon the 
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subsequent transformation of the molecular geometry. By performing the optimization of 

water geometry in the first excited state (the second root of the CASSCF calculations was 

considered), we can check that our predictions were correct. Indeed, the O–H bonds 

lengthened from 0.967 Å to 1.066 Å and the H–O–H angle decreased from 104.17° to 

103.03° (Fig. 2-1, A top, B top). 

2.3.2 B5
+ cluster 

According to previous computational works,62 the global minimum structure of B5
+ 

cluster belongs to C2v symmetry group and has slightly distorted from the regular pentagon 

geometry (Fig. 2-2, A top). The main electronic configuration of the ground state at 

CASSCF/6-311G** level of theory is 1a2
12a2

11b2
23a2

12b2
24a2

13b2
25a2

16a2
14b2

21b2
17a2

1, 

1A1. The application of the AdNDP method to the valence MOs of ground electronic state 

of B5
+ led us to five peripheral 2c-2e σ B–B bonds with ON = 1.99–1.96 |e|. Additionally, 

we found two delocalized 5c-2e bonds with ON = 1.92 and 1.88 |e| that are responsible for 

the σ and π-aromaticity of the system. According to the extended AdNDP analysis of the 

valence MOs of the B5
+ cluster in the first excited state (C2v, 

1a2
12a2

11b2
23a2

12b2
24a2

13b2
25a2

16a2
14b2

21b2
17a1

11a1
2, 

1A2), the molecule preserves five 

peripheral 2c-2e σ B–B bonds with ON = 1.95–1.91 |e| and delocalized 5c-2e π bond with 

ON = 1.92 |e|. However, one electron from 5c-2e σ-bond transfers to an excited 5c-1e π*-

bond. By analyzing this bonding pattern, one can expect that distances between B1–B2 and 

B3–B4 will increase. Moreover, the distance B1–B2 will increase more than the distance 

B3–B4 due to the greater electron density on atoms B1 and B2. In contrast, distances B1–

B3, B2–B4 will not change. Indeed, after the geometry optimization of the excited state 

using the second root of the CASSCF calculations, one could see that B1–B2 and B3–B4 
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distances increase from 2.778 Å to 2.854 Å and from 1.553 Å to 1.621 Å, respectively. 

Also, B1–B3 and B2–B4 distances remain almost unchanged (Δ(B1–B2) = 0.076 Å, Δ(B3–B4) 

= 0.068 Å; Δ(B1–B3) = Δ(B2–B4) = −0.009 Å). 

2.3.3 C2H4
+ species 

It has been shown that the ground state geometry of the C2H4
+ species is not planar and 

exhibits twisted geometry with the dihedral angle H–C–C–H about 20° (D2 symmetry).63,64 

However, spectral data obtained by Willitsch et al. suggested that the molecular symmetry 

may be regarded as D2h rather than D2.
65 We conduct an optimization of twisted and planar 

geometries at CCSD(T)/cc-pvqz level of theory. We found that the planar geometry is the 

first order stationary point with one imaginary frequency and has the total electronic energy 

higher than the twisted structure by 0.23 kcal mol−1. With the inclusion of ZPE corrections, 

the planar geometry became lower by energy than the twisted isomer (ΔE = −0.01 kcal 

mol−1). Thus, the average vibrational structure has D2h symmetry. Here and below we will 

investigate bonding structure only for the planar isomer of C2H5
+ since it is irrelevant in 

terms of chemical bonding. 

Optimized ground state geometry of C2H4
+ obtained at CASSCF(7,9)/aug-cc-pvdz 

level of theory is slightly distorted from D2h symmetry (Fig. 2-3, A top). The ground state 

has the 1a2
g1b2

u2a2
g2b2

u3b2
u3a2

g4a2
g1a1

u main electron configuration and the 2Au electronic 

term. Due to the vertical excitation, one electron transfers from 4ag
2 orbital to 1au

1 orbital. 

So the main electron configuration of the first excited state in the geometry of the ground 

state is 1a2
g1b2

u2a2
g2b2

u3b2
u3a2

g4a1
g1a2

u with the term 2Ag. The AdNDP analysis of the 

ground state electron configuration shows a classical bonding pattern (Fig. 2-3, A bottom) 
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with four 2c-2e σ C–H bonds (ON = 1.99–1.97 |e|), one 2c-2e σ C–C bond (ON = 1.97 |e|) 

and one electron sitting on 2c-1e π C–C bond (ON = 0.99 |e|). 

2.4 Conclusions 

An updated AdNDP 2.0 algorithm was introduced. New features of the algorithm such as 

distance restrictions, symmetric direct search, analysis of open shell systems, and excited 

states bonding analysis greatly expand the applicability of the method. We showed that the 

chemical bonding patterns of the excited state molecules, obtained by an updated AdNDP 

2.0 code, are comprehensive and consistent with the chemical intuition. Moreover, by 

analyzing a bonding pattern of the excited state molecule in the geometry of the ground 

state, one can easily predict the subsequent geometry transformation upon an electronic 

excitation. We hope that our new AdNDP method will become a useful tool in 

photochemistry, photoelectron spectroscopy, electron spectroscopy, and other areas of 

chemistry where excited states are involved. 
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Tables and figures 

 

 

Figure 2-1. Optimized structures of the water molecule in the ground electronic state (A 

top) and in the first excited electronic state (B top); the results of the extended AdNDP 

analysis of the ground state (A bottom) and the first excited state (B bottom) at the ground 

state optimized geometry. 
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Figure 2-2. Optimized structures of the B5
+ cluster in the ground electronic state (A top) 

and in the first excited electronic state (B top); the results of the extended AdNDP analysis 

of the ground state (A bottom) and the first excited state (B bottom) at the ground state 

optimized geometry. 
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Figure 2-3. Optimized structures of the C2H4
+ molecule in the ground electronic state (A 

top) and in the first excited electronic state (B top); the results of the extended AdNDP 

analysis of the ground state (A bottom) and the first excited state (B bottom) at the ground 

state optimized geometry. 
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CHAPTER 3 

MULTIPLE LOCAL σ-AROMATICITY OF NONAGERMANIDE CLUSTERS 1 

Abstract 

Nonagermanide clusters are widely used in inorganic synthesis and are actively studied 

by experimentalists and theoreticians. However, chemical bonding of such versatile species 

is still not completely understood. In our work, we deciphered a bonding pattern for various 

experimentally obtained nonagermanide species. We localized the electron density via the 

AdNDP algorithm for the model structures ([Ge9]
4−, [Ge9{P(NH2)2}3]

−, 

Cu[Ge9{P(NH2)2}3] and Cu(NHC)[Ge9{P(NH2)2}3]) and obtained a simple and chemically 

intuitive bonding pattern which can explain the variety of active sites and the existence of 

both D3h and C4v geometries for such clusters. Moreover, the [Ge9]
4− core is found to be a 

unique example of an inorganic Zintl cluster with multiple local σ-aromaticity. 

3.1 Introduction 

The concept of aromaticity has long gone beyond the classical Hückel organic 

structures.1,2 Today, the terms π- and σ-aromaticity are well used for a variety of 

compounds, including complex inorganic structures.3 In these cases, the delocalized 

bonding well describes the formation of highly symmetric stable compounds. Numerous 

planar boron clusters,4–7 metal clusters,3,7–13 and metallabenzenes14–18 fit well into the 

concept of aromaticity. Along with π- and σ-aromaticity, multiple local π aromaticity is 

found to be a useful tool to describe complex conjugate systems such as graphene.19–21 This 

concept has been accepted up to a point. In our work we showed that the concept of multiple 

 
1 Coauthored by Nikolay V. Tkachenko and Alexander I. Boldyrev. Reproduced from Chem. Sci., 2019, 10, 

5761-5765 with permission. Copyright © 2019, Royal Society of Chemistry. 
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local σ-aromaticity could be applied in chemistry. It should be noted that the analysis of 

completely delocalized canonical MOs cannot lead to a reliable picture of chemical 

bonding in such clusters,22,23 since there is a mixture of electron lone pairs (an element that 

does not participate in chemical bonding interactions) with bonding elements of the cluster. 

Thus, to analyze aromaticity, firstly we need to localize all classical elements (such as 1c–

2e lone pairs and 2c–2e Lewis bonds). The adaptive natural density partitioning algorithm 

(AdNDP) can be very useful for this purpose. 

Homoatomic clusters of type [M9]
z− (M = Si, Ge, Sn, and Pb) have been investigated 

both experimentally and theoretically.24,25 The structures of most such clusters confirm the 

predictions from Wade's rules.26,27 Interestingly, the expectation of the geometry of [M9]
4− 

species with 2n+4 (n = 9) skeletal electrons leads us to a nido nine-vertex polyhedron (C4v 

capped square antiprism). 

An isolated [Ge9]
4− cluster has been experimentally obtained in the solid state in the 

form of alkali metal salts (K4Ge9,
28 Cs4Ge9, and Rb4Ge9 (ref. 29)). The geometry of these 

clusters (except Rb4Ge9) was found by X-ray crystallography and it was slightly distorted 

from the ideal C4v capped square antiprism, confirming Wade's rules.24 However, various 

DFT calculations (Table 1) suggest that the global minimum structure for [Ge9]
4− is a 

tricapped trigonal prism (D3h symmetry).23,30 In turn, the C4v symmetric structure has one 

imaginary frequency. A similar picture could be found, for instance, in a biphenyl system 

(twisted geometry in the gaseous phase and completely planar in the solid state). D3h and 

C4v structures transform from one to another through the diamond square process (Fig. 3-

1).31,32 
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Although Wade's rules can give us a prediction of the cluster structure, we still do not 

have a comprehensive picture of the chemical bonding for such species. In this paper, we 

presented a new description of bonding in [Ge9]
4− clusters, based on the local σ-aromaticity 

concept. The obtained bonding pattern explains both the presence of active sites and the 

existence of C4v and D3h geometries for these compounds. 

3.2 Computational methods 

All structures were optimized at the PBE0/aug-cc-pvdz33,34 level of theory. Frequency 

calculations were performed using the harmonic approximation. To understand the 

chemical bonding pattern, matrix representation of the first order reduced density operator 

in the NAO basis set was analysed by the adaptive natural density partitioning (AdNDP) 

algorithm35 as implemented in the AdNDP 2.0 code36 at the PBE0/cc-pvdz level of theory. 

In the AdNDP method, we followed general ideas of the NBO analysis proposed by 

Weinhold.37 It represents a chemical bonding structure in terms of nc–2e bonds following 

the concept of electron pairs and 2c–2e classical bonds. To assess the aromaticity of each 

aromatic fragment, nucleus-independent chemical shift (NICS)38,39 calculations were 

performed at the PBE0/aug-cc-pvtz level. The ChemCraft 1.8 software was used to 

visualize chemical bonding patterns and geometries of the investigated compounds. 

3.3 Results and discussion 

To understand the stability of both D3h and C4v isomers, we conducted AdNDP analysis 

of the first order reduced NAO density matrix for C4v and D3h [Ge9]
4− clusters. We found 

that the C4v structure has nine classical Lewis lone pairs on germanium atoms with 

occupation numbers (ONs) 1.91–1.90 |e|. The remaining electron density forms eleven 

delocalized σ-bonds with ON = 2.00–1.90 |e| (Fig. 3-2). These delocalized σ-type 
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fragments bind three areas of the germanium cluster. The first area is the cap of the square 

antiprism (Fig. 3-2b–d) and consists of three 5c–2e bonds with ON = 2.00–1.95 |e|. The 

shape of these elements as well as the number of electrons (6 electrons fit the 4n+2 Hückel's 

rule) indicates σ-aromaticity in the Ge5 cap fragment. Next three 8c–2e σ-bonds with ON 

= 2.00 |e| bind the bottom square fragment (Fig. 3-2e–g). The contribution of this Ge4 

fragment into the 8c–2e bonds is ∼99.0% for the bond shown in Fig. 3-2e and ∼81.9% for 

bonds shown in Fig. 3-2f and g. The whole Ge8 square antiprism fragment is bound by five 

8c–2e σ-bonds with ON = 2.00–1.90 |e|. The shapes of 8c–2e and 5c–2e bonds (one bond 

without a nodal plane, two bonds with one nodal plane, etc.) and 4n+2 electrons (n = 1,2) 

on each area render these fragments σ-aromatic. Therefore, the stability of the C4v structure 

can be explained by the existence of three σ-aromatic areas: the Ge5 cap fragment, Ge4 

bottom square fragment and Ge8 square antiprism fragment. 

An equally interesting picture of chemical bonding was found for the D3h [Ge9]
4− 

cluster (Fig. 3-3). According to AdNDP analysis, the 40 valence electrons in [Ge9]
4− can 

be localized into nine classical 1c–2e lone pairs on Ge atoms, two 3c–2e sigma bonds with 

ON = 1.97 |e|, and nine delocalized 5c–2e bonds. These nine 5c–2e bonds with ON = 1.98–

1.89 |e| are responsible for binding interactions inside each Ge5 cap fragment (rectangular 

pyramids built on the sides of a trigonal prism). Three σ-bonds per cap constitute σ-

aromaticity. It should be mentioned that the 3c–2e bonds could be also considered σ-

aromatic since the number of electrons fits well in Hückel's rule (n = 0). Thus, the chemical 

bonding pattern for the D3h [Ge9]
4− cluster includes nine lone pairs, two 3c–2e σ-aromatic 

bonds and three symmetric Ge5 σ-aromatic areas with 5c–2e σ-bonds, which explains the 

stability and the variety of active sites for such a structure. 
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To assess local σ-aromaticity in D3h and C4v structures, we calculated NICSzz and 

NICSiso indices at different points of the clusters (Fig. 3-4). The coordinates of chosen 

points can be found in the Table 3-2. Significantly negative values of NICS indices at the 

centers of aromatic fragments (points 1, 3, and 4 for C4v and points 1 and 4 for the D3h 

structure) corroborate our local σ-aromatic description of the bonding pattern for such 

clusters (Table 3-3). 

It should be noted that the described bonding pattern is not unique to germanium 

clusters and could be found in other isoelectronic species. To show that, we performed 

AdNDP analysis for [Si9]
4− and [Sn9]

4− clusters. The chemical bonding pattern was found 

to be similar to nonagermanide clusters (Fig. 3-5, Fig. 3-6, Fig. 3-7). 

The described chemical bonding pattern also could be found in other synthesized 

germanium clusters. Various derivatized nonagermanide systems were reported,40–51 

including mono-, di- and tri-substituted species. Of all the series, threefold phosphine-

functionalized nonagermanide clusters, synthesized in 2018 by Fässler and coworkers, are 

of particular interest due to their high reactivity and ease of synthesis.51 In these clusters, 

the geometry of the core Ge9 fragment is found to be slightly distorted from that of the 

tricapped D3h symmetric trigonal prism. In our model calculations of the 

[Ge9{P(NiPr2)2}3]
− cluster, we attached three P(NH2)2

+ substituents to the three capping Ge 

atoms. The results are shown in Fig. 3-8. We found that the bonding pattern of the core Ge9 

fragment remains the same as that of the D3h-[Ge9]
4− cluster. The main difference in 

bonding is that three peripheral 1c–2e lone pairs on capping Ge atoms participate in the 

formation of new two-center classical bonds with phosphorus (ON = 1.97 |e|). The 

occupancy of the nine 5c–2e bonds, which are responsible for the local σ-aromaticity, 
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remains almost the same (Fig. 5d–f). The –P(NH2)2 substituents exhibit a classical bonding 

pattern with 1c–2e lone pairs on P (ON = 1.94 |e|) and N atoms (ON = 1.91 |e|) and 2c–2e 

σ N–H (ON = 1.99 |e|) and σ N–P (ON = 1.99 |e|) bonds (Fig. S1†). 

Previously, an intriguing reactivity was found for such threefold phosphine-

functionalized nonagermanide clusters.51 The reaction of [Ge9{P(NiPr2)2}3]
− and 

NHCDippCuCl leads to the formation of a (NHCDippCu)[Ge9{P(NiPr2)2}3] compound, 

containing the D3h symmetric Ge9 fragment. For understanding the bonding pattern within 

the copper containing structure, we started our analysis from the model molecule – 

(Cu)[Ge9{P(NH2)2}3]. The results are shown in Fig. 3-9. We found that the Cu atom keeps 

five 1c–2e d-type lone pairs with an occupation number of 1.99–1.96 |e|. The bonding 

pattern of the [Ge9{P(NH2)2}3]
− part remains almost the same, except one 3c–2e σ-aromatic 

fragment on the top of the trigonal prism that transforms into a 4c–2e Ge3Cu σ-bond with 

ON = 1.97 |e|. The contribution of the Ge3 triangle fragment into the 4c–2e bond is found 

to be ∼83.7%. Even though this model molecule is a good object for studying bonding 

patterns, the optimized geometry noticeably differs from the experimentally obtained 

structure. For instance, the Ge–Ge distance in the upper triangle of the trigonal prism is 

3.17 Å (experimental value is 2.87 Å). That is why we decided to include the NHC ligand 

attached to the Cu atom, which models the NHCDipp ligand. 

The geometry of the optimized structure with the NHC ligand attached to the Cu atom 

corroborates with the experimental data. So, the Ge–Ge distance in the upper triangle and 

the distance between capped germanium and germanium in the upper triangle of the prism 

is 2.93 Å and 2.50 Å, respectively (experimental data are 2.87 Å and 2.50 Å, respectively). 

It should be mentioned that the attachment of the second [Ge9{P(NH2)2}3]
− fragment to the 
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(Cu)[Ge9{P(NH2)2}3] molecule also leads to Ge–Ge distances similar to the experimental 

ones. By conducting AdNDP analysis we found that the bonding pattern of the core Ge9 

fragment remains the same (Fig. 3-10). It consists of six s-type 1c–2e lone pairs on Ge 

atoms, three local σ-aromatic Ge5 fragments, one 3c–2e σ-aromatic bond at the bottom, 

and one 4c–2e CuGe4 σ-bond at the top of the prism. The binding interactions of the Cu 

atom are illustrated in Fig. 3-11. The new 2c–2e σ Cu–C bond with ON = 1.95 |e| appears 

due to the attachment of the NHC ligand. The contribution of the carbon atom into the Cu–

C bond is assessed to be ∼85.3%, indicating the donor–acceptor type of the sigma bond. 

3.3 Conclusions 

In summary, we performed a chemical bonding analysis for five nonagermanide 

species. The stability of both D3h and C4v structures of the Ge9
4− cluster could be well 

described via the concept of multiple local σ-aromaticity. We are not aware of such a 

chemical bonding in the literature. On the basis of AdNDP analysis we can separate the 

electron density in locally aromatic regions: the Ge5 cap, Ge8 antiprism, and Ge4 square 

fragments for C4v [Ge9]
4−, and then three Ge5 caps, and two 3c–2e triangular fragments for 

D3h [Ge9]
4−. We found a similar bonding pattern for the core Ge9 fragment for previously 

synthesized trisubstituted [Ge9{P(NR2)2}3] clusters. The –P(NH2)2 groups are bound with 

the tricapped trigonal prism core via classical 2c–2e Ge–P σ-bonds. 

A variety of active sites are well described with the obtained bonding picture. Thus, it 

was found that the copper atom in Cu[Ge9{P(NH2)2}3] and Cu(NHC)[Ge9{P(NH2)2}3] 

clusters interacts with the 3c–2e σ-bond of the Ge9 core to form a 4c–2e bond. Therefore, 

the described picture is indeed in good agreement with the experimental reactivity of such 

compounds. The same chemical bonding was also found in isoelectronic [Si9]
4− and [Sn9]

4− 
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clusters. We hope that the newly obtained bonding pattern with locally σ-aromatic 

fragments could be an important step to build a coherent bonding structure of Ge-family 

clusters and congener species. It will also help in the development and understanding of 

chemical bonding for complicated cases in inorganic chemistry. 
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Tables and figures 

 

Table 3-1. Relative energies with ZPE corrections (kcal mol−1) of D3h and C4v [Ge9]
4− 

structures at various levels of theory. 

 PBE0 B3LYP 

Structure LANL2DZ Aug-cc-pvdz Aug-cc-pvtz LANL2DZ Aug-cc-pvdz Aug-cc-pvtz 

D3h [Ge9]4− 0.0 0.0 0.0 0.0 0.0 0.0 

C4v [Ge9]4− 0.0 1.6 10.2a 0.0 0.4 9.1a 
a Structure is a first order stationary point 
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Table 3-2. Cartesian coordinates of points for NICS calculation. 

D3h - [Ge9]
4- Ge 1.608480000 0.000000000 -1.410366000 

Ge -0.804240000 -1.392985000 -1.410366000 

Ge -0.804240000 1.392985000 -1.410366000 

Ge 1.608480000 0.000000000 1.410366000 

Ge -0.804240000 1.392985000 1.410366000 

Ge -0.804240000 -1.392985000 1.410366000 

Ge 1.250482000 2.165898000 0.000000000 

Ge 1.250482000 -2.165898000 0.000000000 

Ge -2.500963000 0.000000000 0.000000000 

Point 1 -1.652600000 0.000000000 0.000000000 

Point 2 -0.804240000 0.000000000 0.000000000 

Point 3 0.000000000 0.000000000 0.000000000 

Point 4 0.000000000 0.000000000 -1.410366000 

Point 5 0.000000000 0.000000000 -2.410366000 

C4v - [Ge9]
4- Ge 1.419021000 1.419021000 -0.793758000 

Ge -1.419021000 1.419021000 -0.793758000 

Ge 0.000000000 1.857957000 1.413427000 

Ge 1.419021000 -1.419021000 -0.793758000 

Ge 0.000000000 -1.857957000 1.413427000 

Ge -1.419021000 -1.419021000 -0.793758000 

Ge 1.857957000 0.000000000 1.413427000 

Ge 0.000000000 0.000000000 -2.478676000 

Ge -1.857957000 0.000000000 1.413427000 

Point 1 0.000000000 0.000000000 -1.636218000 

Point 2 0.000000000 0.000000000 -0.793758000 

Point 3 0.000000000 0.000000000 0.309837000 

Point 4 0.000002000 0.000000000 1.413427000 

Point 5 0.000002000 0.000000000 2.413427000 
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Table 3-3. NICSzz and NICSiso indices calculated at chosen points for D3h and C4v [Ge9]
4− 

clusters. 

 C4v [Ge9]4− D3h [Ge9]4− 

Point NICSzz NICSiso NICSzz NICSiso 

1 −152.42 −85.91 −62.91 −50.81 

2 −102.32 −94.10 −90.53 −67.92 

3 −99.76 −90.68 −90.47 −65.89 

4 −97.46 −78.02 −87.71 −55.38 

5 −55.43 −26.92 −68.37 −22.68 
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Figure 3-1. Side and top views of a (a) tricapped trigonal prism (D3h symmetry) and (b) 

capped square antiprism (C4v symmetry). 
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Figure 3-2. Overall chemical bonding picture obtained for the C4v capped square antiprism 

[Ge9]
4− cluster. ON denotes the occupation number (equal to 2.00 |e| in an ideal case). Lines 

between atoms help in visualization and do not represent 2c–2e bonds here and elsewhere. 
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Figure 3-3. Overall chemical bonding picture obtained for the D3h tricapped trigonal prism 

[Ge9]
4− cluster. 
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Figure 3-4. Points that were chosen for the NICS indices calculation. 
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Figure 3-5. Chemical bonding picture of C4v [Si9]

4- cluster. 
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Figure 3-6. Chemical bonding picture of D3h [Si9]
4- cluster. 
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Figure 3-7. Chemical bonding picture of C4v [Sn9]

4- cluster. 
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Figure 3-8. Chemical bonding picture of the core Ge9 fragment obtained for the 

[Ge9{P(NH2)2}3]
− cluster. 
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Figure 3-9. Chemical bonding picture of Cu[Ge9{P(NH2)2}3] cluster. 
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Figure 3-10. Chemical bonding picture of Cu(NHC)[Ge9{P(NH2)2}3] cluster. 
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Figure 3-11. Chemical bonding of the Cu atom in the Cu(NHC)[Ge9{P(NH2)2}3]

− cluster. 
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CHAPTER 4 

SYMMETRY COLLAPSE DUE TO THE PRESENCE OF MULTIPLE LOCAL 

AROMATICITY IN Ge24
4- 1 

Abstract 

Understanding the structural changes taking place during the assembly of single atoms 

leading to the formation of atomic clusters and bulk materials remains challenging. The 

isolation and theoretical characterization of medium-sized clusters can shed light on the 

processes that occur during the transition to a solid-state structure. In this work, we 

synthesize and isolate a continuous 24-atom cluster Ge24
4−, which is characterized by X-

ray diffraction analysis and Energy-dispersive X-ray spectroscopy, showing an elongated 

structural characteristic. Theoretical analysis reveals that electron delocalization plays a 

vital role in the formation and stabilization of the prolate cluster. In contrast with carbon 

atoms, 4 s orbitals of Ge-atoms do not easily hybridize with 4p orbitals and s-type lone-

pairs can be localized with high occupancy. Thus, there are not enough electrons to form a 

stable symmetrical fullerene-like structure such as C24 fullerene. Three aromatic units with 

two [Ge9] and one [Ge6] species, connected by classical 2c-2e Ge-Ge σ-bonds, are aligned 

together forming three independent shielding cones and eventually causing a collapse of 

the global symmetry of the Ge24
4− cluster. 

4.1 Introduction 

Understanding how the addition of atoms one by one leads to the transition from a 

single atom to a diatomic molecule to atomic clusters and finally to the formation of bulk 

 
1 Coauthored by Hong-Lei Xu, Nikolay V. Tkachenko, Dariusz W. Szczepanik, Ivan A. Popov, Alvaro 

Muñoz-Castro, Alexander I. Boldyrev & Zhong-Ming Sun. Reproduced from Nat. Commun., 2022, 13, 

2149 with permission. Copyright © 2022 Springer Nature. 
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solid-state allotropes is a dream of many chemists. This understanding will help us to 

design tailorable materials with ever-unusual structures and other physical and chemical 

properties. Today we still do not understand how such evolution is happening. A striking 

example is carbon—one of the most investigated elements. Although it is known that the 

transition from diatomic C2 to larger carbon clusters goes through the formation of linear 

chains,1 cyclic structures,2 and cage-like fullerenes,3 we still do not completely know how 

fullerenes will transform upon further addition of atoms and finally form bulk graphite or 

diamond. For other elements, our knowledge of this evolution is less clear. Even for the 

most similar isoelectronic elements of the IV group of the Periodic Table (Ge and Si), 

computational studies showed that atomic clusters’ structures behave differently upon 

growth.4,5,6 Thus, the smallest fullerene-like structure for carbon atom occurs at 20 atoms7 

and continues to evolve beyond. However, according to the computational results, Si and 

Ge tend to form prolate structures for medium-sized clusters rather than spherical-like 

fullerenes. The experimental evidence of such behavior so far was limited to ion mobility 

experiments8 and 2D electron microscopy experiments.9 Although theory can propose 

some trustworthy candidates for low energy structures, one of the most reliable pieces of 

experimental evidence—a solid state X-Ray characterization, is still lacking for large 

continuous Ge clusters. Hence the isolation of medium-sized pure germanium species as a 

key intermediate to understanding the structural transition is of the greatest importance. 

The isolated ligand-free germanium clusters with over 10 atoms known to date always 

exhibited a sole coupling model of small clusters,10,11,12 which should be better regarded as 

polymerization tendency. In addition, although the silyl-protected Ge18[Si(SiMe3)3]6 

cluster cannot be seen as polymers like [Ge9-Ge9]
6−, the outer ligands may dramatically 



57 

 

affect the structures of cluster cores and thus it cannot represent the real structure of pure 

germanium cluster with 18 atoms.13,14 

Here, we show the successful isolation and structural characterization of a germanium 

cluster Ge24
4− (1a) featuring an extended prolate structure with fused three-fold faces. Our 

theoretical calculations show that Ge24
4− consists of three independent local sigma-

aromatic fragments, which is the reason for the collapse of the symmetry and the formation 

of a prolate structure. This result helps us understand why carbon structures are so different 

from silicon and germanium ones. Such a model of Ge24
4− reveals the structural features of 

medium-sized germanium clusters providing solid prospects for further rationalization of 

larger species. 

4.2 Results 

4.2.1 Preparation of the anionic Ge24
4− cluster 

The title complex [K(2,2,2-crypt)]4Ge24 (1) was synthesized by mild oxidation of 

K12Ge17 using excess Co(dppe)Cl2 in ethylenediamine solution at 55 °C. After being 

layered with toluene for 5 weeks, black block-like crystals occurred on the wall of a 

reaction test tube in an approximate 25% yield based on K12Ge17. The structure of 1 was 

characterized by X-ray diffraction analysis, in which some restraints (SIMU, ISOR and/or 

DFIX for one K atom and related C, N, O atoms on 2,2,2-crypt) were used in the refined 

process for better building the model of corresponding [K(2,2,2-crypt)]+ fragment. The 

Co(II) complex of Co(dppe)Cl2 was used as a mild oxidizing agent here, which played a 

crucial role in the formation of a large title cluster. Similarly, the oxidation reactions of 

Zintl ions could be observed in the previous cluster formation, such as ten-vertex closo-

E10
2− (E = Ge/Pb)15,16 and [Ge10Mn(CO)4]

3−,17 as well as larger Ge18[Si(SiMe3)3]6 
14 and 
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coupled [Ge9 = Ge9 = Ge9]
6− 11 in which Fe(II) salt and organic reagent like PPh3 serve as 

oxidizing agents, respectively. Furthermore, the redox chemistry involving Co(dppe)Cl2 

was presented in the synthesis of silyl-protected [Co(dppe)2][Ge9{Si(SiMe3)3}3] where the 

Co(II) reagent was reduced by excess K[Ge9{Si(SiMe3)3}3] as one counter cation 

[Co(dppe)2]
+.18 Such behavior may be useful to understand the role of Co(dppe)Cl2 in the 

synthesis of Ge24
4− cluster. Besides, several Co-centered cluster species have been also 

prepared by reactions with different Co complexes, such as [Co@Ge10]
3−,19 

[Co2@Ge16]
4−,20,21 [Co@M12]

3− (M = Ge/Pb),22,23 [Co@Sn6Sb6]
3− and [Co2@Sn5Sb7]

3−.24 

Interestingly, the [Co2@Ge16]
4− anion contained two types of cluster units (α and β form) 

and could be obtained by using different Co reagents, Co(PPhEt2)2(mes)2 and 

[{(ArN)2CtBu}Co(η6-toluene)]. Unlike the synthesis of [Co(dppe)2][Ge9{Si(SiMe3)3}3] or 

[Co@Ge10]
3−, the related reduced products containing Co element failed to be observed or 

isolated from the en/tol solution. The as-synthesized 1 could not be reproduced by using 

other cobalt reagents such as CoMes2 or tuning down the reaction temperature, otherwise, 

only some small Ge clusters such as [K(2,2,2-crypt)]2Ge9 and [K(2,2,2-crypt)]2Ge5 were 

afforded. 

4.2.2 Experimental characterization of Ge24
4−cluster 

Energy-dispersive X-ray spectroscopy (EDX, Supplementary Fig. 8 of the original 

manuscript) displayed the composition of 1, including only two (semi)metal elements of K 

and Ge, which is in good agreement with the calculated values. Electrospray‐ionization 

mass spectrometry by dissolving crystals of 1 in DMF solution indicated besides small 

fragment of {[K(2,2,2-crypt)][Ge10]}
−, only the corresponding weak signal of parent 
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cluster was observed at m/z = 2989.7936 for {[K(2,2,2-crypt)]3[Ge24]}
− due to the 

inevitable decomposition during the experiments. 

As shown in Fig. 4-1a, the overall structure of Ge24
4− is prolate with an aspect ratio of 

nearly 3:1 and can be divided into four different polyhedron sections, including a D3h-

symmetric Ge9 cage (unit-1, Ge1–9), distorted prism (unit-2, Ge7–12), second peculiar Ge9 

cage (unit-3, Ge10–18) and the third distorted C4v-symmetric Ge9 cage (unit-4, Ge16–24). 

This prolate geometry is similar to the ligand-protected tin cluster Sn20(SitBu3)10Cl2 with 

raspberry-like arrangement of smaller Sn10 units, which is formed by the disproportionation 

reaction of a Sn(I) halide.25 In light of the structural feature, cluster 1a exhibits a larger 

prolate structure compared with previous ten-vertex closo-E10
2− (E = Ge/Pb)15,16 and 

[Ge10Mn(CO)4]
3− 17 which are formed by similar soft oxidation from basic E9 (E = Ge/Pb) 

units. Such atomic arrangement in 1a is different from the oxidative coupling forms of 

(Ge9)n.
10-13 In this sense, Ge24

4− may undergo a more complex growth pattern. The attempt 

using the K4Ge9 as a precursor failed to obtain the title compound under parallel 

experimental conditions. In contrast to smaller Ge10 species, the formation of the title 

cluster 1a may require a downsizing and further combination of additional Ge9 units. The 

effect of Ge4 units from K12Ge17 is still unclear in the formation of cluster Ge24
4−. 

Compared with the binary [Au3Ge45]
9−,26 the Ge24

4− cluster represents a medium-sized Ge 

cluster without doped transition metals. Furthermore, except for the similar structural 

characteristic from one Ge9 of unit-4 and central Ge6 fragment, the Ge24
4− cluster exhibits 

another type of coordinated Ge9 unit to the central Ge6 fragment, which is different from 

the [Au3Ge45]
9− due to the effect of Au atoms. 
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From another perspective, the Ge24
4− cluster could also be described as two-terminal 

Ge9-units bridged via a Ge6 central fragment along exo-bonds to triangular faces. In this 

sense, the central bowl-shaped Ge6 fragment plays a crucial role in the formation of 1a, 

and it is suggested as a growth-trigger in the evolution toward larger species. Furthermore, 

it is also likely to affect the shapes of two terminal Ge9-cages by the different coordination 

fashions. The whole structure can be also viewed as three connected Ge9-units involving a 

terminal cage and fused nine-membered cages sharing three atoms, providing many flavors 

of the Ge Zintl-ion chemistry in a single molecular structure, able to coincide under similar 

experimental conditions. Apart from the K4Ge9, the K12Ge17 was also used as the source of 

Ge9 unit and related examples have been reported, such as [Ge9-Ge9]
6− (with ZnCp*2, Cp*= 

pentamethylcyclopentadienyl),27 (NHCDippM)2{η3-Ge9(Si(TMS)3)2} (M = Cu/Ag/Au),28 

[Ph2Bi-(Ge9)-BiPh2]
2−.29 

The bowl-shaped Ge6 fragment (Fig. 4-1b) is reminiscent of similar organic molecules 

corannulene (C20H10)
30 or sumanene (C21H12),

31 a fullerene fragment, with a curved 

molecular surface. In contrast, the bowl depth of the Ge6 fragment is 0.93 Å, which is close 

to corannulene (~0.88 Å).32 As shown in Fig. 4-1c, the central triangle (dotted lines) in the 

Ge6 fragment has elongated Ge-Ge distances of av. 2.813 Å like in [Au3Ge45]
9−,26 which is 

remarkably longer than other Ge-Ge bonds with an average length of 2.487 Å. 

Furthermore, the Ge6 bowl combines with a neighboring Ge3 face from unit-4 by three Ge-

Ge bonds (2.471–2.495 Å) to form an interesting nine-atom cage (Fig. 4-1d) in which two 

staggered Ge3 faces lead to three almost identical edge-sharing pentagons. In unit-1, the 

Ge-Ge distances (2.5304(16)-2.6739(16) Å) are in the expected range33 and lengths of the 

prisms (Ge1–Ge7, 2–8, 3–9: 2.8084(16)–2.8744(16) Å) are elongated compared with those 
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(2.71–2.73 Å) in bare D3h-[Ge9]
2– cluster.34 Additionally, the extended bottom face of the 

central Ge6 fragment coordinates to the triangle face of unit-1 through three exo Ge-Ge 

bonds (av. 2.581 Å) forming a distorted triangular prism (Fig. 4-1e). In contrast to D3h-

unit-1, unit-4 exhibits a largely distorted C4v-structure with a broader range of Ge-Ge 

contacts (2.4960(14)-2.8598(15) Å). 

4.2.3 Computational Studies 

To understand the reason for the stability and geometrical features of the Ge24
4− cluster 

we performed density functional theory (DFT) calculations.35,36 The details of theoretical 

calculations are given in the methods section of this chapter. The optimized geometry 

resembles all structural features that were found in the X-Ray experiment. The average Ge-

Ge distance of the optimized structure is ∼0.07 Å longer than the experimental one, which 

is a common deviation for the calculation of highly charged Zintl ions with DFT methods. 

A high HOMO-LUMO gap (2.67 eV) was found for the optimized cluster indicating its 

remarkably high stability, while shapes of three lowest-lying valence molecular orbitals 

show certain lack of global aromaticity as the extent of electron delocalization is restricted 

to three disjoint fragments, D3h-Ge9 (HOMO-49), C4v-Ge9 (HOMO-48), and Ge6 (HOMO-

47) (Fig. 4-2a). To evaluate whether and to what extent these characteristic delocalization 

patterns survive the interference with all the remaining valence molecular orbitals, we 

performed the Electron Density of Delocalized Bonds (EDDB) analysis.37 The EDDB is a 

part of the state-of-the-art theoretical method combining different quantum-chemistry and 

information-theory techniques to decompose the valence-electron density of a molecule 

into density layers representing chemical entities such as lone pairs, localized (Lewis-type) 

bonds, and delocalized (‘resonating’) bonds.38 The results of the EDDB analysis clearly 
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show that 28.5% of the valence-shell electrons do not participate in chemical bonding 

giving rise to fifteen (4s-type) lone-pairs, about 39.2% of the valence-shell electrons is 

involved in the Lewis-type Ge-Ge σ-bonding, while the remaining electrons are 

delocalized in full accordance with topology of HOMO-49, HOMO-48, and HOMO-47, 

thus marking three independent locally aromatic units: two 3D-aromatic Ge9 cages and a 

single σ-aromatic Ge6 fragment (Fig. 4-2b). We note that the presented case is different 

from cylindrical aromaticity,39 or organic cages with antiaromatic circuits stacked to each 

other40 since three independent aromatic fragments are aligned together, preserving their 

individual aromatic properties. The average contribution of each germanium atom in the 

Ge24
4− cluster to the electron delocalization is 1.43 |e| , 1.42 | e | , and 1.10 | e| in units D3h-

Ge9, C4v-Ge9, and Ge6, respectively, which is even higher than in the archetypical aromatic 

system - benzene, where each of the sp2-hybridized carbon atoms contributes to the 

aromatic ring 0.89 | e| and 0.10 | e| through π- and σ-channel, respectively.37 All this may 

account for crucial role of the composite aromatic stabilization in the Ge24
4− cluster, and 

the lack of effective s-p atomic-orbital hybridization, especially in the Ge9 3D-cages, seems 

to significantly increase the ability to charge delocalization. 

For a more in-depth and systematic study of the chemical bonding in the synthesized 

cluster, we performed the Adaptive Natural Density Partitioning (AdNDP) analysis.41,42 

The AdNDP is an electron-localization technique that partitions the natural density of the 

system and reproduces the most occupied localized bonding elements. The results of the 

analysis are shown in Fig. 4-3. Considering one-center two-electron (1c-2e) elements, 

AdNDP found fifteen s-type lone-pairs with high occupation number values (ON = 1.90–

1.87 | e |) on Ge atoms. Chemical bonding of the middle part of the cluster majorly consists 
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of classical 2c-2e Ge-Ge σ-bonds with ON = 1.95–1.91 | e| and describes a bonding 

between Ge6 and two Ge9 fragments. Highly occupied delocalized 3c-2e σ-bond 

(ON = 1.96 | e |) governs the bonding within the Ge6 fragment and stabilizes the bowl-like 

Ge6 structure. Chemical bonding of the D3h-Ge9 fragment consists of two 3c-2e σ-bonds 

with ON = 1.97 | e| and nine 5c-2e σ-bonds (three bonds per each Ge5 cap) with ON = 1.91–

1.79 | e |. The collection of such delocalized bonding elements possesses spherical-like 

shielding cones as was shown in our previous studies.43,44 Analogically, the chemical 

bonding of the C4v-Ge9 fragment consists of three delocalized bonding regions resulting in 

three 5c-2e bonding elements within the Ge5 cap (ON = 1.98–1.93 | e | ), three 4c-2e 

bonding elements within the Ge4 square (ON = 1.95–1.62 | e | ), and five 8c-2e bonding 

elements within the Ge8 antiprism (1.99–1.87 | e | ). We note that the low occupation 

number of 4c-2e bonding element could be increased up to 1.94 | e| with the inclusion of 

all atoms of Ge8 antiprism (Fig. 4-4). A similar situation was earlier described for the 

isolated C4v-Ge9
4− cluster.45 That assignment does not change the overall chemical bonding 

picture. Shapes of the found bonds and numbers of electrons on the fragments that agree 

with the Hückel’s (4n + 2) electron counting rule render two Ge9 fragments locally σ-

aromatic.45 From the chemical bonding analysis described above, we can expect the 

presence of three independent aromatic regions from the C4v-Ge9, Ge6, and D3h-Ge9 

fragments, in full agreement with theoretical results obtained by the EDDB method. 

In order to further explore the aromatic characteristics of 1a, the magnetic criteria of 

aromaticity was employed (Fig. 4-5a).46,47,48 The isotropic term, given by NICSiso three-

dimensional grids, similar to isochemical shielding surface (ICSS) maps, shows a 

continuous shielding region along with the entire structure. Significantly, under different 
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orientations of the applied field, the shielding cone characteristics were found. In contrast 

to planar aromatic species for which shielding cones are enabled only when the field is 

oriented perpendicular to the ring,49 we found the presence of three cones merged together 

for any direction of the applied field.48,50 With the field-oriented along the axis containing 

all the three cluster fragments (i.e. external field oriented along with the z-axis, Bz
ind), a 

formation of three-overlapped shielding cones centered at each Ge-fragment is observed. 

For perpendicular orientations (i.e. y- and x-axis, By
ind and Bx

ind respectively), the three 

shielding cones are aligned similarly to the anthracene molecule, which features three fused 

aromatic rings as depicted in previous works.51,52 Such features are retained under arbitrary 

orientations of the applied field, denoting how the three adjacent shielding cones evolve 

under rotation (Fig. 4-6). 

Next, we explore the characteristics of each aromatic unit. To represent Ge6 bowl-like 

structure, a Ge9 cluster with a shared triangular face of C4v-Ge9 was chosen. Interestingly, 

despite of fragments’ different shapes, each isolated fragment exhibits similar 

characteristics to spherical aromatic species with a continuous shielding region from 

NICSiso, and shielding cone characteristics under different orientations of the field (Fig. 4-

5b).49 Noteworthy, the overlap between the aromatic characteristics of the three isolated 

Ge9
4− clusters largely resembles the behavior of the overall Ge24

4− cluster supporting that 

after aggregation involving both exo-bonds and face-fusion schemes, each Ge9 unit meets 

the electronic distribution requirements to behave as spherical aromatics. Hence, Ge24
4− 

can be viewed as a linear trimer built-up by related aromatic clusters, exhibiting different 

shapes and aggregation schemes. 
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4.3 Conclusions 

The synthesis and characterization of Ge24
4− cluster in a solid-state is a missing chain 

link between small germanium clusters and bulk solid-state germanium. It confirms the 

prolate structure that was predicted computationally in a gas phase for neutral germanium 

species,4,5,6 providing an explicit structural characteristic of a medium-sized Ge cluster. 

High symmetry collapse in Ge24
4− occurs due to the presence of multiple local aromaticity 

and lack of s-p hybridization in Ge. The formation of three independent aromatic units shed 

light on the reason for the formation of low-symmetric prolate structure. We expect that 

this kind of aromatic units’ aggregation will be found in many cluster chemical compounds 

made in the future. We believe that further investigation of the transition from atomic 

clusters to bulk materials will bring an understanding and a significant advancement for 

materials design with a target physical property. 

4.4 Methods 

4.4.1 Materials 

All manipulations and reactions were performed under a dry nitrogen atmosphere in 

glove box. Ethylenediamine (Aldrich, 99%) and DMF (Aldrich, 99.8%) used in 

experiments were freshly distilled by CaH2 prior to use. Toluene (Aldrich, 99.8%) was 

distilled from sodium/benzophenone under nitrogen and stored under nitrogen. 2,2,2-crypt 

(4,7,13,16,21,24-Hexaoxa-1,10-diazabicyclo (8.8.8) hexacosane, purchased from Sigma-

Aldirich, 98%) and Co(dppe)Cl2 (purchased from Alfa Aesar, ≥97%) were dried in vacuum 

for 12 h prior to use. According to reported literature,53 the precursor K12Ge17 was 

synthesized by heating a stoichiometric mixture of the elements (K: 551 mg, Ge: 1.45 g; 

K: + 99%, Ge: 99.999%, all from Strem) at a rate of 150 °C per hour to 900 °C and keeping 
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it for 3 days in sealed niobium containers closed in evacuated quartz ampules. The furnace 

was slowly cooled to room temperature at a rate of 100 °C per hour. 

4.4.2 Synthesis of [K(2,2,2-crypt)]4Ge24 (1) 

K12Ge17 (170 mg, 0.100 mmol) and 2,2,2-crypt (160 mg, 0.424 mmol) were dissolved 

in 3 mL en in a reaction vial and stirred for 10 min. Co(dppe)Cl2 (63.4 mg, 0.120 mmol) 

was added and stirred for 6 h at 55 °C. The resulting brown-red solution was filtered with 

standard glass frit and layered with 4 mL toluene. About 35 days later, black block-like 

crystals 1 were observed in the test tube (25% yield based on K12Ge17). 

4.4.3 X-ray diffraction 

Suitable crystal from 1 was selected for X-ray diffraction analysis. Crystallographic 

data was collected on Rigaku XtalAB Pro MM007 DW diffractometer with graphite 

monochromated Mo Kα radiation (λ = 0.71073 Å). The structure of crystal 1 was solved 

using direct methods and then refined using SHELXL-2014 and Olex2.54,55,56 All the non-

hydrogen atoms were refined anisotropically. All hydrogen atoms of organic groups were 

rationally placed by geometrical considerations. We used the PLATON SQUEEZE 

procedure to remove the solvent molecules which could not be modeled properly.57 We 

refined the structure by using the rational restraints of anisotropy (SIMU, ISOR, DFIX for 

K-crypt fragments) and omitted the most disagreeable reflections. 

4.4.4 Electrospray ionization mass spectrometry (ESI-MS) 

Negative ion mode ESI-MS of the DMF solution of crystals of 1 was measured on an 

LTQ linear ion trap spectrometer by Agilent Technologies ESI-TOF-MS (6230). The spray 

voltage was 5.48 kV and the capillary temperature was kept at 300 °C. The capillary 

voltage was 30 V. The samples were prepared inside a glovebox and very rapidly 
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transferred to the spectrometer in an airtight syringe by direct infusion with a Harvard 

syringe pump at 0.2 mL/min. 

4.4.5 Energy dispersive X-ray (EDX) 

EDX analysis on the title cluster 1 was performed using a scanning electron microscope 

(FE-SEM, JEOL JSM-7800F, Japan). Data acquisition was performed with an acceleration 

voltage of 20 kV and an accumulation time of 60 s. 

4.4.6 Powder X-ray diffraction 

Powder X-ray diffraction (PXRD) data were collected on a Rigaku diffractometer using 

Cu Ka radiation (λ = 1.5418 Å). The sealed samples were scanned for every 0.01° 

increment over the Bragg angle range of 10 − 80°. 

4.4.7 Magnetic response analysis 

Geometry optimizations and subsequent calculations were performed using scalar 

relativistic DFT methods employing the ADF code with the all-electron triple-ζ Slater basis 

set plus the double-polarization (STO-TZ2P) basis set in conjunction with the PBE0 

functional.36,58,59 In order to evaluate the induced field (Bind) upon an external magnetic 

field (Bext) at the molecular surroundings, according to Bi
ind = −σijBj

ext,46,60,61,62,63 the 

nucleus-independent shielding tensors (σij)
46,63,64 were calculated within the GIAO 

formalism, employing the OPBE59,65,66 functional and the all-electron triple-ζ Slater basis 

set plus the double-polarization (STO-TZ2P), placed in a three-dimensional grid. 

Relativistic effects were considered through the ZORA Hamiltonian,67 ensuring an equal 

footing treatment of different clusters. For convenience, the I and j suffixes are related to 

the x-, y- and z-axes of the molecule-fixed Cartesian system (i, j = x, y, z). The values of 

Bind are given in ppm in relation to Bext. 
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4.4.8 Chemical bonding analysis 

Geometry optimization and frequency calculations were performed using Gaussian 16 

software at the PBE0/Def2-QZVP level of theory.36,59,68 To analyze the extent of electron 

delocalization in the investigated species, we performed the electron density of delocalized 

bonds (EDDB) calculations,37,38 to identify and characterize the chemical bonding, we 

carried out adaptive natural density partitioning (AdNDP) analysis as implemented in the 

AdNDP 2.0 code.41,42 The EDDB and AdNDP analyses were performed at PBE0/Def2-

TZVP level of theory; previously, the results by both methods have been shown to be 

insensitive to the size of the basis set used.38,69 
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Tables and figures 

 

 

Figure 4-1. Structures of the Ge24
4− cluster and its selected fragments. (a) Ge24

4− cluster 

(1a) (thermal ellipsoids are drawn at 50 % probability). (b) The contrast of bowl-shaped 

Ge6 fragment (top, Ge10-Ge15) with bowl depth of 0.93 Å and corannulene C20H10 

(bottom) with ~0.88 Å. (c) The bowl-shaped Ge6 fragment shown from a vertical view. (d) 

View of Ge9 cage (Ge10-Ge18). (e) The distorted prism Ge6 fragment consisting of a 

triangle of Ge7–9 and an extended triangle of Ge10–12. All selected bond lengths are given 

in Å. The Ge and C atoms are drawn in yellow and blue, respectively. 
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Figure 4-2. The selected valence molecular orbitals and chemical components of the 

electron density of Ge24
4−. (a) Selected lowest-lying and frontier valence molecular orbitals 

in the Ge24
4− cluster. Different phases of molecular orbitals are represented with different 

colors. Positive: magenta; negative: purple. (b) The chemical components of the valence-

electron density of Ge24
4− with the corresponding electron populations from the EDDB 

method. Isosurface value is set at ±0.015 |e|. 
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Figure 4-3. Chemical bonding pattern of the Ge24
4− cluster. Different phases of bonding 

elements are represented with different colors. Positive: red; negative: blue. 
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Figure 4-4. AdNDP analysis of Ge8 antiprism fragment of Ge24

4- (a) and C4v-Ge9
4- (b) 

clusters. 

 

 

  



80 

 

 
 

Figure 4-5. Contour plots and isosurfaces of magnetic response of the Ge24
4− cluster and 

various Ge9
4− units. (a) Isosurface and contour plot representation for NICSiso and certain 

orientations of the external field for Ge24
4−. Isosurface value is set at ±3.0 ppm. (b) 

Isosurface representation for NICSiso and certain orientations of the external field for the 

three isolated Ge9
4− units, as found in Ge24

4−. Isosurface value is set at ±3.0 ppm. Blue 

surface: shielding; Red surface: deshielding. 
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Figure 4-6. Isosurface representation for the induced magnetic field for [Ge24]
4- under 

different orientations of the external field, noted by arrows. Isosurface value set at ±3.0 

ppm. 
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CHAPTER 5 

[Sn8]
6−-BRIDGED MIXED-VALENCE ZnI/ZnII IN {[K2ZnSn8(ZnMes)]2}

4− INVERSE 

SANDWICH-TYPE CLUSTER SUPPORTED BY A ZnI−ZnI BOND1 

Abstract 

Since [Sn8]
6− was discovered from the solid-state phase in 2000, its solution chemistry 

has been elusive due to the high charges and chemical activity. Herein, we report the 

synthesis and characterization of an inverse sandwich-type cluster dimer 

{[K2ZnSn8(ZnMes)]2}
4− (1 a), in which the highly charged [Sn8]

6− is captured by mixed-

valence ZnI/ZnII to form the dimer {closo-[Zn2Sn8]}2 moieties bridged by a Zn-Zn bond. 

Such Zn-Sn cluster not only exhibits a novel example of mixed-valence ZnI/ZnII for 

stabilizing highly active anion species, but also indicates the [Sn8]
6− cluster can act as a 

novel bridging ligand, like arene, with a η4:η4-fashion. Theoretical calculations indicate 

that a significant delocalization of electrons over Zn atoms plays a vital role in the 

stabilization of the [Sn8]
6− species. The AdNDP and magnetic response analyses clearly 

showed the presence of local σ-aromaticity in three cluster fragments: two ZnSn4 caps and 

Sn8 square antiprism. 

5.1 Introduction 

Polyhedral boranes have been attracting great interest due to their extraordinary 

performances in all branches of chemistry.1 Fascinating structures brought the 

pathbreaking bonding patterns. The situation induced the development of Wade rules, 

which helped us figure out the relationship between geometric structures of borane clusters 

 
1 Coauthored by Hong-Lei Xu, Nikolay V. Tkachenko, Alvaro Muñoz-Castro, Alexander I. Boldyrev, and 

Zhong-Ming Sun. Reproduced from Angew. Chem. Int. Ed., 2021, 60, 9990-9995 with permission. Copyright 

© 2021, John Wiley & Sons. 
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and their electronic structures.2 For example, deltahedral closo-boranes [BnHn]
2− obey the 

electron counting rules of borane structures, that they should possess n+1 electron pairs 

where n is the number of vertices. As in the case of a polyhedron with missing vertices, 

namely nido or arachno, the number of skeletal electron pairs needs to satisfy n+1+p (p is 

the number of missing vertices) for the stability of skeletons. As the isoelectronic 

relationship between fragments {BH} and E atoms (E=Si–Pb), these rules have been long 

borrowed to illustrate and predict the related structures from group 14.3 Expectedly, the 

closo-[E5]
2− (E=Si, Ge, Sn, Pb) and [E10]

2− (E=Ge, Pb) as an isostructural and isoelectronic 

species with corresponding boranes [B5H5]
2− and [B10H10]

2− have been isolated from 

solutions,4 whereas the very stable closo-structures limit their reactivity in solutions.5 In 

contrast, the nido-clusters of [E9]
4− (E=Si, Ge, Sn, Pb) and [E4]

4− (E=Si, Ge, Sn) have 

exhibited good reactivity and accounted for a number of new derivatives,6 such as oxidative 

coupling,7 functionalization with main-group/transition-metal fragments,8,9,10,11 cluster 

fusion and assembly.12 Hence, it is foreseeable that the solution chemistry of [E8]
6− clusters 

of missing two vertices from the [E10]
2− will be fascinating. The observation of [Sn8]

6− in 

solid-state Zintl phases A4Li2Sn8 (A=K, Rb) and Ba16Na204Sn310
13 shows the existence of 

such species as predicted by Wade's rules. However, it still remains challenging to bring 

the cluster into solution14 and thus related derivative has been elusive so far. Herein, we 

report a new cluster anion {[K2ZnSn8(ZnMes)]2}
4− (1a) as a [K(2,2,2-crypt)]+ salt (1) 

containing two individual Sn8 units stabilized by two groups of capped Zn atoms and 

combined with a Zn-Zn bond. The successful preparation of 1 not only represents a rare 

example of the mixed-valence ZnI/ZnII together for capturing highly charged anion species, 
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but might open the way to solution chemistry of multiple vertex deficient main-group metal 

clusters.  

5.2 Results and Discussions 

The title compound, [K(2,2,2-crypt)]4{[K2ZnSn8(ZnMes)]2} (1), was synthesized by 

solution reaction of “K4ZnSn4” and ZnMes2 in the presence of 2,2,2-crypt. After 20 days, 

dark-red plate crystals were observed in the test tube (21 % yield based on loaded starting 

material ZnMes2). The X-ray diffraction analysis (XRD) reveals that the compound 

crystallizes in the monoclinic space group P21/n and there is one cluster anion 

{[K2ZnSn8(ZnMes)]2}
4− (1 a) with four [K(2,2,2-crypt)]+ counter cations in the molecular 

structure. Additional characterization of energy-dispersive X-ray spectroscopy (EDS) 

showed the composition of 1 including K, Zn, and Sn elements. Electrospray-ionization 

mass spectrometry (ESI-MS) and 119Sn NMR spectroscopy were also attempted, but the 

related characterizations suffered from failure due to inevitable fast decomposition of 1 in 

DMF solutions. 

At first glance, the cluster anion 1a exhibits a specific dimeric structure containing two 

identical subunits of [ZnSn8(ZnMes)] which are surrounded by four non-cryptated K-

cations (Figures 5-1a, 5-1b). The four free K-cations around the neck of the whole cluster 

construct a square plane with K-K distances ranging from 4.762 to 4.878 Å. Although the 

long distances between four surrounding K-cations and Sn atoms (K-Sn: 3.775(3)–3.837(4) 

Å) indicate weak interactions, the K-cations play a vital role in the formation and 

stabilization of the unusual highly charged dimeric product based on the fact that crystals 

of 1 cannot be isolated by adding the excess of 2,2,2-crypt under parallel experiments. The 

K-cations act as an attractive force to pull the two anions together by screening their 
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charges and thus allowing them to dimerize. Such situation is also observed in [Ge9-Ge9]
6− 

and [Ge9Zn-ZnGe9]
6−.7a,15 Additionally, 1a can also be viewed as a sandwich-type structure 

where a dinuclear [Zn-Zn]2+ unit is flanked by two heteroatomic cluster anions of 

[Sn8ZnMes]5−. However, it should be better described as a multilayer inverse-sandwich 

dimer in which both [Sn8]
6− units are respectively jammed by [ZnIIMes] and ZnI and then 

combined with a Zn-Zn bond, thus the structure is supported by four surrounding K- 

cations. According to Wade-Mingos rules,2 the cluster bonding electrons would be 22 for 

a ten-vertex closo-species. In this sense, the [Sn8]
6− capped by two Zn atoms forms a 

heteroatomic closo-cluster of [Sn8Zn2] (6 e− + 8×(2 e−) = 22 e−), with 6 e− from the charges, 

2 e− from each Sn atom and none from the Zn atoms. Hence, on top of the Zn atom is 

functionalized with -Mes to result in [ZnSn8(ZnMes)] with 4 e−, which is dimerized to form 

{[K2ZnSn8(ZnMes)]2}
4−. 

Zn atoms cap the open square faces of Sn8, resulting in the retention of an intact 

“arachno” structure. Hence, the Sn8 units in 1a possess a nearly perfect square antiprism 

structure (D4d) with two almost parallel bases (Figure 5-1c). The dihedral angle between 

the two bases is only 0.33°, similar to that in [Li2Sn8]
4− (0.27° and 0.48°).13a The Sn-Sn 

bond lengths in the waist (2.9263(12)–2.9507(12) Å) are slightly shorter than those in the 

bases (3.1039(10)–3.1615(11) Å) and all values (2.9263(12)–3.1615(11) Å) are in the 

normal range, comparable to those in [Li2Sn8]
4− from Rb4Li2Sn8 (2.947(3)–3.037(2) Å), 

[Sn8TiCp]3− (2.859(2)–3.108(2) Å)16 and other Sn clusters, such as [Sn9]
4− and its 

derivatives.8c,9a,9c,12b,17 The distances from the bases of Sn8 units to their capped Zn atoms 

are in a very narrow range of 2.7768(18)–2.8014(18) Å, comparing well with those of 

2.7397(4)–2.7867(4) Å in [Sn9ZnPh]3−,9c and this indicates different valences of Zn almost 
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have no effect on the corresponding Zn-Sn bond lengths in 1a. The Zn-Zn bond acts as a 

linker between the two [Sn8ZnMes] moieties. Despite the rather high electrostatic repulsion 

within the highly charged anion {[ZnSn8(ZnMes)]2}
8−, the Zn-Zn bond length (2.449(3) 

Å) is only slightly longer than those in [Ge9Zn-ZnGe9]
6− (2.420(1) Å)15 and other 

monovalent organozinc species (2.305(3)–2.430(1) Å),18 but shorter than the Zn-Zn 

distances (2.544(3)–2.831(5) Å) in [K2Zn20Bi16]
6−.19 

To understand the chemical bonding and electronic structure of the investigated cluster, 

we performed density functional theory (DFT) calculations. All DFT calculations were 

performed using Gaussian 16 software20 at PBE0/def2TZVP level of theory.21 A detailed 

description of quantum chemical calculations could be found in the Quantum Chemical 

methods section of this chapter. The isolated {[K2ZnSn8(ZnMes)]2}
4− cluster was proved 

to be a local minimum exhibiting no imaginary frequencies. The optimized structure 

resembles all essential geometrical features that were found in the experimental X-ray data. 

The calculated Zn-Zn bond distance is slightly overestimated by 0.1 Å, while the average 

of Sn-Sn distances is larger by only 0.04 Å. We note that this is a common deviation in 

calculations of highly charged Zintl anions with DFT methods. The high HOMO–LUMO 

gap was found for the investigated structure 1.99 eV which is larger than that of [Sn8]
6− by 

0.45 eV, indicating the higher stability of the Zn-containing cluster. 

While the role of K-atoms is quite clear in the stabilization of the structure: they provide 

extra electrons and stabilize the high negative charge of the cluster; the role of Zn atoms is 

not so obvious. The analysis of molecular orbitals of the {[K2ZnSn8(ZnMes)]2}
4− shows 

that Zn participates in the delocalization of electrons via the interaction of vacant 4p 

orbitals of Zn with the linear combinations of Sn 5s/5p-orbitals. Thus, the delocalization 
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of electrons over 4p Zn-orbitals present in nearly degenerate HOMO, HOMO-1 (Figure 5-

2), and other lower-lying molecular orbitals indicating a significant contribution of Zn in 

the stabilization of the structure. 

Analysis of molecular orbitals provides us a general idea of the role of Zn-atom in 

cluster stabilization, while electron localization techniques deliver a more illustrative and 

explicit picture of chemical bonding. To get insight on the localized chemical bonding 

pattern of {[K2ZnSn8(ZnMes)]2}
4−, we performed an adaptive natural partitioning 

(AdNDP) analysis of electron density as implemented in AdNDP 2.0 code.22 We started 

the localization procedure from one-center two-electron (1c-2e) elements (lone pairs). We 

found that electrons are localized into twenty d-type lone pairs on Zn-atom (5 lone pairs 

per each Zn atom) with occupation numbers (ON) 2.00–1.99 |e| (Figure 5-3a) and sixteen 

s-type lone pairs on Sn-atom with ON=1.82–1.79 |e| (Figure 5-3e). The chemical bonding 

in organic ligand consists of forty 2c-2e C−C and C−H σ-bonds with ON=1.99–1.97 |e|. 

The aromaticity of benzene rings is manifested via six 6c-2e π-bonds with ON=1.99–1.97 

|e| (Figure 5-3c). The binding between an organic ligand and metal cluster occurs via 2c-

2e Zn−C bond with high ON=1.93 |e|. Two metal clusters are held together by one 2c-2e 

Zn-Zn σ-bond with ON=1.85 |e| (Figure 5-3f). We want to note that although the Zn-Zn 

distance is quite elongated (presumably due to the electrostatic repulsion), it is a two-center 

two-electron covalent interaction. 

The chemical bonding inside each Zn2Sn8 cage can be separated into three structural 

fragments with delocalized bonding elements: two ZnSn4 caps and Sn8 square antiprism 

(Figure 5-3g-i). We found three 5c-2e σ-bonds per each ZnSn4 cap with ON=1.98–1.76 |e|. 

Predictably, we observed a significant contribution of Zn-atoms into those delocalized 
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elements (29–14 %). The high contribution of Zn-atom confirms that this delocalization 

plays a crucial role in the stabilization of the investigated cluster. The remaining 20 

electrons can be localized into ten 8c-2e σ-bonds (5 bonds per Sn8 cage) with high 

ONs=2.00–1.88 |e|. We note that such delocalization is common in various Zintl clusters.23 

Remarkably, the presented chemical bonding pattern of the Zn2Sn8 cage resembles the 

chemical bonding in [Sn8]
6− cluster (Figure 5-4), indicating that Zinc atoms act as a 

stabilizing factor without significantly changing the chemical bonding pattern in the [Sn8]
6− 

fragment. It has been discussed before, that the PBE0 functional could overestimate 

electron delocalization and aromaticity.24 To make sure that the obtained results are not a 

consequence of the choice of the functional, we performed the same calculations using 

CAM-B3LYP functional25 that does not suffer from delocalization error. The obtained 

results reproduce results obtained with PBE0 functional. 

We note that such delocalization inside each Zn2Sn8 cage is usually accompanied by 

unique magnetic properties, which resembles the behavior of aromatic species.12m The 

magnetic criteria of aromaticity26 are evaluated to confirm the aromatic behavior of the 

investigated cluster. The induced magnetic field (Bind), which was evaluated globally along 

the molecular backbone, contributes to the characterization of aromatic species based on 

the potential ability to sustain a long-range shielding cone. This behavior is a distinctive 

feature of both planar and spherically aromatic compounds.27 The Bind is related to the 

applied field (Bext), in terms of the shielding tensor (σii) according to the relation 

Bi
ind=−σiiBj

ext. Different representative orientations of the Bext are considered via different 

i and j suffixes which represent x-, y- and z-axes. The orientationally-averaged term 

(Biso
ind=−(1/3)(σxx+σyy+σzz)Bj

ext) accounts for the in-solution molecular tumbling. 
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For orientationally-averaged term, we found a shielding surface originated from each 

aromatic motif given by mesityl and Zn2Sn8 cage fragments, as observed from the contour-

plot representation (Figure 5-5). Under specific orientation of the applied field, the inherent 

characteristics of the Bind along the series can be depicted. Under z-axis orientation, Bind 

results in a long-range shielding response, with a complementary perpendicular 

deshielding region. From the contour-plot, it is observed that the overall shielding cone is 

enabled by the four independent shielding cones from each aromatic motif, where both 

Zn2Sn8 cages share shielding regions of ≈−8.0 ppm, and mesityl-Zn2Sn8 of ≈−3 ppm. These 

results suggest that each aromatic circuit is independent, as denoted by the bonding analysis 

provided by the AdNDP analysis. Under a field along the x-axis (Bx
ext), only Zn2Sn8 

shielding cones are enabled, denoting the spherical-like aromatic behavior of the ten-

membered cage.28 Moreover, for a field along the y-axis (By
ext), two overlapped shielding 

cones are observed, originated from the spherical-like aromatic characteristic of the 

bridged Zn2Sn8 cages, resulting in an extended shielding region complemented with two 

deshielding contours centered at each cage. 

As a result, we can conclude that the shape of delocalized bonding elements (one bond 

without a nodal plane, two bonds with one nodal plane, etc.), number of electrons that 

agrees with Hückel's rule (6 |e| for ZnSn4 and 10 |e| for Sn8), and peculiar magnetic 

properties render the described fragments as σ-aromatic. Thus, the chemical bonding inside 

each Zn2Sn8 cage can be described as three locally σ-aromatic fragments: two ZnSn4 caps 

and Sn8 square antiprism. 

The analysis of electron localization function (ELF)29 confirms the results obtained via 

AdNDP analysis: we observe the established 2c-2e Zn-Zn bond and a significant 
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delocalization within Zn2Sn8 cages (Figure 5-6a). We also can confirm that there are no K-

K or K-Zn covalent interactions (Figure 5-6b). Thus, K atoms provide the lacking electrons 

and compensate the overall negative charge of the cluster to stabilize the structure, which 

also can be confirmed by the highly positive Natural charge of K-atoms (+0.85 a.u.). In 

turn, the natural charges of Zn atoms are also positive. Moreover, we can see a clear 

difference between Zn atoms connected with mesityl ligand and Zn atoms in the Zn2 

fragment. For the former, the calculated natural charge is +1.23 a.u., while for the latter it 

is +0.60 a.u. The quantum theory of atoms in molecules30 and CM531 atomic charge 

analyses produce qualitatively the same results (Supplementary Table S3 of the original 

manuscript) confirming the formal ZnI/ZnII oxidation state assignment. 

5.3 Quantum Chemical Methods 

Quantum chemical calculations (geometry optimization and frequency calculations) 

were performed using Gaussian 16 software package at the PBE0/Def2-TZVP level of 

theory. To account possible delocalization error of PBE0 functional, additional calculations 

were performed using CAM-B3LYP functional. To identify the chemical bonding of 

investigated species, we carried out adaptive natural density partitioning (AdNDP) analysis 

as implemented in the AdNDP 2.0 code. The ELF analysis and QTAIM atomic charge 

analysis were performed via MultiWFN software. In addition, the isosurface and cut-plane 

representation of the induced magnetic field (Bind) was obtained within the GIAO 

formalism at the relativistic ZORA-PBE0/TZ2P level of theory by using the ADF suite 

unraveling the long-range characteristics of the magnetic response. To analyze natural 

atomic charge distribution NBO7 software was used. 
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5.3 Conclusions 

In summary, we have realized the synthesis and isolation of an inverse sandwich-type 

cluster dimer {[K2ZnSn8(ZnMes)]2}
4− involving [Sn8]

6− and mixed-valence ZnI/ZnII. Such 

Zn-Sn cluster species indicates the [Sn8]
6− cluster can act as a potential bridging ligand due 

to its unusual structure and thus might provide an ideal building unit for constructing new 

types of one-dimensional materials. In turn, the Zn-Zn bonded cluster anion shows a novel 

example of mixed-valence ZnI/ZnII together for capturing anion species, which opens the 

opportunity for new zinc chemistry. 
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Tables and figures 

 

 

 

Figure 5-1. a) The cluster anion {[K2ZnSn8(ZnMes)]2}
4− (thermal ellipsoids are drawn at 

50 % probability). b) The structure of fragment [K4Zn2Sn8] is shown by a rotation of 90 

degrees. The Zn-Zn bond length is given in Å. c) The contrast of closo-[Zn2Sn8] moiety in 

anion 1a and closo-[Li2Sn8]
4− in the Zintl phase K4Li2Sn8. The average bond lengths are 

given in Å. 
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Figure 5-2. Plots of HOMO/HOMO-1 molecular orbitals and their energy (Hartree) for 

{[K2ZnSn8(ZnMes)]2}
4- cluster. 
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Figure 5-3. The results of AdNDP analysis for {[K2ZnSn8(ZnMes)]2}

4− cluster. Bonding 

elements are plotted at an iso-value of 0.03 a.u. Different phases of a wave function 

represented with different colors. Positive: red; negative: blue. For figure compactness, two 

multicentered bonds are plotted for each structure. 
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Figure 5-4. The complete chemical bonding pattern of [Sn8]
6- cluster. 
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Figure 5-5. Three-dimensional (left) and contour-plot (right) representation of the 

magnetic response Bind for {[K2ZnSn8(ZnMes)]2}
4−. Isosurface values are set at ±2.0 ppm. 

Blue: shielding, red, deshielding regions. 
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Figure 5-6. ELF plots of {[K2ZnSn8(ZnMes)]2}
4- cluster. A) plot is built in the plane of C6 

rings; B) plot is built in the plane of K4 square. 

  



104 

 

CHAPTER 6 

σ-AROMATICITY-INDUCED STABILIZATION OF HETEROMETALLIC 

SUPERTETRAHEDRAL CLUSTERS [Zn6Ge16]
4− AND [Cd6Ge16]

4− 1 

Abstract 

In this work, the largest heterometallic supertetrahedral clusters, [Zn6Ge16]
4− and 

[Cd6Ge16]
4−, were directly self-assembled through highly-charged [Ge4]

4− units and 

transition metal cations, in which 3-center–2-electron σ bonding in Ge2Zn or Ge2Cd 

triangles plays a vital role in the stabilization of the whole structure. The cluster structures 

have an open framework with a large central cavity of diameter 4.6 Å for Zn and 5.0 Å for 

Cd, respectively. Time-dependent HRESI-MS spectra show that the larger clusters grow 

from smaller components with a single [Ge4]
4− and ZnMes2 units. Calculations performed 

at the DFT level indicate a very large HOMO–LUMO energy gap in [M6Ge16]
4− (2.22 eV), 

suggesting high kinetic stability that may offer opportunities in materials science. These 

observations offer a new strategy for the assembly of heterometallic clusters with high 

symmetry. 

6.1 Introduction 

Supertetrahedral clusters, which are made from the small tetrahedral building blocks 

arranged in a tetrahedral fashion, have an intrinsic appeal due to their high symmetry. They 

have found applications in a wide range of areas, from photolysis to fast-ion conductivity.1 

The flexibility of choice in sub-units has led to a diverse range of structures, many of which 

involve transition metals in combination with tetrelide or chalcogenide ions. Perhaps, the 

 
1 Coauthored by Hong-Lei Xu, Ivan A. Popov, Nikolay V. Tkachenko, Zi-Chuan Wang, Alvaro Muñoz-

Castro, Alexander I. Boldyrev, and Zhong-Ming Sun. Reproduced from Angew. Chem. Int. Ed., 2020, 59, 

17286-17290 with permission. Copyright © 2020, John Wiley & Sons. 
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most high-profile supertetrahedra are the gold clusters Au20 and Au40 which have been 

studied extensively in the gas phase and have shed light on the nature of metal-metal 

bonding.2 As yet, however, no analogues have been stabilized in the solid state, and it 

remains a substantial challenge to synthetic chemistry to achieve this goal. One of the most 

important design tools available to the synthetic chemist is “self-assembly”, which allows 

simple building blocks to be used to construct complex and highly symmetric 

nanostructures. In the majority of cases, it remains the case that the architecture of the self-

assembled product depends on a judicious choice of organic ligand and careful control of 

reaction conditions as well as chemical bond manipulation such as hydrogen bonds, van 

der Waals forces, and aurophilic interactions.3 It is anticipated that small metal clusters are 

very good candidates for the assembly of large heterometallic clusters. However, to the 

best of our knowledge, such kind of self-assemblies is very rare and still remains a 

challenging task. Herein, we report the successful self-assembly of two unprecedented 

heterometallic supertetrahedral clusters using highly charged [Ge4]
4− as building blocks 

and transition metals, Zn or Cd, as connection nodes. 

6.2 Results and Discussions 

The anionic clusters [M6Ge16]
4− (M=Zn (1a); Cd (2a)) were obtained from the reaction 

of K12Ge17 with ZnMes2/CdMes2 (Mes=2, 4, 6-Me3C6H2) together with 2,2,2-crypt in 

solutions of N,N-dimethylformamide (DMF)/ethylenediamine (en), Figure 6-1A. Overall, 

the 22 atoms of the cluster define a highly symmetric concave polyhedron containing 24 

Ge3 and Ge2M triangles and 4 chair-like concave M3Ge3 hexagons (for example: Zn1-Ge3-

Zn3-Ge7-Zn5-Ge11). Rather long Zn-Zn and Cd-Cd distances (3.30–3.39 Å and 3.50–3.66 

Å, respectively) suggest that direct interactions between the transition metal ions are not a 
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major stabilizing factor. Alternatively, the clusters can be viewed as containing four 

discrete [Ge4]
4− units at the vertices of the tetrahedron, with a transition metal ion 

(Zn2+/Cd2+) bridging each edge. The assembly of four Ge4 units and the associated bridging 

metal ions creates a large cavity at the center of the clusters with the dimension of 4.6 Å 

(1a) or 5.0 Å (2a) (as measured by the distance from one metal to the opposite Ge). The 

coordination about each Zn/Cd is rather unusual in that it is approximately planar, with the 

four bonded Ge atoms in a single plane. There is precedent for such geometries in metal 

ions with a d10 configuration, such as [η2:η2-(Sb2Sn2)AuI(Sb2Sn2)]
3−,4 but approximately 

tetrahedral coordination is a norm for d10 ions, as for example in [η2:η2-Sn4AuISn4]
7− and 

other analogues.5 The three Ge-Ge bonds of the coordinated edges of the Ge4 units (2.709–

2.717 Å in 1a, 2.721–2.752 Å in 2a) are elongated substantially compared to those in the 

isolated [Ge4]
4− anion (2.574–2.587 Å),6 while the three non-coordinated Ge-Ge bonds in 

each Ge4 unit are, conversely, slightly shorter than those in [Ge4]
4− and other Zn/Ge 

clusters.5d,6b,7 The structure of 1a can usefully be compared to the [(Ge4)Zn(Ge4)]
6− anion, 

which is found in two distinct isomeric forms in Cs6ZnGe8 and K14ZnGe16, where the two 

Ge4 units are coordinated η3:η3 and η3:η2, respectively.8 The Zn-Ge bond lengths in 1a lie 

in a narrow range between 2.547 and 2.589 Å (average 2.569 Å, Figure 6-1C), slightly 

shorter than those in both of the above cases. The most direct comparison for 2a is with 

[Cd3(Ge3P)3]
3− which contains both η3 and η2 coordinated Ge3P units,9 where the Cd-Ge 

bond lengths are ≈2.819 Å, similar to those in 2a (average 2.736 Å). 

The assembly of [Zn6Ge16]
4− was followed by time-dependent ESI-MS (Figure S6). 

After 5 minutes, the reaction mixture is dominated by ions containing a single Ge4 unit, 

{[K(2,2,2-crypt)][Ge4Zn2Mes2]}
− and {[K(2,2,2-crypt)][Ge4Zn2Mes4]}

−, at m/z=1074.94 
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and 1313.11, respectively. After 30 minutes the peaks due to Ge4Zn2Mesx (x=2, 4) have 

disappeared, and were replaced by four new peaks due to {[K(2,2,2-crypt)][Zn6Ge16]}
−, 

{[K(2,2,2-crypt)]3[Zn6Ge16]}
− and two intermediate species {[K3(2,2,2-crypt)][ZnGe8]}

− 

and {[K(2,2,2-crypt)][Zn3Ge8Mes4]}
−. The fact that the peak of the ZnGe8 fragment in the 

ESI-MS is very prominent confirms that it is stable in solution. After 90 minutes, the 

signals due to {[K3(2,2,2-crypt)][ZnGe8]}
− and {[K(2,2,2-crypt)][Zn3Ge8Mes4]}

− are 

relatively reduced in intensity relative to the targeted products. At no point do we find 

evidence for intermediate Znx(Ge4)y fragments containing more Zn or Ge4 units, suggesting 

that the initial Zn-Ge bond formation event is followed by rapid assembly into the final 

[Zn6Ge16]
4− cluster. Based on the above analysis, a possible assembly mechanism of 

[Zn6Ge16]
4− is proposed in Figure 6-2. It is noted that ZnGe8 may be the key intermediate 

in the formation of 1a, two ZnGe8 units together with two ZnMes2 species can be directly 

assembled into ultimate supertetrahedral structure. 

To explore the origins of high stability of the [M6Ge16]
4− clusters, we have carried out 

a series of density functional theory (DFT) calculations using a large polarized quadruple-

zeta basis with DFT hybrid functional (PBE0/Def2-QZVP level of theory)10,11 as 

implemented in the Gaussian 16 software package12 (see the Supporting Information for 

computational details). The highest occupied molecular orbital (HOMO) is triply 

degenerate (t1) and is made up of linear combinations of the Ge bonding orbitals (94 %) 

with a very small contribution from Zn (6 %) (Figure S20). In contrast, the lowest 

unoccupied molecular orbital (LUMO) has a significant character of Zn orbitals (54 %), 

along with some residual Ge-Ge bonding character (46 %). The large HOMO–LUMO gap 

of 2.22 eV found in both [Zn6Ge16]
4− and [Cd6Ge16]

4−, preclude any second-order Jahn–
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Teller instabilities, consistent with the rigorous Td symmetry. It should be noted that the 

absolute values of the HOMO–LUMO gaps depend on the amount the Hartree–Fock 

exchange, and, hence, should be treated with caution. Typically, large HOMO–LUMO 

gaps suggest high kinetic stability and usually relate to aromatic compounds, which also 

exhibit high-symmetry structures.13 To better understand the reasons of the stability of 

these clusters, a more thorough chemical bonding analysis was developed. Because of the 

complexity of the canonical molecular orbitals (CMOs), which are intrinsically difficult to 

interpret in terms of chemical bonds due to delocalization, Adaptive Natural Density 

Partitioning (AdNDP)14 analysis was performed as implemented in AdNDP 2.0 code.15 The 

AdNDP algorithm has previously been used with great success to analyze chemical 

bonding patterns in a wide range of inorganic Zintl anions.16 The [M6Ge16]
4− clusters have 

140 valence electrons in total (12|e| from each M-atom, 4|e| from each Ge-atom and 4|e| 

from the 4− overall charge), giving rise to 70 two-electron AdNDP bonding elements. 

According to AdNDP, there are five d-type lone pairs on each M atom, and one s-type lone 

pair on each Ge atom, thus accounting for 46 electron pairs (Figure S21, S22). The 

remaining 24 pairs (48 electrons) form twelve 3c-2e Ge-Ge-Ge σ bonds (three per Ge4) 

(Figure 6-3A) and twelve 3c-2e M-Ge-Ge σ bonds (three per Ge4) (Figure 6-3B). 

Alternatively, twelve 3c-2e Ge-Ge-Ge σ bonds could also be viewed as twelve more 

localized 2c-2e Ge-Ge σ bonds located over the Ge4 edges with lower occupation numbers 

(Figure 6-4). To complement the AdNDP localization, we have also explored the topology 

of the Electron Localization Function (ELF), η(r),17 2D plots of which are plotted for 

selected planes in Figure 6-3C. In agreement with the 3c-2e M-Ge-Ge σ bonds, there is a 

clear localization in the M-Ge-Ge region (in the plane of Ge4M fragment, Figure 6-3C 
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(left)), with the major contribution coming from the two Ge atoms. In contrast, the ELF is 

close to zero in the cavity at the center of the cluster (Figure 6-3C (right)), supporting the 

absence of the M-M interactions in the M6 octahedron. 

The major contribution to the 3c-2e M-Ge-Ge σ bonds comes from two Ge atoms (84 % 

in [Zn6Ge16]
4− and 86 % in [Cd6Ge16]

4−). However, the substantial delocalization over the 

M center drives the elongation of the coordinated Ge-Ge bonds, which are significantly 

longer than the sum of the Ge covalent radii for a single Ge-Ge bond, that is, 2.42 Å.18 In 

fact, the M contribution in each 3c-2e σ bond is significant, that is, 0.30|e|. Hence, the 

stability of the [M6Ge16]
4− clusters may not be ascribed to pure ionic interactions of M2+ 

cations stabilizing the [Ge4]
4− anionic tetrahedra. The appreciable covalent character arises 

due to the delocalization over the M atom which is, in total, 0.60|e| per two 3c-2e bonds 

formed by one M atom. In this sense, the oxidation state of the transition metal ions is 

intermediate between 1+ and 2+. It is worth noting that the Au1+ and Ag1+ compounds have 

previously been shown to adopt similar planar tetracoordinate configurations of these 

coinage metals with tetrahedral sub-units composed out of Sn, Sb, or As atoms.4,19 As 

evident from the natural electron configuration of Zn in [Zn6Ge16]
4− (4s0.844p0.883d9.98), 

there is a considerable covalency that leads to a build-up of the electron density in Zn 4s 

and 4p, leading to the sp-hybridization. 

Based on the most employed criterion of aromaticity, that is, the magnetic criterion that 

assumes that an aromatic fragment sustains ring current because of its delocalized 

electrons, we further calculated magnetic response properties of the [M6Ge16]
4− clusters 

(E=Zn or Cd), which involves four spherical aromatic [Ge4]
4− fragments, as shown earlier 

by Hirsch and co-workers (a detailed discussion on why [Ge4]
4− is regarded as spherically 
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aromatic can be found in the Supporting Information).20 In order to obtain a global view of 

the aromatic character, we computed the induced magnetic field (Bind
iso) in terms of 

isotropic (Bind
iso=−(1/3)(σxx+σyy+σzz)B

ext) (orientational average) and for particular 

orientations of the external field (Figure 6-5). In general, for spherical aromatic clusters, 

such as [Ge4]
4−, Bind

iso exhibits a spherical-like shielding region. For [M6Ge16]
4− clusters, 

Bind
iso shows four spherical-like shielding regions connected via Zn2+ or Cd2+, denoting 

four spherical aromatic Ge4 fragments, indicating that in the self-assembly of [Ge4]
4− 

building blocks in the ionic limit, their aromatic character is retained. This suggests that a 

convenient strategy for designing controlled aggregates can be based on aromatic building 

blocks prone to be connected by d10 ions nodes. Indeed, under specific orientations of the 

field, the characteristic shielding cone is enabled with a complementary perpendicular 

deshielding, resembling the characteristics of planar Hückel aromatics. In the case of 

[M6Ge16]
4− clusters, the different long-range shielding regions are overlapped resulting in 

a global induced magnetic field, unraveled as a characteristic of the tetrahedral cluster 

aggregates. Overall, these results reveal the aromatic character of 3c-2e Ge-Ge-Ge σ bonds, 

where 3c-2e M-Ge-Ge σ bonds are also involved in the spherical aromatic character of 

connected [Ge4]
4− blocks. Thus, the global aromatic character of [M6Ge16]

4− species is 

determined by the addition of the individual spherical aromatic behavior of each Ge4 

fragment. The aromatic ring currents from the Ge4 fragments generate the obtained 

shielding regions, which are superimposed. Hence, a superimposed ring current is expected 

to occur in the [M6Ge16]
4− clusters in the magnetic field. 
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6.3 Conclusions 

In summary, the supertetrahedral frameworks in the anionic components of 1a and 2a, 

are formed from the assembly of smaller Znx(Ge4)y fragments, driven by the strong Zn-Ge-

Ge interactions via three delocalized 3c-2e σ bonds per Ge4. Self-assembly processes of 

this type may open the door to new ligand-free metal-framework-based materials. 

Therefore, it represents a potential strategy for constructing many new heterometallic 

nanoclusters using other lower charged transition metal cations and tetrahedral cluster 

precursors as subunits, such as [E2Pn2]
2− or [E3Pn]3− (E=Ge, Sn, Pb; Pn=P, As, Sb, Bi), 

where spherical aromatic clusters are suggested as stable building blocks. Detailed AdNDP 

and ELF analyses confirmed that the stability of the [M6Ge16]
4− clusters may not be 

ascribed to pure ionic interactions of M2+ cations stabilizing the [Ge4]
4− anionic tetrahedra. 

The appreciable covalent character arises due to the delocalization over the M atom by 

forming 3c-2e M-Ge-Ge σ bonds. Due to the substantial contribution of M atoms in these 

delocalized bonds, the oxidation state of the M atoms may be considered as intermediate 

between 1+ and 2+. The calculations of the magnetic response properties reveal the 

aromatic character of 3c-2e Ge-Ge-Ge σ bonds, where 3c-2e M-Ge-Ge σ bonds are also 

involved in the spherical aromatic character of connected tetrahedral blocks, thus 

explaining the stability of the [M6Ge16]
4− clusters. Based on the chemical bonding analyses 

of [M6Ge16]
4−, it is expected to see that similar supertetrahedral clusters with planar 

tetracoordinate monovalent metal ions (e.g. Au1+, Ag1+) coordinating to the tetrahedral 

{Ge, Sn, Sn, Sb, or As}-based fragments may also be viable. 
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Tables and figures 

 

 

Figure 6-1. A) Formation scheme of [M6Ge16]
4− (M=Zn or Cd); B) Ellipsoid plot (50 % 

level) of the crystal structure of [Zn6Ge16]
4− (the same structure for [Cd6Ge16]

4−); C) The 

experimental and computed geometries of the Ge-Ge2-M unit in [M6Ge16]
4− and the 

average distances of Ge-M and Ge-Ge are given in Å. 

\  
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Figure 6-2. The assembly mechanism of tetrahedral cluster [Zn6Ge16]
4−. Species that have 

been observed in the mass spectra are boxed (c, d, e, f, 1a). 
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Figure 6-3. A) 3c-2e Ge-Ge-Ge σ-bonds of [Zn6Ge16]
4− shown superimposed on the 

molecular framework (three bonds per Ge4); B) 3c-2e Zn-Ge-Ge σ-bonds of [Zn6Ge16]
4− 

shown superimposed on the molecular framework (three bonds per Ge4); C) ELF 

distribution in rectangular Ge4Zn fragment (right) and square Zn4 fragment (left). ON 

denotes occupation number. The same AdNDP and ELF pictures are identified for 

[Cd6Ge16]
4−, both are omitted for clarity.  
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Figure 6-4. Localized lone pairs of [Zn6Ge16]
4–. 
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Figure 6-5. Magnetic response properties of [Zn6Ge16]
4−, given by isotropic term (Bind

iso), 

and under specific orientations of the external field (Bind
z, B

ind
x, and Bind

y). Isosurfaces at 

±5 ppm; Blue: shielding; Red: deshielding. The same features are found for [Cd6Ge16]
4−. 
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CHAPTER 7 

SUPEROCTAHEDRAL TWO-DIMENSIONAL METALLIC BORON WITH 

PECULIAR MAGNETIC PROPERTIES1 

Abstract 

Among the diversity of new materials, two-dimensional crystal structures have been 

attracting significant attention from the broad scientific community due to their promising 

applications in nanoscience. In this study we predict a novel two-dimensional 

ferromagnetic boron material, which has been exhaustively studied with DFT methods. 

The relaxed structure of the 2D-B6 monolayer consists of slightly flattened octahedral units 

connected with 2c-2e B–B σ-bonds. The calculated phonon spectrum and ab initio 

molecular dynamics simulations reveal the thermal and dynamical stability of the designed 

material. The calculation of the mechanical properties indicates a relatively high Young's 

modulus of 149 N m−1. Moreover, the electronic structure indicates the metallic nature of 

the 2D-B6 sheets, whereas the magnetic moment per unit cell is found to be 1.59 μB. The 

magnetism in the 2D-B6 monolayer can be described by the presence of two unpaired 

delocalized bonding elements inside every distorted octahedron. Interestingly, the nature 

of the magnetism does not lie in the presence of half-occupied atomic orbitals, as was 

shown for previously studied magnetic materials based on boron. We hope that our 

predictions will provide promising new ideas for the further fabrication of boron-based 

two-dimensional magnetic materials. 

 
1 Coauthored by Nikolay V. Tkachenko, Dmitriy Steglenko, Nikita Fedik, Natalia M. Boldyreva, Ruslan M. 

Minyaev, Vladimir I. Minkin, and Alexander I. Boldyrev. Reproduced from Phys. Chem. Chem. Phys., 2019, 

21, 19764-19771 with permission. Copyright © 2019, Royal Society of Chemistry. 
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7.1 Introduction 

The diversity of boron allotropes is fascinating. Containing one-dimensional, two-

dimensional, and three-dimensional structures in its arsenal, boron is one of the most 

prospective elements for material science. A wide range of structures, such as nanowires, 

nanotubes, clusters, fullerenes, and 2D sheets, has been studied both theoretically and 

experimentally in recent years.1–22 Unique electronic properties, such as Dirac cones, were 

found for several 2D boron allotropes.16,19 An even hotter topic is the search for two-

dimensional boron structures with magnetic properties due to their potential use in 

microelectronic and spintronic devices. Although the design of two-dimensional 

ferromagnetic materials is an extremely interesting and prospective topic, there are still 

few examples of theoretical23–35 and experimental36,37 reports. To the best of our 

knowledge, only one 2D material made of boron with magnetic properties has been 

predicted to date.20 However, it was shown that M-boron (a monolayer consisting of B20 

polyhedrons) should be an antiferromagnetic material with ferromagnetic surface ordering. 

Following the idea of constructing 2D materials from polyhedrons, we decided to test a 

monolayer material constructed from boron octahedrons. Three-dimensional bulk 

materials with octahedral B6 fragments were experimentally obtained previously. Their 

crystal structures always include a metal atom (Ca, La, etc.)38,39 because two electrons 

should be added to obtain a stable closo B6 structure according to Wade's rules.40,41 

However, in the current work we predicted a stable superoctahedral magnetic boron 

material without the inclusion of any metal atoms. Therefore, this material is the second 

example of magnetic boron and the first example of ferromagnetic two-dimensional boron 

ever predicted. 
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7.2 Computational methods 

All calculations for the solid state systems were performed using Vienna Ab initio 

Simulation Package42 (VASP) code with PAW43,44 pseudopotentials. The generalized 

gradient approximation (GGA) expressed by the PBE functional45 was applied. For the 

structure relaxation, a large 700 eV energy cutoff with a convergence threshold of 10−8 eV 

for the total energy was employed. The Brillouin zone was sampled by the Monkhorst–

Pack method46 with an automatically generated 31×31×5 Γ-centered k-point grid. To 

eliminate the interaction between 2D-B6 planes, the vacuum space was chosen to be 15 Å. 

The phonon dispersion was calculated via Phonopy code47 using a 4×4×1 supercell and a 

7×7×1 k-mesh. For more accurate calculation of the magnetism in the 2D-B6 unit cell, the 

state-of-the-art hybrid functional of Heyd, Scuseria, and Ernzerhof (HSE06)48,49 was used. 

The energy cutoff for these calculations was set to 500 eV, the energy convergence 

criterion was set to 10−6 eV and a 17×17×3 k-point grid was used. Band structure and DOS 

calculations for 2D-B6 were performed at the PBE functional level with an 800 eV energy 

cutoff. To explore the magnetic ordering within the 2D-B6 surface, optimization of the 

2×2×1 supercell in nonmagnetic (NM), antiferromagnetic (AFM), and ferromagnetic (FM) 

configurations was performed. 

To evaluate the thermal stability, ab initio Born–Oppenheimer molecular dynamics 

(BOMD) simulations for a 4×4×1 supercell (96 atoms) were carried out. The time of the 

simulation was set to 5 ps with a time step of 1 fs. To calculate the molecular dynamics at 

300 K, a longer time of 10 ps was set. Temperature control was performed using the Nosé–

Hover method.50 
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The solid-state adaptive natural density partitioning (SSAdNDP)51 algorithm was used 

to analyze the bonding pattern of the 2D-B6 structure. SSAdNDP follows an idea of the 

periodic NBO method52 and allowed us to obtain not only classical Lewis elements such 

as 1c-2e lone pairs and 2c-2e bonds but also delocalized bonding elements (nc-2e). A 

plane-wave calculation was performed using a 400 eV energy cutoff with a convergence 

threshold of 10−6 eV for the total energy and a k-point grid of 31×31×7. Then, plane-wave 

density was projected into the cc-pVTZ53 AO basis set. Previously, it was shown that the 

SSAdNDP is a powerful tool for analyzing chemical bonding in 2D materials.54–65 All 

optimized geometries and obtained bonding patterns were visualized by Vesta software.66 

The global minimum of a B6H4 cluster was found using the Coalescence Kick 

algorithm.67 Five thousand trial structures were generated and optimized at the PBE0/3-

21G level of theory68,69 for both singlet and triplet states. All structures within 20 kcal mol−1 

from global minimum (GM) were reoptimized at the PBE0/aug-cc-pVTZ level. The 

bonding pattern was obtained using the AdNDP algorithm70 as implemented in the AdNDP 

2.0 code.71 All calculations for molecules were performed using the Gaussian16 program.72 

All results of molecular calculations were visualized by ChemCraft 1.8 software. 

7.3 Results and discussion 

The optimized crystal structure of the 2D-B6 monolayer belongs to the P4/mmm 

crystallographic group. The unit cell consists of six boron atoms ordered in a slightly 

flattened octahedron. For this type of symmetric structure, we can distinguish two types of 

equivalent boron atoms (Fig. 7-1b). The BI–BI, BI–BII and BII–BII lengths within the unit 

cell are 2.08 Å, 1.69 Å, and 1.89 Å, respectively. In turn, the BII–BII length between two 

neighboring unit cells is 1.62 Å, which is the shortest distance within the whole structure. 
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The nature of these geometric features will be discussed below. For the magnetic 

properties, we found both nonmagnetic (NM) and ferromagnetic (FM) configurations of 

the unit cell. It is noteworthy to mention that the FM state is lower in energy than the NM 

state by 43 meV per atom; therefore, the former state represents the energetically more 

stable state of 2D-B6. However, from the structural point of view, these two configurations 

almost coincide. For comparison, the lattice constants, total energies, and atomic positions 

are given in Table 7-1. 

Because the magnetic properties of the designed material are our primary interest, we 

decided to study them at a more sophisticated level of theory. For a more accurate 

description of the magnetism, the HSE06 functional was used. The calculated magnetic 

moment per unit cell was found to be 1.59 μB. Notably, the magnetic moment is 

independent of the choice of density functional because almost the same results (1.56 μB) 

were obtained for the PBE functional. The spin charge distribution for the FM 2D-B6 sheet 

shows that the spin density is localized not only on the top and bottom boron atoms of the 

B6 octahedron but is delocalized through the structure (Fig. 7-2). This type of delocalization 

may result in the partial 1.59 μB magnetic moment per unit cell. To confirm the magnetic 

surface state, the 2×2×1 supercell of the 2D-B6 sheet with different magnetic ordering was 

analyzed (Fig. 7-3). We found that the FM surface state is the most stable configuration; it 

is 0.10 and 1.02 eV per supercell lower in energy than the AFM and NM states, 

respectively. Therefore, 2D-B6 is an exciting example of a ferromagnetic material with 

ferromagnetic surface ordering. 

The dynamic stabilities of the FM and NM configurations of 2D-B6 were tested by 

calculating their phonon dispersion curves and phonon densities of states. We showed that 
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there are no low-lying dispersion curves entering the imaginary region in the whole 

Brillouin zone for the ferromagnetic configuration (Fig. 7-4). The highest optical mode 

corresponds to in-plane vibrations and reaches ≈40 THz (1334 cm−1), indicating strong B–

B interactions. Interestingly, only the ferromagnetic configuration is dynamically stable, 

while the nonmagnetic state has a large imaginary mode corresponding to the out-of-plane 

vibrations of BII atoms (Fig. 7-5). 

In order to understand the electronic properties of the ferromagnetic 2D-B6 material, 

we calculated its electronic band structure and density of states (Fig. 7-6). We found that 

both the spin up and spin down electrons have bands crossing the zero-energy level. As a 

result, 2D-B6 has a nonzero density of states at the Fermi level. These facts prove that the 

2D-B6 sheet is metallic, without any band gap. For comparison, the previously predicted 

M-boron is an AFM semiconductor with an indirect band gap of 0.43 eV.20 

An essential property of a material suitable for practical applications is thermal 

stability. We performed spin-polarized ab initio Born–Oppenheimer molecular dynamics 

simulations at different temperatures (100 K, 300 K, and 450 K). The Nosé–Hover 

thermostat was used for temperature control. The time of the simulation was set to 5 ps 

with a time step of 1 fs. For the 300 K simulation, a longer time of 10 ps was chosen. A 

periodic 4×4×1 supercell (96 atoms) was used; this cell size is large enough to demonstrate 

the structure and magnetic properties during the simulation. In Fig. 7-7, the fluctuations of 

the total magnetic moment and the temperature are shown as a function of the simulation 

time. The average total magnetic moment retains a remarkably large value at the end of the 

simulations (25.4, 22.7 and 16.7 μB for 100, 300, and 450 K, respectively). After 5 ps for 

the 100 K simulations and 10 ps for the 300 K simulations, we found no significant 
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structure distortion (Fig. 7-8). However, during the 450 K simulation, the structure was 

only stable for 3 ps. After that time, drastic structural deformations were observed. Thus, 

the 2D-B6 structure is unstable at this high temperature; the octahedral fragments are 

distorted severely and transformed into planar isomers, leading to a noticeable decrease in 

the magnetic moment of the material (Fig. 7-7). The root-mean square deviations from the 

0 K bond lengths are 0.07, 0.14, and 4.61 Å for 100, 300 and 450 K, respectively. As a 

result of these calculations, we can declare that the ferromagnetic 2D-B6 monolayer 

survives at temperatures up to 300 K, which opens a wide variety of potential applications. 

However, we should mention that this temperature does not correspond to the Curie 

temperature because the molecular dynamics simulation does not include spin dynamics. 

The obtained results indicate the stability of the magnetic state with respect to structural 

deformations. 

Other important aspects of a promising material are its mechanical properties, which 

characterize the plasticity and elasticity of the material. The elastic constants, Young's 

modulus, and Poisson's ratio for the 2D-B6 monolayer are listed in Table 7-2 (only two 

elastic constants are presented because the structure is isotropic). The Young's modulus 

and Poisson's ratio were calculated according to the following formulas: 

 
𝑌2𝐷 =

𝑐11
2 − 𝑐12

2

𝑐11
 (I) 

 𝝂 =
𝑐12

𝑐11
 (II) 

The question of how to synthesize this material remains open for the moment. 

However, we hope that we are currently on the right track. Thus, studies on the preparation 
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of singly charged compounds containing an octahedral B6 fragment are underway.73 We 

believe that the results of this research will be helpful for the synthesis of 2D-B6. 

To obtain insight into the chemical bonding of the 2D-B6 monolayer, we firstly decided 

to analyze the bonding pattern for a model D4h-symmetric B6H4 cluster. For the spin state 

of the model cluster, we chose a triplet as the closest approximation to our ferromagnetic 

sheet. We should mention that the investigated structure has one imaginary frequency 

because it was forced to belong to the D4h symmetry group. The gradient descending along 

the imaginary frequency led us to the less symmetric Cs structure. However, this distortion 

is not significant for the exploration of chemical bonding, and in the subsequent discussion, 

the more symmetric structure will be considered for convenience. The analysis of the 

potential energy surface via the coalescence kick algorithm reveals that the distorted 

octahedral geometry of B6H4 is 5.9 kcal mol−1 higher in energy than the planar global 

minimum structure. However, the considered structure is still one of the lowest energy 

isomers for the chosen stoichiometry. In the gas phase, singlet state GM is more favorable 

than triplet GM by 9.3 kcal mol−1. For the octahedral structures as building blocks for the 

2D-B6 monolayer, the singlet structure is lower in energy by only 1.4 kcal mol−1. 

Obviously, in the crystal environment, the triplet state is stabilized because the calculated 

magnetic moment of the unit cell clearly indicates the presence of unpaired electrons; 

therefore, the bonding pattern for the triplet molecular cluster will be discussed. 

The results of the AdNDP analysis are presented in Fig. 7-9. The bonding pattern can 

be described as four classical two-centered two-electron (2c-2e) B–H σ-bonds with an 

occupation number (ON) of 1.99 |e|, six 6c-2e bonds with ON = 2.00 to 1.96 |e|, and two 

unpaired alpha electrons which form a 2c-1e B–B bond with ON = 0.98 |e| and a 6c-1e 
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bond with ON = 1.00 |e|. Unprecedently, the 1e bonds are perpendicular to each other; we 

have never observed this bonding feature before. 

Because it is not quite an intuitive result, we decided to build an evolution path of the 

chemical bonding picture from the well-known B6H6
2− cluster to the B6H4 species. The 

results can be found in the Supporting Information file of the original manuscript. The 

obtained bonding patterns for B6H6
2− and B6H4

2− as well as the comparison of MO energies 

pushed us to the conclusion that the presented bonding pattern is correct (Fig. S7–S10, in 

the Supporting Information file of the original manuscript). It is worth noting that we 

expected to find two 1c-1e bonds at the top and bottom apexes of the B6 unit (as was 

observed for the previously predicted M-boron20). However, during the structure 

relaxation, we observed a change in the energy of the molecular orbitals which led to the 

formation of two one-electron bonds perpendicular to each other. These bonds provide a 

slightly flattened geometry for this cluster. We will see below that similar one-electron 

bonds were also found in the 2D-B6 monolayer. These bonding elements are responsible 

for the ferromagnetic properties of this material. 

To determine the bonding picture in 2D-B6, we used the Solid State Adaptive Natural 

Density Partitioning (SSAdNDP) algorithm. Following the ideas extracted from the 

bonding of the B6H4 cluster, we obtained a very cognate bonding pattern for the solid state. 

The results of the SSAdNDP analysis for the spin up and spin down electrons are presented 

in Fig. 7-10. Each unit cell is bound with neighboring cells through classical 2c-2e B–B σ-

bonds with ON = 1.93 |e| (the equivalent of B–H σ-bonds for the cluster). The remaining 

electrons form eight delocalized six-centered one-electron bonds, which are responsible 

for the binding interactions inside each flattened octahedron. For the spin up electrons, we 
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found a 6c-1e bond with ON = 0.99 |e| (Fig. 7-10b) with a shape similar to the 2c-1e bond 

found in the B6H4 cluster. Indeed, the contributions of the two BI atoms to the six-centered 

bond were found to be 97%. Therefore, we can consider it as a pure 2c-1e bond. This 

chemical bond can cause flattening of the B6 octahedron. However, although the chemical 

bonding of the cluster and solid state coincide for several bonding elements, we noted that 

the last three 6c-1e bonds of the spin down electrons (Fig. 7-10o–q) behave differently. 

Instead of having one electron on each of the two 6c bonds (Fig. 7-10o and p), as is 

observed in the case of B6H4, we have almost equal low filling of three 6c bonds. The sum 

of the occupancies gives us about 2 electrons. This interesting behavior may be associated 

with more explicit degeneration of these orbitals in the case of the solid state. Despite the 

described discrepancies in bonding patterns, the calculation of the difference between the 

spin up and spin down occupancies provides us with a value of 1.58 |e|, which is in very 

good agreement with the calculated magnetic moment per unit cell (1.59 μB). 

7.4 Conclusions 

To summarize, we designed and computationally tested a novel ferromagnetic 

superoctahedral 2D boron material. Based on the phonon spectrum and molecular 

dynamics simulations, we managed to show that the 2D-B6 monolayer is dynamically and 

thermally stable. Moreover, it has substantial magnetic properties, and the calculated 

magnetic moment per unit cell was found to be 1.59 μB. The electronic structure indicates 

that this material is metallic, and its bonding pattern consists of classical 2c-2e bonds 

between unit cells; the chemical bonding inside of the unit cell almost completely consists 

of six-centered bonds, which are responsible for the magnetic properties. To the best of our 

knowledge, the material designed in our work is the second example of a magnetic 2D 
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sheet and the first example of a ferromagnetic metallic 2D sheet formed from pure boron. 

Therefore, we believe that this material is of great interest to modern material science, and 

its thermal and mechanical stabilities promise a wide range of applications once it is 

experimentally obtained. 
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Tables and figures 

 

Table 7-1. Lattice constants, atomic positions and total energies of the NM and FM 2D-B6 

monolayers. 

Configuration Type Atomic positions a (Å) b (Å) c (Å) Etot (eV per 

atom) 

FM BI (0.5, 0.5, 0.569) (0.5, 0.5, 0.431) 4.292 4.292 14.999 −5.762 

 BII (0.189, 0.5, 0.5) (0.811, 0.5, 0.5) 

(0.5, 0.189, 0.5) (0.5, 0.811, 0.5) 

    

NM BI (0.5, 0.5, 0.567) (0.5, 0.5, 0.433) 4.318 4.318 14.823 −5.719 

 BII (0.190, 0.5, 0.5) (0.810, 0.5, 0.5) 

(0.5, 0.190, 0.5) (0.5, 0.810, 0.5) 
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Table 7-2. The calculated elastic constants (cij, in N m−1), Young's modulus (Y2D, in N 

m−1), and Poisson's ratio (ν) of the 2D-B6 monolayer. 

 

Structure c11 c12 c66 Y2D ν 

2D-B6 150.06 −12.59 9.84 149.01 −0.08 
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Figure 7-1. (a) The top view of the 2D-B6 structure. The unit cell is shown with a green 

dashed square. (b) The side view of the 2D-B6 structure. The two different types of boron 

atoms are labeled BI and BII. (c) The angle view of the 2D-B6 structure. 
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Figure 7-2. Spin charge density distribution with isosurface 0.002 e/Å-3 for the 

ferromagnetic 2D-B6. 
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Figure 7-3. Magnetic ordering and relative total energies for the 2×2×1 supercell of the 

2D-B6 sheet. 
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Figure 7-4. Calculated phonon dispersion curves along the Γ–M–X–Γ path and phonon 

density of states for the ferromagnetic 2D-B6 material. 
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Figure 7-5. Calculated phonon dispersion curves along the Γ–M–X–Γ path and phonon 

density of states for the nonmagnetic 2D-B6 material. 
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Figure 7-6. Calculated electronic band structure along the Γ–M–X–Γ path and density of 

states for ferromagnetic 2D-B6. The red curves correspond to the spin up electrons, while 

the spin down electrons are illustrated with blue curves. The Fermi level is shown as a 

horizontal dotted black line. 
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Figure 7-7. Calculated fluctuations of the total magnetic moment and temperature vs. 

simulation time step at 100 K (left column), 300 K (center column) and 450 K (right 

column). 
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Figure 7-8. Top and side views of final frames of each MD simulation test at different 

temperatures. 
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e  

Figure 7-9. Overall chemical bonding picture obtained for the B6H4 cluster in the triplet 

state. The abbreviation ON denotes the occupation number of a certain bond. 
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Figure 7-10. Overall chemical bonding picture obtained for the 2D-B6 sheet. The results 

for the spin up and spin down electrons are presented separately. 
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CHAPTER 8 

SUMMARY 

With the development of computational resources and methods of quantum chemistry, 

calculations of molecular systems have become an everyday tool in the hands of chemists. 

Current algorithms have shown their computational affordability and, at the same time, 

accuracy in predicting chemical and physical properties of molecules. In turn, the language 

of chemical bonds remains a universal approach understood by all chemists. This fact 

creates a demand for interpretation of the results obtained from quantum chemical 

calculations in terms of intuitive chemical bonding description. 

This dissertation reports recent advances in the application of the concept of 

multicenter bonds in chemistry and materials science. The main advancement of this 

dissertation is the development of a general chemical bonding description of 3D Zintl 

clusters and cluster-based solids. In the first chapter, the new AdNDP 2.0 program was 

introduced. This program served as the main tool used in the course of this Ph.D. work. 

The new version of the program expanded the capabilities of the original method and added 

new features to the algorithm, such as distance restriction, symmetric direct search, analysis 

of unrestricted open-shell cases, and analysis of the chemical bond of molecules in excited 

electronic states. All the features listed above have expanded the possible areas of 

application of this algorithm. It has also been shown that analysis of the chemical bonding 

of excited states can predict the subsequent structural deformation that a molecule will 

undergo. This finding may be useful for photochemistry, photoelectron spectroscopy, 

electron spectroscopy, and other methods involving electronic excited states. 
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Using the methods of quantum chemistry and in particular the ADNDP algorithm, in 

the fourth chapter I deciphered the chemical bonding patterns of nonagermanide clusters - 

species whose structural motifs are found in a huge number of synthesized complexes and 

materials. Using structural experimental data, I analyzed several model nonagermanide 

clusters (C4v/D3h-[Ge9]
4−, [Ge9{P(NH2)2}3]

−, Cu[Ge9{P(NH2)2}3], 

Cu(NHC)[Ge9{P(NH2)2}3]). As a result of this work, a simple and chemically intuitive 

picture of the chemical bond was found, which explains the diversity of chemically active 

sites in nonagermanides and the coexistence of two forms of the Ge9 cluster (C4v and D3h 

symmetric). 

In the next three chapters, we have tried to extend the application of the chemical 

bonding models proposed in Chapter 3. In this part of my dissertation, our scientific group 

worked in close collaboration with experimentalists, in particular with a wonderful and 

talented synthetic chemist, Professor Zhong-Ming Sun (Nankai University, China). As a 

logical continuation of the work on nonagermanide clusters, we, as theorists, wanted to 

find an example of a cluster where two competitive structural motifs (D3h and C4v Ge9) 

coexist. Finding such a cluster would further confirm the correctness of our conclusions 

drawn in Chapter 3. Luckily, Professor Sun's group succeeded in synthesizing a [Ge24]
4-

clusster that contained these two structural motifs. After analyzing the chemical bond of 

this cluster, we showed the presence of similar bonding patterns that were predicted in our 

previous work. Moreover, this germanium cluster, at the time of publication, was the 

largest continuous germanium cluster synthesized, which also serves as an excellent object 

of study on how the structural transition from medium-sized clusters to solid-state structure 

occurs. 
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In Chapter 5, clusters of isoelectronic to germanium element, tin, was studied. Our 

collaborators synthesized an inverse sandwich-type cluster ({[K2ZnSn8(ZnMes)]2}
4−), 

where two square antiprismatic Sn8 fragments were capped with zinc atoms. As in the case 

of nonagermanides, we found the presence of local sigma aromaticity in Sn8 fragments and 

showed that electron delocalization to zinc atoms plays an important role in the 

stabilization of the antiprismatic fragment. In a follow-up study described in Chapter 6, we 

also explored the importance of electron delocalization to transition metal atoms in Zintl 

clusters. In this study, we analyzed the chemical bonding in newly synthesized 

supertetrahedral clusters [Zn6Ge16]
4− and [Cd6Ge16]

4− that were directly assembled from 

[Ge4]
4− units and transition metal cations (Zn2+ and Cd2+). Using AdNDP, ELF analyses, 

and DFT calculations, we have shown that the three-center two-electron bonds in Ge2Zn 

and Ge2Cd triangles play a vital role in stabilizing the entire structure. Thus, the stability 

of the [Zn6Ge16]
4− and [Cd6Ge16]

4− clusters may not be ascribed to pure ionic interactions 

of metal cations stabilizing the [Ge4]
4− anionic tetrahedra and the appreciable covalent 

character could be found due to the delocalization over the metal atoms. The self-assembly 

process, as well as the peculiar picture of chemical bonding, opens up possibilities for the 

synthesis of new ligand-free metal-framework-base materials. 

In the final study of this dissertation, described in Chapter 7, we predicted a new two-

dimensional magnetic boron material composed of 3D octahedral B6 clusters. The 

monolayer possesses ferromagnetic properties and could be potentially used in spintronic 

devices. Moreover, the ferromagnetic 2D-B6 layer is found to be thermally stable up to 

300K, representing the first example of ferromagnetic boron material stable at ambient 

temperature. The ferromagnetic properties of 2D-B6 are perfectly predicted and explained 
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via the chemical bonding patterns of their structures, illustrating that the description of 

solids in terms of chemical bonding is an effective tool for designing new materials with 

specific properties. 
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