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Abstract: Several methods allow accurate measurement of terrain surface motions. Global navigation
satellite systems (GNSSes) and interferometry with synthetic aperture radar (InSAR) stand out in
terms of measurement accuracy among them. In principle, both methods make it possible to evaluate
a three-dimensional vector of the motion of points on the terrain surface. In this work, we dealt with
the evaluation of motions in the up–down (U–D) and east–west direction (E–W) over underground
gas storage (UGS) from InSAR. One crucial step in breaking down PSInSAR line of sight (LOS)
measurements to U–D and E–W components is getting time series derived from individual tracks
to the same time frame. This is usually performed by interpolation, but we used an innovative
approach: we analyzed individual time series using the Lomb–Scargle periodogram (LSP), which
is suitable for periodic noisy and irregularly sampled data; we selected the most significant period,
created LSP models, and used them instead of the original time series. Then, it was possible to
derive time series values for any arbitrary time step. To validate the results, we installed one GNSS
receiver in the Tvrdonice UGS test area to perform independent measurements. The results show a
good agreement in the evaluation of motions by both methods. The correlation coefficient between
horizontal components from both PSInSAR and GNSS was 0.95 in the case of the E–W component,
with an RMSE of 1.75 mm; for U–D they were 0.78 and 2.35 mm, respectively. In addition to comparing
the motions in the U–D and E–W directions, we also created a comparison by converting GNSS
measurements to a line of sight of the Sentinel-1 satellite to evaluate the conformity of InSAR and
GNSS measurements. Based on descending track, the correlation coefficient between LOS from both
methods is, on average, 0.97, with an RMSE of 2.70 mm.

Keywords: permanent scatterer; PSInSAR; line of sight; GNSS; horizontal ground motion; under-
ground gas storage

1. Introduction

Radar interferometry is a widely used technique of aerial monitoring of slow motions
on the Earth’s surface. It can provide valuable information on the behavior of an under-
ground geological structure, whether it is used as a source of water, oil, or gas, a CO2
storage space, or, for example, as an underground gas storage facility (UGS). The periodic
motions of the Earth’s surface enable, among other things, detection of unused parts of the
reservoir, reactivation of faults, or failure of wells, and can be used for tuning, verification,
and validation of geotechnical models of underground geological structures in which UGS
facilities are built [1–5]. The great advantage of this method is the aerial coverage, the detail
of the description in space, high sensitivity, and the ability to monitor the development of
terrain surface shifts over time. The disadvantage is the small detail in the time dimension
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because repeated data collection is performed in a period from days to weeks. A lack of
well-reflecting surfaces that can function as permanent scatterers (PSes) can be a limitation.

The advantage of global navigation satellite system (GNSS) technology is that it is an
independent, very accurate method, allowing detailed data to be collected over time [2,6,7].
Its disadvantage is its ability to cover the studied area only with a sparse network of points
due to the high costs associated with the installation and long-term operation of GNSS
reference stations [8,9]. For example, [1] used a network of 39 GPS (global positioning
system) receivers for benchmarking. He compared the average time series of deformations
from PS points in a radius of 100 m around the GPS receiver with the measurements from
this receiver. Both measurements were evaluated relative to the selected reference point. In
the case of InSAR, using a reference point is directly part of the method; in the case of GPS
measurements, selecting one of the 39 receivers as a reference point was necessary. The
horizontal displacement rates measured by InSAR agreed with GPS measurements within
1.8 mm a year, and the vertical displacement rates agreed within 4.8 mm a year [1]. A worse
result in the vertical direction may be explained by the general lower quality of GNSS
in determining the vertical component than in the case of the horizontal components. In
contrast, in the case of InSAR, higher accuracy can be expected in the vertical direction [10].

In radar interferometry, the change in distance between the satellite and the monitored
point on the surface is evaluated, i.e., the change in their distance in line of sight (LOS),
which is one-dimensional [1]. However, the motion of the terrain surface, caused for
example by underground processes, is three-dimensional. The one-dimensional nature of
LOS implies that it is not easy to obtain a complete 3D description of terrain motion. For
this reason, the direct use of LOS for vertical motion can lead to misinterpretation of the
results. In addition, a simple conversion of LOS to vertical motion by cosine transformation,
which completely neglects the horizontal component of motion, can lead to erroneous
conclusions [5,11].

However, concerning measurement geometry and orbiting satellite motion, measured
displacements in LOS can be broken down into three directions by combined processing
of data obtained on both ascending and descending satellite tracks [2,11,12]. Given the
orbits of the satellites, which are usually sub-polar, the method is relatively sensitive
to horizontal motions in the east–west (E–W) direction but is almost insensitive to the
motions in the north–south (N–S) direction (except for polar areas). Therefore, it is not
possible to evaluate the complete horizontal motion vector of the monitored point from the
measurement. However, even the E–W component itself can, in some situations, provide
interesting information about the behavior of the area over time. For example, this method
can describe, in more detail, the deformation of the east or west-facing slopes in the E–W
direction. The same applies to areas above underground gas storage. They are usually flat,
and the E–W component could provide at least partial information about the behavior of the
overburden of the UGS’s geological structure during the natural gas injection/withdrawal
cycle. The same applies for geological faults that intersect the monitored area.

The problem of motion vector breakdown from the LOS direction into its compo-
nents is not new; it was first addressed by Hoffmann and Zebker [13] and especially by
Wright et al. [14], and then, for example, by [1,2,11,15].

Among other things, the evaluation of 3D terrain displacements is used for tuning,
verifying, and validating the geomechanical model of the studied geological structure [1,10].
However, recently the inverse approach has emerged—the use of a deformation model
based on knowledge of the change in the volume of underground fluids, based on Green’s
function, which allows the use of a single-track LOS to derive a 3D vector of motion of the
terrain ([16] in [17]). However, the necessary condition is the existence of a geomechanical
model of the storage structure.

Some papers have also compared the E–W component of displacement obtained from
PSInSAR with GNSS measurements. They were typically focused on monitoring motions
of the area affected by subsidence, e.g., due to excessive groundwater withdrawal [18],
hydrocarbon production [1], or underground coal mining [2,11]. Studies can also be found
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that deal with comparing landslides measurement results using GNSS and InSAR or the
integration of measurement results obtained by both methods [8,19–22]. However, only a
few papers so far have dealt with long-term monitoring of the cyclical horizontal motion
of the terrain above an underground gas storage and its relation to the area’s geology,
e.g., [23,24].

Horizontal terrain displacements induced by the injection/withdrawal of natural gas
head toward the place with the most significant pressure drop, i.e., roughly to the center of
the UGS (or perpendicular to the longitudinal axis of the UGS in the case of an elongated
structure, as in the studied Tvrdonice UGS) during the withdrawal, and in the opposite
direction from the center of the UGS at the time of injection. The magnitude of displacement
and the size of the affected area are influenced by the deposition depth of the UGS storage
structure and its geometry and the geomechanical properties of the storage structure and
surrounding rocks, as well as changes in pore pressure in the storage structure during the
injection/withdrawal cycle [10].

Our research was focused on a comprehensive area evaluation of periodic horizontal
(E–W component) and vertical (U–D component) displacements over the selected UGS
based on PSInSAR processing of freely available Sentinel-1 images. The analysis of their
periodic character was based on obtaining E–W and U–D components by combined pro-
cessing of time series of measurements in satellite line of sight (LOS) taken on ascending
and descending tracks. For their necessary conversion to the same time frame, we used
the Lomb–Scargle periodogram and models derived from it, with which we replaced the
original time series. We also focused on the interpretation of the results in the context of
UGS activity and the geological structure of the monitored area. The obtained results from
monitoring the displacements of the Earth’s surface were validated against independent
GNSS measurements.

2. Materials and Methods
2.1. Area of Interest

The area of the Tvrdonice UGS, located in the Czech Republic in southern Moravia
near the borders of Slovakia and Austria, was selected for our study. It is in the relatively
flat terrain of the northern outcrop of the Vienna Basin, which is filled with sediments
of the Middle and Upper Miocene. It is known for the abundant occurrence of smaller
deposits of lignite, oil, and gas [25]. The Tvrdonice UGS itself is built in a depleted oil and
gas reservoir. Storage horizons are located at 1050 to 1500 m below the surface. The storage
structure is a semi-domed trap elongated in the north-northeast–south-southwest direction.
It is bordered from the east-southeast by the Lanžhot-Hrušecký fault, and on the opposite
side, it gradually wedges towards the west-northwest. The UGS was commissioned in 1973
(https://www.rwe-gasstorage.cz/o-nas/nase-zasobniky/Tvrdonice (accessed on 22 May
2022)). 111 injection/withdrawal and monitoring wells are located on the UGS territory
(http://muzeumropy.cz/tvrdonice/ (accessed on 22 May 2022)). A permanent GNSS
reference station (Figure 1) was established near the center of the UGS for our research.

We compiled a theoretical filling curve for the UGS, verified by the course of fullness
cycles of the so-called virtual UGS defined for the Czech Republic [26]. The whole cycle
usually starts at the turn of April to May, initiating with gas injection into the UGS, and
the injection is usually over at the turn of October to November, when withdrawal starts.
Figure 2 displays the theoretical course of the injection and withdrawal cycle at the UGS [27].

However, the actual start and end of the injection or withdrawal depend on current
natural gas consumption and can significantly differ from the given dates. For example,
from 2011 to 2022, the minimum fullness of the virtual UGS ranged from 26 March to 1
May, and the maximum fullness ranged from 6 October to 9 December. Therefore, the
working cycle period may not be exactly 365 days; in our case, it fluctuated from 342 to
388 days [26].

https://www.rwe-gasstorage.cz/o-nas/nase-zasobniky/Tvrdonice
http://muzeumropy.cz/tvrdonice/
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2.2. Satellite Radar Data Used

Satellite radar data from the Sentinel-1 mission are available for the area of interest
(Tvrdonice UGS) from ascending track A73 and descending tracks D22 and D124 (Table 1).
Our monitoring was realized for the period from October 2014 until December 2021. Data
were collected in 12- or 6-day intervals depending on satellite availability. There were also
few gaps in the data due to missing or damaged images. Figure A1 in Appendix A shows
star graphs displaying the temporal/perpendicular baseline distribution between images
for individual tracks.

Table 1. Sentinel-1 mission data used in this study.

Track Primary Image From To Number of Images

A73 16 April 2018 10 October 2014 20 December 2021 366
D22 1 April 2018 7 October 2014 29 December 2021 363
D124 25 July 2018 14 October 2014 18 December 2021 361

2.3. Radar Interferometry

Satellite radar data processing by interferometry requires using at least two radar images.
One is called the primary image, and all the others are called secondary images. The primary
image is usually taken before the monitored event or at the beginning of the monitoring;
all the others are secondary. Subsequent processing and results relate to the primary image.
In the case of processing two images, it is possible to derive a digital surface model. When
processing the time series of images, monitoring dynamic surface changes, such as glacier
movement, landslides, mining works, mined areas, UGSes, and others, is possible [28].

2.3.1. Permanent Scatterer Interferometric Synthetic Aperture Radar

Permanent (persistent) scatterer interferometric synthetic aperture radar (PSInSAR) is
one of the methods for processing a long time series of images (tens or hundreds of them).
It is a technique where a time series of input radar images allows an identification of points
representing permanent scatterers (PSes) of a radar signal. For each PS, it is possible to get
a time series of its displacements in the direction of the satellite LOS with an accuracy of
millimeters [29].

PSes are points on the terrain or infrastructure that are least affected by temporal
and geometric decorrelations, i.e., pixels with stable backscattering of the radar signal
over a long time. At the beginning of the processing, permanent scatterer candidates
(PSCs; [30,31]) are selected based on the observed amplitude. Then, their displacement is
estimated, together with other factors such as height correction, atmospheric contribution,
and noise. Out of the pool of candidates, PSes are typically selected based on noise level,
represented, e.g., by coherence. However, in the case of monitoring periodic motions,
filtering according to coherence is not performed—PS points exhibit lower coherence
precisely with respect to periodic motions, and therefore they would be excluded.

PSInSAR technique is implemented, for example, as open-source in SALSIT (small area
least-squares InSAR tool; https://www.insar.cz/salsit.html (accessed on 22 May 2022)) and
StaMPS (Stanford Method for Persistent Scatterers; https://github.com/dbekaert/StaMPS
(accessed on 22 May 2022), or in the commercial processing software SARPROZ (SAR
PROcessing tool by periZ; https://www.sarproz.com/ (accessed on 22 May 2022)).

The implementation in SALSIT was chosen for our processing. The pre-processing took
place in SNAP (Sentinel Application Platform; https://step.esa.int/main/toolboxes/snap/
(accessed on 22 May 2022)), a software tool for data processing of the Sentinel program
developed by the European Space Agency (ESA).

2.3.2. Pre-Processing and Processing PSInSAR

InSAR pre-processing and the following processing were performed burst-wise. Image
coregistration was performed in the SNAP software, using a pre-defined XML graph

https://www.insar.cz/salsit.html
https://github.com/dbekaert/StaMPS
https://www.sarproz.com/
https://step.esa.int/main/toolboxes/snap/
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(see Figure 3). The coregistration was performed based purely on precise orbit information.
All images were coregistered with regard to the primary image, and interferograms were
also created with regard to the primary image. PsInSAR processing was then performed in
octave-based SALSIT software.
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Figure 3. SAR image processing flowchart.

Atmospheric disturbance is characterized as slowly changing in space and quickly
changing in time. Atmospheric delay is estimated based on the phase residues from the pre-
liminary processing. Atmospheric delay subtraction was performed after the atmospheric
phase determination. The estimated atmospheric delay was subtracted from the original
coregistered interferograms.

Generally, the SALSIT was run three times with slightly different parameters and inputs:

1. PS processing for points with the highest quality;
2. Atmospheric delay estimation based on the residues estimated on these points, atmo-

spheric delay subtraction;
3. PS processing for the same point set;
4. Densification of the PS network: processing lower-quality points with regard to

high-quality points in their vicinity.

Displacement standard deviation (S0 [mm]) was calculated for individual points
during SW SALSIT processing. These deviations are affected by unwrap errors and periodic
point movement, as SALSIT compares the measured data with a linear model (see Table 2).

Table 2. Displacement standard deviation (S0 [mm]) of points calculated for individual tracks.

Track A73 D22 D124

Num. points 7096 6589 8376
Mean S0 [mm] 1.85 1.84 1.84
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2.3.3. Satellite Line of Sight Geometry

The limiting factor of radar interferometry is that it is only able to measure terrain motion
towards or away from the satellite [14]. Therefore, it allows for generating time series of
displacements only in the satellite LOS direction. Unfortunately, this one-dimensional infor-
mation does not always provide sufficient information to detect, e.g., potential disasters [17].

Let us suppose measurements in LOS from ascending and descending tracks are
available. Theoretically, it is possible to create a local displacement field for the monitored
area in all three dimensions, which can significantly improve our understanding of the
behavior of the studied area [10]. In practice, because current SAR satellites are located
only on sub-polar solar-synchronous orbits and the LOS is perpendicular to the orbit,
InSAR is very sensitive to U–D and E–W shifts but is almost insensitive to shifts in the N–S
direction [2,10,11,32].

To make the combined processing of LOSes from ascending and descending tracks
possible, it is necessary to resample measurements that take place at different times and
different PS points to the same places and at the same times [4]. In the spatial domain, a
regular grid of patches is used for resampling, with the fact that only those patches that contain
at least one measurement in the ascending and one in the descending track are processed.

Resampling in the time domain was ensured by substituting the original time series
with their models obtained from the Lomb–Scargle periodogram (LSP; see below) and
representing only the periodic component. These models derived time series values for the
same time points with a step of 6 days [33].

The great advantage of this approach is that it allows even merging of data acquired
by completely different SAR sensors [10,24].

InSAR measurements are expressed as a shift in the satellite LOS. The LOS geometry
is defined by the incidence angle θ (angle between the local zenith and the satellite view)
and the heading (azimuth) of the satellite α (Figure 4).
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The displacement of a point located on the terrain surface measured by InSAR is
influenced by E–W and U–D components only. Therefore, according to [4,11,34], we can
express the shift in the LOS direction as follows:

DLOS = DEWSEW + DUDSUD, (1)

where DLOS is the shift in the LOS direction, DEW and DUD are the shifts in the respective
directions, and SEW and SUD are the sensitivity parameters for the particular directions.

For satellites on ascending and descending tracks, we can write [34]:(
DLOS, asc
DLOS, dsc

)
=

(
SEW,asc SUD,asc
SEW, dsc SUD,dsc

)(
DEW
DUD

)
(2)

Sensitivity parameters for particular directions can be written as sensitivity matrix S [34]:

S =

(
− sin θasc cos αasc cos θasc
− sin θdsc cos αdsc cos θdsc

)
(3)

and Equation (2) as: (
DLOS,asc
DLOS,dsc

)
= S

(
DEW
DUD

)
(4)

Teatini et al., in [10], have shown that when there is a motion in the N–S direction of
10 mm, the U–D component is subject to an error of up to 1 mm, and the effect on the E–W
component is less than 0.1 mm. Therefore, neglecting the N–S component does not usually
affect the estimates of the other two components.

From Equation (4), it is possible to deduce:(
DEW
DUD

)
= S−1

(
DLOS,asc
DLOS,dsc

)
(5)

For combined processing of data from ascending and descending tracks, a primary
grid was created for the Tvrdonice UGS area and its surroundings, which corresponded
to the extent of PSes from track D22, with a patch size of 120 × 120 m. From this grid,
we deleted patches that did not contain at least one PS from the measured ascending and
descending tracks, and on the contrary, we manually added patches that did not match the
patches of the original grid but contained at least the required number of PS points from
both directions of scanning. These patches were defined so that they did not overlap with
others. An example is cell 856 in Figure 5.

Data for individual tracks were recorded at different times. In order to achieve the
coincidence of the processed data, the data for individual directions were substituted by a
model from which the searched values were interpolated. The models were calculated by
the LSP (see Section 2.3.3) [33].

The reference calendar date 15 July 2018 was chosen in the calculation. The value
of this calendar date for each PS time series was subtracted from the entire time series,
i.e., this date was set to zero. Subsequently, the time series corrected this way were
input into the calculation. The calculation was performed separately for each date in the
time series.

2.3.4. Extraction of the Periodic Component from the PS Time Series

We needed to obtain information related to the periodic motion of the terrain caused
by the cyclic activity of the UGS by extracting the periodic component from data describing
the behavior of individual PS points.

The data relating to each PS can be viewed as a time series of measurements. Each
time series can be split into several components [35]: the long-term trend, the seasonal
component, the periodic component, and the irregular component. We did not anticipate
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a long-term trend in the case of time series related to UGS. The monitored UGS went
through dozens of injection/withdrawal cycles, so it can be assumed that the area is already
stabilized; time series visualizations confirmed this (see Figures 6 and 7). If it still appeared
in the data, it was eliminated in subsequent processing.

The seasonal component is caused by annual temperature changes and is almost syn-
chronous with the periodic component, carrying information about the periodic behavior
of the terrain above and around the UGS caused by its cyclical activity. Therefore, these
two components cannot be easily distinguished. On the other hand, as follows from [27],
the seasonal component is negligible compared to the periodic component, so we did not
consider it further.

The irregular component (noise) can be removed, for example, by a moving average
(provided that unwrapping errors [36] do not occur in the data or are removed). This step
is especially very suitable for visualization needs [26].
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Figure 7. Time series of PS point 173,697 (track D124) displacement in LOS and model based on
periodogram (a) and corresponding Lomb–Scargle periodogram (b). The significant periodicity of
the point was identified with a period of around 380 days.

The subject of our interest was periodic terrain motions caused by cyclic injection/
withdrawal of natural gas to/from the UGS and represented by the periodic component of
the processed time series. Therefore, we needed to extract this component from the time
series. For this purpose, we could use fast Fourier transformation (FFT), which can break
down the periodic component into individual partial periodic signals—partial components.
FFT is especially suitable for time series with regular sampling. In our case, however, this
condition was not met: the sampling step in the processed data changed (6 or 12 days
depending on the availability of satellites), and there are also gaps in the time series due to
unavailable data. Therefore, we looked for a suitable method applicable to an irregularly
sampled time series. We found it in the Lomb–Scargle periodogram (LSP) ([37,38] in [39]).
The LSP makes it possible to find and test the significance of individual constituents of the
periodic component contained in an irregularly sampled signal burdened by noise. The
result of the processing was a periodogram representing the periodic signal components
(Figure 8).
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Figure 8. Lomb–Scargle periodogram for a time series of one PS point with an indication of the
annual period corresponding to one injection/withdrawal cycle (adjusted according to [27]).

The peaks of the periodogram correspond to the significant frequencies of the signal,
and therefore the resulting periodogram can be used to construct a model that best matches
the data. For each significant constituent of the periodic component, it is possible to
construct a model in the form of a sinusoid, the amplitude of which corresponds to the
degree of its agreement with the data (using library LombScargle, https://docs.astropy.
org/en/stable/timeseries/lombscargle.html (accessed on 22 May 2022)). Theoretically, it
is possible to construct a model as the sum of individual sinusoidal models. However, in
our case, only one sinusoidal model was used, corresponding to a period approaching one
year. It thus represented the periodic component of the signal, which was the subject of our
interest. After all, its power was always the largest in the data we processed (with a level
of significance higher than 95%); significant periods of 6 and 12 days, often found in the
data and corresponding to sampling periods, were neglected. No other significant period
occurred in the data of any processed PS point (Figure 8).

2.4. GNSS Measurements
2.4.1. GNSS Data Collection and Processing

Data obtained by GNSS can be used to determine the validity of the LOS decomposi-
tion results into U–D and E–W components. The GNSS reference station abbreviated TVRN
was installed on 8 October 2019 on a building in an industrial area situated approximately
750 m east of the main UGS ground facility, nearly in the center of the UGS (see Figure 1).

The GNSS reference station TVRN was equipped with a geodetic-grade GNSS receiver
(TPS GB-1000) with a choke-ring antenna (TPSCR.G3 TPSH). The receiver was placed
inside a building to log raw observation data from GPS and GLONASS satellites in a 30 s
interval. GNSS data collection was running smoothly during the measurement period, with
occasional outages, as shown in Table 3. Continuous data collection was realized until the
end of April 2022; however, only the data to 8 February 2022 were processed for this study.

Table 3. Completeness of GNSS data collection at station TVRN over individual months between
October 2019 and April 2022.

% of Collected Data Number of Months

100 24
95–99 4
90–94 0
80–89 3
<80 0

Total sum 31

https://docs.astropy.org/en/stable/timeseries/lombscargle.html
https://docs.astropy.org/en/stable/timeseries/lombscargle.html
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GNSS data processing was realized in Bernese GNSS Software 5.2 [40] using the
network solution based on double-differenced observations. Basic information about the
processing settings is given in Table 4. A regional network of 20 GNSS stations across
Europe was set up (see Figure 9). Stations with longer distances from the Czech Republic
were chosen to de-correlate station heights and tropospheric parameters.

Table 4. Basic settings of final GNSS data processing.

Constellation GPS+GLONASS

Precise products CODE final [40]
Observation sampling rate 180 s
Elevation cutoff angle 3◦

Tropospheric mapping function VMF1 [41]
ZTD/tropospheric gradient estimation interval 1 h/3 h
Ionosphere ionosphere-free linear combination
Antenna phase center correction absolute IGS 14 model
Ocean loading applied (FES2004)

2.4.2. Conversion of GNSS Measurements to PSInSAR LOS

To compare GNSS and PSInSAR, it was necessary to convert their outputs to compara-
ble quantities and directions. In principle, it is possible to compare E–W and U–D from
InSAR with E–W and U–D from GNSS or to convert 3D GNSS measurements to 1D LOSes
and compare them with LOSes from InSAR [8,42].

The comparison of E–W and U–D can be made directly. If comparing in the LOS
direction, the DGNSS has to be converted into DLOS using Equation (1). For comparison,
the time series of both methods must be corrected by their average so that the averages of
the compared time series are equal to zero.
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3. Results
3.1. Time Series of GNSS Data

At the time of the GNSS reference station installation, the UGS was probably filled
with gas and prepared for the 2019/2020 heating season. Higher altitude of terrain (and
GNSS reference station; see Figure 10) could be expected during the first months of the
processed period, followed by a decrease in height related to gas withdrawal during winter
and early spring. Later, during summer and the beginning of autumn, a rise in terrain and
GNSS reference station height could be expected related to gas injection in preparation for
the heating season.

To check the possibility of horizontal motion over the UGS, we plotted time series of
position changes of the TVRN and other processed GNSS stations in the directions N–S
and E–W. Figure 10 shows these time series together with height changes for GNSS stations
TVRN, TUBO (located in Brno city, approximately 50 km from TVRN), GOPE (located in
Ondřejov city, approximately 205 km from TVRN), and CFRM (located in Frydek-Mistek,
approximately 140 km from TVRN). This figure clearly shows that the position of TVRN
was periodically changing in latitude, longitude, and height, while the position of the other
three stations was not changing systematically. As the periodic motion was found only
for station TVRN out of all twenty processed GNSS stations, it probably corresponded to
actual station motion.

The colder the winter is, the higher the expected gas consumption for heating, and
therefore higher terrain height changes occur. Figure 11 shows mean monthly temperatures
in the southern Moravian region between January 2019 and April 2022. During winter
2019/2020 and early spring 2020, temperatures were often well above the long-term average.
Overall, the 2019/2020 winter was mild. On the contrary, temperatures were around or
below the long-term average during 2021. The described situation not only related to the
southern Moravia region but to the whole Czech Republic and Europe (see, e.g., https://
www.eumetsat.int/february-2021-very-cold-first-half-europe-and-north-america (accessed
on 7 June 2022)). It meant higher gas consumption from the Tvrdonice UGS and, therefore,
higher terrain changes could happen in the second half of the 2020/2021 heating season
compared to the 2019/2020 one. However, this is only an assumption as data describing the
actual situation within the UGS were unfortunately not available for this study.
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Figure 11. Mean monthly temperatures in the southern Moravian region in 2019, 2020, 2021, 2022, and
long-term 1981–2020 monthly means. Source: Czech Hydrometeorological Institute, https://www.
chmi.cz/historicka-data/pocasi/uzemni-teploty (accessed on 30 May 2022; in Czech).

3.2. Comparison of GNSS with PSInSAR in LOS

In order to take into account both vertical and horizontal motion in the studied area
and properly compare the results of InSAR and GNSS techniques, GNSS TVRN’s 3D
position changes were converted into a satellite LOS direction of all processed Sentinel-1
tracks. Therefore, the GNSS TVRN results evaluated below are as they would be seen by
Sentinel-1 satellites from their tracks. Moreover, GNSS time series were smoothed by a
floating average computed over 35 days to compare them with the PSInSAR time series.

The GNSS time series was converted to LOS according to Equation (1). To convert to
LOS, we needed to know the heading (azimuth) α and the incidence angle θ. We used the
heading available in the primary image annotation for our calculation. The incidence angle
was calculated using the position of the station and the ephemeris in the primary image
annotation. From both angles, we could derive the necessary sensitivity parameter for each
direction (Table 5).

Figure 12 shows the time series in LOS for the GNSS and InSAR outputs for all three
tracks. Since there was no PS point near the GNSS station in the ascending track, we chose
patch 597 at the GNSS station for comparison—see Figure 5.

For individual tracks, we calculated RMS errors and correlation coefficients between
GNSS and PSInSAR results (see Table 6).

It can be seen from Figure 12 and Table 6 that for the LOS for track A73, the horizontal
and vertical components of the motion compensated for each other due to the geometry
of the setting, in contrast to both descending tracks. The RMSEs for the LOSs came out
to around 2.75 mm for all tracks. The correlation coefficient reached almost 1.0 in the
descending tracks, while no correlation between the two techniques was found in the
A73 track. This situation can be attributed to the minimal absolute range of values (no
periodicity) in track A73, where the statistical evaluation was more influenced by noise in
both the InSAR and GNSS time series. A comparison of displacement measurement between
GNSS and PSInSAR can also be shown in the scatter plot—see Figure A2 in Appendix B.

To further study the behavior of PS points from both tracks and confirm the results
shown above, we have plotted their time series over an entire processed InSAR period
spanning almost seven years. In track A73, no statistically significant annual period was
found using the Lomb–Scargle periodogram for the evaluated PS point (see Figure 6
showing point 94,120). On the other hand, a statistically significant annual period was

https://www.chmi.cz/historicka-data/pocasi/uzemni-teploty
https://www.chmi.cz/historicka-data/pocasi/uzemni-teploty
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identified for both points from the D124 and D22 tracks (see Figures 7 and 13 showing
point 173,697 and point 53,195, respectively); for all point locations, see Figure 14.

Table 5. Values of sensitivity parameters for conversion of GNSS to satellite LOS.

Track Swath Incidence
Angle [deg] Heading [deg] SEW SNS SUD

A73 2 39.19 −14.68 −0.61130 −0.16014 0.77502
D22 1 30.93 −165.35 0.49735 −0.13001 0.85776

D124 2 40.43 −165.19 0.62709 −0.16580 0.76109Remote Sens. 2022, 14, x FOR PEER REVIEW 17 of 27 
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Table 6. RMS errors for each calculated direction.

Direction (LOS) RMSE [mm] Correlation Coefficient

GNSS to A73 2.81 0.01
GNSS to D22 2.50 0.98

GNSS to D124 2.87 0.96
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As can be seen from Table 1, the modelled data had to be truncated in the range from 

14 October 2014 to 18 December 2021 (which corresponds to the most extended time series 

Figure 13. Time series of the displacement of PS point 53,195 (track D124) in LOS and model based on
period-gram (a): blue crosses show the PS time series; the red line shows the model created according
to the significant period shown by the red point in the graph (b), which shows the corresponding
Lomb–Scargle periodogram. The significant periodicity of the point was identified with a period of
around 372 days. (Adjusted according to [26] (processed longer time series)).
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Figure 14. Position of PS points from the InSAR processing near the GNSS TVRN station (green
cross). Points from ascending track A73 are shown in yellow, points from descending track D124 in
blue, and descending track D22 in red.

3.3. Comparison of E–W Displacement from PSInSAR and GNSS

As can be seen from Table 1, the modelled data had to be truncated in the range from
14 October 2014 to 18 December 2021 (which corresponds to the most extended time series
covered by all tracks). The model derived from the periodogram can be seen in Figure 13,
marked by a red line.

In the next step, the displacement in the U–D and E–W directions was calculated for
each patch with PSes according to Equation (4). A total of 501 patches were processed
above the UGS and in a four-kilometer neighborhood around the reservoir (Figure 5).

After conversion to the U–D and E–W directions, we compared the values from InSAR
with the measured values at the TVRN GNSS station. The comparison was made for the
period from 14 October 2019 to 18 December 2021, which was covered by both methods.
The time series for the GNSS station was resampled to the PSInSAR interval and time step.
We have all displacement directions for the GNSS time series, i.e., E–W, N–S, and U–D.
However, we processed only the E–W and U–D components.

For comparison, the GNSS time series were smoothed using a floating average with a
window of 35 days. The result for patch 597 is shown in Figure 15.
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When visually evaluating the result of the PS model, it can be seen that the vertical
component in the GNSS measurement is noisier; therefore, a higher RMSE will be based on
it. In the vertical (horizontal) direction, the RMSE between GNSS and PSINSAR was 2.35
(1.75) mm (Table 7). Such low RMSEs can be affected by the chosen PSInSAR conversion
method, where instead of the measured data, we used a model, and thus the majority of
the noise in the PSInSAR measurement was removed.

Table 7. RMS error and correlation coefficient for each calculated direction.

Direction RMSE [mm] Correlation Coefficient

U–D 2.35 0.78
E–W 1.75 0.95

Each patch displays a separate time series of vertical and horizontal motion. There
may be differences between close patches corresponding to noise. For animation creation
purposes, it was advisable to smooth these time series in space; we used the spatial window
of 3 × 3 patches. In Figure 16, we have displayed two images for the vertical time series,
where Figure 16a shows the situation at the end of October 2015, when the UGS should be
full. Figure 16b shows the situation at the end of April 2016, when the UGS was supposed
to be empty. For horizontal motion, it can be seen that when the UGS is full, the right area
(green) shifts to the east (Figure 16c). When the UGS is empty, this area moves to the west
(Figure 16d). When combining E–W and U–D motions, we can tell that there is an “inflation”
when filling the UGS, i.e., the area above the UGS uplifts and moves away from the UGS
center. In the withdrawal period, the area above the UGS subsides and moves towards the
UGS center. Supplementary Materials published on the web contain animations of E–W
displacement evolution over 2015–2022 and U–D displacement evolution over 2015–2022.
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4. Discussion and Conclusions

Our research was focused on assessing the possibility of aerial monitoring of periodic
vertical and horizontal motions of the terrain above a UGS using the PSInSAR technique
and on their interpretation with the UGS work cycle and considering the area’s geological
structure. The first aspect concerns, in particular, the terrain above the UGS, the second
also the broader surroundings of the UGS, where the motions of the terrain can induce
further changes, for example, reactivating faults.

This study showed that PSInSAR is suitable for this purpose. We have found that the
combined processing of PSInSAR outputs for ascending and descending tracks is suitable
for the aerial monitoring of periodic terrain motions and breaking them down into E–W
and U–D components (see attached animations on the web). The outputs of this processing
provide a good idea of the behavior of the terrain above and in the vicinity of the UGS, and
this behavior is consistent with the cyclic injection/withdrawal the UGS is subjected to.

The evaluated motions in the E–W and U–D directions were also verified by independent
measurements using a permanent GNSS station above the UGS. The results showed good
agreement in the evaluation of motions by both methods (correlation coefficient between LOS
from both methods based on descending track was on average 0.97, with an RMSE of 2.70 mm;
in the case of E–W correlation the coefficient 0.95 was and the RMSE was 1.75 mm; for U–D it
was 0.78 and 2.35 mm; and allow interpretation of aerial evaluation of E–W component from
InSAR concerning the geology of the area and the periodic activity of UGS.

We found that the behavior of the terrain over the UGS was consistent with results
published for other areas. Although these mainly related to monitoring linear shifts, they
are also helpful for comparing our PSInSAR and GNSS measurements. Published works
comparing the two methods were focused mainly on monitoring subsidence [1,2,11,18]
or landslides [8,19–21]. We achieved the resulting accuracies, which are consistent with
the published results. For example, in [1], the horizontal displacement rates measured by
InSAR agreed with GPS measurements within 1.8 mm a year, and the vertical displacement
rates agreed within 4.8 mm a year.
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Studying periodic motion of the terrain surface using PSInSAR and their verification
using GNSS has so far received little attention. Such studies have only recently begun to
appear. For example, [24] dealt with cyclic motions above a UGS; its authors found the
difference between the deformation rate of the GNSS reference station observations and the
results of PSInSAR for Sentinel-1 tracks T114, T41, T19 to be 4.1 mm, 2.4 mm, and 3.1 mm a
year, respectively. The InSAR and GNSS measurements were evaluated as consistent.

The orientation of the horizontal motions detected over the Tvrdonice UGS also followed
the assumed terrain behavior described in [10], and they were also in agreement with [23],
where the authors dealt with the 3D geomechanics of a UGS in northern Italy. During
withdrawal, the terrain height decreased above the UGS, and the surface tended to move
toward the center of the UGS; during injection, the direction of both motions was opposite.

The evaluated U–D motion agrees with the study presented in [27], which was based
purely on evaluating motion in the LOS direction. In this study, the authors interpreted the
different behavior of the area west of the Tvrdonice fault as a consequence of motion along
this fault induced by the injection and withdrawal of natural gas to and from the Tvrdonice
UGS. The obtained results were interpreted as that when the UGS was filled, the terrain
rose above the UGS, but the area west of the Tvrdonice fault decreased in height due to
slippage down along the fault.

A detailed evaluation of the motions broken down into U–D and E–W components
confirms this assumption. Figure 16a,b shows that this region is really moving in the U–D
direction in the antiphase to the injection/withdrawal cycle.

It can be assumed that systematic monitoring of UGSes could help identify degrading
parts of the storage structure, non-standard well behavior, and reactivation of faults [1–5].

The achieved results gave a positive answer to our research question. The PSInSAR
technique allows monitoring of periodic horizontal motions in the E–W direction. To further
confirm the results, it would be interesting to compare the resulting curves of periodic
shifts in the terrain surface with the curve of the fullness of the monitored UGS; however,
these data are unavailable due to the protection of trade secrets. Only data for the so-called
virtual storage are available, which represents a sum of the fullness of all UGSes located in
the Czech Republic. However, it is impossible to derive the filling curve of the Tvrdonice
UGS from this total curve.

Freely available Sentinel-1 mission data were used for this study, limiting the process-
ing results quality due to their lower spatial resolution. In further research, it would be
appropriate to use data from commercial radar satellites, which have a much higher spatial
resolution and often provide long-time image series, allowing one to study UGSes for a
long time into the past.

Supplementary Materials: The following supporting information can be downloaded at: https://www.
mdpi.com/article/10.3390/rs14194898/s1, Video S1: E–W Displacement Evolution over 2015–2022;
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