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ABSTRACT

The water supply situation in the area of the City of Corpus
Christi has the potential of becoming a constraint to development.
Available municipal and industrial supplies could be exhausted in
the foreseeable future based on reasonable economic growth. A non-
linear programming model was developed and used to determine the
amount of fresh water required to satisfy future demands and to
evaluate the effects of alternate methods for reducing demand on the
primary source. In 1974 the use of the available water resource was
less than optimal and a 10% reduction in demand was readily avail-
able through transfers of water among users. These transfers can
represent a 12% reduction in demand by 1990, as a result of the higher
guality effluents, required by PL 92~500, The Federal Water Pollution
Control Act Amendments of 1972,

The effects of three policies designed to reduce water demand
were evaluated. Thesge policies increased the cost of fresh water and
the cost of effluent disposal for various combinations of users under
the gspecified conditions. A uniform increase in the cost of fresh
water for all users resulted in maximum recycle and reuse of effluents,
effecting Zero Discharge of Wastewater. This uniform increase also
caused the highest increase in total system cost of all the policies
considered. Increasing cost of fresh water for only the industrial
sector caused Zero Digcharge of industrial wastewater, but the system
did not achieve Zero Discharge, since this policy does not provide any
economic incentive for the reuse of municipal wastewater. The appli-
cation of an effluent tax to increase the cost of disposal also resulted
in Zero Discharge of industrial return flows, but the reduction in
municipal demand was less than with the other two policies. The total
demand wasg reduced about one-third.

The application of these policies would increase the cost of
fresh water supply and wastewater treatment considerably, but the
total cosis still would be about 1 to 2 percent of the gross output of
the indusirial sector in the area.

it



High concentrations of Total Dissolved Solids (TDS) in water
supply, and thus in the municipal effluents in the area, is the most
important constraint to water reuse. Removal of Total Dissolved
Solids is required before this water can be recycled, and adds to the

cost of the water.

Socio-economic constraints also must be taken into consideration
in any decision on water reuse. The methodology developed in this
report provides engineering and scientific insights into the effects of
different policies of water management,
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CHAPTER 1
INTRODUCTION

GENERAL

The deteriorating quality of the Nation's water resources and the
increased demands of municipalities, industries and agriculture on these
resources are of current public concern. Water availability at the national
level has been given considerable attention and a framework that can be )
utilized for analysis at this level has been developed. On a nationwide
basis, the economic supply - demand situation may be described as
follows. The water resource available for development is basically limited
to the expected yield from runoff due to rainfall and to the available
groundwater. In many water-scarce regions of the United States, maximum
development of surface waters is being approached and groundwater
utilization is also reaching its limits. Hence, the future supply of
water is characterized by increasing costs for the additional quantities
of water to be made available. There are a number of technological pos~
sibilities for expanding the water resource at a particular area, such
as interbasin transfers, but the practicality and economics are uncertain
(1), especially during current unstable economic conditions. On the
other hand, there are indications that certain toxic materials may be
destroying an increasing portion of the existing resource for many uses.,
A recent example is the discovery of potentially carcinogenic compounds

in the Mississippi River at New Orleans, Louisiana (2).

On the demand side, the incremental or marginal values of water

of a given quality decrease, sometimes considerably, as the quality of



water used increases. This incremental value differs significantly among
various users of the resource. The per capita use of water in the munici~
pal sector has continued to increase with income growth. In the past,
water-saving technologies designed to offset this increase have not been
successful., The total water available can be expected to remain relatively
stable or decrease somewhat; therefore, if prices remain at the current

low levels, increasing water shortages can be expected at thc national,

regional, and local levels.

NATURE OF PROBLEM

The primary objective of a preliminary study was the quantitative
and qualitative assegssment of water requirements of a region and to
evaluate the cost to meet various water quality objectives and water
requirements. Specific attention was directed at the Coastal Bend Regicon
of the Texas Gulf Coast with emphasis in the Corpus Christi, Texas
arca, Water use data was collected and analyzed for municipal, indus-
trial, and agricultural consumers. An assessment of the supply and
distribution of fresh water was completed and the fresh water resourccs
of the area under drought conditions were quantified. The results of this
preliminary evaluation indicated that the water supply situation, especially
in the area of the City of Corpus Christi, had the potential of becoming a
constraint to development; that is, municipalities, industries, and aari-
cultural users could exhaust reliable supplies in the foreseeable futurc

based on reasonable economic growth and projected population increases.

The modeling approach described in this work was developed in order
to investigate management alternatives to minimize this resource con-
straint. It was felt that the development of such a model had to consider
two important points: the non-linearity of cost functions associated with

wastewater treatment (economy of scale) and the difference between a



"requirement” and a "demand" for water. "Requirement" is the amount of
water a user must have for effective operation and "demand" is the actual
amount of water withdrawn from fresh water sources. "Demand" should

be less than "requirement" because of recycling or inter~indusiry transfers
in cases where the effluent of one user is of suitable quality for the intake
of another. The possibility of this inter-industry transfer becomes more
likely as the standards for effluents to be imposed in 1977, 1983, and
1985, to meet the water quality objectives of PL 92-500, The Federal -
Water Pollution Control Act Amendments of 1972, are considered. These
standards should cause the treatment of effluents to such quality that

the recycle or transfer of effluents would be less costly than purchasing
fresh water. In particular, if the 1985 national goal of "no discharge of
pollutants into the navigable waters" is achieved, all wastewater will

either be recycled, injected into the ground, or evaporated.

OBJECTIVE AND SCOPE OF INVESTIGATION

The objective of this work is the consiruction of a regional water
supply model that considers the difference between "requirements" and
"demands" in forecasting future water needs and the non-linearities of
the cost functions associated with the treatment of wastewater., This
model is applied to the Corpus Christi - Barrier Islands region to determine
the amount of fresh water required in the future to satisfy area demands
and to determine the effects of alternate policies for reducing demand on
the primary source (Nueces River). Alternative policies consistent with
proven technological practices and mathematical limitations are evaluated
to minimize the demand of present fresh water users and thus provide the

maximum potential for economic growth of the region.



The concept of the basin-wide firm introduced by Kneese and Bower
(3) is necessary for analysis. This approach assumes the existence of an
all-powerful entity or firm that makes all decisions concerning water uses
in a basin or region with the objective of minimizing costs for the system
as a whole, This approach makes it possible to include all types of
industrial and municipal users into the model. Regulatory agencies bascd
on this concept exist in Germany; however, the implementation of such a

firm for the Corpus Christi region is not advocated at this time,

This analysis provides an engineering and scientific insight into
the effects of different policies of water management. The adoption of

any specific practice or policy is not advocated.



CHAPTER 2
REVIEW OF LITERATURE

NATIONAL STUDIES

In 1960, the Senate Select Committee on National Water Resources
employed Nathaniel Wolman to forecast water supplies and uses for 22
water resource regions of the Nation (4). The procedure followed by Wolman
is summarized below. Major water uses, referred to as requirements, -
were divided into withdrawal, on-site supply, and flow. Projections for
each category were made to the year 2020 based on extensions of contempo-
rary economic trends for each region. FEconomic supply schedules for water
also were developed for each region, based on the costs of development
necessary to guarantee different levels of flow. Finally, the least cost
combination of flow for wastewater dilution required to maintain a specified
level of dissolved oxygen was calculated for each region. The least cost
solution was compared with the maximum treatment - minimum flow and
maximum flow - minimum treatment options. The analysis indicated that
there wag a strong possibility of a water shortage in the western regions

of the Nation and that the major demand in the East will be for dilution.

In 1965, the United States Geological Survey (USGS) developed pro-
jections of water uses and available water resources (5). The USGS study
was essentially just a variant of the Wolman study., The same data were
used; however, the total water requirements were calculated in a somewhat
more liberal way. Greater allowance was made for reservoir losses, and
sufficient instream water was allocated to accommodate all instream uses.
At the same time, the available water resource was calculated in a more
conservative manner; namely, the median rather than the average flow was

used.



The Water Resources Council made its first national assessment of
the Nation's water resources (6) in 1968, under the Water Resources
Planning Act of 1965, Water uses were divided into withdrawals and in-
stream. The Nation was divided into 20 water resources regions and 110
sub-regions. Annual water supplies available 50, 90, and 95 percent of
the time from natural runoff in each region and sub-region were estimated.
Projections of water use were made based on economic trends for each region
and regional committees composed of Federal, State and other experts werc
asked to discuss current and emerging water problems in their reglons.

This assessment had several weaknesses. The economic demand for water,
i.e. guantity as a function of price, was not evaluated; little emphasis
was placed on quality; the available flows were estimated without reference
to the cost of developing these flows; and probably most important, no
analytical system was provided to allow for the examination of alternative

assumptions.

Of these three studies, the formulation used by the Senate Select
Committee to forecast water use, waste loads, and costs of treatment and
storage seems to be most applicable, particularly as revised by Wolman
and Bonem in 1971 (7). In contrast to the Council's projection of water
quantities only, the Wolman model integrates the hydrologic and economic
factors intc an analytical framework that can be used for analysis of alterna-
tive courses of action. Wolman was able to evaluate the economic cost of

supplying increasing quantities of water to maintain a specific water quality.

The primary weakness of the three studies by Wolman, the Council
and the USGS was that they all projected the uses of water (withdrawal,
consumptive and disposal) as "requirements". Basically, some kind of
economic or demographic trend was determined and multiplied by estimated
water use coefficients to project requirement. The economic demand of

water, i.e. amount withdrawn as a function of price, was not taken into



account. The results of a number of other studies (8,9,10) indicate that
the quantity of water withdrawn is significantly affected by the price of
water. The amount of water used in these water requirement studies was
implicitly assumed to be totally independent of price. The fact that the
incremental cost of water for various users in different parts of the Nation
varies also became obvious. The price of water should rise with increasing
scarcity. If the supply is limited, water will be reallocated among the
users with the higher incremental or marginal value for the resource, up

to the point where the effective price is just covered by the lowest marginal
value. This factor was not considered in any of the previous studies,
therefore no basis by which policymakers could evaluate the economic ef-

fects of present policies and possible modification was provided.,

A second difficulty with the three earlier studies was the implicit
assumption that policy developments in the future would follow historical
trends. Such an approach assumes that all future decisions will be taken
according to historical patterns, therefore removing the policymaker from
the sequence of events. Obviously, such an approach does not give the
policymaker the information required to evaluate the effects of different
policies and to make adjustments as necegsary. In view of the rapidly
changing attitudes towards economic growth and environmental protection
that are taking place today, this situation is particularly untenable. New
legiglation and changing socio-political attitudes will probably significantly
affect the previous economic - demographic trends, and these studies cannot

be used for a sound and realistic forecast of water use.

Recognizing the problems associated with these previous forecast
efforts, in 1970 the Office of Management and Budget requested from the
National Water Commission that a refined form of hydrologic analysis be
performed in lisu of a second national assessment by the Water Resources

Council. Time and resource constraints precluded the development of new



models and most of the work was done by contracts to university researchers.
The major contract went to Dr. Earl O. Heady at Iowa State University,

who evaluated the relative effects of variation in farm and water policies,
population growth, export levels, and improvements in technology on the
economic demands for water and land in the Nation's agricultural produc-
tion (11). Heady used linear programming techniques to obtain the least
cost use of land and water resources in crop and livestock production,

and, in addition, the marginal value of these resources. Conditions for
the yvear 2000 were evaluated under a wide range of population, technology,
policy, and foreign trade possibilities. The general indication was that the
Nation has developed adequate supplies of land and water resources to
satisfy the projected needs of the agricultural sector. These results were
in contrast with the results obtained in the other studies discussed pre-

viously.

The approach developed by Heady was used by Thompson at the
University of Houston in his studies éf water needs for industrial use (12).
The objective of this work was the development of a comprehensive ana-
lvtical description of the production and water and wastewater treatment
processes of the major water-using industries that could be used to measurc
scientifically the relative effects of variations in different policies relative
to water supply and quality. The industries considered were chemicals,
pulp and paper, primary metals, petroleum refining and electric power gencra-
tion. For each of these categories, the major production activities related
to water use were identified and modeled separately. For each type of pro-
duction modeled, the basic process sequence from raw input to finished
product and wastes was delineated. Feasible possibilities for process
and input substitutions were considered, together with different wastewater
treatment alternatives. The models used were linear and allowed for the
. development of demand schedules for both the disposal and consumptive

uses of water and the determination of marginal values of water used in



production., Results were similar to those obtained by Heady, mainly that
if enough economic incentive is offered to industrial users in the form of
higher costs for fresh water or effluent taxes, the demand will be reduced

considerably.

These recent efforts (11,12) were of such a magnitude that linear
programming was the only feasible technique for optimization., However,
the assumptions of linearity in the cost functions disregards economies
of scale, which has been found to be considerable, in particular in the -
case of wastewater treatment (13,14,15). Consideration of non-linear
costs such as those associated with economies of scale would require the
minimization of concave functions, which from consideration of computation
time is not feasible with problems of the size congidered by these research-
ers. The applicability of these models on a regional basgis also is ques~
tionable because of the level at which these models were formulated.
Assumptions on recycling alternatives and process substitutions that are
justified on a national basis are usually unrealistic for a specified region.
For example, the industrial models (12) are based on "representative" plants
for the major water users. These "representative" plants include the most
modern technelogy available and are of newer design. Such is not the
case in an already established industrial zone, which contains a variety

of indusiries of various technologies and different ages.

Two other national models that can be used for rapid, systematic,
and comprehensgive assessment of the impact of major pollution control
programs upon the environment and the economy are SEAS (Strategic Envir-
onmental Assessment System) and MERES (Matrix of Environmental Residuals
from Energy Systems) (16). SEAS was developed by the Environmental Pro-
tection Agency (EPA) and became operational in 1974 in prototype form.
It is a system of special purpose models linked to an input-output model

of the United States economy which models the interactions between 185
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differen: economic sectors and is used to project the generation of environ-
mental residuals. MERES is not a model, but a computerized data base
permitting rapid and comprehensive analysis of the direct environmental
effects of energy supply and use. MERES cannot be used for projecting
levels of energy consumption, but does compute in detail the implications
of alternate energy consumption scenarios supplied in terms of energy effi-
ciency, costs, air pollution, water pollution, solid waste generation, land

use, and occupational health and safety.

These tools are in the formative and development stage and are under-
going testing, expansion, verification, and documentation. However,
some results already have been produced and the further development

should assist decisionmakers in assessing policies.

REGIONAL STUDIES

The various techniques of operations research have been used exten-
sively in the water resources field since the initial work of Pavelis and
Timmons on watershed planning (17). This work involved a linear mocdel
of the Nepper Watershed and showed that watershed planning can proceed
on a basis in which measures are combined in such a way as to render
aggregate net benefits a maximum, but subject to stated constraints im-
posed by the availability of natural resources. Other linear programming
formulations were those by Sobel (18) and more recently by Andrews and
Weyrick (19). Sobel outlined the nature of regional water quality systems
and presented programming models for several water quality improvement
problems. Andrews and Weyrick formulated a linear programming model
for a river basin that would include almost all water-related economic
activity for consumers and producers. On the wastewater treatment sector,
results showed that the cost to industry was less when effluents were dis-
charged to municipal treatment systems than when industry treated the

effluent. The timely scheduling, construction, and expansion of water
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resource projects has been considered by Haimes and Nainis (20). A
dynamic programming algorithm is used to solve a planning model which
provides a least cost schedule for the development of projects. This method-

ology allows multiple projects to be scheduled over a given time horizon.,

The problem of river basin planning for water quality also has received
wide attention. The objective is the determination of how the stream dis-
solved oxygen standards can be met in the mostefficient way. Since funds
are usually limited and a considerable combination of removal efficiencies.
that will provide satisfactory stream water quality levels are available, the
question becomes one of economics. The goal is to select the efficiencies
that will achieve the dissolved oxygen standards at minimum cost. Mathe-
matical programming has been utilized to explore this question in a number
of studies by Deininger (21), Kerri (22), Liebman (23), and Revelle et al.
(24,25). These models used the oxygen sag equation formulation of Streeter
and Phelps (26), Dobbins (27) or Camp (28) to either allocate the required
treatment efficiencies among the various polluters or to maximize the ob-
tainable standard with the funds available., Linear programming is the
optimization tool used, except by Liebman (23), who used dynamic pro-
gramming on the Willamette River to minimize the cost of providing waste
treatment to meet a specified dissolved oxygen concentration standard.
Further work, again using linear programming, was reported by Revelle,

Dietrich and Stensel (29).

As in the case of national models, the main advantage of using linear
programming in regional models is the ease of solution, since a consider-
able number of algorithms are readily available. Post-optimality analysis
also is relatively easy, and probably more important, the marginal prices
of water for the different users are obtained. The main disadvantage is that
real world cost functions are usually non-linear, as discussed previously.

Linear constraints are realistic in many cases, particularly when mass
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balances are involved. However, in the case of cost functions for waste-
water treatment, equations are usually power functions. This problem

can be solved. One possibility is to use integer programming, as done

by Salcedo and Weiss (30). The best approach involves the use of non-
linear programming, and some work in this direction was reported by Guise
and Flinn (31) and Deininger (32). The problem with non-linear programming
algorithms is that the amount of computer time involved can be considerable.
Another drawback is the difficulty encountered in obtaining confidence
intervals on the results. However, if the region under consideration is
small, the computer time constraint almost can be eliminated, and then

the non-linearity of the objective function provides a better representation
of the actual situation. Such is the case with the region to be considered

in the study presented herein.



CHAPTER 3
THE MATHEMATICAL MODEL

THE MATHEMATICAL STRUCTURE

A set of water users in a region is established and the variables

defined as:

ith user, up ton

water requirement of Si

fresh water intake at Si (demand)
amount of water that Si receives from SJ.
amount of water recycled by Si

unit cost of sending water from SJ. to Si

unit cost of treating water from Sj so that it meets input
guality requirements of Si

water loss at Si

volume of wastewater in the effluent of Si
unit cost for wastewater disposal at Si
unit cost of fresh water at Si.

effluent tax

The total amount of fresh water available is represented as So' and

SW is the sink for all wastewater. The above system is represented as

shown in Figure 3.1.

For an optimal utilization of the available amount of water, the

objective is:

13
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X > 0 Vi,

1]

Qi > 0 Wi (3.5)
Z = 0 Vi

The constraints given by Equation 3.2 indicate that the water
"requirement” of each user must be satisfied, gzither with fresh water,
recycled water, or water from the effluent of another industry. Egqua-
tion 3.3 defines the mass balances for each user in terms of the
decision variables and Equation 3.4 establishes an upper limit on
the total amount of water available. The non-negativity congtraints

are given by Equation 3.5,

Only one fresh water source, a surface reservoir, is assumed.
If fresh water also is available from ground water or from a desalina-

tion plant, additional terms can be added to the equations.

The 1985 national goal of no discharge of pollutants into the
navigable waters is assumed to mean no discharge of wastewater,
An estimate of the economic implications of this policy can be ob-

tained by letting Zi =0 in the model.

A variety of alternatives for wastewater discharge also is pos-
sible; however, discharge to a surface body of water will be the only
alternative considered. Other schemes such as deep well injection

and some type of irrigation easily can be added,

16
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MATHEMATICAL CONSIDERATIONS

The water requirement (Di> and the water loss (Li) of a user
are relatively easy to obtain and do not create any mathematical
difficulty. The effluent tax Pi depends on definition. A possible
approach is imposition of a charge on the mass of a specified pollut-
ant, usually BOD or suspended solids, to be discharged. These
values would be in the range of a few cents per pound of pollutant,
similar to the surcharges used by some municipalities that treat indus-
trial wastewaters (33) (34). Such a tax would encourage users to -
treat the effluent and once high quality is achieved, recycle or inter-
industry transfers would occur. The difficulty in the analysis of this
type of tax is mathematical. The tax cannot be incorporated into
the objective function or the creation of a constraint that would ac~
count for the different removal efficiencies of the various processes
for the individual pollutants in wastewater treatment also is not pos-
sible. A second consideration is the imposition of the effluent tax
in the form of cents/1000 gallons of effluent discharged, independent
of quality. This tax would be similar to the surcharge imposed by
Kansas City, Kansas on the treatment of industrial wastewaters. This
tax would encourage recycling or reuse at that point where the cost
to install a treatment scheme to clean and reuse the water is less
than the cost of discharging the effluent. The advantage from the
enforcement point of view lies in the simplicity of this approach. A
simple instrument to measure cumulative flow over a given period of
time is the only requirement. The mathematical advantage is that Pi
can be expressed as a simple constant for each user. Therefore,

this form of tax is considered in this model.

The cost of fresh water, Ki' is a step function when plotted as

unit cost versus volume of water consumed. Such a plot for the pricing



structure in effect at the Corpus Christi area during the base year,
1974, is presented in Figure 3.2. The first few gallons of water
used have a relatively high unit price, but as the consumption in-
creases, the unit cost decreases. However, this decrease in unit
cost occurs over very wide ranges, and once a certain amount of
water has been used, the unit cost remains constant. Therefore,
for a given user, with a gspecified amount of water use every month,

the cost Ki can reasonably be assumed as a constant.

The unit costs of transmission (Cij)’ of water treitment (Tij) ,
and of waste treatment (Ri) are functions of the form ax , where
-1 < b « 0 for all cases. These functions are all multiplied by x,
and take the form a*xb*, where now 0 < b* « 1, Taking derivatives
of these functions results in the following expressions:

f| (%) = ax*b*x(b*—l>

f”(x) = a*b* (b*-1) X(b*«—Z)

Since x is a non-negative number, the second derivative is
always negative, which means that the function is concave. The
sum of concave functions is concave, making the objective function

of the model a concave function to be minimized.

In more formal mathematical terms, the convexity or concavity

of a function assist in determining under what conditions a local
optimal solution also is the global optimal solution. If the function
f(X) is to be minimized over En subject to a number of constraints,
a global optimal solution f(X*) at X* represents the smallest value

of £f(X). A local or relative optimal solution represents the smallest

18
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value of £(X) in the vicinity of some x vector. The value of the objec~
tive function at the global minimum is less than or equal to the value
at any local minimum, but the global optimal solution refers to all

X e En, while the local optimal solution refers to a small region &,

such that [X - Xx*| < &,
Considering the general non-linear programming problem:
minimize f(X}) X ¢ E

subject to hi(X)=O i=1,...m (3.8)

The conditions under which convergence to the global optimal
solution of problem (3.8) is guaranteed was described by Himmelblau

(35) as:

a. f(xX), hi X) and gi(X) are all continuous and differentiable
functions

b. gi(X) is concave for all i

¢. The domain of X for which gi(X) and hi(X) are satisfied, R,
must be closed and convex

d. The constraint functions are bounded

e. The feasible region is not empty, that is, there is at least
one X which satisfies the constraints

f. {0 is convex

Since the constraints in the proposed model are all linear func-

tions, hi(X) and gi(X) are continuous, differentiable, bounded and both

20
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convex and concave. R is also closed and convex and hopefully

there will be at least one feasible point to satisfy condition e. The
difficulty lies in the objective function, which is not only concave,
but also discontinuous and not differentiable at the origin. Therefore,
the majority of non-linear programming algorithms, such as those given
by Himmelblau (35), cannot guarantee convergence to the global
minimum and the application of some type of search algorithm is

required.

MATHEMATICAL ALGORITHM FOR NON-LINEAR PROGRAM
The method proposed by Cabot and Francis (36) and extended
and generalized by Deininger and Su (37) was used., Generally,

the method proceeds as follows:

Let problem P. be:

1
n
minimize fX) = T f (x)) (3.9)
=1" t
subject to AX = v (3.10)
0 = X £ B

with A a given matrix of ordermxn, v a given vector of order nx 1, and
X a vect%r of variablegs of ordernx 1. All of the fi (Xi) in Pl are of the
form aix ! where 0 £ b <« 1 and ai and bi are given constants.

Each of the fi (Xi) can be rewritten in the form

a
fx) = —"T—"" x 3.11)
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and let U, = min S (3.12)

Therefore, a related linear program (P,.) can be written:

2
PZ:
n
minimize gX) = ¢ Uix (3.13)
i=1 L
subject to AX = v (3.14)
X =
Since all the Xi are bounded, U,l can be obtained as:
U, = —L (3.15)
i 1-b :

It can be shown that if W is the set of feasible solutions to
Pl’ then:
1. Forany Xe W, gX) = £X)
2. If XO is an optimal solution to Pz, then fl = g(XO) is a lower
bound on the optimal value of P_, f*, and fu = f(XO) is an

1
upper bound

3. Given any fUl on f*, denote by {Xk} the set of all extreme
points of Pz such that g(Xk) < fu, then P1 has an optimal
solution X* such that X* € {Xk}

The algorithm begins by solving P_ to obtain an initial feasible

2
solution to P1 and the procedure for ranking the extreme points developed

by Murty (38) and described later generates new upper and lower bounds
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until both bounds converge at the optimum of P1 .
The algorithm developed by Cabot and Francis (36) proceeds

as follows:

1. Solve PZ to obtain an optimal solution XO; take fl = g(XO)
as a lower bound on f*

2. Take fu = f(XO) as an upper bound on f*, take XO as the
"current best solution" to P1 .

3. A "next best" extreme point solution X to PZ is determined
by using Murty's extreme-point ranking procedure., If
g(Xk) -~ fu, then stop. The "current best solution” is a

minimum solution to P., and f* = fu. If g(Xk) < fu, then

replace fl by g(Xk); fl ]is a lower bound on f*

4, If f(Xk) < fu replace fu bykf(Xk) and replace the "current
best solution" to Pl by X; fu is an upper bound on f*,
Otherwise, return to step 3 without changing fu or the

"current best solution"

This algorithm was modified slightly in the way inbwhich the
initial upper bound fLl was obtained. The functions aixi t were
linearized to aixi and the resulting linear program was solved to ob-
tain an X solution vector. The initial upper limit fu. was then taken
as f(X) and X as the "current best solution". This modification pro-

vided a more efficient way, interms of computer time, toreachthe optimal.

Once the procedure described above stops, the global minimum
is obtained. The difficulty is that there is no way to predict before-
hand how many points will have to be ranked before the solution is

obtained. Deininger reported that the worst case amounted to about



40 percent of the possible extreme points and the author's experience

indicates about 20 percent.

MURTY'S EXTREME-POINT RANKING METHOD (38)

The standard form of the linear programming problem may be

expressed as:

minimize fX) = X (3.16)
subject to AX = b (3.17)
X =0

If the problem has a finite optimal solution, it is well known
that there exists a vertex of Equation (3.17) that is optimal for the
above problem. The algorithm described here is an extension of the
simplex algorithm which uses one step pivot operations to rank the
basic feasible solutions of a linear program in order of increasing f
once the optimal is obtained by the simplex method. This approach
was developed by Murty as a method by whichto obtain the minimal

cost solution to the fixed charge probiem.
Basically, the method includes:

The letters B and E are set with the appropriate sub-
scripts or superscripts, which denote the basic feasible solu-

tions of the linear program. Let Xl’ x2 oo Xm be the basic

24

variables associated with the base B. The expression becomes:

(3.18)



Assuming that the problem has a solution, let W1 denote the
minimal cost basic feasible solution and Wmax the maximal cost
basic feasible solution. For any basic feasible solution B and cor~-

responding to any non-basic variable xj Z B, let:
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C? = the relative cost coefficient of the non-basic
: variable xj corresponding to the basis B
9? = the value with which the non-basic variable x,
enters the basis in the canonical form of the linear
program with B as a basis
E],3 = the new basic feasible solution obtained by pivoting

on the column of Xj in the canonical form of the

linear program with B as a basis.

From the simplex algorithm,

f(E) = £6) +~9jB C? (3.19)
The basic solutions E? for j such that Xj # B are adjacent

vertices of the vertex B. The canonical form corresponding to any

of the adjacent vertices of B can be obtained by pivot operations on

the canonical form of B. Therefore, by successive pivot operations,

each vertex of the polyhedron can be reached,
The ranking of the vertices proceeds as follows:

Let Wl’ W2 ... be aranking of the basic feasible

solutions of the linear program in order of increasing f. W1

is obtained from the optimal solution to the linear program,

evaluated with the simplex algorithm. From the proof of the
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simplex algorithm, it is known that there exists a cost non-
increasing path moving along adjacent vertices from the initial

basic solution B to W1 . By taking the same path in the reverse

direction from W1 , B can be reached from W1 by moving along

adjacent vertices along a cost non-decreasing path. It is then

obvious that the next element in the sequence W1 , W2 .

Wk—l must be a cost non~-decreasing adjacent vertex of one

of the vertices represented by the known basic feasible solu-

tions Wl' . 'Wk—l . Therefore, once the sequence up to Wk—l
is known, the next element Wk can be obtained by examining

the values f(E]jB) fori=1, 2 ... k~1 and j such that Xj 7 Wi
W

and C]. ' > 0. W. is that new basic feasible solution that is

k
distinct from W1 e 'Wk—l and that has least cost value =
f (Wk_l) . The values of each f(EJ.B) are obtained from Equation
(3.19).

This algorithm is step-wise and in each step an additional
element in the sequence of ranked vertices is obtained. Computa-
tionally, Murty suggests the use of three arrays for storage of the
following:

w

Array I; All the f(Ej l) values for each Wi determined so
W,

far, for all j such that Xj 4 Wi and Cj Y-~ 0 and
w,
EJ, Yis different from any of the Wi evaluated

so far.

Array II: All the basic feasible solutions that have already

b f i.e., .
een found and ranked, i.e Wl’ 9 Wk—l
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w,
Array III: The basic feasible solutions Ej ! corresponding

to the f values stored in Array I.

The size of the arrays indicate the convenience of storing Array

I and Array II in core memory and Array III on tape.

Once Wk-l has been obtained, the computations required to

obtain Wk are: .
a. Scan Array [ completely and determine the least value there,
b. Identify and retrieve the corresponding basic solution from

Array III. This is W, . To obtain more elements in the

k
sequence:
¢. Remove f(Wk) from Array I, Wk from Array III, and add Wk
to Array II.

d. Find the canonical form of W. and using Equation (3.19)

k
obtain all of its cost non-decreasing adjacent vertices.
Store the basic feasible solutions in Array III and their

respective f's in Array 1.

When this method is used in conjunction with the Cabot and
Francis algorithm (36) discussed previously, Array II is not necessary
since as the elements in the sequence are obtained, they are compared
to the previously evaluated upper and lower bounds and only the

"current best solution" is stored.

LINEAR PROGRAMMING ALGORITHM
The application of the non-linear programming algorithm requires
that the linear programming algorithm be accessed as a subroutine.

The subroutine used was developed by Clasen (39).
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The procedure used for solution is the simplex method using
the "explicit inverse" variation. Using variable names from the sub-

routine, it proceeds as follows:

a, Determine an initial basis., If a basis is already available,
check the solution vector for feasibility. Let the basic part
of the solution vector be B = {xl, Koo .xm} .

b. FEvaluate the "phase one'" prices if the problem is not yet
feasible, the "phase two" prices if the problem is feasible.

¢. Calculate the reduced costs and find the column, JT, with
the minimum reduced cost, MRC., If MRC « 0, JT is the
pivot column. Otherwise, an optimal solution has been
reached and the subroutine terminates.

d. Obtain the column vector JT by multiplying the inverse and
the original column JT. Rename this column as Y, with
elementsyl, yz ym.

e. Pind the pivot row, IR, by using the i that minimizes Xi/yi
for all non-zero Yi for which x,l/y,l > 0. If norow is found,
the solution is infinite, an error message is generated,
and the subroutine is terminated.

f. Update the inverse, the "phase two" prices, and the X,

by executing a pivot operation on (IR,JT).

These steps are repeated until an optimal solution is reached
in Step ¢, an infinite solution in Step e, or the number of iterations
exceeds a specified limit. The initial bases may be vacuous and
the initial inverse may be the identity. An additional feature of the
subroutine is the re~inversion of the basis every m/2 to m iterations.
This helps to decrease the round-off error. In order to invert every

NVER times, a counter (INVC) is used together with the following step:
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g. Increase counter by one. If INVC « NVER, go to Step a.

Otherwise, set INVC to zero and invert the basis, then

go to Step a,

The subroutine as given by Clasen was modified slightly by

using common storage to reduce the required core memory.



CHAPTER 4
RESULTS

DESCRIPTION OF AREA

The model described previously was applied to the Corpus
Christi ~ Barrier Islands region of the Texas Coastal Zone. This area
contains thirteen industrial and thirteen municipal water users and is
shown in Figure 4.,1. The water supply for the area is obtained from
the Nueces River and its tributaries. Surface impoundment is neces-
sary since the natural flow of the river varies from no flow during
the dry season to as much as 141,000 cubic feet per second during
flood periods (40). Impoundment is accomplished through the use of
the Wesley Seale Dam and the 304,000 acre~feet Lake Corpus Christi,
located about 35 miles upstream from the City., The safe vield of this
reservoir is estimated at 121 MGD in 1975, but there is some ques-
tion as to the future availability of this amount. Storm flood from
Hurricane Beulah in 1967 caused heavy silting which reduced the
capacity and dependable yield of the Lake. Runoff is a continuous
source of silt and hurricanes pose a continuous threat. Industrial
development is contingent on the availability of water, therefore the
City of Corpus Christi has taken steps to increase the available amount
of water. A field survey conducted by the Bureau of Reclamation
recommended a 700,000 acre-feet site at Choke Canyon on the Frio
River upstream from Lake Corpus Christi and the City of Three Rivers.
The estimated combined yield of this reservoir and the existing Wesley

Seale Dam will be 225 MGD.

30
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The total available average flow in the Lower Nueces River
will support one additional reservoir, A field survey conducted by
the engineering firm of Reagan and McCaughan suggested a site some
five miles from the City limits which could provide more water than
the Choke Canyon Reservoir, In 1970 the voters of Corpus Christi
selected the Reagan and McCaughan site and the City Council re-~
gquested that the Bureau of Reclamation obtain authorization from
Congress for the construction of such reservoir., No action has been

taken to date on the construction of either reservolir,

Instead of trying to increase the available water in the area,

the possibility of reducing demand on the primary source should be

32

considered. One approach to reduce the demand on the water resources

of Lake Corpus Christi is to encourage recycling and transfers of water

among users. The existence of a basin-wide firm will result in re-
duction of the demand when the price of fresh water and the cost of

effluent disposal exceed the cost of recycled water, This firm would

increase costs of fresh water to encourage recycling. Possible combi-

nations of policies are myriad, therefore those alternatives that seem

more likely will be evaluated.

DESCRIPTION OF DATA FOR BASE CASE

The use of the model required quantification of the water that
can be transferred, identification of potential users, and the costs,
Natural and distance constraints divide the region into four groups,
as shown in Figure 4.2. Each of these groups is considered indivi-

dually.

The cost for transferring water from one user to another in-

cludes two parts, namely the cost of conveyance and the cost of
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treatment necessary to produce a water of acceptable quality to the
user., The following equation developed by McConagha and Converse

(41) can be used to estimate the cost of conveyance.

£/1000 gal ) _ 1y hs (g0 70508 @.1)

cost ( mile

where flow is in MGD.

The geographical locations of users with respect to an arbitrary
center of coordinates shown in Figure 4.2 are summarized in Table
4.1, The distance between users is calculated and those possibili-
ties which exceed a specified limit are rejected. This distance is
also used with Equation 4.1 to obtain the cost of conveyance in cents/

1000 gal.

The cost of treatment is dependent on the treatment sequence
required to produce a product of acceptable quality for reuse or dis-
charge into the receiving waters., The treatment system selected to
produce water of drinking water quality from almost any intake waste-
water is presented in Figure 4.3, The cost equations for each of the
individual processes are shown in Table 4.2, while the removal effi-
ciencies for BOD, SS, and TDS are summarized in Table 4.3. Cost
equations as given in Table 4.2 are updated to correspond to an
Engineering - News Record Construction Cost Index value of 1942,
which corresponds to April 1974, The Index value used in the actual
evaluation of the different cases considered was 2021, which is the
average value for the year 1974, Since the percent removals required
for the different interindustry transfers vary, only that part of the
treatment system required to achieve the necessary water quality -

levels was considered.



Center of Coordinates is located at intersection of Rand - Morgan Road

and Tex - Mex Railroad.
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User X-Coordinate (miles) Y-Coordinate (miles) Group
Industry 1 1.4 3.5 i1
Industry 2 4.0 2.2 I
Industry 3 5.0 1.9 II
Indusiry 4 5.4 1.8 II
Industry 5 5.9 1.8 1I
Industry 6 6.7 1.6 i1
Industry 7 7.0 2.0 I
Industry 8 7.4 1.7 11
Industry 9 7.6 1.4 I
Industry 10 7.9 2.3 II
Industry 11 16.6 6.6 II1
Industry 12 17.8 7.4 111
Industry 13 ~-16.9 -14.3 I
Corpus Christi 6.5 - 1.1 II
Robstown 6.8 5.6 1
Alice -31.2 - 2.5 I
Odem - 2.3 10.7 11T
Taft 9.0 12.9 I
Gregory 15.2 9.0 III
Portland 13.2 5.9 111
Aransas Pass 23.9 7.9 I1I
Port Aransas 29.0 2.8 v
Ingleside 20.0 5.9 111
Mustang Island 23.8 - 3.8 v
Padre Island 21.0 ~10.7 v
Nueces Park 21.0 -10.8 Y

TABLE 4,1

GEOGRAPHICAL LOCATION OF USERS
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Equations are of the form cost = A x (flow)B

and cost in cents/1000 gallons of water treated.

©w [0¢] ~3 (o) NNy W w N -
° ® . B . . ° ° .

Process

Preliminary Treatment
Gravity Clarifier
Activated Sludge
Chemical Coagulation
Multimedia Filter
Carbon Adsorption
Ion Exchange
Chlorination

Neutralization

b=

0.54
21.7
14,5

7.44
14.5
32.8
90.0

2.23

4.28

TABLE 4.2
COST EQUATIONS

|co

~-0.45
-0.24
-0.16
-0.05
~-0.36
~-0.31
-0.25
-0.15
-0.43
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, where flow is in MGD

Reference

42
42
42
42
42
42
43
42
44
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Process

Preliminary Treatment
Gravity Clarifier
Activated Sludge
Chemical Coagulation
Multimedia Filter
Carbon Adsorption

Ion Exchange

Estimate

10
75
60*
70
85
85

TABLE 4.3
REMOVAL EFFICIENCIES (PERCENT)

BOD

40
90
83
60
80
50

38

TDS Reference
45
10 46
30 45,46
20 45
45
45
97 45



The unit cost of treatment for a specified percent removal for
BOD, SS, and TDS at a 1 MGD plant is presented in Figure 4.4,
This figure is based on the data presented in Tables 4.2 and 4.3.
Most of the BOD and SS can be removed at relatively low costs,
while TDS removal is expensive. This high cost of TDS removal is
possibly the biggest obstacle to reuse of wastewater in the Corpus
Christi area. Municipal wastewater has a TDS content of about 2000
mg/1, which is too high for direct reuse by most industries in the
area., This value cannot be reduced to a more reasonable number
(about 500 mg/1) without the use of expensive ion exchange columns.
Results obtained with the model indicate that TDS is indeed the criti-
cal parameter before a closed~cycle system can be implemented in

this area.

The required treatment sequences were based on the effluent
of one user and the intake requirements of others in the vicinity.
Industrial effluents were not acceptable for municipal use because
of the possible presence of toxic materials. The effluent character-
istics and water loss of the various users are summarized in Table
4,4, Intake requirements and cost of fresh water are given in Table
4,5, These data were developed from the best data available from
state and federal agencies. Primary sources included the Army Corps
of Engineers Permits to Discharge to Navigable Waters {(~ 1970), the
Texas Water Quality Board self-reported discharges, and water use
data available through the Texas Water Development Board. Some
estimates of quality, in-house use categories, and quantity of fresh
water used were made where data were not available. The figures
represent averages but correspond well with secondary data obtained

to verify the primary sources.

39
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User BOD
Industry 1 20
Industry 2 622
Industry 3 16
Industry 4 *
Industry S 20
Industry 6 48
Industry 7 9
Industry 8 18
Industry 9 88
Industry 10 4
Industry 11 *
Industry 12 13
Industry 13 30
Corpus Christi 22
Robstown 54
Alice 30
Odem 54
Taft 82
Gregory 122
Portland 14
Aransas Pass 14
Port Aransas 3
Ingleside 16
Mustang Island 20
Padre Island 20
Nueces Park 20
* No discharge

TABLE 4.4

Effluent Characteristics

sS

115
935
22

*

27

38
4
22
90
23
*

4
100

48
68
17
117
69
54
54
38
13
44
20
20
20

DS

4,400
3,600
5,752

7,679
1,285
305
4,334
2,026
36,000

6,510
4,900

2,000
2,000
2,000
2,000
2,000
2,000
2,000
2,000
2,000
2,000
2,000
2,000
2,000

EFFLUENT CHARACTERISTICS AND WATER LOSS

41

Water
Loss
%

64
42
32
100
64
65
24
67"
72
33
100
39
80

35
64
64
36
71
43

37
33
33
33



Intake Reguirements Water

Cost
User BOD 3s TDS Flow (¢/1000 gal)
Industry 1 75 5 629 3.95 23
Industry 2 300 300 650 2.18 23
Industry 3 75 1,000 5,000 1.55 23
Industry 4 75 5 629 .25 35
Industry 5 75 5 629 4,34 23
Industry 6 75 5 629 .39 35
Industry 7 75 10 2,500 2.12 23
Industry 8 75 5 629 2.34 23
Industry 9 75 5 629 2.64 23
Industry 10 75 1,000 20,000 .33 35
Industry 11 50 20 700 6.24 23
Industry 12 75 10,000 2,500 4,74 23
Industry 13 75 10,000 2,500 5.20 23
Corpus Christi 15 2 500 29.82 19
Robstown 15 2 500 2.18 23
Alice 15 2 500 3.91 19
Odem 15 2 500 .25 35
Taft 15 2 500 .48 35
CGregory 15 2 500 21 35
Portland 15 2 500 .87 23
Aransas Pass 15 2 500 1.00 23
Port Aransas 15 2 500 .52 35
Ingleside 15 2 500 .40 - 35
Mustang Island 15 2 500 01 41
Padre Island 15 2 500 .03 41
Nueces Park 15 2 500 .10 35

* No discharge

TABLE 4.5
INTAKE REQUIREMENTS AND WATER COST
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PROJECTIONS FOR 1980 AND 1990

The fresh water requirements (as opposed to demand) for all
users in the area was determined from industrial and municipal growth
projections and are shown in Tables 4.6 and 4.7. These tables also
show the projected effluent characteristics. The 1980 figures assume
that the application of Best Practicable Control Technology Currently
Available (BPCTCA) for industrial wastewaters will take place and that
all municipalities will at least be meeting the current State of Texas
requirement for BOD and SS. The 1990 projections assume that muni- -
cipalities will at least be meeting a 12 mg/1 BOD and 9 mg/1 SS dis-
charge requirement. Although it is the national goal that there shall
be no discharge of pollutants to the navigable waters of the Nation
by 1985, it is assumed that industry will just meet the requirements
of Best Available Technology Economically Achievable (BATEA), which
are scheduled to take effect in 1983,

PROGRAM DESCRIPTION

A general flow chart for the program used is shown in Figure
4.5, Detailed_ flow charts for the main program and associated sub~
routines are given in Appendix II. A full listing is given in Appendix

IO

The program starts by quantifying the water that can be trans-
ferred under existing geographical constraints, identifying the poten-
tial users for this water and determining the cost function for each of
the possible transfers. A typical output print from this initial determi-
nation is shown in Table 4.8. Once the feasible transfers and recycles
are determined, a determination is made as to the number of constraints
and variables. The number of constraints is equal to twice the number

of users plus one. The number of variables depends on the possible



Effluent Characteristics (mg/l) Flow

Requirement

User BOD S8 IDS (MGD)
Industry 1 13 9 3,520 4,82
Industry 2 33 23 1,800 2.67
Industry 3 10 9 4,602 1.87
Industry 4 * * * 0.31
Industry 5 15 10 6,143 5.30
Industry 6 31 21 1,028 0.48
Industry 7 9 4 305 2.86
Industry 8 15 10 3,467 2.86
Industry 9 36 24 1,418 3.22
Industry 10 4 7 28,800 0.42
Industry 11 * * * 7.52
Industry 12 7 6 5,208 6.39
Industry 13 7 6 3,920 7.01
Corpus Christi 20 20 2,000 31.35
Robstown 20 20 1,400 2.60
Alice 20 17 2,000 3.46
Odem 20 20 1,400 0.25
Taft 20 20 1,400 0.41
Gregory 20 20 1,400 0.20
Portland 14 20 2,000 1.16
Port Aransas 3 13 2,000 0.59
Ingleside 16 20 2,000 0.40
Mustang Island 20 20 2,000 0.02
Padre Isles 20 20 2,000 0.06
Nueces Park 20 20 2,000 0.12
Aransas Pass 14 20 2,000 0.98
* No discharge

TABLE 4.6

1980 PROJECTIONS




Effluent Characteristics (mg/l) Flow

Requirement

User BOD SS DS (MGD)
Industry 1 8 8 3,520 6.11
Industry 2 13 9 1,800 3.40
Industry 3 10 9 4,602 2,35
Industry 4 * * * 0.39
Industry 5 11 8 6,143 6.72
Industry 6 22 15 1,028 0.61
Industry 7 3 3 244 3.91
Industry 8 11 8 3,467 3.63
Industry 9 9 9 1,134 4,08
Industry 10 4 7 28,800 0.56
Industry 11 * * * 9.43
Industry 12 7 6 5,208 8.73
Industry 13 7 6 3,920 9.58
Corpus Christi 12 9 1,600 38.96
Robstown 12 9 1,120 2.53
Alice 12 9 1,600 2.45
Odem 12 9 1,120 0.25
Taft 12 9 1,120 0.24
Gregory 12 9 1,120 0.10
Portland 12 9 1,600 1.60
Port Aransas 3 9 1,600 0.83
Ingleside 12 9 1,600 0.35
Mustang Island 12 9 1,600 0.06
Padre Isles 12 9 1,600 0.13
Nueces Park 12 9 1,600 0.13
Aransas Pass 12 9 1,600 0.85
* No discharge

TABLE 4.7

1990 PROJECTIONS
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transfers. At this point the program has the capability to allow for
the introduction of more constraints and any other constraints as to
the feasibility of a particular transfer. The number of constraints
and variables is re-evaluated if necessary and the constraints matrix
and right-hand side vector is automatically generated. TFrom the cost
functions determined initially, the coefficients of the cost function
are determined, and P, is solved with a call to Sub-

2 2
routine SIMPLE. The Cabot and Francis Algorithm is used iteratively

of problem P

at this point to search the constraint polyhedron until the vertex at
which P1 is a minimum is found. An optimal solution is found and
the results are printed out. A typical output printout is shown in

Table 4.9.

As given by Equation 3.5, none of the variables in the model
have an upper bound. The formulation of P2 requires an upper bound
on the variables that enter into the non-linear functions of P, , namely

1
the X's. From Equation 3.2 it may be seen that Xn . has Dn as an

7

upper bound for all i. Upper bounds for Qn or Zn are not required,

although Qn has Dn as an upper bound.

The parameters pH and Total Coliforms are considered in the
determination of the cost functions. pH was not a factor in this area
since all the effluents reported pH range between 6.0 and 9.0. Be-
cause all the municipal effluents were chlorinated and no transfers
from industries to municipalities were permitted, Total Coliforms
was not a significant factor in considering industrial use of the muni-

cipal treated effluents for boiler and cooling water make-up.

EVALUATION OF DIFFERENT POLICIES

The objective of this study was the development of a
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model to determine the future demand of fresh water in the Corpus
Christi area, to evaluate policies designed to reduce that total de-
mand, and to estimate costs. The model has been described previocusly

and the analysis is discussed at this point.

The future water requirement for the area is shown in Figure
4.6 as "requirements", or the amount of water withdrawn from the
fresh water source if no recycling or no transfers of water were to
take place. The "demand', or the amount of water actually withdrawn
if the system as a whole were to optimize water use under the concept
of the basin-wide firm, also is shown in Figure 4.6. Considering
only the requirements, by the year 1995 the safe yield of Lake Corpus
Christi would be exceeded just by the projected growth of the industries
and municipalities currently located in the region. The establishment
of any new industry, particularly a high water user, would only ac-
celerate the trend. At the present time construction of the Choke
Canyon Reservoir has not started and there is considerable doubt that
the reservoir will be constructed; therefore, it seems a water shortage

in the area probably will develop.

However, when demand is considered, the situation is improved
somewhat. In 1974 users were not making optimal use of the avail-
able water resource and a reduction of the total fresh water intake
was possible by a few interindustry transfers. This reduction would
have amounted to about 10% of total fresh water intake. In 1980 the
application of BPCTCA will result in better quality effluent. In this
year a reduction of about 11% of total fresh water intake is feasible.
The application of BATEA in 1983 will bring about still better quality
effluents, and by 1990 a reduction in the fresh water withdrawal of

about 12% is possible. These transfers do not require any additional
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treatment costs for the users, but simply represent the optimal utili-

zation of water in the area,

The data presented in Table 4.4 indicate that transfers of water
are currently feasible and economical. The efflufant from Industry 7
is of good guality, and as seen in Table 4.5, meets the intake require-
ments of all otherindustries in the area. Distance is the only con-
straint for some transfers. A number of other zero-cost transfers are

possible, and the number increases for the 1980 and 1990 data.

In case a further decrease in fresh water demand is desired,

the effects of three different policies were evaluated, namely:

I. Increase the price of water for all users
II. Increase the price of water for all industrial users

III. Impose a unit charge for wastewater discharged by industries

The application of Policy I would mean a uniform increase in the
cost of water for all users. Since users are now paying differant unit
rates, this Policy would increase costs proporticnally for everyone.
That is, the actual unit rate would be multiplied by a common facter

until the desired results are achieved.

The results of applying Policy I for the years under considera-
tion are shown in Figures 4.7, 4.8, and 4.9. These figures show
the amount of fresh water withdrawn by the entire system and the
total effluent discharged to the receiving waters. Generally, the
first reduction in water withdrawal occurs when the unit rate is in-
creased by about a factor of 4.5. At this point a few inter-user trans-

fers become economical, These transfers are from small municipalities
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to indusiries. At an increase by a factor of 5, a few other small
transfers take place, including a total recycle by one of the small
municipalities. The most significant reduction occurs at a factor

of 5.5, when the City of Corpus Christi goes to total recycling and
transfer of wastewater and almost all industries recycle or transfer.

At this point the wastewater discharged comes from one single industry
and some municipalities. This industry does not go into total recycle
until the price of water is increased by a factor of 6.5. The final
municipality recycles at a factor of 8.0, and at this point the system
is at maximum utilization of the water resource. Zero Discharge for

Wastewater is achieved.

The main obstacle to water transfers at small increases in water
cost is the TDS concentration. The cost of treatment of wastewater
for TDS removal is in the vicinity of $1.75/1000 gallons at the 1 MGD
level. Once the "easy" transfers are made when the difference be-
tween "requirements” and "demand" is considered, very few other
fransfers are possible until the TDS level is reduced. This factor is
particularly important in the area under consideration, where the

municipal wastewater has a TDS concentration of approximately 2000

mg/1.

The results obtained when Policy II is applied are summarized
in Figures 4.10, 4.11, and 4.12. This Policy is similar to Policy I,
but only industries pay more for tﬁe water. This increase is in the
form of charging all industries the same unit rate, independent of the
amount of water used. Reduction in consumption occurs in two steps.
At a unit rate of $1.50/1000 gallons, industries start to use recycled
water, mainly from the Corpus Christi wastewater treatment plant.

At $1.75/1000 gallons, all industries that could use municipal water



Effluent (MGD)

(7461) II AOTI'TO4 40 NOILYOITddY

0T°% 3UNDId

(suotieb QgO01/9) JI91eM IO 180D

. 00z SLT omH mMH 00T g
0T +
==y
&
m"!’l’"
|
§
¢
§
02 - i
§
i
g
[]
0¢ = - - o o - o o on o o= o - o
ISICMOISBM ===
07 FO1RM USOi] wee

0¢

0¥

09

08

(@OW) puewsd IolRM



58

Effluent (MGD)

(0861) 11 ADITOd 40 NOILVOITddV

T 7 3dNDOId
(suotreb 0001/9) 1©1eM JO 1S0D
00¢ A 051 Sz1 00T Sz
O ] 2 g £ O@
L
oL = ~~="="y - 09
i
-'al"'lll)
0% t -
. 08
[
]
§
§
t
J i
0¢ | - 001
8
B ow om o om oo oe o o OB D D b @ W WO @ S G o o
ID]IBMOISBA mew
I91RAN SOl =
0% 7 - 021

(D) puewsd i91RM



oK

8
&

Effluent (MGD)

0t

0¢

o€

o7

007

(suoriedb Q001/9) I21eM 30 150D

08t $Z1 001

S/

R R

ISIBMBISBAA ==~
JIDIBA USBIT me==

0v

~08

G G own GEm &P @D OO @S O

oot om cmv owe cmn oms o O @2 GRD OO R O D SO O NS G0 O9 on v oS

-001

-0Z1

(@) puewad I91RM



60

have done so and have also made all the possible interindustry trans-
fers. At this point of maximum reuse, the wastewater discharged is
about one-~third of that discharged if Policy II is not applied. This
Policy never leads to Zero Discharge because there is no incentive
for municipalities to reuse their own wastewater. Zero Discharge of

Industrial wastewater is achieved.

Policy III considers a different approach. Instead of increasing
costs of fresh water, the cost of disposal is increased by imposing
a unit charge on the amount of industrial wastewater discharged.
This charge can be set to relate to the amount of pollutants in the
effluent, but will be allocated in terms of cents/1000 gallons of
wastewater discharge. A charge based on cents/pound of pollutant
discharged is not only very difficult to handle mathematically, but also
tends to encourage further treatment and discharge rather than transfer

and reuse.

The effects of the application of Policy III are shown in Figures
4,13, 4,14, and 4.15. With this Policy a single reduction in demand
occurs, in the vicinity of a charge of $1.25/1000 gallons discharged.

At this point interindustry transfer of all effluents occurs. However,
very little of the municipal wastewater is reused because once indus-
tries arrive at Zero Discharge, no economic incentive to reuse municipal
wastewater exists and the cost for fresh water does not increase.

This policy causes a reduction in wastewater discharged to about two-

thirds of the base case.

A comparison of the three policies with respect to cost is pre-
sented in Figures 4.16, 4.17, and 4.18 for each of the years 1974,
1980, and 1990. Policy I is the most expensive, followed by Policy II
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and Policy III. PolicyI also causes the largest reduction in demand and
forces the system to go to Zero Discharge. The reduction in demand
attainable with each policy is shown in Figure 4.19. As the required
reduction increases, the cost for the system also is'considerably

increased.

The total cost of fresh water and wastewater treatment by in-
dustrial sectors for the Corpus Christi area for the years 1974, 1980
and 1990 is presented in Table 4-10. The direct requirement coefficient
(DRC) for 1974 also is shown. These figures were calculated using
the treatment sequence given in Figure 4.3 and the cost functions
given in Table 4.2. If Policy II is applied to the system in 1974 in
order to reduce demand to 49 MGD, the cost is $51,000 per day, or
$18.6 million per year. This cost represents an increase of about
3 1/3 times in the cost of wastewater treatment. However, the DRC
with this policy would be increased to 0.022, which is about a factor
of 4. The application of Policy III to reduce the demand to 61 MGD
causes an increase in the DRC to 0.014., Although the increases in
the DRC are significant, the value is still small when compared to
the DRC's associated with other production factors such as labor,

raw materials, and energy.

A fourth alternative for demand reduction in the area is the use
of saline water for cooling. The model can be used for estimating
these savings by dividing each user in two parts, one comprising
the requirements for process and sanitary water and the other the
requirements for cooling water. This approach would increase the
industrial users in the area by a factor of 2, causing a considerable
increase in both the constraints and the variables to be optimized in

the non-linear program. At this time computer resources make it
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impossible to consider such a procedure. However, limited data
are available and the estimated reduction in requirements if saline
water is used exclusively is 16 MGD in 1974 and 20 MGD and 26
MGD in 1980 and 1990 respectively.

The policies analyzed can be combined in a myriad of ways.
These alternatives can be analyzed using the methodology which has
been developed. A number of other socio-economic and political
constraints enter into any type of decision that has to do with the
water resource, The policymaker must consider all these constraints

so that the proper combination of alternatives can be determined.



CHAPTER 5
DISCUSSION

The model developed in thig study is based on the concept of the
basin-wide firm introduced by Kneese and Bower (3). This concept
postulates the existence of a single firm (or authority) that: directs
all water-using industrial enterprises; is in charge of all water and
wastewater treatment facilities; owns and operates all sources of water;
and operates in competitive markets to maximize profits. For profit
maximization, this firm selects the combination of water quality control
measures that minimizes the overall system costs associated with waste-
water disposal activities and water supply functions. Since this firm
pays for all wastewater treatment facilities involved in making the ef-
fluent of one user suitable for use by another user, there is no need to
allocate this expense to either user. The assumption of this firm allows
for optimization of costs for the whole basin, since it is impossible to

optimize for each individual user.

The application of the model to a particular area requires a number
of agssumptions with respect to the shape and size of the area in ques-
tion. The area and number of users must be such that the limitations
of the model are not exceeded. If the area is too large, it is necessary
to assume certain boundaries in order to reduce size. These boundaries
usually are based on natural barriers, such as in the Corpus Christi area,
where natural constraints in the form of bodies of water can be used to
divide users into smaller groups. A second possibility is a distance

constraint that can be determined by the exercise of engineering judgment.
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The imposition of this distance constraint defines the allowable number
of inter-industry transfers, therefore reducing the number of decision

variables to be considered.

The form of the cost functions applicable to the specific area of
interest also is of considerable importance. In the unlikely event that

all functions can be assumed to be linear, the problem is reduced to an

72

ecasily solvable linear program, thereby requiring smaller amounts of com-

puter time and allowing for the easy evaluation of confidence levels,
The functions associated with wastewater treatment and conveyance
usually are assumed to be non-~linear, concave power functions, which
introduce the non-linear difficulties and the associated problems of
minimization of concave functions which were specifically considered
in this study. If these functions can be assumed to be exponential, or
linear on semi-log paper, the concavity problem is reduced and the
program can be solved using more conventional non-linear techniques,
such as those developed by Himmelblau (35). The cost function assoc-
iated with fresh water usually is a step function, as presented in Figure
3.2, with unit cost decreasing as the amount of water used increases.
This function can reasgonably be assumed to be stepwise linear, and
easily incorporated into the cost function. It is also possible to make
an exponential approximation to the function, and more non-linearities
are introduced into the problem. Other types of pricing structures can
be considered, such as the fixed rate for industrial users which was
used in the evaluation of Policy II, or an increasing unit cost with an

increase in water usage.

SOLUTION TECHNIQUE
The algorithm used for solving the non-linear program is a search

algorithm which ingpects the vertices of the constraint polyhedron until
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an optimum is obtained. The use of this procedure guarantees that once
the search stops, this optimum will be the global optimum, as opposed
to a local optimum obtainable by other methods, such as linear approxi-
mation. The use of the linear approximation method, as described by
Himmelblau (35), on the problem considered in this study was moderately
successful. It was possible to reach a minimum in considerably less
time than with the non-linear algorithm, but this minimum was only a
local minimum. Af this point the value of the objective function was
very close to the value at the global optimum, but the values of the decision
variables were very different at both points. Therefore, if the interest

is in the value of the objective function and not in the value of the deci~
sion variables, linear approximation can be used as a quick, relatively
accurate alternative algorithm. It also can be used to check results ob-

tained by the concave non-linear programming algorithm,

LIMITATIONS OF THE MODEL

The use of this model is limited by computer time and not by storage.
There is no way to predict beforehand what the Central Processing Unit
(CPU) time will be for a specific problem, but the experience in this
study indicates that ten to twelve water users could be handled in less
than ten minutes CPU time. The biggest problem considered generated
twenty-one constraints and forty variables. This program was solved in
approximately seven CPU minutes, using a CDC 6600 computer. Memory

requirements were approximately 100 K core units.

The size of the consiraint matrix is determined by the number of
users., For each user there are two constraints, one to guarantee that
water "requirement"” will be satisfied and a second for the mass balance
on each user. In addition, there is another constraint for the total system

when the amount of freshwater available is limited. The number of
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constraint equations for a specific problem is then 2 x (number of users)
+ 1. The number of variables cannot be determined beforehand, since
they are dependent on the quality of the effluents and on the intake re-
guirements. In general, the size of the constraint matrix grows fast

as users are added. When saline water was considered as a cooling
alternative, the constraints were increased from twenty-one to forty-one
and the variables went from forty to ninety~-four. After ten minutes of
CPU time, the algirithm had made very little progress in moving toward
the optimum. It was not possible to estimate what the required time for

completion would be, but it was considered unacceptable.

The model has the capability of accepting additional linear con-
straints that can be used to eliminate specified transfers or to limit the
amount of water that can be transferred from one user to another. How-
ever, it is not possible to iniroduce non—li_near constraints and use the
present algorithm, Non-linear constraints also would reduce the size
of the problem that could be considered, since they would introduce more

difficulties into the program.

POLICY SELECTION

Three different policies designed to reduce water demand were
evaluated. These policies were selected among a considerable number
of possibilities as being most likely to be implemented by decision-
makers in the area, based on their ease of application and their use
elsewhere. It is possible to use the model for the evaluation of other
policies, subject to the limitations discussed above. Possibilities in-
clude the use of an increase in unit cost of fresh water with an increase
in use and the use of flat rates for municipalities. It is also possible
to consider effluent taxes in the form of power functions, but this intro-

ducesg additional non-linearities and complicates the application of the
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solution algorithm,

Policies which increase the cost of fresh water tend to cause the
higher reductions in demand, but at the same time are the more expen-
sive. These policies eventually cause total reuse of wastewater, be-
cause all users, both municipal and industrial, have an economic
incentive for reuse. Policies that selectively increase the cost of fresh
water for specified sectors have a smaller economic effect on the system,
but cause smaller reductions in demand and cannot be used if it is H
desired to totally eliminate the discharge of wastewater. The imposition
of charges on the return flows causes a reduction in demand, but in
order to make this reduction significant the charge must be applied to
all users. Policies which combine an increase in fresh water cost with

an effluent charge can be used also to accomplish zero discharge of

wastewater.



CHAPTER 6
CONCLUSIONS

MODEL DEVELOPMENT

1. A non-linear regional water supply model that considers the dif-
ference between "requirement” and "demand" in forecasting

future water needs was developed and solved by a search tech-

nique,

2. A non-linear algorithm was required to guarantee a global mini-
mum. The linear approximation method provides a good estimate
of the optimal value of the objective function. However, if the
specific values of the decision variables are important, this

approximation is inadequate.

3. This model can be expanded to include a larger number of users
by developing a more efficient algorithm or by incorporating the
information derived from the linear approximation method into the

present algorithm.

4, This model provides to engineers and planners a methodology
by which the technological and economic impacts of alternative
water treatment, recycle, and pricing may be evaluated under

various demographic and economic growth conditions.
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MODEL APPLICATION

10.

11.

The application of the model to the Corpus Christi area in 1974
indicates that use of the available water resource was not opti~
mal and a 10 percent reduction in demand was readily available

by means of transfers between users,

A 40 percent reduction in demand can occur if the cost of fresh
water is increased by a factor of 5.5 for all users, Wastewater

discharged is reduced 80 percent.

A uniform increase in the cost of fresh water by a factor of 8.0

causes total recycle and zero discharge of wastewater.

Increasing the cost of fresh water only for industry to $1.75/
1000 gallons causes a 30 percent reduction in demand and a 65
percent reduction in wastewater discharged. Zero discharge of

wastewater is not achieved with higher costs of fresh water.

The imposition of an effluent charge of $1.25/1000 gallons of
wastewater discharged to the industrial sector caused a 15 percent
reduction in demand and a 35 percent reduction in wastewater
disc’hargedo Further increases in effluent charges do not cause

any further reductions in demand.

The increased cost to the industries in the area resulting from
the implementation of the three policies considered is 1 to 2

percent of the gross output.

The high total dissolved solids concentrations in the municipal

return flows inthe area isthe mostimportant constraint to waterreuse,
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PUSEIECA b L CITNPUT ,TAPE L, FAPEZ,QUTPUT) 1
CUtUN /A7 (d L) g AT 24T I
OB/ 0 (1T 3

COM IS U/ TRETAGaMX p N, k(6 s KBCIUTI PV aTI I UT) o X(HT ), n

PrCaZ e DE Qa7 ) E(2209) b0 (8T ,07) KEL JINCLBO)  NUMX 5

oINPT ST SNANME(2,28) ,0IN(S,24), 0005, 20),6EL0C (2,20, t.

Pl 220N ) U (2 e L U2) ,CCL23,28) pKXX(TA7) ,HRKU(L4T) 7

pEal A2, KEANY, PR 0020 JAA(24,25),88(25,23%), H

Pk K ELIT Y, AT - 9

TRt GE TR(23, 2%, MUORDWEATY g NUCOLCIUT),EXTHRALDS) i

o AA LB e CL, NURD W, NECOT g K P ”
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o) =P EhaROW Y0000 (J) sy 16

ST I IVEE N R 17

HooosAl T, 00y s 00, 0.0 =C00T, )8 ,0 18
AL EPP(2u)En, 0 19

Cooben S CARD PSS AN UPTLIas CARD ¢
CooeroAtLELURKE LT O E R COMSTRUCTION COST TNDEX Al
PooasPRIND QUT OPTLuNs 27

‘ =1 LIVES SlwiMUM OUTEOT, JIST KLSULTS 23
=2 ALSY PRINTES A, e A L MATRICLES 24

=4 AL SU PRINIS ALGORTTHM ITNFORMAY [UN 25

L =i STUPS PROGRAM BFFURE AsB,0 ARE GENERATED Pb
Cotvaxssex LUST O ALLOWED, CENTS/ZIWMAR GAL, I
o s faMAx DISTAGCE FOR PIPING, MILES : A8
b AL 8, P DATL , TNFU,DMAX, TMAX, TDZ ;9

A RNATCE L, s, 2F L 4, 1T 1) AV
LA =UPDATL /1940, !
RTINS 40

=1 £ 4

Lo AD 1, (S IAAT (KL, 1) pK1m1,2) , (WIN(K2, 1) ,K2=1,5), 30
POV (KA 08321, 9) (GELOCIKE, 1Y, Kl451,2)) 35

REaa 2,0 (1), a1}, PPCDY,DCD) 36

P () gt e, 1,000 (1)=11,9999 57

ISR INEEEI XS] 3

AR 59

RS iAmE (1, 1= 1) N o LAMRRERKRRRREIGO TQ 3 s

G LARD T T AVE AT FUUAL TO O RRRRRRRRRR !
N e

UL ORSMAT(2n 1], LBF S U, 2F 5, 1) 0y
JORUPHAT (U 1, 2) qi

Cob 1o aTES i sUMBER OF SOURCES.SERUE EVALUATES A A B FOR THE 45
Lo Lo bunCTIue FOR OTHE IXD COMBINATIONS, PARAMETERS IN Qitl A GOUT G
Coatt me eS8, 105, TUTAL COLIFORMS(TC),,aPH, IN THAT ORNER, ai
FIPERN/ N B BP | 8

U B Jizt,s 09

[EAN GO L -1 0% SR DN 0N S SL U I it

PR R N B -3 AP | 91

N EE S AN 57

O IERUIT (M, ) 54

oo JIh=g,5 Yl

oSl R yENIHIIM, 1K) ny

oty Mz, 2 St

Foob ) )RR (U, dK) 57
COoL LS ASOHUMRE D THAT Tk FULL SERNUENCL wliil, CLEAN ANYTHING HE
DIGT=SURITCALE (L) =Gl I )22 2+ (GE(P2)=GL(2))rr2) 59

L ODISTUE JMAXYIGU TO 4 b

CALL SERQUE (W2, 91 ,A1,BL,UPDATE) 61
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C AAC

4

[FOAL LB, TMAX)GD TO 4

[0 I35 FROA J 10 I
AA(IK, J)=AL
BEBCIK,J)=i31

LCLUKG )8 25%UPDATERDIST
C CC CUNTAINS THE IWNFORMATION FOR TRANSPORTATION COST EVALUATION

CONTINUE

9 FORMAT (A9 A, *vATFR ALLOCATION MUDE) %)
1M FORMATC//,15%, xFROM COST AND DISTANCE CONSIDERATIONS THE =,
12FULLOWING AL TERNATIVES ARE CONSIDERED FEASIBLE$%)

FORMAT(SX, kFROM&, 21X, aTUR, 15X, *TREATMENT COST LOUATLION#,

15 (CLNTS/Z1UioM GALIA 99X, aTRANSPORTATION COST®)
17 FUOKMAT(SX, aMAXIMUM COST AL OWED (CENTS/1048 GALY3A,F6,1)
1% FORMAT(SX g AMAXIMUM DISTANCE ALLOWED (MILES)I3%,F6qL)

it

16

FORMAT (1 X, 2A10)

17 FURMAT(26X, 210, TXef 6,1, 10H X FLOWRAC,F6,3,3H), 13X, k0,1,

19
€ ARE

2l
P4y
25
21

116H X FlUwr2(=_5U%)
FORMAT (n1x)

THERE ANY AL TLRNATEVES

READ 2W, IV

IF (P r,8)60 T0 21
VISR E- P

READ 255K, KH

)

wHICH MUST dE ZEROZ

AA KN m M) sHB (RN, KM)=CC (KN M) =Y U

FORMAT(1S)
FOUMAT(21Y)
CONTLINUE
PRINT 19
PRINT 9
PRIAT 14
PRINT §1
WYz

C Count THE ~UMBER OF VARIABVES FOUR THE LP AND PRINT THE

C unb

15

iy

14

S THAT ARE MOT ZERU

a0 14 =1,
LK==
POt Jdst,

1FAHBOII ) ol g gBINNGENNG 4
TFABB{IIsd) et g, W) TK=
TF CLRGLRGTIPRINT Lo SNAME(L,J0) ,8NAMLE(2,J)

LU IH TI=g T

TF(BBOITpd) oVt o MIPRINT 37 ,SNAME (1, 0J) , SNAME(2,JJ) ,AA(IT,J)

188010, 0, CC01),4)
CONTINUE

C NUMBER UF X8 1S XS

24

ComgMaER OF

NESESNNG

PRINT 12, T1AX
PRENT 13,bMAX
PRINT 19
PRINT 24

FORSATISX, «CONDTTTONS
VARTABLEFS(TNTAL)

USED AS INPUT FOR THE LPx)

C COYPUSED OF T AP35, 1 FEFLULNT, AND NXS§ X#8

NN BN L]
PRINT 25,449, N%8,1,

1

25 FOKMAT (1eX, A rdBER OF VARIABILES %, [9,/,15X, sCOMPOSED IF «,
114s% XeS,x,Td,%x QPS,ANDA, 4,5 EFFLUENTR)

MXYzIhe

PRINT 265MXY
FURMAT (JUX, kMt R
AXZMAQ

NNSNNG

OF

CONSTRAINTSe#, 14)
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1B
149
110
i1i
ii2
113
114
f1n
116
117
118
119
1726
124
1ae
123



PRINT 69,MX, NN
69 FURMAT(1UX,*THE TOTAL NUMBER OF CONSTRAINTS 18 THEN kuUAL TO *,
114,70 18X, e THE TOTAL NUMBLIR OF VARIABLES 13 THEY %,14)
C ADDITLION QF UPPER LIMIT ON Sum UF QeS
READ 94, JUP, QMAX
94 FURMAT(1I5,F10,3)
TFCLUP,EN,BIGN TO 94
BimX+L)=0MAX
AMXt L Nt )=E W
DO 92 Jmy,1
92 A(MX+1,NXS+J)=l,0
MXEMX4 4
NNENNY ]
PRINT 9%
93 t ORMAT (14X, #AN UPPER [ IMIT ON THE SUM OF QPS8 EXISTS, THEREFORER)
PRINT ©9,MX, 31
91 CONTINUE
KOlizi
B8/ FORMAT(2F 1B, Q,11V,2512)
C ADL CUNSTRAINTS, [F DESIRED
C Ilkhan0, UF NEW CONSTRAINT RUwS
€ SIGNs=1 IF CONSTHRAINT IS 6T, =¢) IF LT, AND =04 TF #Q
C 4MAX (8 THE RHS, JJy 18 THE 1O, OF VARIABLES AFFECTED AND EXTRA
C «HICH ONES(UP TO 29%)
HEAD 2d8,11K
IF(IIKEQ,WIGO TO W%
DU 86 J=1,1T1x
READ B87,510N, UMAX, JJ1, (E XTRA(II) pdU=,d01)
BIMX+J)=0UMAX
DO 88 JZsi,JJ1
K73t XTRACJZ)
848 A{(MX+J,K7)=1,9
IFCISIONEW.WILGD 10 89
KOUsKkOU+ 1
ACAX+.J, NHN+KOU)28IGN
#y9 COMT INUE
86 COnNTINUE
MXEMA+]IK
NNENNEKOD
PRINT U
9 FORMAT(IUX, aSOME MORFE CONSTRAINTS HAYE BEEN ADDED, THEREFQREX)
PRINT 69,MX NN
85 CONTINULE
IFCINFUE W48 TOPR
9% COnNTINUE
C VARIADBLES wllL nkt ORDERED AS3X, d, AND EFFLUENT
C I8 wlll KEFP TRACK OF whICH VARIABLL 1S wHIiCH FOR NONeS{LACK
C 18 HAS DIMENSTUNS OF IXI
IH=Y
DO 55 Jd=i,l
DO 33 JJ=i,1
1F(BB(TrJI) JEQ.HBIGU T0 35
IH=1li+}
1B (J,Jd)=1H
33 CONTINUE
GO 1 J=t,1
Lo 104 Jd=1,1
"JZ2Z2IB(J,J4)
104 LF(KJZLNE UK IL7)ED (J)
C FQR THE X VARIAK{LS: NOROwW(1) HAS THE ROA NUMBER OF [HE
C IThH, VARLABLE [N THE AA,88 ANMD CC MATR{CES. NOCOL(Y) IS
C THE SAME FUOR Trib CUOLUME NUMBER,

82

i24
125
126
i27
128
129
130
i1
132
133
134
135
136
137
138
139
14p
jal
142
143
144
145
{46
147
148
149
150
151
152
153
154
155
156
157
158
159
169
161
162
163
1e4
165
106
167
168
169
179
171
172
173
174
175
176
177
178
179
180
181
182
183
184
185



DO B2 J=1,1
DN 52 Jdei,d
Kislb(J,Jdd)
LF{KL b8, 160 TO 52
NOROw (K1) =J
NOCOL(K1)=JdJd
52 CONTINUE
A AR R AR E AR AA RN A AA RN AR R AN AR R R ARAAAARAR A AR RARKAARAAAARAARANNKANRA RS A A
C GENERATION OF CONSTRAINTS MATRIX FOLLOWS
R A AR R AR AN LA AT AR AR R AR AR A AN A AR A AR AR AR A A AN A A A AR R A AR N A AR A AARAANR
C GREATER THAN(MASS BALANCES) GO FIRST THEN EQUALITIES
DO 27 J=i,1
DO 28 JJ=i,]
LFCIEQJJIGO TO 28
KAIB(JT,JJd)
IFCIBCIJI) NEMIA(S, KAY= ¥
Kigii(JJd,.1)
TFCIB(IT,JI NELAYA(T KT YRl (it
28 CONTINUE
ACTpNXS+J =) ¢
27 ACGI XS+ ftd)a=) @
C EQUALEITY CONSTRAINTS(DEMAND t U FLILLMENT)Y
RJIK=
PO 2% Jd=1,1
PO 3 JJd=t,.1
IF(BB(J,JJ) EQ,0B,B)00 TO 3V
KJKSK T+ |
ACd¢I RIK) =1, 4
34 CORTINUE
ACT+INXS+I)st 0
29 CONTINUE
C PRINT UUT A(I,J) MATRIX, It DESIRED
IFCINFOGLTLR2)G0 TO 37
Ja1l
31 JJsJ+ 49
IF (JJoGE Y)Y JIsNN
PRINT 32,0,
32 FORMAT (wln, duX,wTHE CONSTRAINTS “MATRIX, COLUMNS »,1d,% TO #,14)
PRINT 34, (KR, KRaJ,JJ)
34 FURMAT(//,1aX,2014,7)
D 36 JR=1,MX
36 PRINT 35, R, CAC(JR,JM) o dm=z],Jd)
35 FURMAT (IS 85X, 2ufF4,4)
JaJ+2y
IF(JeGToNMIBO 00 37
GO TU 31
37 COwTINUE
AR KA R A AR AR KR AR A R AR AR R AR A AR AR R AAR R RA AR AR AARAARARRARAARARKAARRAANGR
C GENERATE TUE RHS VELIOR
AR AR AR AR A AR AR A AR R AR A AR ARRARRA N KA A AAREAARRARAAAR A AR ARARAARARARR A
po 348 Jdsi,d
38 Bld)=L0d)
JK&EL44
PO 39 JsJK,MX9
39 B(JI=D(J=1)
C PRINT UUT 8 VECTOR, IF DLSIRED
LFCINFULLT,2)G0 T0 79
PRINT 46
did tORMAT (wiwn, 40X, e THE RHS VECTUR B(IL)=%x,//)
PRINT di,C€J,8C(d)sdal,MX)
41 FORMAT (VX 5(2X, 2B (n, JU, %)%, F16,3))
79 CONTINUE
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186
187
148
189
99
191
192
193
194
19%
196
197
198
199
210
2ui
ue
203
2ul
215
2106
w7
U8B
Pu9
214
24t
212
213
214
215
2i6
217
218
219
22k
g2l
222
P
224
2eb
276
227
228
fe9
231
251
232
233
234
23h
230
P37
£38
239
.1
Q41
242
243
2h4
2us
2U6
247



C MAKE APPROXIMATION OF C TO GET UPPER BOUND
DO 142 J=s),NXS
D0 143 Jd=z1.1
20 143 JK=s1,1
IFCIBCIT,JKINEGJIGO TO 143
CLJI=AA(II, JKIHCC(ITpdK)
143 CONTINUE
142 CONTINUE
JKaNXS+1
JJeNXS+]
DU A4 JedKeJdd
144 COI)=K(J=NXS)
JKaNXS¢+[4¢1
JJaNXS+I+1
DO §ds J2IK,JJ
14 CLJ)esPP (J=iX8=1)
CALL SImMPLE
LFIKUCL) o NEBIPRINT B3,K0(48)
CALL CUSTE(RRKB,TC,NX8,1)
Fu=sTC
TC=YC/140,
C SAVE FIRST PUOINT, Xu#
C ®KXX IS THE CURKENT BESYT SOt UTION
DO 5% J=1,NNY
Sh KXX(J)=KB(J)
A AR AR AR R R AR R AR AR A AR AR A AR AN AR R AR R AN AR AR AR A A A AR AN A AR AR AR AR AR A
C CONSTRUCTIUN OF P2
R A AR A AR AR A AR A KA A AR R AR A AN AR RN R RN AT AAR AR AT A AARRRRARR AR AARR R A AR R
£ FOR THE AmS
DO 43 Jdsi, o
DO 435 UKz,
JelB(JI,dK)
IF(JaEWe®IGO TO 43§
CONBAACII,JKI /(UG Ina (], =BBCJI,JK)))
COIYsCIIPCCCIT, K} ZUCT ) Ra1 505
43 LOnTINUE
¢ FUR THL WUeS
JKENXS+]
JJENX§+]
DO 44 JsdK,JJ
g COJIBSK(J=NXS)
C FPOR THE EFFLUFNT
JKENXSe I+t
JJENXS+I+1]
PO 45 J2JK,JJ
45 COIEPP(JeNXS=])
C PRINT FIKRST GUESS FOR CC1), IF DESIRED
IFCINFULLT,2)60 TU 84
PRINT 46
Q46 FORMAT(x1x, 10X, aTHE VALUE OF CCI1)Y FOR P2#&,//)
PRINT 47,0J,C0J) J8i,NNG)
47 FTORMAT(LOX 5 20, 4C {x, T4, %)Ba,F LU, 3))
B CONTINUE
C START ALGORLTHM
FIRSTe=iy,
C OCUTAIN INITIAL POINT XO
CALL SIMPLE
Jisy
DO 111 Jd=f, NN
DO 118 JI=1emX
118 IF(JGEQ.JHCJJII) GO TO 131
JisJi+!
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248
249
254
251
252
253
254
255
256
257

259
268
261
26he
263
264
265
266
26l
268
269
278
271
272
273
274
275
2le
2717
278
279
8o
281
282
283
284
285
286
287
288
289
299
291
292
293
294
295
296
297
298
299
B
3wl
Iu2
I3
Iud
p5
Ine
37
Y8
3une



i1

1d7

JInlJi)=d

CONTINUE

DO 187 J=§,MX

N0 187 Ji1=1,MX

LECT, JE)sE(J+MXA(JL~13)

C CHECK FOR PROBLEM FEASIBILITY

83

el e Nl

97

4y

49
59
51

53
78
B2

IF(KU(L) GHNELBIPRINT 83,K0(1)

FORMAT (// ¢ AXXXXXXXXXXXKXXXXXXNXXXHXXXXX A XX* g2 PROBLEM [S #,
1AaNOT FEASIBLE,KOCL) ISsn, 13, %X XXXXAXXXXAXXXXXAXXXXAXX XX %)
IF(KU(L) GNE,¥ISTOP

EVALUATE COST FOR INITIAL POINT, THAT 1S, FIND UPPER LIMIT F(Xu)=aFUy
STEP 2
FIND LOWER LIMIT, THAT I5, G(XO0)=FL (STEP {)

FLed,¥

DO 97 J=21,0N9

PLeFL+CCJYARRRB(J)

IF(INFOLLT,L3)60 TU 748

PRINT 19

PRINT 48

FORMAT (2UX, *THE INITLAL VvALUE OF X(1) FROM P2x)

PREINT 5§

TF(KUCL) ,EQBIPRINT 92

FORMAT (1UX,S(24,xX(h, JH,x)22,F18,3))

FORMAT (10X, *HE SOLUTIUN I8 OPTIMAL FOR THIS DUMMY RUNx)
FORMAT (/7))

PRINT 49, (I KBLJ) s d=] ,NN)

iC=FL/ 104,

PRINT %3,7TC

FORMAT(//,20X, *TOTAL COST FOR THIS SYSTEM IS(DOLLARS)I#,Fi4,2)
CONTINUE

CONTINUE

C warnxkarxixnxSTEP 3

C ust

MURTYS mMLTAOD Fu FIND NEXT BEST EXTREME POINT

CRAXNAARKNKKARRRARAKARRARKARKAMURTYS THINGAKARRARRRAN RN ARKR

CoOD

C THI

56

CALL MURTY(Fi o XMIN,FIRST)
FIRST=14,

nB CONTAINS THE NOXT BEST POINT, XK
STLP 3A
FIND GIXK)

GEXMIN
[FIGLT, (FU=U , BAA1YIGU TO 96

S BRANCH LubS THE LOUP

GO TO 76
CONTINUE

C STCP 3B

FL=G

C RxrxrdaxaxrkaxSTEP 4

CALL COSTYR(RRKB,TC,NXS,1)
LF{TC,GEFIIGO TO 82
fustcC

C REPILACE CURRENWT BFST SOLUTILIUN

57

76

DO B/ Jel,NNY
KXX(J)=KB(J)
G0 TO BR
CONTINUE
TC=FU/ AR,

C PRINT LP INFORMATION

29

PRINT 99, (K0(J)sd=2,5)
FORMAT(SX,sN0O, OF ITERATIONS 2,15,/,9%X,%N0, OF PIVOTS SINCE #,

1#LAST INVERSIOM 2,1%,/,5X2%2N0, OF INVERSIONS #,1%,/,5X,
2xTUTAL Nu, OF PIVATS a,7%9)

C PRINT RESULTS

85

314

311

312

313
314
315
316
317
3118
319
324
321

322
323
324
325
326
327

328
3079
330
334

332
333
334

339
236
337

338
349
340
341

342
343
344
345
346
347
348
349
350
351
352
153
354
I5h
156
357
358
159
160
364

362
365
3164
365
366
167
368
369
379
371



PRINT 19 372

PRINT 9 37%
PFRINT 61 374

61 FORMAT(//7,56X s ARESULTSA /7, 18X, 2USER TO WSER WATER REUSE=x) 375
PRINT &¢ 376

62 FURMATLBX, *FROMR, 26X, 2TN%, 22X, #AMOUNT OF WATER (1068 GAL) %) 377
DO 65 Jxg,NXS ) 38
TFORrRXX () oL 1,5360 TO 63 379
K11aNOROwW () 380
KiecanNOCOL (J) 381
PRIGT 64, SNAME (1 ,K12),SNAME(2,K12);SNAME (1oKE1),SNAME(2,K11), 182
TKXX(J) 3483
63 CUNTINUE 384
64 FURMAT(SX,2A10, 10X, 2A88, 11X, F6,0) 385
PRYNT {9 386
PRINT 9 387
FRINT 6% 388

65 FORMAT(//o%6X s 2REBULTISR,//) 389
PRINT &6 390

66 FURMAT (10X, xUSER%,,2UN, *ATER [NTAKE (1480 GAL)%,20X, 394
1*EFFLUENT (1008 GAL)*®) 392
KitaNXS+] 393
R12ENXS+] 394

GO 67 Jskil K2 395
JROzJ=NXS 396
JERzJI+ ] 397
PRINT 68, 8NAMEC)L,JRS) ,SNAME (2, JRS) ,KXX(J) o KXX(ISK) 398

67 CONTINUF 399
68 FORMAT(SX,2AL0, LAXF6, N, 35X, F6,.4) Hgy
PRINT 53,TC Hel
STup Hup
£.ND 43
SUBRUUTINE SERUF(BIN,GOUT,A,B,UPDATFE) [F5 Rt
UIMENSLUN QGINCSY,G0UT(S),BODCTI 88(T7),T05¢7),ALT(2,7),ALT2(2,5), 445
{ALTE(2, 4) Hibb
REAL CL2(2,7) s NEU(2,7) 497
COTREATMENT SEQUENCE IS8 PREI ITH4INARY,CLARIFICATION,ACTIVATEY SLUDGE, 428
C UNAGULATION,FILTERS,CARRUN ADSURPTION, ION EXCHANGE AND CHLORINATION 499
C UR NLUYRALIZATION AS REQUIRED 419
DATA Bkll)/@q@yH,“,”390U,a.‘,“,bp”'Bpw,QT/gSS/U."ﬂ.75'”.bpw;7, 411
10,85, B,85,0,97/,TDS/0,%,0,1,8,3,0,2,0,0,0,8,6,97/ 4ye
DATA (ALTCL),128,14)/7,548,=,4%,22,2,=,203,36,7,=,242, 413
TUB2r= 195,58, 7,2,226,91,5,=253,176,5,=,22/ 414
DATA ((;La(l),lzug1&)/2.77,*,184524.4I,-.235,38.97,~.259, 415
16 1= 193,00,91,%,223,93,T71¢=,209,878,78,=,219/ 436
DATA (INEUCT) piml,38)/8,82,=2,4%2,26,5%2,=,264,01,02,=,256, 417
LUB A6 e, 2PB,62,96,,23%,9%,76,=,258,180,76s=,223/ 018
DATA (ALTICT) o118/ 7 Ul 85,21,9,2,2U25,7,2,26,1839,75p°.215/ 0419
DATA (ALT2CI) 121, 10)/148,59,2,281,21,9,2,196,36,4,=.216,069,2, apq
1=e2b0, 154 ,0,=, 217/ 421
ROt Jsi. s hee

1 IF(UUUT I 6T AIN(JIIGY TO 2 423
LFQOUTLA) ,GEQINCEIIGU TL & 420
AzUPDATE®2 23 425
BE=,15 4ot
RETURN 427

4 IF(QUUT () ,6ERQIN(SIIGO TU & 498
ASUPDATE®Y 28 up9
Be=,43 436
RETURN 031

5 Azg,d 432
BEg. 4353
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15

14
i6

RETURN

[FQUUT (1) LE. 18,8360 YO 9
TFLQUUT(2) LF 184,860 TO in
Do 3 Jdsg,7

SOUT (1) =R0UT(LI# ([, =BOD(J))
IDUT(2I2QUUT(2V%{§=58(1))
WOUT(3)=Q0UT(3)%(1.=TDS(J))
DO b JJsi,5
LF(RQUUT(JJ) 0T RINCIIIIGO TO 3
60 TO 7

{ONTINUE

AZALT(1,J)#UPDATE

BALT(2,J)
IF(QUUT(A) 6t QINCUIIBU TO &
AsClL2(1,J)Y*UPDATE

BeClL2(2,J)

RETURN

IFCROUT(H) (6EaUIN(S)IRETURN
ASNEU(L,J)=UPDATE

BNEU(2,0)

RETURN

DU 11 J=ie4

QOUT () =0gUT (1) s (1, =BoDCJ+3))
QOUT(2)=00UT (2)%(1.,=88CT+4))
QOUT(3)8R0UT(3)x(1,=TNS(J+3))
PO 12 JJ=i1,3

IF(QOUT(JI) GT.RINCIIIIGOD TO §%
60 TO {3

CONTINUE

AZALTL(L , JIRUPDATK
BeEALT1I(2,.0)

RETURN

DO 14 J=1,%
AOUT(1)=00UT (1) % (1 ,=00D(J+2))
QUUTE2)Z00HT (2% (1,=88(J+23)
GOUTC3)=N0UT(3)x(1,=TNS(J+2))
DO 15 JJmi1,3
IFAOUTCIT) 6T, QINCIJIIXIGO TU L4
GO TU 16

CONTINUE

AzALT2(1,J)8UPDATE
BEALT2(2,J)

RETURN

END

SUBROUTINE SIMPLE
COMMUN/ZA/ZBLLT7),AC087,147)
COMMON/H/ZCCE47)

COMMON/C/ INFLAG,MXo NN, KUCO) ,KBLRAT) P OLATYJH(4T), X(AT),
LYCUTYoPECLAT) EC22U9) EF (AT, 4T7) o KEL,JINCIBA) o NNNX

DIMENSION RRKBCI4T)
EQUIVALENCE (XX,LL)
EQUIVALENCE (RRKB, K1)

| OGICAL FEAS, VER, NEG, TRIG, K@,
SET INITIAL VALUES, SET CONSTANI

LTER 2 @

NUMVE = ¢

NUMPY =& ¢

MaEMX

N&NN

TEXP = ,Hwx}é6
NCUT=1@aM+10

NVER = M®/2 ¢+ S

ABSC

87

VALUES

0}
434y
436
437
438
439
449
a4y
442
44%
444
445
416
447
448
ny9
1%
45)
052
453
454
455
456
457
458
459
4606
461
462
463
464
465
466
u67
468
69
470
a1
472
473
a7y
47s
nié6
a77
a78
479
X1
4814
qge
4483
nedy
485
486
iae7
A88
a9
Yy
9
092
493
0494
49%

;
%
)
|
]
|
I




1403

M2 = Muxg

FEAS =

FALSE,

iF (INFLAGGNE @) GO TO 1408
C* #NEWz

START PHASE ONE WITH SINGLETON BASIS
DO 1482

J = 1,N

KB(J) = @

K =

oFALSE,

DO 1483 1 = {,M

IfF
1F
KQ

(ACI,J) k@.08,4) GO TO 1443
(KR, OR A(TrJ) LT, 8.8} GO TO j462
s ZTRUE,

CONTINUE

KB {J)

= 1

1442 CUNTINUE

f 4w

14u1

DO 144y
JH (1)

[ 2 1,M
2 =

CONTINUE

Cw 2VER®

13520

11d]

P13

L oun
[

Tita

1115
tiie
1147
111y
1184
¢
C

C Yy

VER =
INVE =
NUMVR
fR1IG =

CREATE INVERSE FROM 2KBz AND 2JHZ (SikP 7)

TRUE ,

[

= NUMYR  +1
JFALSE,

DO 1181 I=1,M2

LCl)

z B9

CONTINUE

MME |

DO 1113
t(MM)
b (L)

X1

T = 1,M
z .Y
= W,d
= BCl)

TF (JH(L) oNE,¥) JH(I) = =i

MM

MM ¢ M ¢

CONT INUE

no 1192

FURM INVERSE
JT = 1N

it (KBGJT) ,EQ,8) 60 TO 1102
GO T 6@y

CALL

1Y =
Ky =

JHY
CHOOSE PIVOT

)

JFALSE,

GIUNS B BT SR WY

h@
GO
i
Ty
1R

(JH(T) oNE, =1 ORABS(Y(II) LELTPIVY GO TO 1104
(KR) Gu TO tité

(Xx(U)LR,%e) GO TO 1115
(ABSCY () /ZXCIN ,LE,TY) GO TO (194

z ABS(Y(I)/ZX(1))

TU 1118

= ,TRUL,

Tu 1147

(XC1) oNE B o URLABS(Y (L)) LE,TYY GO TO Liud
=2 ALBS{Y(D))

= I

CONTINUE
KBLOIT) = @

TEST PlvOl

IF (TY.LE.H,) GO Tn 1192

PIVOT

GO Ty 98y

CALL

PIvV

1102 CONTINUE

&

RESET ARTIFICIALS

88

496
497
498
499
SUY
5u1
592
503
534
545
Sib
Su7
58
5649
51i¢
Sit
512
513
514
51%
516
517
518
519
52u
CYd!
522
523
hed
525
520
527
Se8
529
531
531
532
543
534
535
536
537
538
539
544
S41
b2
543
Si4
S4Y
46
547
S48
549
55¢
551
552
553
554
555
556
557



DO 1139 1 3 1,M
F (JH(T) Bl g=y)  JH(I) B 4
1F (JH(I)L,EQ.,¥B) FEAS s ,FALSE,
149 CONTINUE
1200 VER 3 FALSE,
C kKK PEKFORM ONE ITERATION
Cx #XUK# DETERMINE FEASIBILITY (STEP 1)
NEG = FALSBE,
IF (FEAS) GO TO Svy
FEAS= TRUF,
DO 1281 I 3 1.M
TP (X(I)LT.8,8) GO TO 1250
IF (JH(1),EW,B) FEAS = ,FALSE.
12¥1 CONTINUE
Cx 2GET# GET APPLICABLE PRICES {(sTeP 2)
1F (oNUT.FEAS)Y GO TO S01
SS9 DO SY3 1 = i.M
PCI) = PECI)
IF (XC1) . f,8,) X(I) = @,
S83 CONTINUE
ABSC = FALSE,
GO TU %9y
1250 FEAS = FALSE,
NEG = (TRUL,
5631 00 Sv4 J =2 1, M
PG = o,
5634 CONTINUE
ABSC = fRUE,
DO 58S I = LM
MM = ]
IF (X(I),GE.0B,8) GO T0O 547
ABSE = FALSE,
D0 S48 J = [,M
PCJ) 5 P(J) + E(MM)
MM = M ¢+ M
17 CONTINUE
GO TO 565
507 IF (JHCT) NE,B) GO TO S5
IF (K{I)eNE B,) ABSEC = ,FALSE,
DO S18 J = {,HM
POI) 2 PWJ) = E(MM)
MM 2 MM + M
514 CONTINUL
505 CONTINUE

Cx a2mINEZ FIND MINIMUM REDUCED COST (STEP 3)
599 JT = 9
BB = ©,8

DO 741 0 si,H
TF (KB(J) NEL0) GO TO 701
D1 =y, 4
N0 383 1 = teM
DT =2 DT + PCIY & A(1,J)
343 CONTINYE
IF (FEAS) OT =2 DT + C(J)
IF  (ABSC) DY = = ABS(DT)
IF (DT.5L.88) GO To 7¥1
BB = DY
JT = J
781 CONTINUE
C  TEST FOR NU PIVOT COLUMN
IF (JYLEk.8) GO TO 2u3
C TEST FOR JTFRATION LIMIT EXCEEDED

89
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558
559
560
561
562
563
564
56%
566
567
568
569
574
8§71
572
573
574
5795
576
577
578
579
586
581
582
583
S84
58%
586
587
588
589
5906
5914
592
593
594
59%
596
597
598
599
60U
601
602
613
684
685
680
697
6ud
619
614
611
612
613
614
615
6l
617
618
619



IF (ITER,GL NCUT) GO JU 169
ITIR = JITER #+1
U g JMy= MULTIPLY TNVERSE TIMES A(,,J7) (STEP 4)
6 DO 61 1= {.M
Y(l) = 8.0
61y CoNTINUC
Ll = ¥
COST = €I
0N eus I= {,M
ALJT = ACT,J7)
1 (ATJT,EQ.¥,) GO Tu e#2
COoST = CNOST + ALIT » PE(I)
N b¥e J 3 §.M
L= L o+t
Y(J) = Y(J)Y ¢+ ALJT « E(LL)
OB6 CONTIRUE
GO TG 635
612 L= L ¢ M
645 CONTINUE
C CUMPUTE PIVDT TULERANCE
YMAX ® D,0¢
i ulY I = ioM
YMAX = AMAXT( ABSCY(1)),YMAX )
62 CONTINUE

1PIV = YMAX & TEXP )

C RUTHRN TO TINVERSION ROUTINE, IF INVERTING
1F (VER) GO TO L1114

¢ COST TOLERANCE COUNTROL

RCUST = YMAX/BS

1F (TRIG,AND BB, GE,=TPIV) GO TO 213

TRIG 2 FALSE,

JF (BB 6L,,=1PIV) TRIG = ,TRUE,
Ch zROw# SELECT PIVUT ROw (STEP 5)
C AMONG FWES, WITH X2@d, FIND MAXIMUM Y AMONG ARTIFICIALS, OR, IF NONE,
L GILT MAX PUSTTIVE Y(I) AMONG REALS,

IR =
AA = 4,0
KG = LFAl SF,

DO 1858 1 =1,M
1F (X(I)oNLaU UeUORJY(T)WLELTPIV) GO TO 1459
IF (JH(I) ,EQG,) GO TO 1044
IF (KG) 6O 10 1454
145 1F (Y(I).LE.AA) GO TUO 10454
GO0 TU 1847

1940 1F (r@) U 1O 1945
nd = ,TRUE,

1947 AA B Y(I)
IR =g I

1950 CONTINUE
IF (IR NE W) GO TO 1499
AA = 1,VE+24
C FIND MING PIVOT AMUNG POSITIVE EQUATILIONS
DU IYMIY 1 s f.n
IF (YOI LELTPIVLOR X(IYLE @, B, OR YC(I)AAALE X(1) ) GO TO tdie
AA = X(I)/Y(D)
IR & ]
101 CONTINUE
IF ((NOT HEG) GU O 1499
C FIND PIVOT AMONG NEGATIVE EQUATIONS, IN WHICH X/Y §S LLESS THAN THF
C ATHIMUM X/7Y I THE POSITIVE FGQUATIONS, THAY HAS THE LARGEST ABSF(Y)
BB = = TPIV
DO 1838 1 = (.M
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620
621
622
623
624
625
626
627
6e8
629
648
631
632
633
634
635
636
637
638
639
648
641
642
643
644
645
66
647
6ub
649
651
651
657
653
654
6595
656
657
658
659
660
661
662
663
664
66N
666
6o7
668
669
6Te
674
67¢
673
674
&Th
676
617
678
679
684
681



1030%

IF (X(
BB = ¥
IR = [
CONTINUE

1) JGE 80 00RY(I)eGEBB,OR,YC(IIRAALGT o X(1) )
(1)

C TLST FOR NO PIVOT ROW

199

IF  (IR.LE.¥) 6O TO 247

Cx #Plve PIVOT ON (1R,JT) {STEP 6)

E44%

945

996
90y

998

IA = JIH(IR)
IF (LA.GT,¢) KB(TA) =8 ¢
NUMPY =2  NUMPY  + i
JHOIR) = J7
KB(JT) = Ik
YI = =y (IR)
Y{(IR) = ={ ¥
LL = @
TRANSFURM INVERSE
DO v J = | .M
L = L ¢+ IR
IF (E(L)NE B .8} GO TO 98H
LL = LL ¢+ M
0 TO Y8y
XY = E(L) / YI
PE(J) = PE(J) + COST = XY
L) = 4,9
DO 946 I = .M
LL = L+ |}
ECLL) = E(LL) + XY & Y(I)
CUNTINUE
CONTINUE
FRANSFORM X
XY = X{(IR) 7/ YI
PO 998 T = 1, M
XOLD = X(I)
X(L) = XOLD ¢ XY * Y(I)

GO TO 1434

IF (oNOToVERGAND o X (1) ol ToBo o AND XOLD,GELB,) X(I) = 4,

CONTLINUE

Y(IR) & =Y]

X(IR) 2 =XY

IF (VER) GO TO 11@e

1F (NUMPV L.E.M) 60 TO t2ud

C TEST FOR INVERSION ON THIS ITERATION

INVC s INVC +1
1F  (INVC.EG,NVER) Go TO 1324
GO0 10 12ud ' :

Cx  END OF ALGURITHM, SET EXIT VALUES L8]
207 IF ( NUTFEAS,ORRCOST ,LEo,=l010A,) GO TO 263
€ INFINITE SOLUTION
noo® 2
GO TO 254
C PRUBLEM I8 CYC) ING
1618 K = 4
G0 TU 259
C FEASIBILL OR INFEASIBLE SOLUTION
2133 K= 0 )
25W IF (4NOT.FEAS) K B K +
DO 1399 J = f,N
XX = A9
KBJ & KB(J)
IF (KBJ,NE,B) XX = X(KBJ)
KBCOJ) = (L.
1599 CONTINUE
KO(1) = «
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682
683
6a4
685
686
687
688
689
698
691
692
693
694
695
696
697
698
699
708
7414
782
TY3
T84
765
766
767
748
749
748
714
712
713
714
715
716
717
718
719
726
7214
727
723
724
725
726
727
728
729
738
731
73¢
733
734
735
736
737
738
739
Tu8
T4

< ThE

743




[ X vl e SR Gl eI

AUC(2)Y = TTER
KOC3) = Tuve
KO(4d) = NUMVYR
KULSH) = WUMPVY
Kulo) = J7
RETURN

EnD

SUBHUUTINE COUST2(ST,TE,NE,KJ) :
GIAENSTON STCLAT) NOROW(14T),NOCOL(14T),AA(23,23),88B(23,2%),
TCC(23,023),4(24),PpP(24)

REAL K,PP

COMMUN AA,BB.CC,NORUW,NOCOL oK, PP

ST 15 NUOe UF GALLUNS GOING TO EACH PLACE, NE IS NO, uF XeS(NXS IN MAIN

1 Is THL TOTAL CUST AND KJ IS I IN MAIN
Ti=¢,d
POt T=f,nt
TR{ST(1).EQM, )60 TO 1
KIsNUORUW(T)
Ke=sNUCOL (1)

T1=T1+(AACKE R2IR(ST(T) /1088, ) axBR (K], K2I+CC(KL,K2Ix(ST(T)/1004,)*

x(=,585) 1«87 (1)
1 CONTINUE
K3=pnbk+y
KAmNE +KJ
KDEK4+1
nEERA+K]
0 2 1=K3,K4
2 T1=T1+ST(1)*K(1~NE)
DO 3 I=KH,Ké
3 oIIsTI+ST(T)IARPP (I=KY)
RE TURN
[SEN
SUBRUUTINE MURTY (ZOPY, XMIN,FIRST)
LUMMUNZA/BUAT)Y JAC4T 40T
LOMMUN/B/C(147)
COYHUN/C/ P LAG MX G NN KOCE) yKBLIATY ,PCLATY, IN(4T) X(0T),
1Y (AT, PECIAT),F(2209) ,ER (47 ,47),KEL,JIN(10B) NNMX
EQULIVALENCE (RRKH,KH)
DIGENSION ARRAY L (11A04) ,KOUNT2(10A8) ,RKB(147),KOUNT (11080),
1STORECLAT) ,ALPHACY?) »RREKBCIATY ) ALPH(UT)
KOUNT KEERS TRACK OF STARTING SECTOR IN STORAGE
DF BASIC SEQUENCES IN ARRAYS
KOUNTZ KLEPS TRACK OF STARTING SFCTOR IN STORAGE OF BASE INVERSES
IN TAPL2. (12 KELPS TRACK OF THE ELEMENTS IN KOUNT2
NysNUMBER OF NOK=ZERD ELEMENTS IN ARRAYS
IF StECUND OR MORE CALL, GO TO 12
IFUFIRST 6, B, XG0 TO 12
N X SN =K
1Ti=0
J1e=1
K 2o X axyp
13 06T INUE
STGKE BASE InvERSL AND ASSOCIATED JH AND JUN IN TAPE?
KOUNT2(112)=I0P(2HGP,2)
CALL TUP(PHWR,2,JHMX)
CALL TUR(2HWR,2,JIN/NNMX)
CALL TOP(2HWH,2,EE,KEL)
CALL TUP(2HRR,2)
FInD ADJACENT POINTS AND Z(TJ)
SEC==1Ud,
DO 4 J=1,MX
JT=J1¢d)

—
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744
745
746
747
748
749
750
751
752
753
154
755
7%6
157
758
759
764
761
762
763
764
765
766
767
768
769
770
771
172
773
7174
715
T7¢
777
778
7179
7840
781
782
783
784
785
786
787
788
789
798
7914
792
7193%
794
79%
796
797
798
799
s8¢y
RUY1
812
8y}l
aud
a8ys



oo e

RO 4 JJJ=] . NMX
JJISJINCIIT)
21vQ]
CALCULATE ALPHA FOR ENTERING VARIABLE 1J
UIMENSTION OF ALPHA IS MX
DO 3 Ji=1,MX
ALPHACGTL) =¥, 0
DO 3 Je=],MX
3 OALPHA(I1)=ALPRA(JLI4EE(JE,J2)%A(J2,JT)
FIND THETA
THLTAZ 1 242000 ARYLA,
DO 44 J8=1,MX
JRN=2JH(JS)
[FOALPHA(JIS) LE H,UI60 TU 44
COEF=RRKB(IRD ) ZALPHA(IS)
LF(COEF (LE THETA) THETA=COLF
44 CONTINUE
CALCULATE NEW X VECTOK RKBy; AND FEASIBILITY AND Z
238,
DO 18 JS=1,MX
JRD=JH(JS)
TF(IRDEQLJYIGO Ty 1w
RKB(JRDYERRKB(JRD)=THETA%ALPHA(JS)
IF(RKB(JIRD) ,L.T H,91)60 TU 4
2=/+RKB(JRDY*C(JRD)
t¥ COMTINUE
222+THETARC ()
RKB(JJI=THETA
REKB(JT)=0 4
1S 2 ACCEPTABLER(MAKING IHE POINT ACCEPTABLE)
IF(ZLE, (ZUPT=A,8381))60 TU 4
DO 19 M7=t,1114
19 L[F(ABS(Z=ARRAYL(M7)) Lb,1,44)60 YO 4
STURE 7 1IN ARRAYY
I10=TT1+44
ARIAYI(ITT)=!
STAKE KRKB IN ARRAYS
IF(FIRST 6T, ¥, B)GO TO 18
KOUNTCITIL)SIOP(2HGP 1)
18 TF(SEC Gt o, 0, ANDFIRST LT,8.8)60 T0 2¥
IF FIRST Nfw POINT, REPOSITION POINTER AS TO WRITE OVER LAST POINT
CALL TuPRP(3HSPR,1,KOUNT(ILI))
2n CALL TOP(2HWH,{,KOQUNT2(I12),1)
CALL I'.lP(ZHwb‘,l,JJ,l)
CALL TUuP(2HWH,1,JdT,1)
CALL IUP(Z2HAB,l ALPHA,MX)
CALL TOP(2HwH, 1 ,RKB,NN)
CALL TUP(ZHWR, 1)
SEC=1K,
g CONTINUE
FIuD NEXT UEST HY SCANNING ARRAYY
25 INsi
AMINT [ @ddaBdiodiey,
LU 16 Jd=1,I01
TFCARRAY L) GT XMINIGO TO 16
INs,
XMINSARRAYL(J)
16 CONTINUF
ZOPT=XMIN
GO Tu ARRAY3 TO FImD BASIC SOLUTION CORRESPONDING TO IN
CALL TOPC(211SP, 1, KkQUNT(IN))
CALL [UP(2HR3,1,NUE,1)
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8106
8y7
8uB
809
81¥
811
812
813
814
815
Bib6
817
818
819
826
821t
ae?
823
g4
825
azo
827
828
829
838
H41
8372
833
834
435
836
837
838
849
84¢
841
842
84%
RUL
845
846
847
aus
849
854
851
ase
853
B854
ass
856
857
as8
859
860
861
862
863
864
865
866
867



CALL TUP(2HRU, 1, 1IN, 1)

CALL TUP(2HMRE,1,10UT:1)}

CALL TUP(AHRB, 1 ,ALPHA, MX)

CALL TOPC(Z2HRE,1,RKB:NN)

DOt MRmg o, ieN

17 GRKB(M3)=RKB(MS)

Iil=sili=1

RE Tkl

$0 r e ENUE
CHAPGE b AND 3 AN JJN

CALL CHIANGE (1IN, I0UT,NOE,ALPHA)

Tiestle+t
#OvE LAST POIwT [0 POSITION JUST VACATED IN ARRAYL AND 3
Iw FJo2lCATES POSITION JHUSY VACATED, LIl INDICATES _AST POINT
SO EY ARRAY L

UHRAYL (T ) 2ARRAYLILIT 1)
PEAY LASY FOLHT FROM ARRAYD

CALL TUP(2HSP, 1, KOUNT(TTIT+E D)

VAL TOP(2HRE 1, 1W, 1)

LALL TUP(Z2HREB,1,IY, 1)

CALL ITuP(eHrRB,1,1X,1)

ALt TOPCR2HRD, 1, ALPH,MX)

CALL TUP(2HRB, §,8TORE,NN)

WEEOSITION POTNTER AT IN AND WRITE LAST POINT HERE

CALL TUP{3HSPR, 1,KUOUNT(IN))

CALL I0P(2RwB,1,IWs1)

CALL TOPC(2HWB1,1Y,1)

CALL TUP(PHWB, 1,IX,1)

CALL 1UP(R2HWB,1,ALPH,MX)

CALL TUP(PHrB, 1 48TORE,NN)

CALL TUPR(2HWR, 1)

LO TU 13

£ N

SUBRUUTINE CHANGECIR, T ,NOE,ALPHA)

CUMMUN/ZA/B(UT) AC4T-047)

COMMUN/B/CCI4T)

COMMUNZC/ZINTLAG, MXp NN KOO s KBLLAT ) PCYAT)  JHLAT) X (4T,

LYUAT)ePECIAT) s E(2209) k(AT 54T )2 KEL,JIN(1UN) o NNMX

E@UIVALENCE (RRKB,KB)

DIMENSTION ALPHACAT) ¢ X1C47),D(4T7,47),CCCCUT7,47) ,RRKB(147)
CHANGE k
f7E AD NEw B OAND ASSQCIATED JH AND JJN

CALL JOP(2HSP,2,NOF)

CALL TOP(2HRB,2,JH,MX)

CALL JUP(2HRB,2, JJIN,NNMX)

LALL JTOP(ANRB,2,EE,KEL) .
“EFOSITIUN POTNTER AT END OF TAPEZ2,80 THAY THE NEW E CAN BE WRITTEN
By MyRTY

CALL TOP(3HSEL.2)

LCHANGE LIST OF BASIC VARIABLES TN JH AND EVALUATE XxI
CHANGE LIST UF NUMN=BASIC VARIABLES IN JJN
N9 Ist.iNMX
9 IF(JIn{J) LR, IRIGO TO 11
tie JJINGI)=JdT
DO Y Jat,MX
IFGIH(TY EQ,JTIGU TO 2
JKkY=d
IHOJKEY )= IR
D1VvzALPHA(JIRKEY)
00 4 Jd=1,M4X
4 XLCIJ)==ALPHALSJ)/ZDTY
XLOJIKEYY=l , 701V

o o—
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86t
869
878
871
872
a77%
BT4
B7S
876
877
878
a79
884y
881
1.Fd
HA3
aau
a8y
a86
887
/H8
889
899
891
B892
893
894
a9s
R96
a97
89&
LR
LI
CI'B\
QY2
YW}
Yp4
9¥5
906
947
Ul
9¥9
914
911
912
913
914
915
916
917
918
919
92
921
972
943
974
9Ph
926
907
928
929



C FORM MULTIPLIER MATRIX D
DO 6 J3zf,MX
D(J3,J3)=,0
6 DOI3,JKEY)=XI(J3)
C OBTAIN NEw E #Y MULY, OLD E X D
DO T JKEf,MX
DO 7 JM=i,MX
CCCiJK,IM)=0, 0
DO 7 JINe2i,MX
7 CCCOJK,IMIZCCCLIKpJMISD (IR, IN)AEE (JN, IN)
€ MODIFY E AND REZERO D
DU 8 JKm1,MX
PO 8 JME],MX
DCIK,JM) BB, B
4 EE(JK,JM)SCCCCIK, M)
RETURN
END

- - ¢
90 te00as9Ee0CRR00

p o LND=UF=RECORD,

" 0900000800888 0RG0

®
[

AARKARRRARKARRKAR
kxkEND=QOF =F ILErxx 1
KA KRAAKRAKARRR A K K
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930
93}
932
933
934
93y
936
937
938
939
9uY
941
942
943
Y44
945
Y46



APPENDIX II

FLOW CHARTS
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V&ﬂgﬁ‘és and
Constraints ¢

feed
Remelning
Data

“Fieat
Teansfer

f2dd Additionst ]
Constraints

Constraints

T Generata
Conswaints
o datesx

i Ganerate ]
RHS Vector

Approximate |
i} Cost Vector

Cell §
Stmple

FLOW CHART

GRAM, MONETL
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l

Initialize
Matrices

Determine
Current Level
of Treatment

}

Determine
Required
Treatment

Evaluate
Treatment
Cost

Determine
Cost

Return

L

FLOW CHART

SUBROQUTINE SEQUE
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Set
Initial Values

|

Start With
Singleton
Basis

L.

L

Create
Inverse

L

.

Choose
Pivot

!

Test
Pivot

|

Perform
Iteration

|

Obtain
Prices

]

Find
Reduced Cost

|

Obtain
Pivot Vector

|

Check
Tolerances

l
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- Inversion >

?

No

Select

Pivot Row

Feasible

Set Keys

:

Return

Pivot

]

Transform

Inverse

!

Transform X

FLOW CHART
SUBROUTINE SIMPLE



Fvaluate
Wastewater
Treatinent Cost

Effluent Tax

Return

FLOW CHART
SUBROQUTINE COST 2
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Call Change

|

Modify
Store Array 1 and
Base Inverse Array 3
and Basis

!

Find Adjacent
Points and Cost

]

Store Costs
In Array 1

|

Store X Vectors
In Array 3

!

Find
"Next Best
Point" In Arrayl

|

Find
RBasic Solution
In Array 3

}

Return

FLOW CHART
SUBROUTINE MURTY
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Retrieve
New Bass
Inverse

Change List of
Rasic and
Non-Basic
Variables

Modify
Base

Inverse

Return

FLOW CHART
SUBROUTINE CHANCE

102



BIBLIOGRAPHY

National Academy of Sciences Committee on Technologies and
Water, "Potential Technological Advances and Their Im-
pact on Anticipated Water Requirements", A Report to the
National Water Commission by National Academy of Sci-
ences Committee on Technologies and Water, Washington,
D. C., June 1971.

Anon., "Currents", Environmental Science and Technology,
Vol. 9, 1975, p. 10.

Kneese, A, V. and B. T. Bower, Managing W ater Quality:
Economics, Technology, Institutions, The Johns Hopkins
Press, Baltimore, Md., 1968,

United States Select Committee on National Water Resources,
"Report of the Select Committee", Senate Report No. 29,
1961, and "Water Supply and Demand”, Committee Print
No. 32, 1960, Government Printing Office, Washington,
D. C.

Piper, A. M., "Has the United States Enough Water?", U. S.
Department of Interior, Geological Survey Water Supply
Paper No. 1797, 1971, Government Printing Office,
Washington, D. C.

United States Water Resources Council, "The Nation's Water
Resources, The First National Assessment", Washington,
D. C., 1968,

Wolman, N., and M. Bonem, OQutlook for Water: Quantity,
Quality and National Growth, The Johns Hopkins Press
for Resources for the Future, Inc., Baltimore, Maryland,
1971.

Heady, E. O., et al, "Tuture Water and Land Use", National
Technical Information Service, Springfield, Va., PB 206
290, November 1971.

103



10.

11.

12,

13.

14.

15,

16,

17.

18.

19.

Howe, C. W. and F. P. Linaweaver, "“"The Impact of Price
on Residential Water Demand and its Relation to System
Design and Price Structure', Water Resources Research,
Vol. 3, 1971, pp., 13-32.

Thompson, R. G., et al, "Forecasting Water Demands", National
Technical Information Service, Springfield, Va., PB 206
4391, November 1971.

Iowa State University, "National Environmental Models of
Agricultural Policy", Land Use and W ater Quality, Earl
O. Heady, Principal Investigator.

T

Thompson, Russell G., National Economic Models of Industrial
Water Use and Waste Treatment, University of Houston,
RANN Grant GI-34459.

Smith, R., "Cost of Conventional and Advanced Treatment of
Wastewater", Journal of the Water Pollution Control Federa-
tion, Vol, 40, 1968, pp. 1546-1574.

Shah, K. L. and G. W. Reid, "Techniqgues for Estimating Con-
struction Costs of Waste Treatment Plants", Journal of
the Water Pollution Control Federation, Vol. 42, 1970,
pp. 776-793.

Michel, R. L., "Costs and Manpower for Municipal Waste-
water Treatment Plant Operation and Maintenance, 1365~
1968", Journal of the Water Pollution Control Federation,
Vol., 42, 1970, pp. 1883-1910.

Council on Environmental Quality, Environmental Quality,
1974, Government Printing Office, Washington, D. C.

¢

Pavelis, G. A. and J. F. Timmons, "Linear Programming--2A
New Tool for Watershed Planning", Journal of Soil and
Water Conservation, Vol. 15, 1960, pp. 5-10.

Sobel, M. J., "Water Quality Improvement Quality Problems",
Water Resources Research, Vol. 1, 1965, pp. 477-487,

Andrews, R. A. and R. R. Weyrick, "Linear Programming Use
for Evaluating Water Resources and Cost and Benefit
Allocations", Water Resources Bulletin, Vol. 9, 1973,

pp. 258~272.
104



20.

21,

22.

23.

24,

25.

26,

27,

28.

29.

Haimes, Y. Y. and W. S. Nainis, "Coordination of Regional
Water Resource Supply and Demand Planning Models",
Water Resources Research, Vol. 10, 1974, pp. 1051~
1059,

Deininger, R. A., "Water Quality Management: The Planning
of Economically Optimal Pollution Control Systems", Sys~-
tems Research Memorandum 125, Northwestern University,
Evanston, Ill., The Technological Institute, 1965,

Kerri, K. D., An Investigation of Alternative Means of Achieving
Water Quality Objectives, Doctoral Dissertation, Oregon
State University, Corvallis, Oregon, 1966.

Liebman, J. C. and W. R. Lynn, "The Optimal Allocation of
Stream Dissolved Oxygen Resources", Water Resocurces
Research, Vol. 2, 1966, pp. 581-591.

Revelle, C., D. P. Loucks, and W. R. Lynn, "A Management
Model for Water Quality Control", Journal of the Water
Pollution Control Federation, Vol. 39, 1967, pp. 1164~
1182,

, "Linear Programming Applied to Water

Quality Management", Water Resources Research, Vol, 4,
1968, pp. 1-9.

Streeter, H., W. and E, B. Phelps, "A Study of the Pollution
and Natural Purification of the Ohio River", U. 8. Public
Health Bulletin 146, February, 1925,

Dobbins, W. E., "BOD and Oxygen Relationships in Streams",
Journal Sanitary Engineering Division, ASCE, Vol. 53,
1964, pp. 53-78.

Camp, T. R., Water and its Impurities, Rheinhold Press, New
York, 1963.

Revelle, C., G. Dietrich, and D. Stensel, "The Improvement
of Water Quality Under a Financial Constraint: A Com-
mentary on 'Linear Programming Applied to Water Quality
Management'", Water Resources Research, Vol. 5, 1969,
pp. 507-512.

105



30.

31.

32.

33.

34.

35,

36.

37.

38.

39.

40.

Salcedo, D. and A, O, Weiss, "Solution of a Water Resource
Problem with Economics of Scale by Linear Programming",
Water Resources Bulletin, Vol. 8, 1972, pp. 546-552,

Guise, J. W. B. and J. C. Flinn, "The Allocation and Pricing
of Water in a River Basin", American Journal of Agricultural
Economics, Vol. 52, 1970, pp. 411-421.

Deininger, R. A, and S. Y. Su, "Modelling Regional Waste
Water Treatment Systems', Water Research, Vol. 7, 1973,
pp. 633-646,

Maystre, Y. and J. C. Geyer, "Charges for Treating Industrial
Wastewaters in Municipal Plants", Journal of the Water
Pollution Control Federation, Vol. 42, 1970, pp. 1277~
1291.

Anon., "Cities Treat Industrial Process Waters", Environmental
Science and Technology, Vol. 5, 1971, pp. 1000-1002.

Himmelblau, D. M., Applied Nonlinear Programming, McGraw-
Hill Book Co., New York, N. Y., 1972.

Cabot, A. V. and R. L. Francis, "Solving Certain Non-Convex
Quadratic Minimization Problems by Ranking the Extreme
Points", Operations Research, Vol. 18, 1970, pp. 82-86.

Deininger, R. A, and S. Y. Su, "Modelling Regional Waste-
water Treatment Systems', Water Research, Vol. 7, 1973,
pp. 633-646,

Murty, K. G., "Solving the Fixed Charge Problem by Ranking
the Extreme Points", Operations Research, Vol. 16, 1968,
pp. 268-279,

Clasen, R. J., "Using Linear Programming as a Simplex Sub-
routine", The Rand Corporation, P-3267, November 1965,

City of Corpus Christi, Texas, "Annual Statistical Report:
Water Division", 1972,

106



41,

42,

43,

44,

45,

46.

47.

48,

McConagha, D. L. and A. O. Converse, "Design and Cost
Allocation Algorithm for Waste Treatment Systems",
Journal of the Water Pollution Control Federation, Vol.
45, 1973, pp. 2558-2566.,

Smith, R., "Cost of Conventional and Advanced Treatment of
Wastewater", Journal of the Water Pollution Control
Federation, Vol. 40, 1968, pp. 1546-1574.

Kurtz, D. L., R. C. Huntsinger, and J. Hatch, "Computerized
Procedure for Estimating Costs of Desalting Systems",
Journal of the American Water Works Association, Vol., 64,
1972, pp. 741-745,

"Projected Wastewater Treatment Costs in the Organic Chemical
Industry", The Cost of Clean Water, Vol. IV, Cyrus W,
Rice and Co., 1970, ’

Metcalf and Eddy, Wastewater Engineering, McGraw~Hill Book
Publishing Co., N. Y., N. Y., 1972.

"Projected Wastewater Treatment Costs in the Pulp and Paper
Industry”, The Cost of Clean Water, Vol. III, 1970.

Establishment of Operational Guidelines for Texas Coastal Zone

Management, The University of Texas at Austin, RANN
Grant No. GI-34870X,

Sherman, 7. S. and J. P. Malina, Jr., Establishment of Opera-
tional Guidelines for Texas Coasgtal Zone Management,
Final Report on Water Needs and Residuals Management
for RANN Grant No. GI-34870X, The University of Texas
at Austin.

107



	132a_130_switch_20070807100207.pdf
	132b_20070807100414.pdf

