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AB STRAC T

The water supply situation in the area of the City of Corpus
Christi has the potential of becoming a constraint to development.
Available municipal and industrial supplies could be exhausted in
the foreseeable future based on  reasonable economic growth. A non-
linear programming model was developed and used to determine the
amount of fresh water required to satisfy future demands and to
evaluate the effects of alternate methods for reducing demand on the
primary source. In 1974  the use of the available water resource was
less than optimal and a 1 0 %  reduction in demand was readily avail—
able through transfers of water among users. These transfers can
represent a 1 2 %  reduction in demand by 1990 , as  a result of the higher
quality effluents, required by  PL  92—500 , The Federal Water Pollution
Control Act Amendments of 1972 ..

The effects of three policies designed to reduce water demand
were evaluated. These policies increased the cost of fresh water and
the cost of effluent disposal for various combinations of users under
the specified conditions. A uniform increase in the cost of fresh
water for all users resulted in maximum recycle and reuse of effluents,
effecting Zero Discharge of Wastewater. This uniform increase also
caused the highest increase in total system cost of all the policies
considered. Increasing cost of fresh water for only the industrial
sector caused Zero Discharge of industrial wastewater, but the system
did not achieve Zero Discharge, since this policy does not provide any
economic incentive for the reuse of municipal wastewater. The appli—
cation of an  effluent tax to increase the cost of disposal also resulted
in Zero Discharge of industrial return flows, but the reduction in
municipal demand w a s  less than with the other two policies. The total
demand w a s  reduced about one-third.

The application of these policies would increase the cost of
fresh water supply and wastewater treatment considerably, but the
total costs still would be about 1 to 2 percent of the gross output of
the industrial sector in the area.

it



High concentrations of Total Dissolved Solids (TDS) in water
supply, and thus in the municipal effluents in the area, is the most
important constraint to water reuse. Removal of Total Dissolved

Solids is required before this water can be  recycled, and adds to the
cost of the water.

Socio—economic constraints also must be taken into consideration
in any decision on water reuse. The methodology developed in this
report provides engineering and scientific insights into the effects of

different policies of water management.

iii
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GENERAL

The deteriorating quality of the Nation's water resources and the

increased demands of municipalities, industries and agriculture on  these

re sources are of current public concern. Water availability at the national

level has been given considerable attention and a framework that can be ‘

utilized for analysis at this level has been developed. On a nationwide

basis, the economic supply —- demand situation may  be described a s

follows. The water resource available for development is basically limited

to the expected yield from runoff due to rainfall and to the available

groundwater. In many water—scarce regions of the United States, maximum

development of surface waters is being approached and groundwater

utilization is also reaching its limits. Hence, the future supply of

water is characterized by  increasing costs for the additional quantities

of water to be made available. There are a number of technological pos—

sibilities for expanding the water resource at a particular area, such

a s  interbasin transfers, but the practicality and economics are uncertain

(1), especially during current unstable economic conditions. On the

other hand, there are indications that certain toxic materials may  be

destroying an increasing portion of the existing re source for many u s e s .

A recent example is the discovery of potentially carcinogenic compounds

in the Mississippi River at New Orleans, Louisiana (2) .

On the demand side, the incremental or marginal values of water

of a given quality decrease, sometimes considerably, a s  the quality of



water used increases. This incremental value differs significantly among

various users of the resource. The per capita use of water in the munici-

pal sector has continued to increase with income growth. In the past,

water—saving technologies designed to offset this increase have not been

successful. The total water available can be expected to remain relatively

stable or decrease somewhat; therefore, if prices remain at the current

low levels, increasing water shortages can be expected at the national,

regional, and local levels.

NATURE OF PROBLEM

The primary objective of a preliminary study w a s  the quantitative

and qualitative assessment of water requirements of a region and to

evaluate the cost to meet various water quality objectives and water

requirements. Specific attention w a s  directed at the Coastal Bend Region

of the Texas Gulf Coast with emphasis in the Corpus Christi, Texas

area. Water use data was collected and analyzed for municipal, indus—

trial, and agricultural consumers. An assessment of the supply and

distribution of fresh water was completed and the fresh water resources

of the area under drought conditions were quantified. The results of this

preliminary evaluation indicated that the water supply situation, especially

in the area of the City of Corpus Christi, had the potential of becoming a

constraint to development; that is, municipalities, industries, and agri—

cultural users could exhaust reliable supplies in the foreseeable future

based o n  reasonable economic growth and projected population increases.

The modeling approach described in this work w a s  developed in order

to investigate management alternatives to minimize this resource con—

straint. It w a s  felt that the development of such a model had to consider

two important points: the non-linearity of cost functions associated with

wastewater treatment (economy of scale) and the difference between a



"requirement" and a "demand" for water. "Requirement" is the amount of

water a user must have for effective operation and "demand" is the actual

amount of water withdrawn from fresh water sources. "Demand" should

be  less than “requiremen ” because of recycling or inter-industry transfers

in cases where the effluent of one user is of suitable quality for the intake

of another. The possibility of this inter-industry transfer becomes more

likely a s  the standards for effluents to be imposed in 1977, 1983, and

1985 , to meet the water quality objectives of PL  92—500, The Federal i

Water Pollution Control Act Amendments of 1972 , are considered. These

standards should cause the treatment of effluents to such quality that

the recycle or transfer of effluents would be less costly than purchasing

fresh water. In particular, if the 1985  national goal of "no discharge of

pollutants into the navigable waters" is achieved, all wastewater will

either be  recycled, injected into the ground, or evaporated.

OBJECTIVE AND SCOPE OF INVESTIGATION

The objective of this work is the construction of a regional water

supply model that considers the difference between "requirements" and

"demands" in forecasting future water needs and the non—linearities of

the cost functions associated with the treatment of wastewater. This

model is applied to the Corpus Christi — Barrier Islands region to determine

the amount of fresh water required in the future to satisfy area demands

and to determine the effects of alternate policies for reducing demand on

the primary source (Nueces River). Alternative policies consistent with

proven technological practices and mathematical limitations are evaluated

to minimize the demand of present fresh water users and thus provide the

maximum potential for economic growth of the region.



The concept of the basin—wide firm introduced by  Kneese and Bower

(3) is necessary for analysis. This approach assumes the existence of an

all—powerful entity or firm that makes all decisions concerning water uses

in a basin or region with the objective of minimizing costs for the system

as  a whole. This approach makes it possible to include all types of

industrial and municipal users into the model. Regulatory agencies based

on  this concept exist in Germany; however, the implementation of such a

firm for the Corpus Christi region is not advocated at this time.

This analysis provides an engineering and scientific insight into

the effects of different policies of water management. The adoption of

any specific practice or policy is not advocated.



CHAPTER 2
REVIEW OF  LITERATURE

NATIONAL STU DIES

In 1960 , the Senate Select Committee on National Water Resources

employed Nathaniel Wolman to forecast water supplies and uses for 22

water re source regions of the Nation (4) . The procedure followed by Wolman

is summarized below. Major water uses, referred to a s  requirements, _

were divided into withdrawal, on—site supply, and flow. Projections for

each  category were made t o  the year 2020 based  on extensions of contempo-

rary economic trends for each region. Economic supply schedules for water

also were developed for each region, based on the costs of development

necessary to guarantee different levels of flow. Finally, the least cost

combination of flow for wastewater dilution required to maintain a specified

level of dissolved oxygen was calculated for each region. The least cost

solution was compared with the maximum treatment ~ minimum flow and

maximum flow — minimum treatment options. The analysis indicated that

there w a s  a strong possibility of a water shortage in the we stern regions

of the Nation and that the major demand in the East will be for dilution.

In 1965, the United States Geological Survey (USGS) developed pro—

jections of water uses and available water resources (5) . The U S G S  study

w a s  essentially just a variant of the Wolman study. The same data were

used; however, the total water requirements were calculated in a somewhat

more liberal w a y .  Greater allowance was made for reservoir losses, and

sufficient instream water was allocated to accommodate all instream uses.

At the same time , the available water resource was calculated in a more

conservative manner; namely, the median rather than the average flow was

used.



The Water Resources Council made its first national assessment of

the Nationx 5 water resources (6) in 1968, under the Water Resources

Planning Act of 1965. Water uses were divided into withdrawals and in—

stream. T h e  Nation w a s  divided into 2 0  water resources regions and 1 1 0

sub—regions. Annual water supplies available 50, 90, and 95 percent of

the time from natural runoff in each region and sub-region were estimated.

Projections of water use were made based on economic trends for each region

and regional committees composed of Federal, State and other experts were

asked to discuss current and emerging water problems in their regions.

This assessment  had several w e a k n e s s e s .  The economic  demand for water,

i.e. quantity a s  a function of price, was not evaluated; little emphasis

w a s  placed on quality; the available flows were estimated without reference

to the cost of developing these flows; and probably most important, no

analytical system w a s  provided to allow for the examination of alternative

assumptions  .

Of these three studies, the formulation used b y  the Senate Select

Committee to forecast water use, waste loads, and costs of treatment and

storage seems to be most applicable, particularly a s  revised by  Wolman

and Bonem in 1971 (7) . In contrast to the Council's projection of water

quantities only, the Wolman model integrates the hydrologic and economic

factors into an  analytical framework that can be used for analysis of alterna—

tive courses of action. Wolman w as  able to evaluate the economic cost of

supplying increasing quantities of water to maintain a specific water quality.

The primary weakness of the three studies by  Wolman, the Council

and the U S G S  w a s  that they all projected the uses of water (withdrawal,

consumptive and disposal) a s  ”requirements". Basically, some kind of

economic or demographic trend was determined and multiplied by  estimated

water use coefficients to project requirement. The economic demand of

water, 1.6. amount withdrawn a s  a function of price, w a s  not taken into



account. The results of a number of other studies (8,9, 10) indicate that

the quantity of water Withdrawn is significantly affected by the price of

water. The amount of water used in these water requirement studies was

implicitly assumed to be totally independent of price. The fact that the

incremental cost of water for various users in different parts of the Nation

varies also became obvious. The price of water should rise with increasing

scarcity. If the supply is limited, water will be  reallocated among  the

users with the higher incremental or marginal value for the resource, up

to the point where the effective price is just covered by the lowest marginal

value . This factor was not considered in any  of the previous studies,

therefore no basis by  which policymakers could evaluate the economic ef"

fects of present policies and possible modification w a s  provided.

A second difficulty with the three earlier studies was the implicit

assumption that policy developments in the future would follow historical

trends. Such an approach assumes that all future decisions will be taken

according to historical patterns, therefore removing the policymaker from

the sequence of events. Obviously, such an approach does not give the

policymaker the information required to evaluate the effects of different

policies and to make  adjustments a s  necessary. In view of the rapidly

changing attitudes towards economic growth and environmental protection

that are taking place today, this situation is particularly untenable. N ew

legislation and changing socio—political attitudes will probably significantly

affect the previous economic — demographic trends, and these studies cannot

be u s e d  for a sound and realistic forecast of water u s e .

Recognizing the problems associated with these previous forecast

efforts, in 1970  the Office of Management and Budget requested from the

National Water Commission that a refined form of hydrologic analysis be

performed in lieu of a second national assessment by  the Water Resources

Council. Time and resource constraints precluded the development of new



models and most of the work was  done by contracts to university researchers.

The major contract went to Dr. Earl O .  Heady  at Iowa State University,

who evaluated the relative effects of variation in farm and water policies,

population growth, export levels, and improvements in technology on the

economic demands for water and land in the Nation's agricultural produc—

tion (11) . Heady used linear programming techniques to obtain the least

cost use of land and water re sources in crop and live stock production,

and, in addition, the marginal value of these resources. Conditions for

the year 2000 were evaluated under a wide range of population, technology,

policy, and foreign trade possibilities. The general indication w a s  that the

Nation has developed adequate supplies of land and water resources to

satisfy the projected needs of the agricultural sector. These results were

in contrast with the results obtained in the other studies discussed pre—

viously.

The approach developed by  Heady  w a s  used by Thompson at the

University of Houston in his studies of water needs for industrial use (12) .'

The objective of this work w a s  the development of a comprehensive ana—

lytical description of the production and water and wastewater treatment

processes of the major water—using industries that could be used to measure

scientifically the relative effects of variations in different policies relative

to water supply and quality. The industries considered were chemicals,

pulp and paper, primary metals, petroleum refining and electric power genera—

tion. For each of these categories, the. major production activities related

to water use were identified and modeled separately. For each type of pro—

duction modeled, the basic process sequence from raw input to finished

product and wastes was  delineated. Feasible possibilities for process

and input substitutions were considered, together with different wastewater

treatment alternatives. The models used were linear and allowed for the

. development of demand schedules for both the disposal and consumptive

uses of water and the determination of marginal values of water used in



production. Results were similar to those obtained by Heady, mainly that

if enough economic incentive is offered to industrial users in the form of

higher costs for fresh water or effluent taxes , the demand will be reduced

considerably.

These recent efforts (ll , 12) were of such a magnitude that linear

programming w a s  the only feasible technique for optimization. However,

the assumptions of linearity in the cost functions disregards economies

of scale, which has been found to be considerable, in particular in the —

case of wastewater treatment (13 , l4 , 15). Consideration of non—linear

costs such as those associated with economies of scale would require the

minimization of concave functions, which from consideration of computation

time is not feasible with problems of the size considered by  these research-

ers. The applicability of these models on a regional basis also is ques—

tionable because of the level at which these models were formulated.

Assumptions on recycling alternatives and process substitutions that are

justified on a national basis are usually unrealistic for a specified region.

For example, the industrial models (12) are based on "representative" plants

for the major water users. These "representative” plants include the most

modern technology available and are of newer design. Such is not the

case in an  already established industrial zone, which contains a variety

of industries of various technologies and different ages.

Two other national models that can be used for rapid, systematic,

and comprehensive assessment of the impact of major pollution control

programs upon the environment and the economy are SEAS (Strategic Envir—

onmental Assessment System) and MERES (Matrix of Environmental Residuals

from Energy Systems) (16). SEAS was developed by  the Environmental Pro-

tection Agency (EPA) and became operational in 1974 in prototype formo

It is a system of. special purpose models linked to an input~output model

of the United States economy which models the interactions between 185
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different economic sectors and is used to project the generation of environ—

mental residuals. MERES is not a model, but a computerized data base

permitting rapid and comprehensive analysis of the direct environmental

effects of energy supply and use. MERES cannot be used for projecting

levels of energy consumption, but does compute in detail the implications

of alternate energy consumption scenarios supplied in terms of energy effie

ciency, costs, air pollution, water pollution, solid w a s t e  generation, land

use, and occupational health and safety.

These tools are in the formative and development stage and are under—

going testing, expansion, verification, and documentation. However,

some results already have been produced and the further development

should assist decisionmakers in assessing policies.

REGIONAL STUDIES

The various techniques of operations re search have been used exten-

sively in the water resources field since the initial work of Pavelis and

Timmons on watershed planning (1 7) . This work involved a linear model

of the Nepper Watershed and showed that watershed planning can proceed

on  a basis in which measures are combined in such a w a y  a s  to render

aggregate net benefits a maximum, but subject to stated constraints im—

posed by  the availability of natural resources. Other linear programming

formulations were those by Sobel (l 8) and more recently by Andrews and

Weyrick (19) . Sobel outlined the nature of regional water quality systems

and presented programming models for several water quality improvement

problems. Andrews and Weyrick formulated a linear programming model

for a river basin that would include almost all water—related economic

activity for consumers and producers. On the wastewater treatment sector,

results showed that the cost to industry w a s  less when effluents were dis-

charged to municipal treatment systems than when industry treated the

effluent. The timely scheduling, construction, and expansion of water
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resource projects has been considered by Haimes and Nainis ( 20 ) .  A

dynamic programming algorithm is used to solve a planning model which

provides a least cost schedule for the development of projects. This method-

ology allows multiple projects to be scheduled over a given time horizon.

The problem of river basin planning for water quality also has received

wide attention. The objective is the determination of how the stream dis—

solved oxygen standards can be met in the most efficient way. Since funds

are usually limited and a considerable combination of removal efficiencies_

that will provide satisfactory stream water quality levels are available, the

question becomes one of economics. The goal is to select the efficiencies

that will achieve the dissolved oxygen standards at minimum cost. Mathe—

matical programming has been utilized to explore this question in a number

of studies by Deininger (21), Kerri (22), Liebman (23), and Revelle gal.

(24, 25) . These models used the oxygen sag equation formulation of Streeter

and Phelps (26), Dobbins (2 7) .01” Camp (28) to either allocate the required

treatment efficiencies among the various polluters or to maximize the ob—

tainable standard with the funds available. Linear programming is the

optimization tool used, except by  Liebman ( 23 ) ,  who used dynamic pro~

gramming on  the Willamette River to minimize the cost of providing waste

treatment to meet a specified dissolved oxygen concentration standard.

Further work, again using linear programming, was  reported by  Revelle,

Dietrich and Stensel ( 29 ) .

As  in the case of national models, the main advantage of using linear

programming in regional models is the ease of solution, since a consider—-

able number of algorithms are readily available . Post—optimality analysis

also is relatively easy, and probably more important, the marginal prices

of water for the different users are obtained. The main disadvantage is that

real world cost functions are usually nonmlinear, a s  discussed previously.

Linear constraints are realistic in many cases, particularly when mass
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balances are involved. However, in the case of cost functions for waste—

water treatment, equations are usually power functions. This problem

can be solved. One possibility is to use integer programming, as  done

by Salcedo and Weiss (30). The best approach involves the use of non—

linear programming, and some  work in this direction w a s  reported by Guise

and Flinn (31) and Deininger (32). The problem with non—linear programming

algorithms is that the amount of computer time involved c a n  b e  considerable.

Another drawback is the difficulty encountered in obtaining confidence

intervals on  the results. However, if the region under consideration is

small, the computer time constraint almost can be eliminated, and then

the non—linearity of the objective function provides a better representation

of the actual situation. Such is the case with the region to be considered

in the study presented herein.



CHAPTER 3
THE MATHEMATICAL MODEL

THE MATHEMATICAL STRUCTURE

A set of water users in a region is established and the variables

defined as:

S1 ith user, up to n

D i  water requirement of Si

Q 1 fresh water intake at Si (demand)

X i j  amount of water that Si receives from Sj

x i i  amount of water recycled by S.1

C i j  unit cost of sending water from SJ. to S i

T i j  unit cost of treating water from Sj so that it meets input

quality requirements of Si

Li water loss at 8.1

Zi volume of wastewater in the effluent of Si

Ri unit cost for wastewater disposal at S i

Ki ' unit cost of fresh water at Si

P effluent tax

The total amount of fresh water available is represented a s  S o '  and

SW is the sink for all wastewater. The above system is represented as

shown in Figure 3.1.

For an optimal utilization of the available amount of water, the

objective is: 13
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X .  >_ 0 V 1 , ]
11

Q1 2 0 Vi (3 5)

Z 2 0 Vi

The constraints given by Equation 3 .2 indicate that the water

“requirement" of each user must be satisfied, either with fresh water,

recycled water, or water from the effluent of another industry. Equa—

tion 3.3 defines the mass  balances for each user in terms of the

decision variables and Equation 3 .4 establishes an upper limit o n

the total amount of water available. The non—negativity constraints

are given by  Equation 3 .5 .

O n l y  one fresh water source, a surface reservoir, is a s s u m e d .

If fresh water also is available from ground water or from a desalina—

tion plant, additional terms can be added to the equations.

The 1985 national goal of no discharge of pollutants into the

navigable waters is assumed to mean no discharge of wa stewater.

An estimate of the economic implications of this policy can be ob—

tained by  letting Zi = 0 in the model.

A variety of alternatives for wastewater discharge also is pos—

sible; however, discharge to a surface body of water will be the only

alternative considered. Other schemes such as  deep well injection

and some type of irrigation easily can be added.
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MATHEMATICAL CONSIDERATIONS

The water requirement ( D i )  and the water loss (Li) of a user

are relatively easy to obtain and do not create any  mathematical

difficulty. The effluent tax Pi depends on definition. A possible

approach is imposition of a charge on the mass  of a specified pollut—

ant, usually BOD or suspended solids, to be discharged. These

values would be in the range of a few cents per pound of pollutant,

similar to the surcharges used by  some municipalities that treat indus-

trial wastewaters (33) (34). Such a tax would encourage users to ~

treat the effluent and once high quality is achieved, recycle or inter—

industry transfers would occur. The difficulty in the analysis of this

type of tax is mathematical. The tax cannot be incorporated into

the objective function or the creation of a constraint that would ac—

count for the different removal efficiencies of the various processes

for the individual pollutants in wastewater treatment also is not pos-

sible. A second consideration is the imposition of the effluent tax

in the form of cents/1000 gallons of effluent discharged, independent

of quality. This tax would be similar to the surcharge imposed by

Kansas City, Kansas on the treatment of industrial wastewaters. This

tax would enCOurage recycling or reuse at that point where the cost

to install a treatment scheme to clean and reuse the water is less

than the cost of discharging the effluent. The advantage from the

enforcement point of view lies in the simplicity of this approach. A

simple instrument to measure cumulative flow over a given period of

time is the only requirement. The mathematical advantage is that P,1

can  be expressed a s  a simple constant for each user. Therefore,

this form of tax is considered in this model.

The cost of fresh water, K i ’  is a step function when plotted as

unit cost versus volume of water consumed. Such a plot for the pricing
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structure in effect at the Corpus Christi area during the base year,

1974, is presented in Figure 3 .2 . The first few gallons of water

used have a relatively high unit price, but as  the consumption in—

creases, the unit cost decreases. However, this decrease in unit

cost occurs over very wide ranges, and once a certain amount  of

water has been used, the unit cost remains constant. Therefore,

for a given user, with a specified amount of water use every month,

the cost Ki can reasonably be assumed as  a constant.

The unit costs of transmission (CU)  , of water treatment (Til) ,

and of waste treatment (Ri) are functions of the form ax , where

—l s b < 0 for all cases. These functions are all multiplied by x,

and take the form a*xb*, where now 0 s b* < 1. Taking derivatives

of these functions results in the following expressions:

' (b*-1)f (x) = a*b*x (3.6)

fH(x) = a*b* (b*—1)x(b*_2) (3 .7)

Since X is a non—negative number, the second derivative is

always negative, which means  that the function is concave. The

sum  of concave functions is concave, making the objective function

of  the model a concave function to be minimized.

In more formal mathematical terms, the convexity or concavity

of a function assist in determining under What conditions a local

optimal solution also is the global optimal solution. If the function

f(X) is to be minimized over En subject to a number of constraints,

a global optimal solution f(X*) at X*  represents the smallest value

of f(X) . A local or relative optimal solution represents the smallest
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value of f(X) in the vicinity of some x vector. The value of the objec—

tive function at the global minimum is less than or equal to the value

at any local minimum, but the global optimal solution refers to all

X c, En, while the local optimal solution refers to a small region 5 ,

s u c h  that |x—x*l < 5.

Considering the general non—linear programming problem:

minimize f(X) X e E
1’1

subject to hi(X) = 0  i=1,...m (3.8)

910020  i=m+1,...p

The conditions under which convergence to the global optimal

solution of problem ( 3 .8 )  is guaranteed w a s  described by Himmelblau

(35) as:

f.

f(X), hi(X) and gi(X) are all continuous and differentiable

functions

gi(X) is concave for all i

The domain of X for which gi(X) and hi(X) are satisfied, R,

must be closed and convex

The constraint functions are bounded

The feasible region is not empty, that is, there is at least

one X which satisfies the constraints

f(X) is convex

Since the constraints in the proposed model are all linear func-

tions, hi(X) and gi(X) are continuous, differentiable, bounded and both
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convex and concave. R is also closed and convex and hopefully

there will be at least one feasible point to satisfy condition e. The

difficulty lies in the objective function, which is not only concave,

but also discontinuous and not differentiable at the origin. Therefore,

the majority of non-linear programming algorithms, such as  those given

by Himmelblau (35), cannot guarantee convergence to the global

minimum and the application of some  type of Search algorithm is

required .

MATHEMATICAL ALGORITHM FOR NON-LINEAR PROGRAM

The method proposed b y  Cabot and Francis (36) and extended

and generalized by Deininger and Su (37) was used. Generally,

the method proceeds as  follows:

Let problem P be:
1

n
minimize f(X) = Zf,(x,) ( 3 .9 )

i=11 1

subject to AX = V (3.10)

O S X 5 B

with A a given matrix of ordermxn, V a given vector of order n x l ,  and

X a vectgr of variables of ordernx 1 . All of the fi(xi) in P1 are of the

form aix 1 where 0 S b < l and ai and b.1 are given constants.

Each of the fi(xi) can be  rewritten in the form

a
fi(xi) = w x. (3.11)



22

and let U, = min—i— (3.12)

Therefore, a related linear program (P ) can be written:
2

P2:

n
minimize g(X) = ZUix, (3.13)

i=1 1

subject to AX = V (3.14)

X 2 0

Since all the Xi are bounded, U i  c a n  b e  obtained as:

a1

Ui = “’rbi (3 .15 )

B.
1.

It can be shown that if W is the set of feasible solutions to

P then:1 !

1. For any X e W ,  g(X) s f(X)

2 . If X0 is an optimal solution to P , then f1 = g(XO) is a lower
2 0

f*, and f u  =f(X ) is anbound on the optimal value of P1,

upper bound

3 . Given any fu on f*, denote by {Xk} the set of all extreme

points of P such that g(Xk) s f u ’  then P1 has a n  optimal
2

solution X *  such that X*  6 {Xk}

The algorithm begins by  solving P to obtain an initial feasible2
solution to P 1  and the procedure for ranking the extreme points developed

by  Murty (38) and described later generates new upper and lower bounds
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1 .

The algorithm developed b y  Cabot and Francis (3 6) proceeds

a s  follows:

1 .

0
Solve P to obtain an optimal solution X0; take f = g(X )

as a lovier bound on f* 1

Take fu = f(X0) as an upper bound on f*, take X0 as the

”current best solution" to P1 k

A "next be st" extreme point solution X to P 2  is determined

by  using Murty' s extreme—point ranking procedure. If

g(Xk) > fu, then stop. The “current best solution“ is a

minimum solution to P1 , and f* = fu. If g(Xk) s fu, then

by g(Xk); f is a lower bound on f*
l 1

If f(Xk) < fu replace fu by f(Xk) and replace the ”current

replace f

k
best solution" to P1 b y  X ; fu is an upper bound on f*.

Otherwise, return to step 3 without changing fu or the

” current best solution "

This algorithm was modified slightly in the way inbwhich the

initial upper bound fu was obtained. The functions aix_1 1 were

linearized to aiX.1 and the resulting linear program w a s  solved to ob—

tain an  X solution vector. The initial upper limit fu w a s  then taken

a s  f(X) and X a s  the "current best solution“ . This modification pro—

vided a more efficient w a y ,  in terms of computer time , to reach the optimal.

Once the procedure described above stops, the global minimum

is obtained. The difficulty is that there is no way to predict before—

hand how many points will have to be ranked before the solution is

obtained. Deininger reported that the worst case amounted to about
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4 0  percent of the possible extreme points and the author's experience

indicates about 20 percent.

MURTY'S  EXTREME-POINT RANKING METHOD (3 8)

The standard form of the linear programming problem may  be

expressed as:

minimize f(X) = cX (3.16)

subject to AX = b (3 .17)

X 02

If the problem has a finite optimal solution, it is well known

that there exists a vertex of Equation (3 . 17) that is optimal for the

above problem. The algorithm described here is an extension of the

simplex algorithm which uses one step pivot operations to rank the

basic feasible solutions of a linear program in order of increasing f

once the optimal is obtained by  the simplex method. This approach

w a s  developed b y  Murty a s  a method by  which to obtain the minimal

cost solution to the fixed charge problem.

Basically, the method includes:

The letters B and E are set with the appropriate sub—

scripts or superscripts, which denote the basic feasible solu—

tions of the linear program. Let x , x1 2 O I

variables associated with the base B. The expression becomes:

. x be the basic
m

xi 6 B and
( 3 .18 )

B = {x1,...xm}
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Assuming that the problem has a solution, let W l  denote the

minimal cost basic feasible solution and Wmax the maximal cost

basic feasible solution. For any basic feasible solution B and cor

responding to any non-basic variable x1 x! B, let:

G? = the relative cost coefficient of the non—basic

variable xj corresponding to the basis B

G? = the value with which the non-basic variable X]. _

enters the basis in the canonical form of the linear

program with B a s  a basis

1521.3 = the new basic feasible solution obtained by  pivoting

on the column of x in the canonical form of the
1

linear program with B a s  a basis.

From the simplex algorithm,

f(B) = f(B)+-GBBj j C]. (3.19)

The basic solutions EB for j such that X ,5 B are adjacentJ 1
vertices of the vertex B . The canonical form corresponding to any

of the adjacent vertices of B can be obtained by pivot operations on

the canonical form of B .  Therefore, by successive pivot operations,

each vertex of the polyhedron can be reached.

The ranking of the vertices proceeds as  follows:

Let W 1 ,  W2 . . . be a ranking of the basic feasible

solutions of the linear program in order of increasing f. W1

is obtained from the optimal solution to the linear program,

evaluated with the simplex algorithm. From the proof of the
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simplex algorithm, it is known that there exists a cost non~

increasing path moving along adjacent vertices from the initial

basic solution B to W I  . By  taking the same path in the reverse

direction from W1 , B can be reached from Wl

adjacent vertices along a cost non-decreasing path. It is then

by moving along

obvious that the next element in the sequence Wl , W2 . . .
W k — l  must be a cost non-decreasing adjacent vertex of one

of the vertices represented by  the known basic feasible solu—

tions W 1 ,  . . ' W k - l  .

is known, the next element W

Therefore, once the sequence up  to W k — l

k can be obtained b y  examining

the values HE?) for i = 1, 2 .. . k—l and j such that Xj ,2’ Wi
w

and C]. I 2 0 .  W is that new basic feasible solution that is
k

distinct from W1 , . . ' W k — l  and that has least cost value 2

f (Wk_1). The values of each f (E?) are obtained from Equation

(3 .19).

This algorithm is step—wise and in each step an additional

element in the sequence of ranked vertices is obtained. Computa—

tionally, Murty suggests the use of three arrays for storage of the

following:

W1

Array I: All the HE}, ) values for each Wi determined so
W .

far, for all j such that xj e’ w.1 and C]. 1 .2 0 and
W .

Ej 1 is different from any of the wt evaluated

so far.

Array II: All the basic feasible solutions that have already

been found and ranked, i.e. , W , W . . . W
l 2’ k-l'
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W.
Array III: The basic feasible solutions Ej 1 corresponding

to the f values stored in Array I.

The size of the arrays indicate the convenience of storing Array

I and Array II in core memory and Array III on tape.

Once W k — l  has been obtained, the computations required to

obtain Wk are: ~

a. Scan Array I completely and determine the least value there.

b. Identify and retrieve the corresponding basic solution from

Array III. This is W . To obtain more elements in the
k

sequence:

0 . Remove f(Wk) from Array I, Wk from Array III, and add Wk

to Array II.
7’51,

d .  Find the canonical form of Wk and using Equation (3 . 19)

obtain all of its cost non-decreasing adjacent vertices.

Store the basic feasible solutions in Array III and their

respective f's in Array I.

When this method is used in conjunction with the Cabot and

Francis “algorithm (36)  discussed previously, Array II is not necessary

since a s  the elements in the sequence are obtained, they are compared

to the previously evaluated upper and lower bounds and only the

"current best solution" is stored.

LINEAR PROGRAMMING ALGORITHM

The application of the non—linear programming algorithm requires

that the linear programming algorithm be accessed a s  a subroutine.

The subroutine used was developed by  Clasen (39).



28

The procedure used for solution is the simplex method using

the “explicit inverse" variation. Using variable names  from the sub—

routine, it proceeds as  follows:

Determine an initial basis. If a basis is already available,

check the solution vector for feasibility. Let the basic part

of the solution vector be B = {x1, x2. . .xm} .

Evaluate the ”phase one” prices if the problem is not yet

feasible, the ”phase two" prices if the problem is feasible.

Calculate the reduced costs and find the column, IT, with

the minimum reduced cost, M R C .  If MRC < O , IT is the

pivot column. Otherwise, an  optimal solution has been

reached and the subroutine terminates.

Obtain the column vector IT by  multiplying the inverse and

the original column IT. Rename this column a s  Y, with

elementsz-s—yl, yz . . . Y m ‘

Find the pivot row, IR, by using the i that minimizes Xi/Yi

for all non—zero yi for which Xi/yi 2 0 . If no row is found,

the solution is infinite, a n  error message is generated,

and the subroutine is terminated.

Update the inverse, the “phase two” prices, and the x.1

by executing a pivot operation on (IR,IT) .

These steps are repeated until an optimal solution is reached

in Step 0 ,  an infinite solution in Step e, or the number of iterations

exceeds a specified limit. The initial bases may  be vacuous and

the initial inverse may  be the identity. An additional feature of the

subroutine is the re-inversion of the basis every m/Z to m iterations .

This helps to decrease the round-off error. In order to invert every

NVER times, a counter (INVC) is used together with the following step:
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g .  Increase counter by one. If INVC < NVER, go  to Step a.

Otherwise , set INVC to zero and invert the basis, then

go to Step at.

The subroutine a s  given by  Clasen w a s  modified slightly b y

using common storage to reduce the required core memory.



9_HA_P:__ER4
RESULTS

DESCRIPTION OF AREA

The model described previously was  applied to the Corpus

Christi — Barrier Islands region of the Texas Coastal Zone. This area

contains thirteen industrial and thirteen municipal water users and is

shown in Figure 4 .1. The water supply for the area is obtained from

the Nueces River and its tributaries. Surface impoundment is neces—

sary since the natural flow of the river varies from no  flow during

the dry season to as  much as  141,000 cubic feet per second during

flood periods (40). Impoundment is accomplished through the use of

the Wesley Seale Dam and the 304,000 acre-feet Lake Corpus Christi,

located about 35 miles upstream from the City. The safe yield of this

reservoir is estimated at 121 MGD in 1975 ,  but there is some ques—

tion a s  to the future availability of this amount. Storm flood from

Hurricane Beulah in 1967  caused heavy silting which reduced the

capacity and dependable yield of the Lake. Runoff is a continuous

source of silt and hurricanes pose a continuous threat. Industrial

development is contingent on  the availability of water, therefore the

City of Corpus Christi has taken steps to increase the available amount

of water. A field survey conducted by  the Bureau of Reclamation

recommended a 700 ,000 acre-feet site at Choke Canyon on  the Frio

River upstream from Lake Corpus Christi and the City of Three Rivers.

The estimated combined yield of this reservoir and the existing Wesley

Seale Dam will be 225 M G D .

30
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The total available average flow in the Lower Nueces River

will support one additional reservoir. A field survey conducted by

the engineering firm of Reagan and McCaughan suggested a site some

five miles from the City limits which could provide more water than

the Choke  Canyon Reservoir. In 1970 the voters of Corpus Christi

selected the Reagan and McCaughan site and the City Council re—

quested that the Bureau of Reclamation obtain authorization from

Congress for the construction of such reservoir. No action has been

taken to date on the construction of either reservoir.

Instead of trying to increase the available water in the area ,

the possibility of reducing demand on the primary source should be

considered. One approach to  reduce the demand on the water resources

of Lake Corpus Christi is to encourage recycling and transfers of water

among users. The existence of a basin—wide firm will result in re—

duction of the demand when the price of fresh water and the cost of

effluent disposal exceed the cost of recycled water. This firm would

increase costs of fresh water to encourage recycling. Possible combi-

nations of policies are myriad, therefore those alternatives that seem

more likely will be evaluated.

DESCRIPTION OF  DATA FOR BASE CASE

The use of the model required quantification of the water that

can  be transferred, identification of potential users, and the costs.

Natural and distance constraints divide the region into four groups,

a s  shown in Figure 4.2. Each of these groups is considered indivi—

dually.

The cost for transferring water from one user to another in—

cludes two parts, namely the cost of conveyance and the cost of
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treatment necessary to produce a water of acceptable quality to the

user. The following equation developed by McConagha and Converse

(41) can be used to estimate the cost of conveyance.

M911): 1.25 (riow)‘0°505 (4.1)
COSt  ( mile

where flow is in M G D .

The geographical locations of users with respect to an arbitrary

center of coordinates shown in Figure 4.2 are summarized in Table

4 .1 . The distance between users is calculated and those possibili—

ties which exceed a specified limit are rejected. This distance is

also used With Equation 4.1 to obtain the cost of conveyance in cents/

1000 gal.

The cost of treatment is dependent on the treatment sequence

required to produce a product of acceptable quality for reuse or dis—

charge into the receiving waters. The treatment system selected to

produce water of drinking water quality from almost any intake wa ste—

water is presented in Figure 4.3  . The cost equations for each of the

individual processes are shown in Table 4.2  , while the removal effi—

ciencies for B OD, SS, and TDS  are summarized in Table 4.3. Cost

equations a s  given in Table 4 .2 are updated to correspond to an

Engineering — News Record Construction Cost Index value of 1942,

which corresponds to April 1974 . The Index value used in the actual

evaluation of the different cases considered was  2021 , which is the

average value for the year 1974. Since the percent removals required

for the different interindustry transfers vary, only that part of the

treatment system required to achieve the necessary water quality -

levels wa  5 considered .
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Cen te r  of Coordinates is located at intersection of Rand - Morgan Road

and Tex - Mex Railroad.

User X—Coordinate (miles) Y—Coordinate (miles) Group

Industry 1 l . 4 3 . 5 II
Industry 2 4 . 0 2 . 2 II a
Industry 3 5 . 0 1 . 9 II
Industry 4 5 . 4 1 . 8 II
Industry 5 5.9 1.8 II
Industry 6 6 . 7 1.  6 II
Industry 7 7 . 0 2 . 0 II
Industry 8 7 . 4 1 . 7 II
Industry 9 7.6 l .4 II
Industry 10 7.9 2.3 II
Industry 11 16.6 6.6 III
Industry 12 17  . 8 7 . 4 III
Industry 13 —16.9 —l4.3 I
Corpus Christi 6.5 - 1.1 II
Rob stown 6 . 8 5 . 6 I
Alice ~31 . 2 - 2 . 5 I
Odem - 2.3 10.7 III
Taft 9 . 0 12 . 9 III
Gregory 1 5  . 2 9 . 0 III
Portland 13 . 2 5 . 9 III
Aransas Pass 23.9 7.9 III
Port Aransas 29.0 2.8 IV
Ingle side 20 . 0 5 . 9 III
Mustang Island 23  . 8 — 3 . 8 IV
Padre Island 21.0 -10.7 IV
Nueces Park 21.0 ~10.8 IV

TABLE 4. 1
GEOGRAPHICAL LOCATION OF USERS
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Equations are of the form cost = A x (flow)B, Where flow is in MGD

and cost in cents/1000 gallons of water treated.
L
O
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Preliminary Treatment

Gravity Clarifier

Activated Sludge

Chemical Coagulation

Multimedia Filter

Carbon Adsorption

Ion Exchange

Chlorination

Neutralization

|
3
>

0.54

21 .7

14.5

7.44

14.5

32.8

90.0

2.23

4.28

TABLE 4 . 2
COST EQUATIONS

[C
O

.45

.24

.16

.05

.36

.31

.25

.15

.43

Reference

42

42

42

42

42

42

43

42

44



Process

1 .  Preliminary Treatment

Gravity Clarifier

. Activated Sludge

Multimedia Filter

2

3

4 . Chemical Coagulation

5

6 . Carbon Adsorption

7 . Ion Exchange

* Estimate

10

75

60*

70

85

85

TABLE 4.3
REMOVAL EFFICIENCIES (PERCENT)

40

90

83

60

80

50

30

20

97

38

Reference

45

46

45,46

45

45

45
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The unit cost of treatment for a specified percent removal for

B O D ,  SS, and T D S  at a l M G D  plant is presented in Figure 4.4.

This figure is based on the data presented in Tables 4.2 and 4.3.

Most  of the BOD and S S  can be removed at relatively low costs,

while TDS  removal is expensive. This high cost of TDS removal is

possibly the biggest obstacle to reuse of wastewater in the Corpus

Christi area. Municipal wastewater has a TDS content of about 2000

mg/l, which is too high for direct reuse by most industries in the

area. This value cannot be reduced to a more reasonable number “

(about 500 mg/l) Without the use of expensive ion exchange columns.

Results obtained with the model indicate that T D S  is indeed the criti-

cal parameter before a closed—cycle system can be implemented in

this area.

The required treatment sequences were based on  the effluent

of one user and the intake requirements of others in the vicinity.

Industrial effluents were not acceptable for municipal use because

of the possible presence of toxic materials. The effluent character—

istics and water loss of the various users are summarized in Table

4 .4. Intake requirements and cost of fresh water are given in Table

4.5  . These data were developed from the be st data available from

state and federal agencies. Primary sources included the Army Corps

of Engineers Permits to Discharge to Navigable Waters (~ 1970 ) ,  the

Texas Water Quality Board self—reported discharges, and water use

data available through the Texas Water Development Board. Some

estimates of quality, in—house use categories, and quantity of fresh

water used were made where data were not available . The figures

represent averages but correspond well with secondary data obtained

t o  verify the primary sources.
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p.821: _B_Q__D_

Industry 1 20

Indus 2 622

Industry 3 16

Industry 4 *

Induswy 5 20

Industry 6 4 8

Industry 7 9

Industry 8 18

Industry 9 88

Industry 10 4

Indus 11 *

Industry 12 13

Industry 13 30

Corpus Christi 22
Robstomn1 5 4

Alice 30
Odem 5 4
Tafi 82
Gregory 122
Portland 1 4
Aransas Pass 14

Port Aransas 3
Ingieside 16
Mustang Island 20
Padre Island 20
Nueces Park 20

* No discharge

TABLE 4 .4

Effluent Characteristics

_S_S_

115
935
22
*

27.
38
4
22
90
23

*

4
100

48
68
17
117

69
54
54
38
13
44
20
20
20

T S

U
'
I
O
J
I
b \
‘
l
m
n
b

(
B
O
O

, 0
, 0
, 2
*

7,679
1,285
305

4,334
2,026

36,000
*

6,510
4,900

2,000
2,000
2,000
2,000
2,000
2,000
2,000
2,000
2,000
2,000
2,000
2,000
2,000

EPFLUENT CHARACTERISTICS AND WATER LOSS

41

VVater

L o s s

%

64
42
32

100
64
65
24
67"
72
33
100
39
80

35
64
64
36
71
43

37
33
33
33



User 1392

Industry 1 75
Industry 2 300
Industry 3 75
Industry 4 75
Industry 5 75
Industry 6 75
Industry 7 75
Industry 8 75
Industry 9 75
Industry 10  75
Industry 11  50
Industry 12  75
Industry 13  75

Corpus Christi 15
Robstown 15
Alice 15
Odem 15
Taft 15
Gregory 15
Portland 15
Aransas Pass 15
Port Aransas 15
Ingleside 15
Mustang Island 15
Padre Island 15
Nueces Park 15

Intake Requirements

* No discharge

55

300
1 ,000

5
5
5

10
5
5

1 ,000
20

10 ,000
10  , 000

N
N

N
N

N
N

N
N

N
N

N
N

N

TDS

629
650

5 ,000
629
629
629

2 ,500
629
629

20 ,000
700

2 ,500
2 ,500

500
500
500
500
500
500
500
500
500
500
500
500
500

TABLE 4 . 5
INTAKE REQUIREMENTS AND WATER COST

Water

C 0 s t
Flour (¢/1000 gaD

3 .95  23
2 .18  23
1 .55  23

.25  35
4 .34  23

.39  35
2 .12  23
2 .34  23
2 .64  23

.33  35
5 .24  23
4 .74  23
5 .20  23

29.82  19
2 .18  23
3 .91  19

.25  35

.48  35

.21  35

.87  23
1 .00  23

.52  35

.40  ~35

.01  41

.03  41

.10  35

42
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PROTECTIONS FOR 1980 AND 1990

The fresh water requirements (as opposed to demand) for all

users in the area w a s  determined from industrial and municipal growth

projections and are shown in Tables 4.6 and 4 .7 . ,  These tables also

show the projected effluent characteristics, The 1980 figures assume

that the application of Best Practicable Control Technology Currently

Available (BPCTCA) for industrial wastewaters will take place and that

all municipalities will at least be meeting the current State of Texas

requirement for B O D  and SS. The 1990 projections assume that muniv— ~

Cipalities will at least be meeting a 12 mg/l BOD and 9 mg/l SS dis”

charge requirement. Although it is the national goal that there shall

be no  discharge of pollutants to the navigable waters of the Nation

by 1985 ,  it is assumed that industry will just meet the requirements

of Best Available Technology Economically Achievable (BATEA) , which

are scheduled to take effect in 1983 .

PROGRAM DESCRIPTION

A general flow chart for the program used is shown in Figure

4 . 5, Detailed flow charts for the main program and associated sub“

routines are given in Appendix II. A full listing is given in Appendix

I .

The program starts by  quantifying the water that can be trans»

ferred under existing geographical constraints, identifying the poten~

tial users for this water and determining the cost function for each of

the possible transfers" A typical output print from this initial determi-

nation is shown in Table 4.8. Once the feasible transfers and recycles

are determined, a determination is made a s  to the number of constraints

and variables. The number of constraints is equal to twice the number

of users plus one. The number of variables depends on the possible



Effluent Characteristics (mg/l) Flow
Requirement

User B_o_12 _.s_§ ID§ ..__lMG...D._L_

Industry 1 13 9 3,520 4.82
Industry 2 33 23 1,800 2 .67
Industry 3 10 9 4,602 1 .87
Industry 4 * * * 0.31
Industry 5 15 10 6,143 5.30
Industry 6 31 21 1,028 0.48
Industry 7 9 4 305 2.86
Industry 8 15 10 3,467 2.86
Industry 9 3 6  24 1,418 3.22
Industry 10 4 7 28,800 0.42
Industry 11 * * * 7.52
Industry 12 7 6 5,208 6.39
Industry 13 7 6 3,920 7.01

Corpus Christi 20 20 2,000 31.35
Robstown 20 20 1,400 2.60
Alice 20 17 2,000 3.46
Odem 20 20 1,400 0.25
Taft 20 20 1,400 0.41
Gregory 20 20 1,400 0.20
Portland 14 20 2,000 1.16
Port Aransas 3 13 2,000 0.59
Ingleside 16 20 2,000 0.40
Mustang Island 20 20 2,000 0.02
Padre Isles 20 20 2,000 0.06
Nueces Park 20 20 2,000 0.12
Aransas Pass 14 20 2,000 0.98

* No discharge

TABLE 4.6
l 980 PRO [ECTIONS



Effluent Characteristics (mg/l) Flow
Requirement

User @ fl “_1‘_D_S_ (MGD)

Industry 1 8 8 3,520 6.11
Industry 2 13 -9 1,800 3 .40
Industry 3 10 9 4,602 2 .35
Industry 4 * * * 0.39
Industry 5 11 8 6,143 6.72
Industry 6 22 15 1,028 0.61
Industry 7 3 3 244 3 .91
Industry 8 11 8 3,467 3.63
Industry 9 9 9 1,134 4.08
Industry 10 4 7 28,800 0.56
Industry 11 * * * 9.43
Industry 12 7 6 5,208 8.73
Industry 13 7 6 3,920 9.58

Corpus Christi 12 9 1,600 38.96
Robstown 12 9 1,120 2 .53
Alice 12 9 1,600 2.45
Odem 12 9 1,120 0.25
Taft 12 9 1,120 0.24
Gregory 12 9 1,120 0.10
Portland 12 9 1 ,600 1.60
Port Aransas 3 9 1,600 0.83
Ingleside 12 9 1,600 0.35
Mustang Island 12 9 1,600 0.06
Padre Isles 12 9 1,600 0.13
Nueces Park 12 9 1,600 0.13
Aransas Pass 12 9 1,600 0.85

* No discharge

TABLE 4.7
1990 PROIECTIONS
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4 8

transfers. At this point the program has the capability to allow for

the introduction of more constraints and any other constraints a s  to

the feasibility of a particular transfer. The number of constraints

and variables is re—evaluated if necessary and the constraints matrix

and right—hand side vector is automatically generated. From the cost

functions determined initially, the coefficients of the cost function

are determined, and P is solved with a call to Sub—
2 2

routine SIMPLE. The Cabot and Francis Algorithm is used iteratively

of problem P

at this point to search the constraint polyhedron until the vertex at

which P1 is a minimum is found. An optimal solution is found and

the results are printed out. A typical output printout is shown in

Table 4 .9.

As  given by  Equation 3 .5 , none of the variables in the model

have an upper bound. The formulation of P 2  requires an upper bound

on  the variables that enter into the non-linear functions of P1  , namely

the X's. From Equation 3 .2 it may be seen that Xr1 . has D n  a s  an

upper bound for all i. Upper bounds for Q n  or Z n  are not required,

although Q n  has Dn as  an  upper bound.

The parameters p H  and Total Coliforms are considered in the

determination of the cost functions. p H  was not a factor in this area

since all the effluents reported p H  range between 6.0 and 9.0. Be—

cause all the municipal effluents were chlorinated and no transfers

from industries to municipalities were permitted, Total Coliforms

w a s  not a significant factor in considering industrial use of the muni—

cipal treated effluents for boiler and cooling water make-up.

EVALUATION OF DIFFERENT POLICIES

The objective of this study was the development of a
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model to determine the future demand of fresh water in the Corpus

Christi area, to evaluate policies designed to reduce that total de—

mand, and to estimate costs. The model has been described previously

and the analysis is discussed at this point.

The future water requirement for the area is shown in Figure

4 . 6 as "requirements" , or the amount of water withdrawn from the

fresh water source if no recycling or no transfers of water were to

take place. The "demand" , or the amount of water actually withdrawn

if the system a s  a whole were to optimize water use under the concept

of the basin—wide firm, also is shown in Figure 4.6. Considering

only the requirements, by the year 1995  the safe yield of Lake Corpus

Christi would be exceeded just by  the projected growth of the industries

and municipalities currently located in the region. The establishment

of any new industry, particularly a high water user, would only ac—

celerate the trend. At the present time construction of the Choke

Canyon Reservoir has not started and there is considerable doubt that

the reservoir will be constructed; therefore, it seems a water shortage

in the area probably will develop.

However, when demand is considered, the situation is improved

somewhat. In 1974  users were not making optimal use of the avail—

able water resource and a reduction of the total fresh water intake

w a s  possible by a few interindustry transfers. This reduction would

have amounted to about 10% of total fresh water intake. In 1980  the

application of BPCTCA will result in better quality effluent. In this

year a reduction of about 1 1 %  of total fresh water intake is feasible.

The application of BATEA in 1983  will bring about still better quality

effluents, and by  1990  a reduction in the fresh water withdrawal of

about 1 2 %  is possible. These transfers do  not require any  additional
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treatment costs for the users, but simply represent the optimal utili—

zation of water in the area.

The data presented in Table 4 .4 indicate that transfers of water

are currently feasible and economical. The effluent from Industry 7

is of good quality, and as seen in Table 4.5, meets the intake require—

ments of all otherindustries in the area. Distance is the only coir—

straint for some  transfers. A number of other zero—cost transfers are

possible, and the number increases for the 1980 and 1990 data.

In case a further decrease in fresh water demand is desired,

the effects of three different policies were evaluated, namely:

I. Increase the price of water for all users

II. Increase the price of water for all industrial users

III. Impose a unit charge for wastewater discharged by industries

The application of Policy I would mean  a uniform increase in the

cost of water for all users. Since users are now paying different unit

rates , this Policy would increase costs proportionally for everyone .

That is, the actual unit rate would be multiplied by a common factor

until the desired results are achieved.

The results of applying Policy I for the years under considera—

tion are shown in Figures 4.7, 4.8, and 4.9. These figures show

the amount of fresh water withdrawn by  the entire system and the

total effluent discharged to the receiving waters. Generally, the

first reduction in water withdrawal occurs when the unit rate is in—

creased by about a factor of 4.5  . At this point a few inter—user trans—

fers become economical. These transfers are from small municipalities
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Effluent (M GD)

3
m

 
HSOHAOLM

O
Z

O
E
fiQ

O
E

L
g

w 
.

v 
m

m
D

U
E

“m
o

o
w

m
m

m
m

o
E

m
o

h
m

m

8
:

cm
;

P
E

@
m

ca
n

2
: 

O
.Illlll

0
v

Illu
lllrlllJ“

r..-

3
..

1 
8

—

o
m

- 
u

1
o

w
—.—_..

o
m

- 
“I-

. 
O

S
.... 

H
u

t:
It’ll»

:

B
E

B
Q

E
M

E
 

:3
.

S
u

b
; 

:m
m

g
m

l
o

f
1 

O
S

(cow) puewsq 1919M



55

O
H

:

Effluent (M GD)

o
m

:

82: ;  
H

w
O
E
O
m

M
O

Z
O

E
/ .N

O
q

n
z

m
 

.
v 

m
m

D
U

E

“m
o

o
m

m
m

m
w

e
E

m
e

m
m

8:
o

m
;

2 . :
8%

.
co

m
2 :

. lI
I 

I
I .

3‘
c.

I I I . . .
—.—

i n
.

.
.o

m
.

O
N

 
-

. 8  

n
—

 
)D

O
H

_._.
“m

u
m

g
m

u
m
fl

S
 

v ia
. 

9:
8msm

m
fi

l l
F

I I I I I t I I I I I o
l lo

i

(GE) W) pueweq 1919M



56

to industries. At an increase by a factor of 5, a few other small

transfers take place, including a total recycle by one of the small

municipalities. The most significant reduction occurs at a factor

of 5 .5, when the City of Corpus Christi goes to total recycling and

transfer of wastewater and almost all industries recycle or transfer.

At this point the wastewater discharged comes  from one single industry

and some municipalities. This industry does not go  into total recycle

until the price of water is increased b y  a factor of 6 . 5 . The final

municipality recycles at a factor of 8.0 , and at this point the system

is at maximum utilization of the water resource. Zero Discharge for

Wastewater is achieved.

The main obstacle to water transfers at small increases in water

cost is the T D S  concentration. The cost of treatment of wastewater

for TDS removal is in the vicinity of $1  .75/1000 gallons at the l M G D

level. Once  the "easy" transfers are made when the difference be—

tween "requirements" and "demand" is considered, very few other

transfers are possible until the TDS level is reduced. This factor is

particularly important in the area under consideration, where the

municipal wastewater has a T D S  concentration of approximately 2000

mg/l.

The results obtained when Policy II is applied are summarized

in Figures 4.10, 4.11, and 4 .12. This Policy is similar to Policy I,

but only industries pay more for the water. This increase is in the

form of charging all industries the same unit rate, independent of the

amount of water used. Reduction in consumption occurs in two steps.

At a unit rate of $1.50/1000 gallons, industries start to use recycled

water, mainly from the Corpus Christi wastewater treatment plant.

At $1 .75/1000 gallons, all industries that could use municipal water
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Effluent (MGD)
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have done so and have also made all the possible interindustry trans—

fers. At this point of maximum reuse, the wastewater discharged is

about one—third of that discharged if Policy II is not applied. This

Policy never leads to Zero Discharge because there is no incentive

for municipalities to reuse their own wastewater. Zero Discharge of

Industrial wastewater is achieved.

Policy III considers a different approach. Instead of increasing

costs of fresh water, the cost of disposal is increased by  imposing

a unit charge on the amount of industrial wastewater discharged.

This charge can be set to relate to the amount of pollutants in the

effluent, but will be allocated in terms of cents/1000 gallons of

wastewater discharge. A charge based on cents/pound of pollutant

discharged is not only very difficult to handle mathematically, but also

tends to encourage further treatment and discharge rather than transfer

and  reuse.

The effects of the application of Policy III are shown in Figures

4.13 , 4 .14, and 4.15. With this Policy a single reduction in demand

occurs, in the vicinity of a charge of $1  .25/1000 gallons discharged.

At this point interindustry transfer of all effluents occurs. However,

very little of the municipal wastewater is reused because once indus—

tries arrive at Zero Discharge, no economic incentive to reuse municipal

wastewater exists and the cost for fresh water does not increase.

This policy causes a reduction in wastewater discharged to about two—

thirds of the base case.

A comparison of the three policies with respect to cost is pre—

sented in Figures 4.16, 4.17, and 4.18 for each of the years 1974,

1980 , and 1990 . Policy I is the most expensive, followed by  Policy II
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Effluent (MGD)
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and Policy III. PolicyI also causes the largest reduction in demand and

forces the system to go to Zero Discharge. The reduction in demand

attainable with each policy is shown in Figure 4. 19  . As the required

reduction increases, the cost for the system also is considerably

increased .

The total cost of fresh water and wastewater treatment by  inn

dustrial sectors for the Corpus Christi area for the years 1974, 1980

and 1990 is presented in Table 4-10 . The direct requirement coefficient

(DRC) for 1974 also is shown. These figures were calculated using

the treatment sequence given in Figure 4.3 and the cost functions

given in Table 4.2. If Policy II is applied to the system in 1974 in

order to reduce demand to 49 M G D ,  the cost is $51,000 per day, or

$18.6 million per year. This cost represents an increase of about

3 1/3 times in the cost of wastewater treatment. However, the DRC

with this policy would be increased to 0 .022, which is about a factor

of 4. The application of Policy III to reduce the demand to 61 MGD

causes an  increase in the DRC to 0 .014. Although the increases in

the DRC are significant, the value is still small when compared to

the DRC's  associated with other production factors such as  labor,

raw materials, and energy.

A fourth alternative for demand reduction in the area is the use

of saline water for cooling. The model can be used for estimating

these savings by  dividing each user in two parts, one comprising

the requirements for process and sanitary water and the other the

requirements for cooling water. This approach would increase the

industrial users in the area b y  a factor of 2, causing a considerable

increase in both the constraints and the variables to be optimized in

the non—linear program. At this time computer resources make it
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impossible to consider such a procedure. However, limited data

are available and the estimated reduction in requirements if saline

water is used exclusively is 16 MGD in 1974 and 20 MGD and 26

M G D  in 1980 and 1990 respectively.

The policies analyzed can be combined in a myriad of ways.

These alternatives can be analyzed using the methodology which has

been developed. A number of other socio-economic and political

constraints enter into any  type of decision that has to do with the

water re source. The policymaker must consider all these constraints

so  that the proper combination of alternatives can be determined.



W
W

The model developed in t h i s  study is based on the concept of the

basin—wide firm introduced by Kneese and Bower (3) . This concept

postulates the existence of a single firm (or authority) that: directs

all water—using industrial enterprises; is in charge of all water and

wastewater treatment facilities; owns and operates all sources of water;

and operates in competitive markets to maximize profits . For profit

maximization, this firm selects the combination of water quality control

measures that minimizes the overall system costs associated with waste—

water disposal activities and water supply functions. Since this firm

pays for all wastewater treatment facilities involved in making the ef—

fluent of one user suitable for use by  another user, there is no need to

allocate this expense to either user. The assumption of this firm allows

for optimization of costs for the whole basin, since it is impossible to

optimize for each individual user.

The application of the model to a particular area requires a number

of assumptions with respect to the shape and size of the area in ques~

tion. The-area and number of users must be such that the limitations

of the model are not exceeded. If the area is too large, it is necessary

to assume certain boundaries in order to reduce size. These boundaries

usually are based on natural barriers, such as in the Corpus Christi area,

where natural constraints in the form of bodies of water can be used to

divide users into smaller groups. A second possibility is a distance

constraint that can be determined by  the exercise of engineering judgment.

.71
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The imposition of this distance constraint defines the allowable number

of inter—indu stry transfers, therefore reducing the number of decision

variables to be  considered.

The form of the cost functions applicable to the specific area of

interest also is of considerable importance. In the unlikely event that

all functions can be assumed to be linear, the problem is reduced to an

easily solvable linear program, thereby requiring smaller amounts of com-

puter time and allowing for the easy evaluation of confidence levels.

The functions associated with wastewater treatment and conveyance

usually are assumed to be non—linear, concave power functions, which

introduce the non—linear difficulties and the associated problems of

minimization of concave functions which were specifically considered

in this study. If these functions can be  assumed to be exponential, or

linear on  semi~log paper, the concavity problem is reduced and the

program can be solved using more conventional non-linear techniques,

such a s  those developed by  Himmelblau (35). The cost function assoc—

iated with fresh water usually is a step function, a s  presented in Figure

3 .2  , with unit cost decreasing a s  the amount of water used increases.

This function can reasonably be assumed to be stepwise linear, and

easily incorporated into the cost function. It is also possible to make

an  exponential approximation to the function, and more non—linearities

are introduced into the problem. Other types of pricing structures can

be considered, such as  the fixed rate for industrial users which was

used in the evaluation of Policy II, or an increasing unit cost with an

increase in water u sage.

SOLUTION TECHNIQUE

The algorithm used for solving the non—linear program is a search

algorithm which inspects the vertices of the constraint polyhedron until
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an optimum is obtained. The use of this procedure guarantees that once

the search stops, this optimum will be the global optimum, as opposed

to a local optimum obtainable by  other methods, such as  linear approxi—

mation. The use of the linear approximation method, as described by

Himmelblau (35)  , on the problem considered in this study was moderately

successful. It was possible to reach a minimum in considerably less

time than with the non—linear algorithm, but this minimum w a s  only a

local minimum. At this point the value of the objective function was

very close to the value at the global optimum, but the values of the deci sion

variables were very different at both points. Therefore, if the interest

is in the value of the objective function and not in the value of the deci—

sion variables, linear approximation can be used a s  a quick, relatively

accurate alternative algorithm. It also can be used to check results ob—

tained b y  the concave non—linear programming algorithm.

LIMITATIONS OF THE MODEL

The use of this model is limited by computer time and not by  storage.

There is no way to predict beforehand what the Central Processing Unit

(CPU) time will be for a specific problem, but the experience in this

study indicates that ten to twelve water users could be handled in less

than ten minutes CPU time. The biggest problem considered generated

twenty‘one' constraints and forty variables. This program was solved in

approximately seven CPU minutes, using a CDC 6600 computer. Memory

requirements were approximately 100 K core units.

The size of the constraint matrix is determined by  the number of

users. For each user there are two constraints, one to guarantee that

water "requiremen " will be satisfied and a second for the mass  balance

on each user. In addition, there is another constraint for the total system

when the amount of freshwater available is limited. The number of
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constraint equations for a specific problem is then 2 x (number of users)

+ l. The number of variables cannot be determined beforehand, since

they are dependent on  the quality of the effluents and on  the intake re—

quirements. In general, the size of the constraint matrix grOWS fast

as  users are added. When saline water w a s  considered as  a cooling

alternative, the constraints were increased from twenty—one to forty~one

and the variables went from forty to ninety—four. After ten minutes of

C P U  time, the algirithm had made very little progress in moving toward

the optimum. It w a s  not possible to estimate what the required time for

completion would be, but it w a s  considered unacceptable.

The model has the capability of accepting additional linear con~

straints that can be used to eliminate specified transfers or to limit the

amount of water that can be transferred from one user to another. How-

ever, it is not possible to introduce non—linear constraints and use the

present algorithm. Nonvlinear constraints also would reduce the size

of the problem that could be considered, since they Would introduce more

difficulties into the program.

POLICY SELECTION

Three different policies designed to reduce water demand were

evaluated. These policies were selected among a considerable number

of possibilities a s  being most likely to be implemented by  decision—

makers in the area, based on  their ease of application and their use

elsewhere. It is possible to use the model for the evaluation of other

policies, subject to the limitations discussed above. Possibilities in—

clude the use of an increase in unit cost of fresh water with an increase

in use and the use of flat rates for municipalities. It is also possible

to consider effluent taxes in the form of power functions, but this intro-—

duces additional non—«linearities and complicates the application of the
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solution algorithm .

Policies which increase the cost of fresh water tend to cause the

higher reductions in demand, but at the same time are the more expen—

sive. These policies eventually cause total reuse of wastewater, be-

cause all users, both municipal and industrial, have an economic

incentive for reuse. Policies that selectively increase the cost of fresh

water for specified sectors have a smaller economic effect on the system,

but cause smaller reductions in demand and cannot be used if it is fl

desired to totally eliminate the discharge of wastewater. The imposition

of charges on the return flows causes a reduction in demand, but in

order to make this reduction significant the charge must be applied to

all users. Policies which combine an increase in fresh water cost with

an  effluent charge can be used also to accomplish zero discharge of

wa stewater .



CHAPTER 6
CONCLUSIONS

M ODEL DEVELOPM ENT

1. A non—linear regional water supply model that  considers the dif—

ference between ”requirement" and ”demand" in forecasting

future water needs w a s  developed and solved by a search tech-

nique .

2 . A nonnlinear algorithm w a s  required to guarantee a global mini—

m u m .  The linear approximation method provides a good estimate

of the optimal value of the objective function. However, if the

specific values of the decision variables are important, this

approximation is inadequate.

3 . This model can be expanded to include a larger number of users

by  developing a more efficient algorithm or b y  incorporating the

information derived from the linear approximation method into the

present algorithm .

4 .  This model provides to engineers and planners a methodology

by  which the technological and economic impacts of alternative

water treatment, recycle, and pricing may  be evaluated under

various demographic and economic growth conditions.
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MODEL APPLICATION

5 .

1 0 .

11.

The application of the model to the Corpus Christi area in 1974

indicates that use of the available water resource was  not opti»

mal and a 10 percent reduction in demand w a s  readily available

by  means  of transfers between users.

A 40 percent reduction in demand can occur if the cost of fresh

water is increased by  a factor of 5 .5 for all users. Wastewater

discharged is reduced 80 percent.

A uniform increase in the cost of fresh water by  a factor of 8.0

causes total recycle and zero discharge of wastewater.

Increasing the cost of fresh water only for industry to $1. 7 5 /

1000  gallons causes a 30  percent reduction in demand and a 65

percent reduction in wastewater discharged. Zero discharge of

wastewater is not achieved with higher costs of fresh water.

The imposition of an effluent charge of $1 . 25 /1000  gallons of

wastewater discharged to the industrial sector caused a 15 percent

reduction in demand and a 35 percent reduction in wastewater

dischargedo Further increases in effluent charges do  not cause

any  further reductions in demand.

The increased cost to the industries in the area resulting from

the implementation of the three policies considered is l to 2

percent of the gross output.

The high total dissolved solids concentrations in the municipal

return flows in the area is the most important constraint to water reuse .
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HNHhHA ‘  ‘U l f ( ( INPUI ' IAP t I I iAPEd ,UHIPU l )
f uamuu /A /H (MI ) ,A ( " I . IN7 )

, ; - . , ,mm/H / ( ' ( 147 )

(man ia / (M IMI  Anmxuvmww) .KMMH. “HUMJHM' I tW) :
y ; (u l ) ,P r (1u7 )oL (22uUJ , r£ (fl i , u7 ) ,KEL .JJN(1M“ ) ,NHMX

~IL2 ‘51n ;  SNAHE(2 .RQ) ,n1N(§ ,aa ) , 00H l (H .2u ) ,6 tLHC(2 .?u1 ,
141 '3 ‘ , JR (H) ,U I (3 } : h1 t3 ) ,CC(25 ,25 ) ,KXX( ID I ) ,RHKU(1 “7 )

vnn i  I (RN) ,K (RH\ ,PP(RM) ,U {HM) ,AA(P5 .B5 ) ,HH(P$ ;85 ) :
I “ h *fi ! l ” 7 ) ,H ( lfl l )

1mi fh l u  1H(a§ .fi&) rmuuuw(1u7 ) ,Nna (1u7 ) . IX IHA(Rb)
unmwwu AA ,HU:CL ,NUHUW,NHCU| ,K ,PP
tfiu l vA tLNLh (RRKH,KH)
: JH IVA ILHC l  (HKXX,KXX)
kJvAL tNCI  ( IS IHN,S IUN)

' ‘ V ‘ I  . 13 ‘11 ’3
uLJJ :PP( r )=nuROW(J )=4HFHL(J )=W

x rm  .IJ.=|,LZS
u pfi ( I , J J ) :H1 ( I , JJ )=CF(J , JJ )=M.H

x teu ) : pv (2u )=m,n

IN :  s t ud !  CARD [5  AN uPr l uu  CAHU
~Nufl ‘ L=LLHH!h7  twR  unmsrun r r l uu  cas r  INDEX
1" : :PR1N!  HUI  0P f£u~3

1 u l v t s  HLNLMUM UUYVHT,  JJS I  NLSULTS
a ALbu  Pn lh l s  A ,  n ,  A L NA1R1CLS
S AISU PRIMIS  ALUURtTHM INPURMATIUN

u SIUPS PROGRAM BrVURE A,H ,C  ARE GENERAIED
r~ \ x=  ax  LUSY A { lUwFD;  CENTS/ IHMH GAL .

= rX :MAx  h lS IAH(L  FOR P IP ING,  MILES

u rnw  HH,JHHAI [ , INFU,UMAX, IMAX, ID l
H1  tHHvfi t t f 1J .$ ,11M,? f1fl . s , l l n )

I “ hA5 r :HPHA1L /194? .

1n tgLu :u
1 :1

603 ’  I “ )  l o ( ( 1 i é / \ " 1 [ (K111 ) 'K1=1 I2 ) I (U IN (K25 [ ) IK (?= ‘ IS ) I
1 (JHJ I (KS , I ) ,S§ :1 ,5 ) : (GELUC(K4 ,13 'K4=112 ) )

N tn»  d : i ( I J ,A (L ) ,PP( l ) ,D ( I )
1F t l ( l J . lU . l .U )L ( I )=U .9999
v i l i l I ) tH ( I )

H
n Iti!

1= l+1  ‘
l r lAM l (1 ,1—1) .N I . IMHRHRRHRRRRH)HU IO  3

.H , :  LAN”  -u11  IAVk  qw f  f uuA t  r 0  RRRRRRRRRR
l = | ' 1 , ’

! iUHwAT(Pu1d , lHFH.M,2VH. l J
a r qA r tu t lw .8 )

l IND I :AY tb  I n !  Mumfi tfl  o r  SUURCES.SLmu t  EVALUAYPS A A H FUR THE
( . 3 !  Fuucun  FOR THE 1X1  CUMBINAI IHNS.  PARAMEILRS [N  01H  A QUUT
AK? n1w .bS .YDs ,Tu rAL  COL IPURMS(TC) ,APH,  IN  THAT URntR .

I “  a \ : 1 ,1
0 B Ju :1 ;2

U h I l JW)=GLLUC(JM,J )
Lu  J JK:1 , [
| "  ‘ )  J "=11 ‘ )
h | (J“ ) :QUH1(JH ,J )
4n  0 JH=1 ,S

b : a l l : ) =U [H(JM,1K)
WW I JMt l pa

I uh (1 * )=u rLH( ( JM.JK )
L !  15  ASbUWtU  INA !  I dh  FULL  SEQUENCE WI IL  CLEAN ANYTHING

015T :smk l ( t bL ( I ) -G1 (1 ) ) t tfi+(6 t (21 -61 (8 ) )n t2 )
IP IDJS ! .LE .HWAX)GU TO M
LA tL  S fq (ud .u l ,A1 ,U l ,UPDAIE )

80

{ l l

5 (y
57
3M
50
JV
1.! 1

42
45
an
05
H (x
”7
4H
“9
r)  p,



l F (A1 .u t . rMAx )uu  To a
C AA( | ; J )  13  FROM J ID  I

AA(JK ,J )=A I
HHtnJ )ad l
LC(JK :J ) ! 1 .Zfi t uPDATE*D lsT

C CC CONTAINS IHE  INFORMATION FOR TRANSPUHIA I IUN CUSf  EVALUAI ION
4 CONTINUE
9 FORMAT(Q9K; *WATFR ALLOCATION MtL * )

1% FORMAT( / / , 15X ,kFRUM COST AND DISTANCE CONSIDERATIONS ‘HE  * r
lfiFULLDWING AIILRNAVIVhS ARE CONSID tn  rEAS IBLfix t )

11  FORMAT(5X ,kFROMt ,21x , *TOt ,15X , *THEATMFNT COST EOUAT10N* ,
1 t  (CLNIS/ lumw OAL)*15X,fiTRANSPDRTATION CUSTi)

1P  FURMAT(SX¢*MAX1MUM COST AL lOMED (C tN IS / IOOB GAL)x t ,Fb .1 )
l 3  PDRMAT(5X¢flHAXIMUM DISTANCf ALLONED (M ILES) : * .F6 .1 )
l b  iORMAT( lX ,EA IM)
17  FURMAT(26X ,2A1U, IX . I 6 ,1 ;1WH X FLUN* I ( ,F6 .3 .1H) ,13X ,Fb .1 ,

116H x kLHwk t ( - . 5HS) )
19 FURNAT(*1*J

C ARE THEHt ANY A I I LRnAT IVES WHICH MUST 6E  ZERO:
READ BMI IP
17 (1P . tQ .H )OO TU an
( )0  i t? «L l - 1 ’ 11 ”
READ 25 .KN ,KM

22  AA(KN,hM)=Hh(hN ,KM)=CC(KN,KM)=H.u
2m FORMAT l )
25  FOWMAT(d l
21  CONTINUE

PR1N1 19
PR1M1 9
PRIJY  1n
PRIN I  1 t
NNV=V1

C C0un }  THE NUMBER OF VARIAB IES  FUR THF LP  AND PRIN I  THE
L ONES THAI  AR?  WOT ZERO

on  14 1 :1 ,1
l
DH 15  JJ= ) .1
1F(HU(JJ,J).~I.M.MJN~9=~N9+1

Ab lFxOH(JJ . J ) .N f .M .M) IK=1
1F(1K ,LQ. I )PR1NT 10 ,3HAME(1 , J ) , 5NAML(2 , J )
DO IN  JJ= I I I

16 1F (HB(JJ . JJ .NL .0 ,H )PHINT  17 .8NAME(1 . JJ ) :SNAME(2 , JJ ) ,AA(JJ . J ) ,
IBB (JJ I J ) .CC(JJ I J )

l “  CUNTUflN
C NUMBER Ur xas  15 4x3

NXS=NN9
PRINT 12 ,T4Ax
PRINT 1%.UHAX
PRLNT 19
FH{IN1 PH

24  lOR ‘ IA I (  X , kCU. ID ITTOuS US tO  A5  INPUT FOR THE LP I )
C NUNBFR UP VAHIAHLFS( IU IAL)
C CU“PUSEU o r  T 495 ,  I f F rLu rN r ,  AND Nxs  a

NNv=nN9+1+1
PRIN !  aS ,Hv9  NXS 1 :1

as  fDKNAT(1wX,*dUMUER OF vAHlABI .ES:« . I5 . / :15X,a( :0MPOSED QFx,
114.* Xvs ,k .  14 , :  uws ,  ANU*114, t hFFLuENIkJ

MXV:  1 *2
PRIN I  pNXV

ab  FUHMA1(1UX: *NUMHrR  OF  CUNSTRAINT58* :10 )
HK=MX9
NN=NN9

81

IUQ

116
111
l lZ
113
114
115
116
117
118
119
120
121
12?
123



PRINT  O9 IMX 'NN 124
69  ruRMAT( l , * IHE  TOTAL NUMBER OF CONSTRAINTS 18  THEN tuUAL T0  *1  125

114 ; / ; 1MX. *THE TOTAL NUMHtR 0F VARIABLES 13  THEQ :11“ )  126
C ADDITION or UPPER L IMIT  0N SUM UP 005 127

READ 9“ ; IUP ,QMAX 128
9“  PURMAT(15 .F1W.S)  ! 29

IF ( IUP,EQ.H)GO TD 91  13a
U(Mx+1)=nMAx - 131
A(MX+1 ,Nh+1 )= | ,H  132
no 92 J :1 ,1  133

92 A(Mx+1.Nxs+J)=1.u 13a
MX=MX+1 155
NN=NN+1 , 136
PRINT  9% 137

93  ioRMAT(1uX .kAN uPPER L IMIT  0N  TH? SUM OF ans  t l lST8 ,THEREFUREfi )  138
PRINT  b9 ,MX,MH 159

91  CONTINUE 14m
xuusm 1n:

6 /  fORVAT(2F lw .fl : I lflaZS IB)  1u2
C Ann CUNSIRAINFS, IF  DESIRED 1a}
C I IK=NO.  UF Ntw  CONSTRAINT RUwS 14a
c S IuN=-1  1F CHNSTRAINT 15 GT, =91 1F LT ,  AND su YF fin 1u5
C QMAX is  THE HHS,  JJ1  IS  THh NO.  OF VARIABLES AFFECTtU  ANU EXTRA 146
C «HIGH UN&S(UP TU 28 )  147

HEAD Ba l l lK  148
I F ( I IK .En ;M)Gu  T0 05  149
DU 8 ! )  . I =1 , IT1 \  15E)
READ 87 ,51flN,uMAX.JJ l , ( IXTRA(JJ ) .JJ31 ,JJ1 )  151
UCMX+J)=NMAX 152
00  6M J ls ld l  153
K7=tXTHA(JZ )  154

8b AKMX+J,K7)=1.0 155
I F ( IS IGN.EU.M)GD TU 59  156
KOU=KOU+1 157
A(HX+J ,NN+KUJ)=S IGN 158

89 CONTINUE 159
80  COu l lNUE 16U

MX=MK+I IK  161
NN=NN+KOH 162
PRINT 90 163

9m +0HMAT(1MX.ASOME MORE CONSTRAINTS HAVt  BEEN ADDtDnTHEREFORE*)  16“
PRINT 69,MX,VN 165

85 CONTINUL 1gb
l F ( INFU. tH ,u )STnP 167

95 CUNTLNUL 166
C VARIABLts wI lL  mt ORULRto As:x .  H ,  AND EFFLUENT ‘ 69
C [B  wlLL  KEfP  TRACK OF WHICH VARIABLE IS  WHICH FOR NON-SLACK 17m
C In  HAS DIMENSIONS 0 f  IX I  171

IH=U 172
00  55  J= I , l  175
no 55 JJ=1 ,1  17a
1F(HM(J :JJ ) .EQ.H .H)GU 10  35  175
IH=1H+1  176
1B£J1JJJ=1H 177

33 CONTlNUE 178
DU 194 J=1.1 179
no  1M4 JJ31 ,1  1am
KJZZ3 IH(J IJJ )  ) 8 !

IUQ 1F (KJZZ .NE .M)U(KJ£ / )=D(JJ )  182
C FUR THt  x VARIAHLRS:  NOR0w(1 )  HAS THE RON NUMBER OF t 183
C 11H.  VARIABLt  IN  THE AAuuu AND CC MATRICES.  NOCOL(T )  IS  184
C THE SAME FUR THt CULUMH NUMBER. 185

82



DO 52  J: l , l
00 5a JJ:1,1
K1= IH(J ; JJ )
l F (K1 . tQ .u )GU T0  52
nnRowCKIJsJ
N0C0L(K1)=JJ

52  COeNu t
Cin t k t t t t t * t t t i t k * * t k t t tfi t kfl i i ifi i kfi t t k i t t k t k t i * kk t ’ t i a t ifi i ‘ k tfik i t i t t

C GENERATION UF CONSTRAINTS MAIR IX  FULLONS
Ci t k t t t t t ‘ k t t t k i k i t ‘ k t ak ' k ‘ k i t i i ' t t ' k t t i i t t t i t i k t t a t t t t t i t t t i tfi t t l ‘ t tfl i t t

C GREATER 1HAN(HASS BALANCES) 60  FIRST THEN EQUALII IES
DO 27  J=1 ' l
DO 28  JJ=1aI
l F ( J .E0 . JJ )un  T0  23
KA : IB (J ; JJ )
l F t IH ‘ J i JJ )oNEn“ )A (J IKA)=1 .M

Kl=IU(JJ .J )
1F( IH (JJ I J ) .NE .M)A(J .K I )= -1 .M

28  CONTINUt
AKJ ,NXS+J )=1 .H

27  A (JuNX5+ I+J )= - i . u
c EQUALJIY CUNSTRAINTS(DEMAND .uu f l L lMENI )

KJK=M
DU 29  J=1 ,1
DO 3 ”  JJ=1pI
I F tBB(J , JJ ) .E0 ,fl .M )GU TD 5m
KJKSKJK+1
A(J+1 .KJK)=1 .U

3b  CONTINUE
A(J+ I ,NXS+J )=1 .H

29  CONTINUE
C PRINT  UUT A ( I , J )  MATRIX :  I f  DE$ IRFD

1F( INFU.LT .2 )GO T0 37
J21

31  JJ=J+19
I FCJJ .G [ .NV)JJ=NN
PRXNT 32 , J ' JJ

32  fORMAT( t1 t , aHX , *THk  CONSTRAINTS WAIR lXa  COLUMNS *11 “ : *  T0 t p l aJ

PRINT  34 . (KR ,KR=J :JJ )
54 FURMAr t / I ,mx ,2mu . / )

DU 3h  JR :1 .HX
36  PRINT 35 . JR , (A (JR .JM) . JM=J .JJJ
35  FUNMAT(JS.€X,EMF4.M)

JaJ+am
1F(J .G I .NH)GO To 3 ]
GD TU 31

37 CUWIINUE
t ka t *fi * * k * t~kHrkk *k * * *fi * k i k t t t * * t t k tfi ‘ k *n * ‘ kflfififlk t kfi t t t ‘ k t kfik ifi i ‘ t i t

C GENERATE YHE RHS VECYOR
Ci t i k t kkk t * t t t a ‘ k t - k t ' knw t ' k ‘ k k t - k t t k i r k i l i k t t t t t ‘ k t ‘ kfl l ‘ k t ‘ kfi t k t t t i ‘ i ‘ k ‘ k i t t i t

00  5d J : 1 , 1
35  B (J )=L (J )

JK= I+1
DU 39 J : JK ,MX9

39 B(JJ=D(J~I )
C PRINT uuT a VECTOR, 1F DLSIRED

l F ( lNFU.LT .2 )GO 10  79
PRANI  an

an  f0RMAT( t1 * ,4MX, tTHF  RHS VLCIUR B(I)*,//)
PR1N1 41 : ( JyB (J ) ' J= lpMX)

a l  +ORMAT(1UX,5 (2x . kB ( * . I u , t ) : * ,F1fl . 3 ) )
79 CONTINUE

83

‘ 66
)H7
188
1H9
199
191
192
193
194
19b
196

£97
195
199
Zufi
2%!
PM?
293
pm“
BUS
Ebb
an?
PUB
Puq
2x»
211
212
213
21 “
215
216
217
218
219
ZPU
221
222
£23
274
225
PP!)
227
228
P29
236
231
232
233
23a
23b
23¢)
P37
P36
239
24v
241
24?
203
auu
BQS
246
2M7



C MAKE APPROXIMATIQN OF C To  GET UPPER SOUND
00  I “ ?  J21 ,NXS
DO 143  JJfi l r l
00  103  JK=1 , I
1F (1B(JJ , JK ) .NE .J )GO To  : 45
LczAA(JJ , JK )+CC(JJaJKJ

143  CONTINUE
1&2  CONTINUE

JK :NXS+1
JJSNXS+J
DU 144  JBJKpJJ

14a  C (J )2K (J~NXS)
JKSNXS¢ I+1
JJBNXS+ I+ I
DU 145  JxJK ,JJ

145  C (J )=PP(J~HXSu1)
CALL  SAMPLE
lFCKU(1 )aN t9M)PRINT  639KU(1 )
CALL CUSTB<RRK89TC9NXS¢XJ
FusTC
TCETC/ lmw,

C SAVE k IRST  PUINY :  Xw
C KXX IS  THE CURRENT BEST SOIHT ION

00  55  JE I INNV
55 hXX(J )SKB(J )

C'kfi ‘ k tfi t kfink -kafifikkkkflfi t i k t * k * *fiwfl t tfi t k iflk t tflRt t i tfi t l i t tfik t tfi t i k t k

C CUNSTRUCTIUN 0F  P2
Cfiwtfikkk tfifixfi tfivk t t k ‘ k i tfikfi t tfi tfifififlfi *fikfl iwa t t k t kfifi ifi tfi t t n t k t t tfifi t

C FUR THE XwS
DU 43  Jn rg

DU 145  JK31 , I
J : IB (JJ¢JK)
I F ( J .EU .M)GO TH 45
C(J )$AA(JJ I JK ) / (U (J ) * * (1ODBB(JJ I JK ) ) )
C (J )3C(J )+CC(JJ , JK ) /U (J ) * *1 .5@5

43  LUNI INUE
C FUR THC uwS

JK=NXS+1
JJENXS+1
DO Q4  JgJKpJJ

an  C (J )=K(JwNXS)
C FOR THE EFFLUfNY

JK :NXS+ I+1
JJ=NXS+1+I
DO 45  J=JK ,JJ

45  C (J )2PP(JENXSGI )
C PRINT  F IRST  GUESS FOR C(I ) .  I f  DES IRED

1F(1NFUQLT42 )GU TU 8U
PRINT  46

no  FORMAT( *1 *¢NMX, *YHE VALUE OF C( l )  FOR P23 , / / )
PR1NT n7 , ( J ,C (J )¢J=1 ,NN9)

u7 FURMAT(£MX,5 (2X¢fiC(Ra149* )Sk ,F lM.5 ) )
an  CUN{JNUE

C S IARr  ALLURLWHM
F IRSTE”3WO

C OBTAIN  IN IT IAL  POINT Xw
CALL  SXMPLE
J l=w
DO 11 ;  J31 ,NN
DO 119  JJEXsMX

11H IF (JQEQQJH(JJ ) )  GO TO 1 : !
J13J1+1

84

248
249
25w
251
252
253
254
255
256
257

259
260
Ph l
Pb?
263
264
2b5
Ebb
267
268
269
27%
271
272
273
874
P75
216
277
278
279
288
RH!
28?
285
284
285
286
287
288
289
P90
291
292
293
29a
295
296
297
298
299
3U”
3U !
SUE
3U5
3M“
305
SH! )
307
3M8
3M9



[ I I

187

JJN(J I )=J
CONTINUE
DO 1»? J=11MX
DU [ “7  J l= I yMX
LE(J : J1 )=E(J+MX* (J I ' I ) )

C CHECK FOR PROBLEM FEASIB IL ITY

83
m

a
n

97

“U

49
5U
51

53
78
82

1F fKU( I ) .NE ;fl )PR INT  83aKO( I )

FORMAT(ll;*XXXXXXXXXXXXXXXXXXXXXXXXXXXXXXXi,* PROBLEM IS  * ,
IANOT FEASTBLE'KO( I )  188*:13;*XXXXXXXXXXXXXXXXXXXXXXXXXX*l

IF ‘KU( I J .NE ;M)STDP
LVALUATE COST FOR IN IT IAL  POINT,  THAT [8 .  FIND UPPER L IM IT  F (XM) IFU

STEP 2
FIND LOWER L IM IT :  THAT IS ;  6 (XUJ IFL  (STEP 1 )

TLHU.U
DU 9 /  JS I INN9
I L= fL+L . ‘ ( J )ARRMi (J )
I FC INFU.LT .5 )GO TU 78
PRINT  I 9
PRINT  “5
FORMAT(2flX, *THE IN IT IAL  VALUE OF X ( I )  FROM Pa i )
PR INT  5 |
IF IKU I I ) .EN .U)PRINT  55
FURMATHVTXIS IZX I tHk ' I u , t )= * . f : 16 .3 ) )
PORMATI IMX1*THE SOLUTION IS  OPTIMAL FOR THIS  DUMMY RUNt )
FORMAT( / / )
PR INT  49y (J ,KH(J )aJS I .NN)
TCHFL / lflfi .
pRINT  55 ,TC
rORMAIL I / v lflx l tTUTAL  COST FOR THIS  SYSTEM IS (DOLLARS) I .F14 .2 )
CONTINUE
CONTINUL

C k t t k i k * k t k t kk3TEP 3
C U51 MURTYS HLTHUD TU FIND NEXT BEST EXTREME POINT
C*k* * * t * * * * kA l i k t nk i t k kfl t k tMUHTYS THIN t tn t t tfl l t t t l k t k l

n
n

n

CALL MURTY(TL:XMIN,FIRST)
F IRSTz lflM,

KB CONTAINS THE NEXT BEST POINT :  XK
STEP 5A
FIND G(XK)

9=XMIN
I F :G .LT ' . t r LJ -m . lm lHGU To ‘36

C THIS BRANCH LHDS THE LUUP

56
GO TU 76
CONTINUE

C STEP 3N
FL=G

C t i i t tfl * kk t kS IEP  u
CALL CUST?(RHKB, IC,NXS; I )
IFITC.GE.FUJGO TU 82
TU=TC

C REPLACE CURRLNT UFST SOLUTION

57

76

DO 5 /  J= I INN9
KXX(J )=KB(JJ
BO TU 82
CONTINUE
TC=FU/Imw.

C PRINT LP INFORMATION

99
PRINT 99 : (K0 (J ) I J=2 :5 I
FORMAT(5X,*N0. 0F IT tRATIUNS *p IS ' I pSXpfiNU.  0F PIVUTS SINCE * '

1tLAST INVERSION t , 15 : / .SX ; *NO.  0F INVERSIUNS * r IS I / u51 ;
2*TUTAL NO. OF PIVUTS n .15 )

C PRINT RESULTS

85

310
'31 !
312
313
314
315
316
317
318
319
32m
321
322
323
3?4
325
326
3?7
328
329
330
331
332
333
33!:
335
336
337
338
339
saw
3“ !
342
303
344
345
sub
347
348
349
380
35k
35?
353
35/4
355
356
357
356
359
302:
3b !
362
3b.;
364
365
366
367
396
369
37%
371



6 !

62

b3
64

65

60

67
66

PRIN1 19
PRINT  9
PRINF b l
fORM?1( / l . 56X , *RESULYS* , / / ' lflx , *USER 10  USER WAYER REUSE‘ )
PRIN be
fURMAT(bx , i fRUM* ,26X ' * IU* '22X . *AMOUNI  or HAIER( |nuu GAL) * )
no as  J=1 ,Nxs
l r lwnxc ) .LL ;1 .5 )Go  In  03
KII=HOHUW(J)
KldawncUl (J )
PRINT 64,SVAMF(1,KIRJ'SNAME(2,KIZ)'SNAMh(l-KlI)oSNAME(3oK1‘)I

l x ( J )
LUNYINUt
fUHMAI (SX IZA1“110X I2A1MI"X IF6 -M)
PRINT 19
PRINT 9
PRIN I  65
FORMATL/ lpb I IRhSULIS*u / l )
PRINT 66
fURMAT(10X:*USER*,20X,*NATER INTAKE(qo  GAL)*,2WXr

1* tFFLUtNT(10Mfi  GAL) * )
K;1=Nxs+1
n l a=NXS+1
D0 b l  J=K11IK12
JRszd—NXS
JSR=J+ I
PR1N1 68 ,3NAME(1cJRS) ,SNAME(2 .JRS) ,KXX(J ) :KXXCJSR)
CONTINUE
{URMA‘  (EX IEAIH '  l l lX ,F '6 . ' . 7 l , 35Xa .u )
VHlN!  SSpTC
STUP
LND
SUHRUUTINE SEQUF(QIN IQOUTIA IB 'UPDfl ' E )
UlMENS lUN QIN(5 ) ,UOUI (5 ) ,BOD(7 ) .58 (7 ) , lDS(7 ) ,ALT(2 ,7 ) ,AL [2 (2 ,5 ) ,

1AL71 (a :Q)
REAL CL2(2 .7 ) ,NEU(2 .7 )

C [REAIMLN7 SEQUENCF IS !  PNFIIWINARYoCLARIFICATION,ACT1VATEQ SLUDGE,
C LHAUULAT{UN,FILIER3,CARBUN ADSURPTION.ION EXCHANGK AND CHLORINATION
C UR NLUTRALIIATION AS REQUIRED

HA1A Hun /m.z ,n .4 ,u .9 .m,as ,u .b ,u ,a ,w .97 / , 88 /w .x ,m.75 ,v .b .m;7 ,
xw .85 ,u .as .n ,97 / , 105 /u ;u ,u ; t ,u ,3 .u ,a ,u .n .u ;a ,u ;97 l

DATA (AL - [ (1 )9131 ]  l l 4 ) / ; 5u l ‘ . “5122 .2 , ‘g243 ,36g71 ' . 2a2 '
1ua .2 , - , 195 ,58 ,7 , - . 226 ,91 .5 , - . 253 ,176 ,5 , - , 22 /

UATA (CL£ ( I ) I 1=1 : ia ) / 2 .77 I ‘o15a lauoa7"0255 I38 .97 I ‘ - 35 ° I
1ub .41p~ .193 .00 .91 , ' . 223 ,93 .71a - ;249a176 ;7& ' - . 219 /
DATA (NLu(1 ) , 1 :1 ,xu ) /a .82 . - . 432 ,26 .52 , - ; abq .41 .m2 , - . 25b .

1an .ab ,~ . zua ,62 .9b , - ;235 ,95 .16 , - . 256 . Inw .7b . - . 233 /
DATA (ALT1( I ) a Is l ,SJ I I . au . - .MS ,21 .9 , - . 2U2 ,54 .7 . - . 2b ,139 .7 . - . £16 /
UAIA (ALT2( I ) ' I =1 ,1M) /14 .5 , - . 241 ,21 .9 . - ; l . 3b .fl , - . 216 .o9 .2 ,

; - _Pbo ,15u ,u ,« .217 /
DU 1 J=1 .3
I F (UUUT(J ) .G I .G IN (J )JGU TD 2
1FtuuUT£fl ) .GE.QIN(4 ) )GU To 4
A :npDAT t *2 .?3
B=-U . !5
REIURN
I F tuuUT(5 \ .bE .Q IN(5 )JGO Tu 5
A=UPDATE*Q.26
B=-U .43
RETURN
A=U.M
5:1 ,M
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372
373
31a
375
376
377
318
379
38M
38!
382
383
380
385
366
387
388
389
39m
391
392
393
39a
395
396
397
396
399
nun
an:
an?
4M3
uua
uus
uub
“U7
nus
NUQ
axw

-4X1
412
013
«14
His
416
417
“18
019
“Pu
HPI
HP?
“23
424
“Pb
“2b
427
0P8
429
03“
431
432
433



\ l
l r

‘

15

14
lb

RETURN/
[F (@UUT( I ) .LE . !HU.U)GO To 9
IF (@UUT(Z) .LF.10H.H)GO To In
DU 3 J= I l 7
QUUI (1 )=UOUT(1 ) * ( I . 'HDD(J ) )
QUUI (2 )300HT(2 ) * (1 . -SS(J ) )
UUUT(3 )BQOUT(3 ) * (1 . ‘TDS(J ) )
00  b JJ=115
1F(UUUTt ) .GT .Q IN(JJ ) )GU To 5
GO TU 7
LONTINUE
A=ALI ( I IJ )RUPDATE
B=ALT(2 . J )
l F (QUUT(4 ) .b t .U IN (4 ) )GU To a
A=CL2(1.J)*UPUATE
B=CL2(2 , J )
RtTURN
1F(QUUT(b ) .Gh .U IN (5 )JRETURN
A=NEU(1 ,J ) *UPUATE
B=NEU(2,J)
RETURN
DU 11 J=1 ,4
QOUT(3 )=uuut (1 )x (1 .~Unu(J+3 ) )
QOUT(2 ) :UOUI (2 ) * (1 .~SS(J+5 ) )
QUUT(3 ) :DUUTL3) t ( l . -TDS(J+3 ) )
DU 12  JJ=1I3
1F(GOUT(JJJ .GT .n IN (JJ ) )GO TO I !
GO TU 13
CONTINUE
A=ALT1(1 . J ) *UPDAIF
u :ALT1 (2 . J )
RETURN
00  14 J=x,5
GOUT(1 )=00UT(1 ) * (1 . -UUD(J+2 ) )
QUUT(2 )=u0UY(2 ) * (1 . -SS(J+?J )
GOUTC3J=UOU1(3 ) * (1 . -TDS(J#2 ) )
DU 15  J J = 1 p 3
I F (QUUT(JJ ) .GY .Q IN(JJ ) )60  TU 14
GO TU 16
conrlmufi
A:ALT2(1,J)*UPDATE
B=ALT2(2 : J )
RETURN
LND
SUBROUTINE SIMPLE
COMMUN/A /B I4 / ) ,A (47y147 )
COMMUN/H/C(147)
COMMON/C / INFLAG,MX,NN.KD(6 ) .KB(147 ) 'P ( l 41 } ,JH(47 ) .X (47 ) .

1Y (47 ) .P t (147 ) ,E (22u9 ) , t& (47 ,47 ) ,K tL .JJN( lMfl3 .NVHX
DIMENSION RRKB(147)
hQUlvALENCh (xx .LL )
EQUIVALENCt (RRKB,KB)
IOb ICAL  PEAS,  V tR ,  NEG,  TRIG ,  K0.  ABSC

SEY IN IT IAL  VALUES.  SET CONSTANI VALUkS
JTrR 2 a
NUHVR = m
NUMPV z u
M=MX
N:NN
TEXP = . b t t lb
NCUT=IE*M+10
NVER = M/Z  t 5
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434
435
436
437
438
439
440
441
442
443
444
445
44b
447
448
uuq
45M
451
45?
453
454
455
456
457
458
459
468
401
462
463
404
465
460
467
466
4h9
47“
4 /1
47?
473
474
475
476
477
416
479
45M
481
482
483
484
uHS
486
4&7
408
uaq
49v
491
492
493
494
“95



r12 : Mi r - k2  ( 496
PEAS = , FALSE.  “97
1F ( INFLAG.NE.H)  GO ID  1400  098

C* :Ns  START PHASE ONE WITH SINGLETON BASIS 499
00 1482 J = 1pN SHU

KH(JJ = m 5M1
K0 = . FALSL .  SUE
no 1403 1 = 1 ,M 5M3

1F (A (1 ,J1 .hu .u ;fi )  GO TO 1am} sun
1F (K0 .0R .A(1 ,J ) .L1 .U .M)  60  10  l ane  Sufi
K0 = . TRUE.  5H6

1flM3 CONTINUE 5m7
KBtJ )  = 1 Sufi

1462  CONTINUE 5&9
14mm DO 14M1 I = 1 'M  51%

JH ( I )  = - 1  S11
1401  EUNYINUE 512

Cr zVER: CRtATt  INVERSE FROM :KBS AND iJHx  (S IEP  7 )  513
ISBN VER = .FRUE. S1“

1NVC = M 515
NUMVR = NUMVR +1  51o
[R IG  = . FALSL .  517
DO 11M1 I=1pM2 51H

L(1 )  = “ .9  519
1101  CON1INUE 526

MM=1 521
DU 1115 1 = 1 'M 522

1(MM) = 1 ,u  523
PL<11 = m.m 5?“
X(I )  = Ht ! )  525
11 (JH11)  .NE .u )  JHt l )  = - 1  526
MM = MM + M v 1 527

1113  CONTINUE 528
c FURM INVERSL ' 529

on 11m2 JT = 1 'N  53w
1? (KH(JT ) .EQ.6 )  GO TO 11B? 531
cu Tu can 532

L bun CALL JHY 555
L CHOOSE PIVOT 534

111"  1Y = ” ,6  555
KN = . FALSt .  536
no  11”“  l = 1 ,M  537

LF (JH( I ) .NE . -1 .0R .ABS(Y( I ) ) .LE .1P IVJ  60  10  11”“  538
JP (KR)  60  TO 1116  539
1F (x ( t ) . [u .w . )  GO TO 1115 Sun
1F (AHS(Y(1 ) /X ( I ) ) .LE .TY)  GO TO 1104 541
TY = AUS(Y( I ) / x (1 ) )  ‘ 542
GO TU 1118 5a :

1115  h0  = , TRUE,  5"“
GO TU 1117 Sub

l l lb  1F (X ( I ) .NE .fl . .UR .ABS(Y(1 ) ) .LE .TV)  60  10  [194  Sub
1117 TY = AUS(Y( I ) )  Su7
1116  IR  = I Sufi
1xwa CONTINUE 549

KBtJT) = M 55%
C TESF P lVOI  551

I F  (TY .LE .M, )  GO TO 11”?  552
C PIVOT 553

60 Tu 99H 55a
C 9mm CALL  P IV  595

11ua CONTINUE 550
(. RESET ARTIFICIALS 557

88



DU 1139  1 ‘ :  I 'M
IF  (JHL I ) .EH .~ I )  JH( I )  3 K
[F  (JH( I ) .L0 .U )  PEAS 8 . FALSE.

l ing  CUHI INUE
lawn  VER = . FALSE.

C * * *  PERFORM ONE IYLRATION * * *
C i  tXCKI  DETERMINE FEASIB IL IYY  (ST tP  l )

NEG = . FALSE.
I F  ( fEAS)  GO TO SUM
fEAS=  .TRUF.
DO 1201  I a 1 ,M

lF  (X ( I ) .LT .M;M)  GO TO 1256
IF  (JH( !J .EU .D)  FEAS 3 .FALSE-

12%!  CONTINUE
Ct  IGET ‘  GET APPL ICABLE PRICES (S IEP  2 )

IF  (qNUT.F tAS)  GO TO 561
saw DO 5” }  I = I ’M

Ft l )  = PE( I )
IF  (X ( I ) .L f .fl . )  X ( I )  l 0 .

SB}  CONTINUE
ABSC = . FALSE.
GO TU 599

125“  FEAS = . FALSF .
NEG = . TRUE.

591  00  5““  J 2 1 '  M
P(J )  = w.

504 CONTINUE
ABSC = . fRUE.
00  SEE I = I 'M

MM = I
I F  (X( I ) .GE .D .B)  GO TO 507
ABSC = ; FAL$E ,
DO 5M5 J 3 17M

P(JJ  = P (J )  + EtMM)
MM = MM + H

5M8 CONTINUE
GO TU 5G5

567  IF  (JHCIJ .N£ .Q)  GO TO BUS
1F  (X ( I ) .NE .fl . )  ABSC = .FALSt .
( ) 0  51“  J = 1 ' ”

PCJ)  = ” (J )  - EtMM)
MM 3 MM + M

51“  CONTINUE
SHE CUNTINUE

C*  SHIN:  FIND MINIMUM REDUCtD COST (SYEP 3 )
599  JT = fl

BB = ” .9
no In: a :1.“

IF (KB(J).NE.U) 50 T0 7a1
I ”  = U.“
no 5”: I = 1.M

07 = 97 + P(I) * A(1.J)
3m: CONTINUE

1F (PEAS) UT = or v C(J)
IF (ABSC) 01 a - ABS(DT)
1F (n1.uu.uu) so 10 7m1
as = or
J7 = J

In: CONILNUk
c TLST FOR N0 v07  CGLUMN

1F (J1.Lh.m) so TO an}
c TEST FOR lTERATION LIMIT EXCEEDED
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555559
sou
561
562
563
56“
565
566
567
568
569
57a
571
572
573
57a
575
575
577
578
579
see
581
sea
58:
58“
585
see
537
588
589
svu
591
592
593
594
$95
596
597
598
599
6””
but
one
6M3
baa
6MB
cub
6U7
one
6u9
61M
6!!
6x2
613
614
615
610
617
618
619



I F  ( ITER.Gk .NCUT)  GO TO 16%
ITTR = I TER +1

CI  #JMYt MULTIPLY  INVtRSE TIMES A ( . . JT )  (STEP 4 )
can  on  h im  I :  xnfi

Y(1 )  = a . ”
61W CONTINUE

LL  = M
c051  = C(JT )
on  t l =  1 ,M

AIJT = At I I JT )
1+ (ATJT .EU.U . )  60  Tu 6M2
C051 2 COST + AIJT  * PE( I )
00  hwb  J = l pM

LL = LL  0 t
Y(J )  = Y(J )  + A I JT  t E(LL)

omb CUNT lnufi
GO Tn 635

fine  LL  = LL  + M
6H5  LUNTINUE

C CUMPUTE PIVOT TULERANCt
YMAX = 0 .0
an  OBU I = 11M

\MAX = AMAX1( ABS(Y( I ) ) :YMAX )
62M CONTINUE

IP IV  = YMAX * {EXP _
C RETURN TO INVERSION ROUTINE, IF  INVERTING

1F (V tH )  GO TO 1114
C COST TOL tRANCt  CONTROL

RCUS] = YMAX/BB
1F (TR16 .AND.HB.GE. -TPIV)  Go To 2B3
TRIG : . fALS t .
1F  (HH .Gk . - IP IV )  TRIS  s . TRUF.

Cu :HUWZ SELECT PIVUT ROW (S IEP 5 )
C AMONG tus .  WITH Xsu ,  F IND MAXIMUM V AMONG ARTIF IC IALS ,  OR,  IF  NONE,
C c t r  MAX PuS I f IV t  Y( I )  AMONG REALS.

1R = 6
AA = M. ”
K0  = . rA ISE .

1045

iflan

lfi47

155M

X01“

DO 105% l =1 ,M
I F  (XC I ) .NL .U ;U ;UH.Y ( I ) . LE .TP IV )  Go To IUEM
[ r  ( JH ( I ) .EQ.H)  GD TU 1 ” “4
1F  (K0 )  GO TO IMSB
1F (Y t I ) .LE .AA)  GO TO xusu
00  TH 1947
IF  (K0 )  60  TO 1805
mi  = . TRUE.
AA = Y( I )
1H s 1

CONTINUE
IF  ( IR .N t .M)  GO In  1M99
AA = 1 .Wfi+2fl

PIND MIN .  P IVOT AMONG POSIT IVE  EQUATIONS
DD 1m1w 1 = I ’M

I F  (YC I ) . LE .TP IV .0R .X ( I ) . LE .u .H .OR.Y ( I ) kAA .LE .X (1 )  ) 60  I n  l u l u
AA : X( I ) /Y ( I )
IR  = I

CONTINUE
I F  ( .NUT .c )  GO TO 1M99

C FIND PIVOT AMHNG NEGATIVE EQUATIONS: IN  WHICH X/Y IS  LESS THAN THE
C MINIMUM X/Y I n  THE POSITIVE EQUATIONS, THAT HAS THE LARGEST ABSF(Y)

BB = - TPIV
DO 1U3U I 2 11M
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629
621
622
623
620
625
696
697
693
629
630
631
652
653
63 “
635
636
637
638
639
64 ”
CHI
642
603
644
644
6N6
5H7
bflfl
on?
650
651
65?
655
654
655
656
657
658
659
660
661
6b?
603
66 “
665
666
bb7
bbfi
( ‘ 69
67U
{ )7 }
67?
673
67 “
675
675
677
678
679
68U
68 ‘



I F  (X ( I ) .GE;u . . 0R .Y ( I ) .GE .BB.0R .V ( IJ *AA.G I .X ( l )  ) GO T0 193”  682
BB = v t IJ  683
IR = 1 63“

1u3m CONTINUE 685
C ILST  FOR NO P IVOT Row 686

1399  IF  (1R .LE .M)  GO TO 2M7 687
cx xPIvu  PIVOT 0N ( IR .JT )  (S IEP  b )  688

IA  = JHCIR) ‘ 689
I F  ( IA .GT .M)  KB( IA )  I u ~ 69”

90m NUMPV s NUMPV + 1 691
JHI IR )  = JT  _ 692
KU(JT )  = IN  V 693
Y1 = -Y ( IR )  , 694
Y(1R)  z - 1 .H  695
LL = m 696

C TRANSFORM INVERSE 697
Do 9uu J = x.M - 696

L = LL + IR  599
[F  (h (L ) .NE;U .0 )  GO TO 905  709
LL  = LL + M 701
50  TU vnu Tue

vus  XY = E( l )  / YI  7w}  ;
PEN) : Pm)  + cosr * xx 7110
FtL )  = n.m vus '
DO 9'46 I = 1,14 7Ub

LL = LL + 1 7u1
t (LL )  I E(LL)  + XY t Vt ! )  798  ‘

9M5 CONTINUE 7M9
9m4 CONTINUt  71%

C TRANSFORM X 711
XY = X( IR )  / VI  712
on 9MB I = 1 .  M ' 713

XOLD = X( I )  714
xu)  = x01.» + xv * HI )  p 715
I F  ( .NUT .VER.AND.X( I ) .LT .B . .AND.XOLD.GE.E . )  XCI )  I H .  710

vuu CONIINUE 717
Y I IR )  = -Y I  718
x t )  = -XY 719
I F  (VER)  GD [0  1102  ’ ' 720
IF  (NUMPV.LE .M)  GO IU  120”  721

C r£51  FOR INVERSION UN IH IS  ITERATION 722
INVL z I c  +1  723
IF  (INVC.EQ.NVER) an 10  132"  724
GO to  l auu  ' - 725

C*  END OF ALGORITHM, S tT  EX IT  VALUES * * *  726
287  IF  ( .NOT .FEAS.0R .RCOST.L t . - lfluu; )  GO TO 2M3 727

C INF IN ITE  SOLUTION 728
n = 2 729
GO To 25a 73a

C PRUBLEM IS  CYCI ING 731
16“  K = 4 732

GO TU 25% 733
c FEASluLL 0R INFEASIBLE snLUIION 73”
263  K=  u ' - 755

29% IF  ( ,NUT .F1AS)  K I ,K  + 1 736
no 1399 ,  J = I 'N  737

xx = « .3  738
KBJ = «5 (J )  739
I F  (KBJ .NE .@)  XX = x tKHJ )  1am
KB1J) = LL 7H1

1599  CONTINUE . 742

K011) = K 743
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L
C

O
C

C
C

‘C
K

‘.

hU(2 )  = IT tR
kU(5 )  = IHVC
K0(U)  = NUMVR
KU(5 )  = NUMPV
KUKO) = JT
RETURN
END
suuwuurlwfi cusr2 (SV . I1 .NE:KJ)  .
h i4 tws lnw 5 ! (1H7) ,NOR0w(147 ) .NncUL( lu7 ) ,AA(23 ,£5 ) :BB(23 .23 ) :

1 (C t25 ,23J ,K (au ) .PP(24 )
REAL K,PP
LUHMUN AA ,HB .Cc ,N0R0w,N0c0LpK .PP

15 NU. UF UALLUNS GOING To EACH PLACE, NE 15 N0 .  uF X»S(Nxs IN  MAIN
I s  THL TUIAL C031 AND KJ Is  I [N  MAIN

11 :9 .u
no  1 I = I .NL
1F(ST(XJ.E0.H.M)GO TO I
K1:NURUW( I )
K2=NUCUL( I )
11 :11+ (AA(K1 ,Kg) * ($7 ( I ) I lflfla , ) t *BB(K l .K2 ) fCC(K1 ,KZ) * (S I ( I ) I IBBM.J*
* ( - . 5fl5 ) ) ts t ( l )
CUNYJNUt
K3=Nt+ l
xu=NE+KJ
KS=K4+1
nb=Ku+KJ
( : 0  ? I =K31Ku
I l =T l+S I ( I ) *K (1—NEJ
D0 5 I =K5 ,K6
I l = r1+5T( I ) *PP( I -KHJ
RETURN
twp
suukq INE  MURTVEZOPT,XM1N,F1RSTJ
LUMMUN/A /B(u l ) ,A (47 ,1a7 )
LnWMUN/B /C(147 )
novmnu/C / lJ rLAG,MX,NM,K0(6 ) .KB(107 ) ,P (107 ) .JH(47 ) .X (H1 )p

1V(H7) .PE(147 ) ,F (22B9) ,E£ (47 ,47 ) ,KEL .JJN(100 ) ;NMMX
EQUIVALENCE(RRKB.KH)
Ul- ‘u lZNSt  ARRAY: (nauuu) ,K0UNT2(NM) .RKB(H ‘ I ) .K0U~1ummm,

1810Rh(147) ,ALPHA(47)rRRKB(147) .ALPH(47)

M

KDUNY KCkPS TRACK OF STARTING SECTOR IN  STORAGE
BASIC SLQUENCES IN  ARRAY}

KouNr2 KlEPS YKACK 0 f  STARTXNG SECTOR IN  STORAGE 0F BASE INVERSES
IN  7APL2. 112 KELPS TRACK OF THE ELEMENVS IN  KOUNTE
NU=NUMBLH UF NON-ZERO ELEMENTS IN  ARRAY!

StCUND UR HURh CALL :  00  T0  12
1Fkr1Rst .u r ,M .n )GO IO  12
hNHX=NH-MX
111:3
I IP=2
KEL:NXk*g

13  LUmI lq
l hk f  hASE lmvERSL  AND ASSUCIAYhD JH  AND JJN  IN  TAPtZ

KOUNT?(] IZJ=IOP(2HGPI2)
CAlL  IUP(2HWH,Z .JH 'MX)
LAlL IuP(2Hwn,2,JJN,NNMX)
EALL  IOP(2HWH,2 .£E ,KEL)
CAIL IUP(?HWR,2)

P1ND ADJACtN I  PU INTS AND 2 (7J )
aec=-1mu.
no a J=1.mx
J r=JH(J )
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700
705
746
707
706
749
750
751
752
753
754
755
756
757
758
759
7am
761
762
763
764
765
766
767
768
769
770
771
77?
773
714
775
776

777
77“
779
78%
781
782
783
784
785
786
757
788
789
79H
79!
792
795
790
795
796
797
796
799
EMU
SUI
8“?
EMS
nun
BUS



m
an

(7

un  a JJJ : [ ,NHMX
JJ=JJN(JJJJ

VIVOI
uALCULATL ALPHA FOR LNFERJNG VARIABLE  JJ
DIMENSION OF ALPHA IS  MX

00  5 J l= l rMX
ALPHA(J1 )=M.u
no  3 Ja=1 ,MX

3 ALPHA€J1 )=ALPHA(J1 )+EE(J1¢J2 ) *A (J20JJ I
F IND THETA

IHLTAIAOdBUflMflMuUH.
OH NH JS=1 ,MX
JRO=JHCJS)
[F (ALPHA(JS) .LE .H .U )GO To  an
COEF=RRKB(JROJIALPHA(J5 )
1F (COEF.LE .THETA)THE1A=COtF

an  CONI INUE
CALCULar t  NEW X VECYOR RKB.  AND FEASIB IL ITY  AND I

Z: IA .U
00  1O JS:3 ,MX
JRD=JH(JS)
IF IJRD.EO.JT )GO TO 1“
RKB(JHD)=RRKB(JRDJ-YHLTAIALPHAtJS)
IF (RKB(JRD) .L I . “ . ”1 )GO TO u
Z=Z+RKBCJRO)*C(JRD)

1M cUhT INUE
Z=Z+THFTA*C(JJ )
RKB(JJJ=THETA
RKH(JT)=W.H

18  Z ArCtPrABLEz(MAKING IHE POINT  ACCEPIABLE)
IF (Z .Lh . (ZOPT-n .unut l )uo  IO  4
DO 19  M7=1 ,111

19  1F (AUS(Z -ARRAY1(M7) ) .L t . 1 .HH)GO 10  a
Sigma 7 IN  ARRAYI

l l l= l l l+1
ARHAY1( I I I ) =Z

STOHr RKH 1N AHKAYA
1F( f IRST .GT ,w ,fl )GO to  In
KOuNf ( I I l ) = IOP(2HGP,1 )

lb  TF (S tC .GP.O .H .AND.F IRST .LT .0 .H )GU tO  an
IF  PIHST  Nfiw POINT:  REPOSIT ION POINTER AS r0  WRI IE  OVER LAST POINT

CALL IUP(3HSPR11 'K0UNT( I I I ) )
2M CALl  IOP(2HkH,1 ,KOU~T2(112 ) ,1 )

CALL IUP(2HHB,1 , JJ ,1 )
CAlL  IUP(?HHH, l . JTy l )
CALL IUP(aHhBr1pALPHA,MXJ
CALL IOP(2HWH, I ,RKB,NN)
CALL IUP(BHHH,1 )
SEC=1M.

4 CURTINUh
F IND Nex t  ULST HY SCANNING ARRAY!

ZS LN=1
XM1N=1MOOOODMHOMHMM.
DU 10  J=1I I I I
1 r (AHRAY l ( J ) .GT .XMIN)GU TO 16
I ’V3 .
XMIN=ARRAY1(J )

lb  CONTINuF
ZOPr=XMIN

60  1O ARRAYB TU F IND BASIC  SOLUTION CORRESPONDING TO IN
CALL IUP(2HSP,1 ,KOUNT(1N) )
CALL IUP(2HRd,A ,NUEIH
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Bab
867
BUB
8U?
81“
811
812
813
81“
815
816
817
818
819
82M
8?!
822
823
82“
525
820
827
828
629
63$
85 !
85?
635
830
835
Hlb
837
858
659
84%
fifl l
842
843
84“
845
846
847
348
809
856
851
85?
653
asa
655
856
657
858
859
86D
861
862
863
860
865
866
867



CALL  IUPLBHRu ,1 , l IN ,1 )
CALL IUP tZHRH.1 . IUUT ;1 )
(ALL  IUPLPHRU,1 ;ALPHA,MX)
LALL  IUP(?HRH,1 'RKB-NN)
no  21 M5=11WV

17  RRKH(M5)=RKH(M5)
111=1 IJ~1
HEIHHN

: 9  IUH ILNUL
CHAt  I AND J ”  AND JJN

LALL  CHANGk( I lN , IUUT ,NUE,ALPHA)
113= l la+1

VJVL LAST PHIN1 [ 0  POSITION JUSY VACATLD IN  ARRAY! AND 3
[w JNUXCAIbs PUSITION JH81 VACATED, I l l  INDICATES LASY POINT
“UN IFY  ARRAYI

- nwAY1( In )=AHRAY1( IK I+ l )
HtAn  LAST POINT rRUM ARRAY!

LALL  IUP(2HSP,1 ,KOUN1( I I v ) )
{ALL  IUP(2HRU; I ' IW '1 ’
LALL  l uP (aHRB,L , IY ,1 )
CALL IUP(?HRH,1 ,1X ,1 )
LALL  IUP(?HKB.X ,ALPH:MX)
CALL IuP(eHRH,1 .STORt ,NN)

Z hEEUSI I IUN POINTER AT IN  AND NRITE LAST POINT HERE
LALL  IUP(3HSPR,1 ;KUUNT( IN ) )
LALL  IUP<2HWB.1 . IWI I )
(ALL  IUP(aHWfi , 1 ,XY ; l )
LA !  L IUP(?H3M§(1 I IX I I )
CALL  lUP(2 t , l ,ALPH,MX)
LALL IuP(?HwH,1,STURE,NN)
CALL IuP(2HwR,1 )
no  TU 13
LNU
SUHHUUTLNE CHANGt(1R.J1,NDE.ALPHA)
CUMMUN/A /B ( “7 ) IA (4711H7)
LUMMUN/H /C(1u7 )
CUNMUN/C/ INTLAGyMXINNIKU(b)nKHC‘ “? !pPCI47)pJH(47)0X(47) ,

l Y (47 ) :PE(147 ) ;E (P£W9J ,EE(07 ,47 ) ,KEL :JJN(10 ” ) 'NNMX
LGUIVALENCE(RRKB,KB)
DIMENSION ALPHA(Q7) :X I (a1 ) ,D (47 ,a7 ) 'CCC(47 ,47 ) ,RRKB(147 )

' LHA‘W-ZE t

n tAo  wrw E AND ASSOCIATED JH AND JJN
CALL 10P(2HSP,2,NUE)
CALL IUP(2HRB,2,JH,MXJ
CALL IUP(?HR5 '2 :JJN,NNMX)
LA IL  IUP(2HRB,Z ,EL ,KEL)  .

HEPDSIT IUN POINTER AT END OF 1APE2 ,SD THAT THE NEW E CAN BE WRITYEN
av  MuRTY

CAIL  IUP(3HSE1 .2 )
CHANGE L IST  OF BASIC  VARIABLES 1N  JH  AND EVALUATE X I
CHANGE L IST  u? NUN-BASIC VARIABLES IN  JJN

nn  9 J : x ,uvux
9 IFKJJN(J ) . LQ . IRJGO 10  1m

i n  JJN(J )=JT
DU 1 J:1 ,MX

1 I F t JH(J ) .E0 . JT )Gu  TO 2
a JKLY=J

JM(JKEY)=IR
01v=ALPHA(JKLY)
no u JJ=1.HX

4 XI ( JJJ= -ALPHA(JJ ) /D IV
x1 (JK tY )= l . / u l v
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668
869
87%
871
872
873
87 “
H75
876
677
378
879
88 ”
881
88?
H85
860
flab
886
887
88$
H39
890
891
R92
893
89 ”
895
996
597
898
H99
9 ” ”
9m!
on?
9M!
9M“
9MB
qua
9M7
QUE
9U9
91B
911
912
915
91 “
915
916
917
918
919
92 “
92$
9P2
993

9?H
925
926
9?7
928
929



c FORM MULTIPLIER MATRIX 0
DO 6 J3=1.Mx
0(J3,J3)=1.M

o 0(J3.JKEY)=XI(J3)
c OBTAIN Ntw E BY MULT. OLD E x D

00 7 JK:1,HX
00 7 JM=x,Mx
CCCtJK,JM)=6.fl
on I JN=1.Mx

7 CCC(JK ,JM)=CCC(JK;JM)+D(JK .JN) *EE(JN IJM)
c MODIFY E AND REZERO 0

D0 u JKI1 ,MX
Ln) 8 JMnmX
ntdK.JM)nw.a

u tE(JK,JM)SCCC(JK,JM)
RETURN
t

I ; l l l l l " t l - I I I I I . .,.END-uF-Regunpi. 1
noID IO IO IQCCI ' I ‘ I

t ifik i t t t i t t t x t tk i
* t tEND-OF 'F ILE I I " :  l
* * * * * * * *mutmu*w
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93m
931
932
933
934
935
936
937
938
939
can
94!
9“?
out
van
was
qua



APPENDIX II

FLOW CHARTS
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Vnfl 7:;d
Consualnll

' Genera“
Conaunlnu
, Mum:

Ho

‘CMQK Curr-m
O“: Sol-Man

FLOW QHART
PROGRAM MOE BI
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Start
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of Treatment
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C o s t

l
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Required
Treatment

Return

Evaluate

Treatment

C o s t

L_____.

W
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So lu t ion  '» ,
Set

Ini t ia l  Values 
F e a s i b l e  4

$112132: Se 16°13
Bas i s  Pivot Row Set  Keys

L
‘ 1

Create  
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Inver  s e  
Return

L 
J

I

Choose
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Pi  t
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I Transform X
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Start

Evaluate
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Treatment ("J 0 at

l

Evaluate
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‘l
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Return
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Call Change

1
Modify

Store Array 1 and
Base Inverse Array 3
and Basis

l ""—_J
Find Adjacent
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l
Store Costs
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1
Store X Vectors

In Array 3

I
Find
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Return
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