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 The number of restrictions or limits on internet use is known as the internet 

quota. When you use internet data for a short time, you usually run out of 

bandwidth. In the Candimas South Abung area, many quotas have been sold 

in various variants. Visitors to quota outlets have access to various kinds of 

quota references that they can buy. Apart from guaranteeing the quality of the 

quotas sold, sales always increase every year, especially in the various quota 

variants. Based on quota data for 2019 to 2022. This study aims to analyze 

internet quota sales statistics in the Candimas area between 2019 and 2022. In 

2021-2022 the classification produces an accuracy of up to 100% where the 

best-selling data dominates while clustering remains at the same figure, 

namely 19 data are very salable, 43 data are lacking sold, and 178 data did not 

sell. We use the C4.5 classification algorithm and K-Means clustering to 

identify patterns in the data and provide insight into which brand quotas are 

the most popular. Our findings can help Xena Cell counter owners make 

informed decisions about which quota to add or remove to optimize sales and 

minimize losses. 
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1. INTRODUCTION 

The number of restrictions or limits on internet use is known as the internet quota. Currently internet 

quota is a basic need for everyone around the world [1],[2].  

This study uses quota data samples from the South Abung area, Candimas. Apart from guaranteeing the 

quality of the quotas sold, quota sales always increase every year, especially in the various quota variants. 

Every day, the Counter in the South Abung Candimas area encounters problems selling available goods that 

do not meet demand. Counters also do not have predictors or plans for selling quotas, resulting in confusion of 

goods and losses when the quota has not been sold in the South Abung Candimas area [3]. The counter in the 

Abung Selatan area of Candimas has developed into an important trade facilitator over time, influencing not 

only the local economy but also national and regional economic functions. Physical Internet (PI) is a new, all-

encompassing, and long-term vision of the future global internet system that aims to significantly increase its 

sustainability and effectiveness as a mobility community for the Abung Selatan Candimas area [4]. From this 

research, the quota sales data for the Abung Selatan Candimas area that we have processed will contain a 

business model where now you can easily reach potential customers like never before with access to 

unprecedented information and the development of new technologies [5]. In this study, the writer will use 2 

calculation methods, namely classification using the C4.5 algorithm and clustering using K-Means. 

The ID3 algorithm developed by J. Rose Quinlan forms the basis of the widely used C4.5 Algorithm, 

which is a development of the ID3 Algorithm [6]. The decision tree includes the C4.5 algorithm. The structure 

of a decision tree is similar to a flowchart in that each internal node (also known as a non-leaf node) tests an 

attribute, each branch represents a result set, and each leaf node (also known as a terminal node) becomes a 

label for a class [7]. The C4.5 algorithm can be used to group or classify data sets. An algorithm known as C4.5 
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can be used to group or classify data sets [7],[8]. The C4.5 algorithm can handle discrete or continuous numeric 

data. This missing value attribute can be cleaned with the average value of the variable in question if the data 

set has several missing observation values or a small number of observations [9]. Decision trees are a well-

known classification and prediction technique [10]. C4.5 turns large amounts of data into decision trees that 

represent the rules [9],[8],[11]. Finding a model or function that describes or differentiates a class or data 

concept is a classification calculation. The goal is to be able to create classes for objects whose labels are 

unknown [11],[12]. The method known as a decision tree has the shape of a tree, with each leaf representing a 

decision made and each branch representing a choice from several other options [1],[2]. The C4.5 algorithm is 

intended to help classify vehicle test results according to the factors that influence them [14],[15]. By using the 

C4.5 (Decision Tree) method and data mining techniques, the author can make the right decisions to predict 

sales quotas that meet the needs of outlet owners and help sales [6],[16]. 

Next the author connects with another method namely K-Means or RCM type method, a clustering 

scheme inspired by the collection of courses, taking into account three types of membership: the lower, upper, 

and boundary areas of each cluster, each of which represents belonging to a particular object, probable, and 

not certain [17]. Next, choosing k points as cluster centers or k centroids is the first step in K-means clustering. 

The next step is to assign the center of mass to each point in the data set. The sum of the squared clusters is 

then minimized to update the centroid (WCSS) [18]. The classification of highly salable, undersold, and unsold 

internet quotas and the complexity of k-grouping is the subject of our investigation in this paper. The k-

Clustering complexity landscape seems to be a more useful and complex outcome than this new 

"dimensionality". For more details, we will discuss the following issues [19]. Convex grouping, k-means and 

k-means++ are all used in it [20]. It has an iterative algorithm for clustering analysis of K-means clustering 

method [21]. Because of its simplicity, ease of implementation, and good interpretation, the k-means clustering 

method is one of the most widely used methods for clustering problems [22]. However, little is known about 

its relationship with routine Internet-related behaviors such as signal instability and problematic Internet usage, 

and the roles played by highly in demand, underperforming, and under-selling [23]. We will reduce non-

conforming inter-cluster deployments [24]. Therefore, the authors hope that customers will have greater access 

to finance to buy certain quota products that do not hinder their needs [25]. 

This study aims to compare the prediction accuracy of the C4.5 and k-Means algorithms [26],[6]. The 

reason for using this method is because it is in accordance with the topic we are taking, namely, Internet Quota 

data [27]. In addition, it has several advantages, one of which is that C4.5 is an efficient decision tree 

classification algorithm for discrete and numeric type attributes [28]. K-Means clustering and C4.5 

classification are combined in the group [29]. So that research is easily understood by every reader. 

Prior to losing significant profits the owner consistently needs past sales statistics for all their marketing 

and sales quotas [30]. This study uses a partition-based clustering algorithm, MacQueen J first proposed the 

K-means algorithm in 1967 [31]. One popular technique for automatically dividing a data set into k-groups is 

K-means clustering [32]. In the conventional k-means algorithm, k cluster centers are initialized randomly in 

space, the distance between each point and the cluster center is calculated, and the location of the cluster center 

is updated repeatedly until the best cluster center is found [33]. Despite the widespread use of internet data in 

our daily lives, little is known about how consumers shop for data quota directly [34]. There is data mining, 

compression, probability density estimation and many other important tasks clustering is the best tool [35]. We 

focus on selling internet quota as a factor in our research. It has been found that internet use is increasing in a 

number of ways, including as a result of telework and online shopping (Abigail), and the use of the internet as 

a substitute for travel has received a lot of attention [36]. From the description of the problem background, the 

contribution of this research has been found. That is, it can be used as a sales benchmark in the field of internet 

data quota for quota sellers and internet usage by providing a practical application of the method in the context 

of selling quotas. 

 

1.1. Data Mining 

Data discovery analysis known as data seeks to discover unexpected relationships and provide the data 

owner with an understandable and useful summary of the data [37],[38],[39]. 

 

1.2. Knowledge Discovery in Databases 

Knowledge Discovery in Databases, or KDD, is a comprehensive, labor-intensive method for determining 

the validity, novelty, usability, and understanding of data. Data mining can be broken down into stages, as 

shown in Fig. 1, as a series of processes. Users can participate directly in this stage or through the knowledge 

base [40],[41]. Fig. 1 depicts the KDD process levels that follow step by step or through the knowledge base 

[41]. Fig. 1 illustrates the KDD process level. 
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Fig. 1. KDD process 

 

The stages of the KDD process consist of: 

1. Data Selection 

Before the information review stage in KDD begins, data must be selected (selected) from a set of 

operational data. Data from search results can be used in the data mining process and stored separately from 

the operating database in a file [41]. 

 

2. Data Pre-Processing and Cleaning 

Duplicating data, checking for inconsistent data, and correcting data errors such as typos are all part of the 

cleanup process [41]. 

 

3. Transformation 

It is the process of transforming selected data so that it is suitable for data mining processes and creative 

processes which depend on the type or pattern of information in the database that needs to be searched [41]. 

 

4. Data Mining 

The process of finding interesting patterns or information on selected data using certain techniques is called 

data mining. In data mining, there are many different algorithms, techniques or methods. The goal and 

overall KDD process determines which method or algorithm is best [41]. 

 

5. Interpretation/Evaluation 

This stage of the KDD process involves determining whether the pattern or information found contradicts 

previous facts or hypotheses [41]. 

 

1.3. Application 

The definition of implementation is an activity that tests the data and puts the system obtained from the 

selection activity into action. The author will then put the tools designed to solve the problems that have been 

identified into action once the series has been successfully created [40],[41],[42]. 

 

1.4. C4.5 Algorithm 

Since the C4.5 algorithm is required to generate the decision tree, the two models—the C4.5 algorithm 

and the decision tree—are inseparable. By using the C4.5 algorithm, you can create a Decision Tree in several 

stages, including: 

1. Compilation of information contains information and reality that has occurred and has been arranged 

into certain classes. 

2. The Gain value of the selected attribute will be used to determine the roots of the root tree; the attribute 

with the highest Gain value will be the first root. Use the formula in (1) to determine the gain [43] 

1.5. K-Means 
K-means clustering is the method used in this study. A non-hierarchical data grouping technique known 

as K-means clustering is used to group data into one or more clusters or groups. 
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1.6. Sale 

All company activities end with a sale. Assistance will advance the meaning of the agreement approved 

by the authorities. What is meant by "sale" is an amount of money charged to the buyer for the sale of goods 

and services, both on credit and in cash, called sales [44],[45]. 

 

2. METHOD 

Flowchart of the method that the author uses, namely the C4.5 and K-Means Algorithm methods. The 

following are the stages of the C4.5 Algorithm in Fig. 2, starting from the first, which is data collection, then 

calculating the entropy value, then calculating the profit value, calculating the value of each separate info, 

calculating the profit ratio, creating a branch for each value, repeating each process until all partitioned nodes. 

 

 

 

 

 

 

 

 

 

 
Fig. 2. C4.5 Algorithm Stages 

 

The following are the stages of calculation in the Fig. 3. K-Means algorithm. Starting from the start then 

enter each data that has been transformed, determine the number of each cluster, determine the cluster at the 

center point, then calculate the data distance to the cluster center, group the data based on the minimum distance 

to the cluster center, then the center cluster will be obtained, then return to the calculation determine the center 

point until the same value is obtained, then it's done. 

 

 
Fig. 3. K-Means Algorithm Flowchart. 

8. Done 

1. Collect Data 

2. Calculating Entropy Values 

3. Calculating Profit Value 

4. Calculating Separate Info Values 

5. Calculating Profit Ratios 

6. Create a Branch for each value 

7. Repeat Process for each branch until all nodes 
are partitioned 
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2.1. Research Resources 

The research source that the author took came from the South Abung Candimas area. Where the author 

takes the example of the Xena Cell Counter. The main reason we took this research is because of a very strategic 

location in urban areas and get findings that are more in line with the problem of quota sales. 

 

2.2. Sample population 

Sales data from January to December 2019-2022 constitutes the data sample population. There are 240 

testing data used in this research process. The goal is to get precise and accurate results. 

 

2.3. Data collection technique 

Until here, the author obtained sales data for 2019-2022 directly from the Xena Cell Counter, Abung 

Selatan Candimas in Kotabumi, North Lampung. We use observation, interview, and literature study 

techniques. Starting from the observation technique, namely visiting all quota sellers in the Abung Selatan 

Candimas area and checking every available location. Next, we conducted an interview with the counter owner 

and asked several questions relevant to our research. Finally, conducting a literature study from journals, books, 

and problems that existed at the time of the research. 

 

2.4. Mathematical Formulation 

2.4.1. C4.5 Algorithm 

The steps for determining the Entropy and Gain values for each criterion with High and Low information 

are listed. The C4.5 algorithm is intended to help classify vehicle test results according to the factors that 

influence them [29],[30]. By using the C4.5 (Decision Tree) method and data mining techniques, the author 

can make the right decisions to predict sales quotas that meet the needs of outlet owners and help sales [9],[31]. 

 

Entropy Calculation 

The initial step of the C4.5 algorithm is to find the entropy value. First determine the total Entropy value 

in the case. With the following formula: 

 𝐸𝑛𝑡𝑟𝑜𝑝𝑦 (𝑆) = 𝑖 = 1𝑛 −  𝑝𝑖 ∗ log2 𝑝𝑖 (1) 

𝑆 is set of cases, 𝐴 is attribute, 𝑛 is number of partitions 𝑆, 𝑝𝑖 is the proportion of 𝑆𝑖 to 𝑆. 𝑆 is a series of case 

sets to be studied ranging from simple to complex cases, 𝐴 is the required attribute in each case, 𝑛 is the number 

of 𝑆 partitions and 𝑝𝑖 is the proportion of 𝑆𝑖 to 𝑆. 

The next step after calculating the entropy value is calculating the gain value to determine the root of the 

decision tree decision tree with the following formula: 

 𝐺𝑎𝑖𝑛 𝑆, 𝐴 = 𝑒𝑛𝑡𝑟𝑜𝑝𝑦𝑆 − 𝑖𝑛 = 1𝑆𝑖𝑆 (2) 

𝑆 is set of cases, 𝐴 is attribute, 𝑛 is the number of partitions attribute 𝐴, |𝑆𝑖| is the number of cases on the i-th 

partition, |𝑆| is number of cases in 𝑆. 𝑆 is a series of case sets to be studied ranging from simple to complex 

cases, 𝐴 is the required attribute in each case, n is the number of attribute 𝐴 partitions, |𝑺𝒊| is the number of 

cases on each node's I-th partition, and |𝑆| is the number of each case in 𝑆. 

 

Determine the Decision Tree (decision tree) 

Explanation of making a decision tree is done after calculating the entropy and gain, namely in Microsoft 

Excel. So the results are obtained is 7 columns that explain nodes, amount, selling and not selling, entropy and 

gain values. The highest value lies with Telkomsel, namely 0.276434. This value tends to be greater than the 

others, although the results are not necessarily true. But seen from the acquisition of Entropy and gain values 

can be the basis of this research to equate the precision and final destination of the numbers that will be needed 

by the author. The author will provide a more detailed explanation at the time of making the decision tree. How 

to determine a decision tree can be started by looking for Entropy and Gain values. Furthermore, it is 

determined that all branches of the node can be properly partitioned. After that, make a decision tree branch by 

either using an insert shape or also using a vector. The process of finding the entropy and gain values first to 

determine the decision tree (Table 1). 
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Table 1. Entropy and Gains 

knot Amount 

Collectability 

Entropy Gains Information 
Bestseller Not Selling 

Total Sell/Not 3 1 2 0.276434  

A1Axis     0 

PAXIS 1.5GB 0 0 0 0  

v-axis 4 mini 5D 0 0 0 0  

v axis 3gb a month 0 0 0 0  

Vaxis 5gb a month 3 1 2 0.276434  

      

A2XL     0 

PXL 3GB 0 0 0 0  

VXL L16 0 0 0 0  

VXL M8 0 0 0 0  

VXL 3GB-8GB MINI 3 1 2 0.276434  

      

A3Telkomsel     0.276434 

P-TSEL 3GB 1 0 1 0  

V-TSEL 2GB 5D 1 0 1 0  

V-TSEL 3GB 7D 1 1 1 0  

      

A4Indosat     0 

PM3 2GB 3 1 2 0.276434  

 

After the elaboration of making entropy and gain tables is done, then we enter them into the decision tree 

consisting of A1 axis, A3 Telkomsel. Between these two variables in Fig. 4. can be used as a determinant of 

goods that are clearly in demand and not in demand. The explanation from axis are Paxis 1,5 gb best-selling, 

v axis 4 mini 5D best-selling, and v axis 3 gb month not selling. Next  telkomsel PTSEL 3GB not selling, V-

TSEL 2 GB not selling, and V-TSEL 3GB 7D best-selling. 

 

 
Fig. 4. Decision Tree 

 

Accuracy 

Following the calculation of the entropy value, the gain value is calculated to determine the root of the 

decision tree using the formula (3)-(5). 

- Accuracy Percentage 

Accuracy percentage is a form of statement using a large data model divided by the number of predictions 

from the testing data multiplied by 100% accuracy. Formula (3) is an overview of the formulas in the accuracy 

presentation. 
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= 𝑇ℎ𝑒 𝑑𝑎𝑡𝑎 𝑜𝑛 𝑡ℎ𝑒 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑐𝑜𝑟𝑟𝑒𝑐𝑡𝑙𝑦 𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑 𝑜𝑢𝑡𝑐𝑜𝑚𝑒𝑠𝑇ℎ𝑒 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛𝑠 𝑚𝑎𝑑𝑒

× 100% 
(3) 

Next, we enter the formula used to determine the percentage of accurate processed data as follows: 

- Percentage of Accuracy 

The amount of data in the correct table from the testing data is divided by the predicted data table 

multiplied by 100% as shown (4). 

 =  𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝐶𝑜𝑟𝑟𝑒𝑐𝑡 𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑒𝑑 𝐷𝑎𝑡𝑎 𝑇𝑎𝑏𝑒𝑙 𝑇𝑎𝑏𝑙𝑒 𝑝𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛 × 100% (4) 

Calculation of Quota Sales Data with a total of 240 data items sold based on data samples in 4 years and 

the presentation accuracy is as follows: 

 
 𝑃𝑒𝑟𝑐𝑒𝑛𝑡𝑎𝑔𝑒 𝑜𝑓 𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 = 237240 ×  100% = 98,75% (5) 

The percentage of accuracy is 237 correct data divided by 240 the number of predicted data multiplied by 

100%, the result is 98.75%. Where this figure already shows that the accuracy obtained during manual 

calculations is the way it is. This shows that the calculation of the C4.5 algorithm is included in an almost 

perfect calculation. 

Furthermore, the calculation uses a confused table where in Table 2 shows that there are 3 columns where 

column 1 contains predictions of the best or unsold sales, the second column has 156 best sales and 1 does not 

sell, then the third column does not sell 3 and does not sell 80. 

 

           Table 2. Confusion Table 
Class 

predictions 

Best selling 

Not Selling 

Best Selling      Not Selling 

156 

1 

3 

80 

 

Based on the calculation on the training data, the feasibility accuracy is 98.75% and it is known that 156 

best-selling classes and classified as best-selling Predictions are not selling as much as 1 is classified as best-

selling but not sold, then the non-selling class is group 80 classified as not selling, and 3 selling is classified as 

not selling with a total of 240 Quota Sales Data 2021 and the most influential features affecting sales. it can be 

interpreted that from testing the Data Testing and Training "XL" criteria can affect the results of Sales Quota 

Sales in determining Best Selling or Not Sold to determine the addition of the number of quotas. 

 

2.4.2. K-Means 

In the conventional k-means algorithm, k cluster centers are initialized randomly in space, the distance 

between each point and the cluster center is calculated, and the location of the cluster center is updated 

repeatedly until the best cluster center is found [14]. 

To achieve the desired data grouping results, the sample data will undergo a grouping procedure using 

the K-Means algorithm. The steps of the K-means algorithm clustering are as follows: 

1. Determine the number of clusters for quota sales data in the Xena cell counter, namely the clusters 

used in: 

C1 = Best selling product 

C2 = Hot sale product 

C3 = The product is not selling 

2. Find out the center of mass first. The initial center of the cluster, or centroid, can be chosen randomly 

or from previously collected data. Cluster 1 values come from the second row, Cluster 2 values come 

from the 119th row, and Cluster 3 values come from the 239th row. 

3. Data sales quota. 
 

The explanation in Table 3 is that there are 10 sample data taken based on actual data that has gone 

through a data transformation process. There are 7 different columns in each attribute. There are monthly 

columns, axis cards, xl cards, Telkomsel cards, Indosat cards, initial stock and sold columns. Each attribute has 

4 different types of data quota. This data will be processed by the author in Microsoft Excel and then the 

application will use Colab.Research.Google. 

The explanation in Table 4 is that there are 10 sample data taken based on actual data that has gone 

through a data transformation process. There are 7 different columns in each attribute. There are month 
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columns, axis cards, xl cards, Telkomsel cards, Indosat cards, C1 and C2 calculations. Each attribute has 4 

different types of data quota. This data will be processed by the author based on the K-means formula which 

has been attached to this paper. 

 

Table 3. Xena Cell counter quota data 

NO Month Axis XL Telkomsel Indosat 
First 

stock 
Sold 

1 December v axis 4 mini 5D VXL 3GB MINI V-TSEL 3GB 7D PM3 2GB 250 250 

2 December axis v 1.5gb Mini 3D VXL M8 V-TSEL 3GB 7D PM3 2GB 250 200 

3 may v axis 1.5gb a month VXL L16 V-TSEL 3GB 7D PM3 2GB 300 200 

4 November v axis 1.5gb a month VXL L16 V-TSEL 3GB 7D PM3 2GB 250 200 

5 November v-axis 4 mini 5D VXL 3GB MINI V-TSEL 3GB 7D PM3 2GB 200 150 

6 December v axis 3gb a month VXL 4GB MINI P-TSEL 3GB PM3 2GB 200 150 

7 August v-axis 4 mini 5D VXL 3GB MINI V-TSEL 3GB 7D PM3 2GB 150 120 

8 November axis v 1.5gb Mini 3D VXL M8 V-TSEL 3GB 7D PM3 2GB 200 100 

9 November v-axis 4 mini 5D VXL 3GB MINI P-TSEL 3GB PM3 2GB 150 100 

10 December Vaxis 5Gb Mini VXL MINI 14GB V-TSEL 2GB 5D PM3 2GB 250 100 

 

Table 4. Calculation of K-Means 
NO month Axis XL Telkomsel Indosat C1 C2 

1 December v-axis 4 mini 5D 
VXL 3GB 

MINI 

V-TSEL 3GB 

7D 

PM3 

2GB 
126.40.00 312.92 

2 December 
axis v 1.5gb Mini 

3D 
VXL M8 

V-TSEL 3GB 

7D 

PM3 

2GB 
81515 278.86 

3 may 
v axis 1.5gb a 

month 
VXL L16 

V-TSEL 3GB 

7D 

PM3 

2GB 
116.57.00 319.13.00 

4 November 
v axis 1.5gb a 

month 
VXL L16 

V-TSEL 3GB 

7D 

PM3 

2GB 
81515 278.86 

5 November v-axis 4 mini 5D 
VXL 3GB 

MINI 

V-TSEL 3GB 

7D 

PM3 

2GB 
19.156 208.62 

6 December v axis 3gb a month 
VXL 4GB 

MINI 
P-TSEL 3GB 

PM3 

2GB 
19.156 208.62 

7 August v-axis 4 mini 5D 
VXL 3GB 

MINI 

V-TSEL 3GB 

7D 

PM3 

2GB 
56,767 150.81 

8 November 
axis v 1.5gb Mini 

3D 
VXL M8 

V-TSEL 3GB 

7D 

PM3 

2GB 
32,150 182.65 

9 November v-axis 4 mini 5D 
VXL 3GB 

MINI 
P-TSEL 3GB 

PM3 

2GB 
63,946 138.85 

10 December Vaxis 5Gb Mini 
VXL MINI 

14GB 

V-TSEL 2GB 

5D 

PM3 

2GB 
54,571 229.01.00 

 

The explanation in Table 5 is that there are 3 centeroid literacy centers taken based on the K-Means cluster 

centers, namely Cluster 1, Cluster 2, and Cluster 3. In the first stock in cluster 1 there were 250 initial items 

and 200 data were sold. In cluster 2 there were 20 initial data and 10 data were sold. In cluster 3 there are 5 

initial data and 1 data sold. 

 

Table 5. Early Literacy Centeroid Point 1 
C First stock Sold Products 

CLUSTER 1 

CLUSTER 2 

250 

20 

200 

10 

CLUSTER 3 5 1 

 

Using the Euclidean distance, determine the distance from the centroid and the distance between the 

centroid points and those of each object. Regarding the initial manual centroid calculation. The following is 

thecalculation: 

 𝐷(, ) = 𝑥𝑦√(𝑥1 −  𝑦1)2 + (𝑥2 − 𝑦2)2 (3) 

Explanation D, symbolizes the main dimension to be searched for. 𝑥𝑦 are variables 1 and 2 and some are 

used to determine dimensions based on existing formulas. The calculation will continue according to the 

existing formula until it meets the same centeroid number.  
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literacy 1 

Members have chosen from the smallest of the three Clusters: if the smallest cluster is in section C1, it is 

included as a member of C1 with up to 18 data, if the smallest clustering is in section C2, it has included as a 

member of C2 with up to 127 data, and if the smallest cluster is in section C3, it has included as a member of 

C3 with up to 95 data. 

 

literacy 2 

Members have chosen from the three smaller Clusters: if the smallest cluster is in section C1, it has been 

included as a member of C1 with as many as 19 data. If the smallest clustering is in section C2, it has been 

included as a member of C2 with as many as 68 data, and if the smallest cluster is in section C3, it has been 

included as a member of C3 with as many as 153 data. 

It is necessary to re-do the calculations for the third iteration so that until you get the same results because 

the results of the second iteration are not the same as those of the first iteration. 

 

literacy 3 

Members are chosen from the smallest of the three Clusters. If the smallest cluster is in section C1, it is 

included as a member of C1, which has up to 19 data, if the smallest cluster is in section C2, it is included as a 

member of C2, which has up to 54 data, and if the smallest cluster is in section C3, it is included as a member 

of C3, which has up to 167 data. 

It is necessary to re-do the calculations for the fourth iteration and so on until you get the same results 

because the results of the third iteration are not the same as those of the second iteration. 

 

literacy 4 

Members have chosen from the smallest of the three clusters. If the smallest cluster is in section C1, it is 

included as a member of C1, which contains 19 data; if the smallest clustering is in section C2, it has included 

as a member of C2, which contains 44 data; and if the smallest cluster is in section C3, it has included as a 

member of C3, which contains 177 data. 

Because the results of the fourth iteration are not the same as those of the third iteration, you will need to 

repeat the calculations for the fifth iteration until you reach the same conclusion. 

 

literacy 5 

Members have chosen from the smallest of the three clusters. If the smallest cluster is in section C1, it 

has included as a member of C1, which contains 19 data; if the smallest clustering is in section C2, it has 

included as a member of C2, which contains 43 data; and if the smallest cluster is in section C3, it is including 

as a member of C3, which contains 178 data. 

Because the results of the fifth iteration are not the same as those of the fourth iteration, you will need to 

repeat the calculations for the sixth iteration until you reach the same conclusion. 

 

literacy 6 

Members have chosen from the smallest of the three clusters. If the smallest cluster is in section C1, it 

has included as a member of C1, which contains 19 data; if the smallest clustering is in section C2, it has 

included as a member of C2, which contains 43 data; and if the smallest cluster is in section C3, it has included 

as a member of C3, which contains 178 data. 

There is no need to proceed to the seventh literacy or simply stop at the sixth literacy because the results 

of the sixth literacy and the fifth literacy are identical. 

 

3. RESULTS AND DISCUSSION 

3.1. C4.5 Algorithm 

We can see that the collab.research.google application's numbers appear to be selected, ranging from 0 to 

9. From lowest to highest, this is the order. So that the number sequence looks like 1, 2, 3, etc. contract, each 

number in the Python programming language follows the command line. There are 9 columns consisting of 

index, number, month, axis, xl, telkomsel, indosat, sold, and description. Everything is still in the form of real 

data and has not been transformed. After that, provide a numerical value for each imported data as the class. 

Display data shown in Fig. 5. 

The trick is to show the description of the attribute in the code in Fig. 6, there is a dataset class 

"description".  
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Fig. 5. Display data 

 

 
Fig. 6. Classification 

 

The "remarks" class was created to help researchers determine the main benchmarks in this study. Best 

Selling and Not Selling are the two attributes in the class description that will be displayed in the knowledge 

tree at the picture's conclusion. 

Enter the code in Fig. 7 automatically perform calculations based on the original C4.5 algorithm formula, 

which can be understood that each code is instructed to make predictions on the confusion matrix and determine 

the number of decisions at the end. 

Prediction is in the form of a decision tree, then a confusion matrix appears, showing the level of accuracy 

of the C4.5 algorithm, then Accuracy, and displays accuracy in percent form. Pay attention to the confusion 

matrix in the picture explaining the numbers [31,0], [0,17] which indicate that there are 31 selling data and 17 

unselling sample data that are only understood by machine language or python language. 

After that type, the code in Fig. 8 determine the knowledge tree image using python language. Next, 

ensure that each accuracy is an overall quotient that includes the entire formula or formula. Each formula is 

based on the confusion matrix table, the accuracy of the sample data where only 31 correct data and 17 wrong 

data are used. 

After finding correct and incorrect data, accuracy will be determined to reach a limit of 100% if it is 

reached. But this is not a significant problem because the data that the author processes is real data that can be 

implemented in the sale of quota case studies. So that the information that can be captured is a real result in the 
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calculation of the C4.5 algorithm formula. This method can minimize the error rate or manual method 

calculations. 

 

 
Fig. 7. Formulas 

 

Fig. 8 is an import graphic that will show an image of a decision tree that describes the findings in the 

form of a statistical picture of the best-selling and not-selling decision tree branches in the image Fig. 8. The 

graph is named “tree_keterangan_dot”. The name can be changed as needed but must be the same as when 

determining the confusion marix so as not to get confusing and misleading results. Please pay attention to the 

picture in Fig. 8 so that it can be used as the final result of the research that the researcher has done. 

 

 
Fig. 8. Display image 

 

From the code in Fig. 8, a pdf file will appear, and the file that I created is called Tree_Keterangan.dot 

indicates the best seller/not a best seller for the quota sold at the Xena Cell Counter with 100% purity. Fig. 9 

is a presentation of the knowledge tree from the python language in the collab.research.google app.  
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Fig. 9. Decision Tree 

 

The data that we have processed will be presented through the knowledge tree in the C4.5 algorithm. 

Items sold have listed as less than equal to 7 (<= 7.0) samples that have automatically connected from the 

collab.research.google is 192 data out of 240 data. The 48th data has undefined in the sense that the Python 

language performs data sampling starting from 0, so the 48th data is defined as 0. Then it will be concluded 

that 63 samples are not selling well or 129 that are selling well. This means that the sales quota at the Xena 

Cell Counter has a fairly high selling rate. And calculations in the collab.research.google application using 

python has an accuracy of up to 100%. 

 

3.2. K-Means 

Fig. 9 shows the point of distribution of quota sales starting from the number 0 to the very end, namely 

the number 240 where each point determines the sales that follow the graph increasing every year that is divided 

into 6 clusters according to calculations using Microsoft Excel. K-Means graphic image shown in Fig. 10. K-

Means Graphic Image shown in Fig. 11. 

 

 
Fig. 10. K-Means graphic image 
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Fig. 11. K-Means Graphic Image 

 

The graph that the class has been divided into 3, namely Best Selling, Hot Best Selling, and less-selling. 

The purple color indicates that the quota is not in demand, the red color is the best seller, and the blue color 

indicates the best seller so that these results can help the counter owner determine the next sale. 

 

3.3. Algorithm Comparison of C4.5 and K-Means 

From the explanation and also the calculations, the writer can analyze the findings in the form of real 

accuracy and truth as shown in the Table 6. Where there are 4 columns which explain that there are data sample 

years from 2019 to 2022. Next there is a classification from the C4.5 algorithm which states the accuracy in 

manual calculations, namely in 2019-2020 there are 58% best-selling and 42% not selling, but there are also in 

2021-2022 the quota has sold 100% best-selling. After that, in the K-Means clustering there is an explanation 

of some real data where 2019-2022 has the same sales, namely 19 best-selling, 43 selling-well, and 178 less-

selling. Finally, there is the use of Colab.Research.Google where every accuracy from 2019-2022 has a best-

selling accuracy of 100%.  

 

Table 6. The Results of Comparative 

year 
Algorithm 

Classification C4.5 
K-Means Clustering 

Use Google 

Research 

Colab 

2019 

produce best-selling healing 

of 58% and not selling 42%. 

In the C4.5 algorithm, it is 

only determined that it is 

selling and not selling. 

Producing the best-selling figures of 19 

types of quotas, 43 best-selling members of 

the quota, and 178 less-selling data. In K-

means, only 3 cluster centers were 

determined, namely very in demand, less in 

demand, and not in demand. 

Produces a best-

selling 

Accuracy of 

100% 

2020 

produce best-selling healing 

of 58% and not selling 42%. 

only determined selling and 

not selling. 

Producing the best-selling figures of 19 

types of quotas, 43 best-selling members of 

the quota, and 178 less-selling data. In K-

means, only 3 cluster centers were 

determined, namely very in demand, less in 

demand, and not in demand. 

2021-2022 

Produces a best-selling 

Accuracy of 100%. only 

determined selling and not 

selling. 

Producing the best-selling figures of 19 

types of quotas, 43 best-selling members of 

the quota, and 178 less-selling data. In K-

means, only 3 cluster centers were 

determined, namely very in demand, less in 

demand, and not in demand. 

 

From the equation, the authors can describe that there is a difference between the results of the C4.5 

algorithm and K-Means. Where the presentation produced is clearly very different where in 2019 around 58% 

were in demand and 42% were not in demand in the C4.5 algorithm. then on K-means almost 178 unsold data 

quota. How did it happen? This is because the data obtained determines a significant difference seen from the 
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depth of data mining. Because classification is certainly much different from clustering. Classification 

determines the attributes used while clustering classifies data according to demand. 

In 2019 it has the same accuracy, namely 58% selling and 42% not selling, while 2020 has the same 

accuracy 58% selling and 42% not selling either. In the same year, K-means also had 178 unsolicited data, 19 

very salable data, and 43 unsolicited data. In 2021-2022 the classification produces an accuracy of up to 100% 

where the best-selling data dominates while clustering remains at the same number, namely 19 highly salable 

data, 43 less salable data, and 178 unsolicited data. However, after searching using the application, all sales 

have 100% accuracy. This research is real and not manipulated so it can be concluded that the difference is that 

K-means has very perfect accuracy because it is able to reach data that has not been detected as unsold. 

 

3.4. Discussion of Implementation Results of colab.research.google 

Based on the results obtained from the results of the Prediction Data Training test, which totals 240 data, 

it shows that the calculation of the C4.5 Algorithm and K-means method using the collab.research.google 

application has an accuracy of 100% and the "Axis & XL" criteria can affect the results of Sales success in the 

Xena Cell Counter in determining the Selling or Not Selling quota sales quota. 

 

4. CONCLUSION 

After making several calculations from the C4.5 and K-Means algorithms, a score that has a high accuracy 

of up to 100% is obtained. The picture shows that the number of unsold products in the K-Means method is 

higher than in the C4.5 algorithm. In the C4.5 algorithm, data is centered when calculating gain and entropy. 

All of these calculations obtain very high accuracy, namely products that are selling higher than those that are 

not selling well. 

Therefore, this research is one way to determine the target for the promotion of goods that are not in 

demand so that the calculation can be used as a reference for making decisions in the future. The counter owner 

makes improvements to his marketing department so that the sales quota can increase as expected. Furthermore, 

this research will help customers get the quota as expected and have the best-selling price so that customers 

feel satisfied in terms of service and competitive prices. 

The researcher realizes that this research is still limited and we suggest that further research be carried 

out even better. This research only focuses on one area, namely Abung Selatan Candimas, precisely at the xena 

cell counter. From these findings can be generalized to counters or other stores. In addition, other factors that 

can affect sales performance are demographics where the closer to residential areas, the sales are increasingly 

in demand according to customer preferences. These findings can also be implemented in other areas. 

Therefore, future research can broaden the scope of the study to include a larger sample size. 
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