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Abstract

Essays on the Economics of Policing and Crime

Roman Gabriel Rivera

There is growing demand for reforms to the U.S. criminal justice system. Nevertheless, there are

significant questions and relatively few answers. This dissertation studies multiple U.S. criminal

justice system issues using detailed administrative data from Cook County, Illinois: Does policing

the police increase crime? Does the composition of a police officer’s academy cohort influence

their future outcomes? Is pretrial electronic monitoring an attractive alternative to pretrial release

and detention? To answer these questions, I use administrative data from Chicago and Cook

County, Illinois, on the Chicago Police Department, Cook County Jail, and Circuit Court of Cook

County, and a range of econometric methods.

In Chapter 1, I study the effect of pretrial electronic monitoring (EM) as an alternative to pretrial

release and pretrial detention (jail) in Cook County, Illinois. EM often involves a defendant

wearing an electronic ankle bracelet that tracks their movement and aims to deter pretrial

misconduct. Using the quasi-random assignment of bond court judges, I estimate the effect of EM

versus release and EM versus detention on pretrial misconduct, case outcomes, and future

recidivism. I develop a novel method for the semiparametric estimation of marginal treatment

effects in ordered choice environments, with which I construct relevant treatment effects. Relative

to release, EM increases new cases pretrial due to bond violations while reducing new cases for

low-level crimes and failures to appear in court. Relative to detention, EM increases low-level



pretrial misconduct but improves defendant case outcomes and reduces cost-weighted future

recidivism. Finally, I bound EM’s pretrial crime reduction effect. I find that EM is likely an

adequate substitute for pretrial detention. However, it is unclear that EM prevents enough

high-cost crime to justify its use relative to release, particularly for defendants who are more

likely to be released.

Chapter 3, joint with Bocar Ba, studies and differentiates between the effects of oversight and

outrage on policing. Previous studies estimating the impact of police oversight on crime rely on

major policing scandals as shocks to examine the impact of oversight on crime. We argue that the

simultaneous effect of public outrage on officer behavior and crime contaminates these results,

and we provide a conceptual framework that distinguishes between oversight and outrage. We

identify two events relating to unexpected court rulings in Chicago that increased oversight and

caused a decline in reported misconduct but had virtually no public reaction. Despite the decrease

in reported misconduct, crime and officer activity were unaffected. We contrast this with a major

policing scandal, after which we find both a rise in crime rates without an equivalent increase in

arrests and a decline in officer stops and use of force. Our results suggest that police oversight can

reduce misconduct without increasing crime.
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Chapter 1: Release, Detain, or Surveil?

Roman Gabriel Rivera

1.1 Introduction

The social and economic costs of pretrial detention are massive: around half a million individ-

uals are detained while presumed innocent on any given day in the United States, resulting in a

direct cost to local governments of around $14 billion annually.1 However, releasing defendants

pretrial risks increased crime. Over the last two decades, an alternative to both pretrial detention

and release, electronic monitoring (EM) — technology that surveils and limits the movement of

defendants using an ankle bracelet — has expanded across the United States, and its adoption has

accelerated due to the COVID-19 pandemic.2 Proponents of EM believe it promises better out-

comes for defendants and lower costs to taxpayers than pretrial detention ([11]) while avoiding the

potential increase in crime if defendants were released from jail without EM. Critics of EM argue

that its expansion leads to unnecessary surveillance and additional criminal charges against defen-

dants for non-criminal violations while increasing their contact with the criminal justice system

([4]).3

Two questions vital to understanding the value of EM remain unanswered in the literature.

First, relative to detention, is the cost of pretrial crime under EM outweighed by EM’s lower

direct costs to taxpayers and better outcomes for defendants? Second, relative to release, does

EM prevent enough pretrial misconduct to outweigh its adverse effects on defendants, such as

its increase in rearrests due to EM violations? Both of these questions hinge upon how sensitive
1See [1] and [2].
2In 2015, more than 125,000 people in the US were on EM, more than double the number in 2005 ([3]). [4] reviews

EM’s popularity across the US. [5], [6], [7], [8], [9], and [10] discuss the expansion of the use of EM in specific US
municipalities.

3For additional discussion of the debate around EM and criticisms, see [12], [13], [14], [15], [16], [17], and [18].
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defendant decision-making is to surveillance and how many more rearrests occur on EM due to

non-criminal violations.

The primary reason for the lack of evidence on the effect of pretrial EM relative to release and

detention is a lack of data. Furthermore, because EM is a substitute for both release and detention

— two very different alternatives — understanding its effects requires differentiating between both

margins. In this paper, I use administrative court and jail data from Cook County, IL, one of the

largest bond courts in the US and an early mass-adopter of EM. I document the effects of pretrial

EM relative to both release and detention on pretrial misconduct, case outcomes, and future re-

cidivism. I leverage the quasi-random assignment of bond court judges to recover the effects of

EM versus release and EM versus detention using two-stage least squares (2SLS). While 2SLS can

recover the average treatment effects on compliers, the average effect if EM were expanded to a

larger population is more relevant for policy. I explore heterogeneity in treatment effects on both

margins using a marginal treatment effects (MTE) framework and a novel semiparametric estima-

tion method. Then, I construct treatment effects that are relevant for policy, such as the average

effect of expanding EM to the defendants who were released or to those who were detained.

Relative to detention, I find that EM allows for increased pretrial misconduct but overall im-

proves defendant outcomes. Defendants placed on EM are more likely to fail to appear in court

and to have a new case opened against them pretrial; low-level criminal charges and charges for

bond violations drive the increase in new cases. However, I find suggestive evidence that EM is

less coercive and criminogenic than detention, as it lowers the likelihood of incarceration and ei-

ther decreases or has a null effect on cost-weighted post-trial recidivism.4 EM does not increase

pretrial crime relative to detention when new charges are weighted by the dollar cost of crime,

making it a reasonable alternative to detention for most defendants. However, selection patterns

indicate that the benefits of EM are smaller for defendants who are more likely to be detained.

For the effect of EM relative to release, EM reduces failures to appear in court, has no effect

on new cases pretrial with serious charges, and weakly decreases new cases pretrial with low-level

4I follow [19] in my construction of a cost-weighted crime index.
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charges for most defendants. The reduction in pretrial new cases with crime-related charges may

understate EM’s crime-reducing effect because EM increases the probability of detection through

surveillance. To account for the change in detection rates, I compute the implied dollar cost of

crime prevented by EM relative to release. Under very generous assumptions, the amount is less

than $10,000 for the average defendant and is smaller for released defendants, though I cannot

reject a small or null effect.5 Furthermore, I bound defendants’ elasticities of pretrial crime with

respect to the probability of detention. I find evidence consistent with defendants being elastic for

low-level crimes but relatively inelastic for serious crimes.

EM imposes costs on defendants relative to release that may outweigh its potential benefits. EM

increases the likelihood of a new case pretrial with charges related to bond violations and “escapes”

because of the increased restrictions of movement while on EM. Naturally, these criminal charges

for violations are socially costly because their punishment (e.g., re-incarceration and conviction)

outweighs the harm of these activities. This highlights the trade-off with surveillance systems used

to prevent undesirable behavior: additional conditions placed on individuals to enforce compliance

with the system can lead to negative effects (e.g., charges for bond violation) that may undermine

the benefits of reduced misconduct (e.g., crimes).

Furthermore, while the effects of EM relative to release on case outcomes and post-trial recidi-

vism are mixed, the main results suggest that EM leads to weakly worse case outcomes and more

socially costly future recidivism for most defendants. In general, selection patterns indicate EM’s

costs and benefits relative to release are both smaller for released defendants than for the average

defendant. In contrast with EM’s sizable benefits over detention, it is not clear that EM’s benefits

over release outweigh its costs.

This paper makes the following contributions to our understanding of the economics of pretrial

detention and surveillance. First, existing work on EM in economics studies non-US contexts and

has focused on the effect of EM relative to detention, pre- or post-trial, with recidivism being the

5Specifically, assuming EM detects 100% of crimes, all guilty charges are the crimes actually committed, and the
crime-cost weighted probability of detection on release is 50%.
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main outcome of interest ([20], [21], [22]).6 This paper advances our understanding of how EM

influences defendant outcomes by applying a new methodology to recover heterogeneous treatment

effects of EM relative to both release and detention on pretrial misconduct, case outcomes, and

recidivism in a large US municipality. Beyond the location and multitude of outcomes, these results

better inform policy by allowing us to explore the effects of EM on defendants who are more or less

likely to be released or detained — i.e., the effect of expanding EM on either margin. Relatedly,

this paper builds on the pretrial detention and judge-design literatures by incorporating multiple

pretrial treatments, while prior work generally focuses on a binary set of pretrial treatments (e.g.,

release versus detain), as well as the literatures on probation and alternatives to detention.7

This paper builds on the large literature on agency theory, in which principals use costly moni-

toring mechanisms to deter agents from ‘shirking’ and to improve productivity ([55], [56]).8 I find

that EM imposes a cost by increasing new cases pretrial due to non-criminal violations (relative to

both release and detention). This cost is a byproduct of EM’s inability to perfectly detect criminal

activity, thereby punishing a wider set of (non-criminal) activities. This highlights the importance

of considering not only the direct costs of the monitoring technology (in this case, maintaining the

EM system) but also the cost of punishing violations of the monitoring system itself.9 Consistent

with models of agency theory and specific deterrence ([71]), I also find evidence consistent with

EM reducing pretrial crime by increasing the probability of detection.10 Furthermore, this paper

connects agency theory to the literature on modern surveillance technology by studying the rise of

individualized surveillance used to deter violations, such as body-worn cameras on police used to

6Additional work on EM includes [23], [24], [25], and [26]. See [27] for a review of the interdisciplinary literature
on EM.

7See [28], [29], [30], [31], [32], [33], and [34] for ‘judge’ designs in pretrial context. Exploiting ‘judge’ random
assignment is a common identification strategy: [35], [36], [37], [38], [39], [40], [41], [42], [43], [44], [45], and
[46]. See [47] for a discussion of the US pretrial system. See [48] for an early analysis of the economics of pretrial
detention. For work on the effect of probation, parole, and alternatives to detention, see [49], [50], [51], [52], [53],
and [54].

8See also [57], [58], [59], [60], [61], and [62].
9This is consistent with criticisms of EM and surveillance in the criminal justice system more broadly ([18])

and highlights the importance of designing policy to minimize crime rather than maximize arrests ([63]). This also
connects to the literature on elasticities of crime with respect to sentencing ([64], [65]) and detection rates ([66], [67],
[68], [69], [70]).

10The probability of detection plays a major role in crime reduction through deterrence. See [72], [73], [74], [75],
[76], and [77].
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deter misconduct ([78]) or remote-work monitoring technologies ([79]), whereas much prior work

focuses on the economics of mass surveillance technologies ([80]).11

Methodologically, this paper contributes to the literature on marginal treatment effects and

identification with multiple treatments ([85], [86], [87]).12 Much like [101], I build on [102]

by showing that identification of marginal treatment response (MTR) functions in ordered treat-

ment environments can be achieved relying solely on variation in the probability of adjacent treat-

ments.13 I develop a straightforward method for the semiparametric estimation of MTRs in ordered

treatment environments, which can be applied in a range of ordered treatment environments and al-

lows for non-monotonic MTEs in contrast with the existing fully parametric method for estimating

MTEs with ordered treatments ([102], [104]).

This article proceeds as follows. Section 1.2 discusses the institutional background, data, and

the potential costs and benefits of each treatment. Section 1.3 presents the empirical strategy and

results for the 2SLS analysis. Section 1.4 presents the empirical strategy and results for the MTE

analysis. Section 1.5 discusses policy implications, and Section 1.6 presents robustness checks.

Section 1.7 concludes.

1.2 Background and Data

1.2.1 Cook County Bond Court, Bond Types, and Treatments

Bond Court Following an arrest in Cook County, a defendant is taken into custody and

“booked” based on their arrest charges, generally at the Cook County Jail (CCJ). Then they are

arraigned at bond court, usually within 1 day of the arrest. For the entire “pretrial” period, the

defendant is presumed innocent.

This paper focuses on the central bond court in Cook County, known as “Branch 1”. Branch

1 handles almost all felony cases in Cook County and operates every day. On weekdays and non-

11See also [81], [82], and [83] on AI and mass surveillance. [84] discusses the post-COVID rise of surveillance and
remote-work.

12See also [88], [89], [90], [91], [92], [93], [94], [95], [96], [97], and [98]. See also [99] and [100].
13[101] develops a similar method, but their focus is on bounding MTRs (building on [103]) rather than point-

identification and estimation of MTRs over common support using continuous instruments.

5



holidays, non-felony cases (e.g., misdemeanor, traffic, and municipal code violations that require

the setting of bail) are generally handled in the bond courts determined by the location of arrest

(Branch 1 is the bond court for Chicago arrests) or specifically designated courts — for example,

murder and violent sex offenses are handled in their own courts. On holidays and weekends,

however, all such cases are handled by Branch 1. At bond court, the sitting bond court judge

determines the bond conditions for a defendant, namely bond type and amount. 14

During the period of this study, from July 2013 through 2015, a single bond court judge handled

the cases that passed through Branch 1 on any given day. The judges have an irregular working

schedule ([105]), which depends on their off days, vacations, and work-day preferences — Figure

1.1 displays a sample of the calendar from the data. There are relatively few active bond court

judges within a given month (≈ 4), and only 7 were active during the period of study.15 Defendants

do not have discretion over their assigned judge, and judges cannot choose the cases they see on

a given day. Importantly, because Branch 1 is always active (including holidays and weekends)

and the schedule of each bond court judge is sporadic, there is no scheduling relationship between

bond court judges and prosecutors, public defenders, or trial judges.

Bond Types In the period of study, there were three main bond types used by Branch 1 judges:

D-bonds, I-bonds, and IEM bonds. A D-bond is the most common bond (55% of sample bonds)

and conforms to the popular understanding of bonds: it requires a defendant to post 10% of the

bond amount in order to be released from jail. This 10% amount can range widely, from below

$50 to over $200,000. The defendant can pay the amount at any point during their pretrial period

and be released from jail, or they are detained in jail until the pay or their case concludes.

I-bonds (15%), or “release on recognizance” bonds, do not require the defendant to post any

money in order to be released from jail. However, as with all bond types discussed, the defendant

is liable to pay the full bond amount if they violate their bond conditions (e.g., they fail to appear

14See here for a schedule of the bond courts in Cook County. Defendants are generally processed at CCJ after they
have their bond hearing at the court.

15Active is defined as having at least 500 cases within a year, excluding days where a judge saw fewer than 40 cases.
In the full data, this filter removes 3% of observations but 90% of unique judges. Between 2010 and 2016, two active
judges are recorded working in bond court on the same date on less than 10 days out of over 2,500, about 0.3% of
observations.
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in court).16

IEM bonds (29%) allow defendants to leave jail at no cost (like an I-bond), but they are placed

on electronic monitoring (EM). The defendant can be released off of EM if they pay 10% of the

bond amount (like a D-bond). Prior to IEM bonds, EM could be coupled with a D-bond (D-EM)

such that defendants were in jail until they paid 10% of the bond amount and were released onto

EM. See Appendix A.1.1 for more details on bond types and background on IEM’s introduction.17

Treatment Definitions I map these bond types and release statuses into three ordered pretrial

treatments (𝑆 ∈ {1, 2, 3}). At the lowest level, defendants can be “released” (𝑆 = 1) if they fully

exit the sheriff’s office’s custody through an I-bond, or because they were given an IEM or D-bond

but paid the bond amount and were released within 7 days. The middle level is being on “EM”

(𝑆 = 2), meaning the defendant was assigned an IEM bond but was not recorded as being released

from it (e.g., paid the 10% amount) within 7 days. At the highest level, the defendant can be

“detained” (𝑆 = 3) if they are given a D-bond and are not released from jail within 7 days. For

the main results, the cutoff is 7 days, which is the 39th percentile for the duration in jail/EM, but

75% of releases happen within 3 days for D- and IEM bonds. This cutoff is largely arbitrary, and I

construct robustness checks using alternative cutoffs. In particular, using the common 3-day cutoff

yields similar results.18

Pretrial Period and Case Outcomes After the bond hearing, all defendants have the opportu-

nity to plead guilty or proceed with the case (which can involve a future plea).19 Prior to the case

ending, through a trial, dismissal, plea, or being dropped, defendants can be rearrested or charged

with new crimes and fail to appear in court.

16While defendants are liable for the bond amount, most defendants cannot pay the large sums, and cash bail has
been shown to be ineffective at ensuring court appearances ([106]), and the threat of court fines has been shown to be
ineffective ([107]) as the collection of such fines is rare ([108]).

17Judges also can but rarely do deny bond (1.4%) if they determine the defendant is a flight risk or a threat to the
public. There are two additional bond types in the data A and C bonds, but they account for a minute share of bonds.

18Notably, 30% of defendants classified as ‘detained’ are eventually released before their case ends, though this
number is comparable to that of other work, such as [30].

19The next steps depend on if the case is a misdemeanor or felony case. Felony cases proceed to a hearing which
determines if the case can proceed with felony charges (usually a preliminary hearing, grand jury, or an information)
and be transferred to the criminal division; otherwise, it is dropped or proceeds with misdemeanor charges. The full
evolution of a case involves many events, and a flowchart for felony and misdemeanor cases can be seen in Figures
A.1 and A.2, respectively.
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Lengthy cases are common, and trials are rare, with 93% of cases with a guilty outcome in-

volving a guilty plea. If guilty, the defendant can be sentenced to pay a fine, time served, or

incarceration in prison (Illinois Department of Corrections) or in Cook County Jail. Following the

case outcome and subsequent incarceration period, defendants can be rearrested or have a new case

against them (a new case post-trial).

1.2.2 Background on Electronic Monitoring

EM Conditions and Details

While electronic monitoring can refer to a variety of technologies, all operate as electronic

individualized surveillance systems with a similar mechanism and purpose. In this paper, I refer to

the system operated by the Cook County Sheriff’s Office between 2013 and 2015, which generally

involved defendants wearing a radio-frequency ankle bracelet at all times. EM was used to ensure

defendants did not leave their homes except at preapproved dates and times (e.g., a specific work

or education schedule) or for a small set of “one-time movement” conditions.20 This system is

referred to as EM coupled with house arrest, and it is common across the United States ([4]).

The ankle bracelet communicates with a monitoring unit installed in the defendant’s home, which

informs the sheriff’ office of out-of-bounds movement and tampering.21

Defendants on EM agree to warrantless searches of their residence while on EM, and the pos-

session of firearms, drugs, or contraband is a violation of EM bond conditions ([111]). As stated

by the sheriff’s office’s EM information sheet, violations or noncompliance with the terms carry

the “risk of criminal prosecution and re-incarceration,” and damaged or missing equipment can be

20See this information sheet for the rules and information sheet for the EM program in 2020. While the domain of
EM monitoring is generally one’s home, exceptions can be made in advance for work, school, or other reasons ([8]),
it but requires 2 days prior approval. The Sheriff’s EM program is by far the most common form of EM ([109], [8]).
See Appendix A.1.1 for a discussion of other EM programs. Time spent on EM in the Sheriff’s program counts as
days served in jail and thus can reduce one’s time required to be served if found guilty ([8]). In many jurisdictions,
EM can require defendants to pay a fee, but this was not common for pretrial EM during the period of study based on
available sources. See [110] for images of the 2013-2015 system.

21While I do not observe whether or when the defendant has the EM system set up in their home, I do observe
disposition codes in a defendant’s case which provide more specific information on their EM status, such as explicitly
stating a defendant was admitted into the Sheriff’s EM program. I test the robustness of my results to modifying the
treatment definitions using these disposition codes in Section 1.6.
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charged as felony theft ([112]). Similar to other bail conditions of release (e.g., a condition of all

bond releases is that the defendant appears in court), violations of the EM bond requirements can

lead to re-incarceration in jail as well as additional charges.

EM as Middle Treatment

IEM bonds were introduced in June 2013 in the wake of a jail-overcrowding crisis and conflict

between the court and the sheriff’s office, and they quickly became popular among judges, com-

prising 28.7% of bonds in the following two and a half years, leading to a decline in other bond

types. While IEM (EM) can be seen as a tool to reduce overcrowding in Cook County Jail, in

practice, EM was used as a middle option between release and detention and applied to defendants

who would otherwise have been released as well as those who would otherwise have been detained.

Though no official guidance on EM as the ‘middle’ option existed at the time, the 2016 “Decision

Making Framework” in Cook County explicitly places EM between release and detention (jail)

([113]).

Figure 1.2 shows that with the introduction of the IEM bond, mid-level D-bonds were replaced

by IEM bonds. To demonstrate this more directly, I regress the probability of detention using

defendant observables from 2009 to 2012; using these coefficients, I then construct an index for

defendant severity (propensity to be detained) as the predicted probability of detention in the post-

EM period for released, detained, and EM defendants. Figure 1.3 displays the distribution of the

index for each treatment and shows that defendants assigned to EM are between those who were

released and those who were detained based on their predicted likelihood of detention.

1.2.3 Data and Summary Statistics

Data

The main data for this study comes from the Circuit Court of Cook County and Cook County

Jail. The court data contains information on defendants, cases, charge counts, and outcomes for

almost all Cook County court cases between 1984 and 2019. This allows me to follow cases from
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inception to bond court, individual motions and case events, through to final case outcomes (e.g.,

a defendant demanding a trial, a guilty plea on a specific charge but not others, and a sentence to

time served). I connect defendants across cases, allowing me to observe extensive criminal and

case histories across tens of thousands of individuals over more than three decades, including past

and future cases, arrests, guilty verdicts, charges, sentencing, and pretrial misconduct. I link the

court data to data from the Cook County Jail, maintained by the Cook County Sheriff’s Office.

This jail data, spanning from 2000 to 2017, contains information on individuals’ detention spells,

intake, and release. I also link this data to Chicago Police Department arrest data.

While the collective data allows me to follow tens of thousands of defendants in Cook County

through the criminal justice system from arrest in Chicago to sentencing over more than 15 years,

this study focuses on two and a half years (July 2013 to December 2015) in which EM was one

of the most common pretrial treatments for defendants. I focus on adult cases that went through

Branch 1 with known bond types. The data is summarized at the booking and defendant level —

which I will refer to as a “case” for simplicity.22

In order to quantify the intensive margin of defendants’ recidivism (new charges after bond

court) and avoid common issues with binary measures of recidivism ([114]), I quantify the social

costs of different crimes by supplementing my main data with the crime cost information from

[19].23

In the final data, I focus on completed cases within the Cook County court system that do not

involve murder or felony sexual assault charges (in the current case) and have categorizable pretrial

treatments. In the final data there are 84,332 defendant-bookings (cases) between July of 2013 and

December of 2015 which passed through Branch 1, 51,348 of which comprise the main felony

22Linking these cases to jail spells leaves some cases with missing jail information. In the main analysis, I code
missing releases for I-bonds as immediate releases, missing EM bonds as EM, and drop missing D-bonds. I test the
robustness of my results to these codings in Section 1.6.

23I use Table 5 from [19], which contains the total tangible and quality of life costs associated with different crimes,
to guide the construction crime costs for charges against defendants in the data as well as imputing costs for some
unlisted crimes. A similar method is used in [115] to compute cost-weighted crimes per capita. However, because
the cost of a single murder is so high (almost $8 million dollars, which is equivalent to about 200 police-reported
robberies), I also conduct analyses using a “low” murder cost, making it equivalent to a police-reported rape (about
$400,000) to determine if outlier defendants accused of murder in future cases are driving all of the results, similar to
an exercise in [116].

10



sample.24 See Appendix A.1.2 for more details on the data construction and filtering.

Summary Statistics

Table 1.1 displays summary statistics for defendant and case characteristics, and Table 1.2

displays summary statistics for a subset of outcomes by pretrial treatment, with release being the

lowest treatment and detention being the highest.25 As shown in Table 1.1, bond amounts, days in

jail or on EM, and case durations are increasing in the treatment level. Black and male defendants

(the majority of defendants) are more likely to receive a higher treatment level, and treatment level

is increasing in the severity of charges against the defendant and in the severity of the defendant’s

case history increases. For example, released defendants are least likely to have a felony charge

(45%) and have the fewest previous felony cases (1.5). In the middle, EM defendants are the most

likely to have a felony charge (86%), but this is driven by drug felonies (e.g., 57% are charged with

possession), and they have better case histories than detained defendants. Detained defendants are

most likely to have violent felony charges (11%) and have the worst case histories.

For outcomes, released defendants are two and four times as likely to fail to appear (FTA)

in court (14%) relative to EM and Detain defendants. The likelihood of a guilty felony charge

increases with treatment level, from 22% for released defendants to 59% for detained defendants.

Interestingly, EM defendants have the highest rates of having a new case pretrial (18%) relative

to lower likelihoods for released and detained defendants (15% and 11%), likely due to detained

defendants being released eventually (after 7 days) and EM defendants having new charges for

bond violations. Post-trial, total new cases over four years are similar across treatments at around

1.6, though only about one-third of these are felony cases, and less than 5% are for violent felonies.

The similarity across treatments is likely due to post-trial incapacitation in addition to selection and

potential treatment effects.

24Though misdemeanor arrests are an important part of the criminal justice system ([117], [118]), EM was primarily
used on felony cases. The main felony sample also excludes D-EM cases.

25Table A.1 and Table A.2 display the same for the felony sample. Table A.3 displays the means of all outcomes by
treatment for the felony sample.
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1.2.4 Framing Costs and Benefits

To understand to better frame the results, we can categorize the costs of each pretrial treatment

(release, EM, detention) into four main categories: direct costs, the dollar cost of operating each

treatment; crime costs, the social cost of crime under each treatment; punishment costs, the cost of

enforcing each treatment; and indirect costs, all other spillovers onto the defendant or society. This

paper provides estimates for changes in crime and punishment costs using new cases pretrial and

indirect costs using new cases post-trial and sentencing outcomes, while direct cost estimates are

taken from prior work. Furthermore, treatments differ in which mechanisms they rely on to reduce

misconduct: the probability of detection (𝑝) to deter misconduct or the level of incapacitation (𝑑).

Direct Costs For direct costs, the comparisons are relatively straightforward and not studied

directly in this paper. Jails cost about $100-$200 per detainee per day to maintain.26 While pretrial

EM is significantly cheaper than detention, monitoring defendants is still costly. The total cost of

operation of EM is about $15 per defendant-day in Cook County in 2021 ([113]), while release

is almost costless and less expensive than EM. These estimates are average costs. Marginal costs,

which may be more appropriate, are likely around 20% and 60% of average costs ([120]).27 As

the average defendant is in jail or on EM for over 100 days, this equates to marginal costs of jail

between $3,000 and $9,000 for the average defendant.

Crime Costs Pretrial detention should reduce pretrial crime costs by incapacitating defen-

dants in jail. On the other hand, EM operates through deterrence, with defendants’ crimes or

violations being more likely to be detected while on EM relative to release (𝑝𝑅 < 𝑝𝐸𝑀), and

through partial-incapacitation through house arrest conditions (𝑑𝑅 < 𝑑𝐸𝑀 < 𝑑𝐷). We can estimate

changes in crime cost as the effect of EM versus release and detention on new cases pretrial; how-

ever, we must account for the fact that new cases pretrial depend on the probability of detection,

which is higher for EM compared with release.

26For example, in 2011, CCJ cost about $90 per defendant-day, while in 2021 it cost $223 per defendant-day ([119]).
27Marginal costs are more difficult to calculate. [120] find that short-run and long-run marginal costs of incarceration

are often around 20% and 60% of average costs. Thus, per defendant-day in jail, the average cost is around $150, while
the short-run and long-run marginal costs are around $30 and $90.
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Punishment Costs Punishment costs result from defendants being punished, e.g., spending

time in jail or being prosecuted or fined for pretrial misconduct. Naturally, detention involves

high punishment costs as defendants effectively serve sentences while awaiting their case con-

clusion. And EM has lower punishment costs as house arrest is a less intense punishment than

jail. However, because a defendant can be rearrested and placed in jail, release can lead to higher

punishment costs if pretrial misconduct is detected and penalized (e.g., pretrial rearrests). By com-

parison, whether EM reduces punishment costs depends on whether being placed on EM increases

or decreases the likelihood of receiving a new case pretrial. While EM aims to reduce pretrial crime

through deterrence and partial incapacitation, it may result in higher punishment costs through two

mechanisms.

First, because EM does not allow for perfect detection of defendants’ misconduct, it applies

sanctions to complementary but non-criminal activity (e.g., leaving one’s home without permis-

sion), largely consistent with principal-agent models of multitasking ([56]). As such, while on

EM, non-criminal activity can lead to re-incarceration, a new case, and subsequent punishments,

inducing inefficiency and higher punishment costs. Any increase in new cases from violations can

be seen as a cost of monitoring the agent (defendant) beyond the direct costs. If the rules of EM

are too stringent, unforgiving, or unreasonable such that defendants are punished for non-criminal

activity ([4]), then EM’s punishment cost may be large.28

Second, if defendants are relatively inelastic (elasticity of crime, 𝑐, with respect to the probabil-

ity of detection −1 < 𝜖 𝑐𝑝 < 0), and the incapacitation effect is relatively small, then defendants who

are placed on EM will commit fewer crimes, but EM will still lead to increased pretrial rearrests.

As a result, EM will increase punishment costs through heightened detection, partially offsetting

gains through reduced crime.29 Thus, the change in punishment cost depends on the effect of EM

versus release on new cases pretrial.

28Notably, though most new cases pretrial under EM (77.76%) do not involve a violation charge, 55.17% of new
cases with a violation charge include no other charges for low-level or serious crimes.

29Since the elasticity of 𝑥 with respect to 𝑦 is 𝜖 𝑥𝑦 =
𝑦

𝑥
𝑑𝑥
𝑑𝑦

, and arrests (detected crime) 𝑎 = 𝑐 × 𝑝, then 𝜖𝑎𝑝 =
𝑝

𝑎
𝑑𝑎
𝑑𝑝

=
𝑝

𝑐×𝑝
(𝑐 + 𝑝 𝑑𝑐

𝑑𝑝
) = 1 + 𝑝

𝑐
𝑑𝑐
𝑑𝑝

= 1 + 𝜖𝑐𝑝 . So, 𝜖𝑎𝑝 < 0 ⇐⇒ 𝜖𝑐𝑝 < −1. Furthermore, if defendants are elastic 𝜖𝑐𝑝 < −1, then
the punishment cost will decline under EM relative to release.
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Indirect Costs We can measure some of the indirect costs associated with each treatment as

the effect of EM versus release and detention on future recidivism (rearrests post-trial) and case

outcomes (e.g., guilty findings). Beyond individual suffering, detention has high indirect costs

by damaging employment, future income, and defendants’ bargaining power leading to worse case

outcomes.30 Pretrial EM may be less coercive than detention and reduce long-run recidivism while

causing less individual suffering. Relative to release, however, EM may be criminogenic (increas-

ing future crime costs) or increase indirect costs by hurting defendants’ bargaining power. Beyond

this, EM may damage social ties, economic opportunities, and health outcomes and increase hous-

ing insecurity, as found in interviews with EM participants ([113]).31

1.3 Effect of EM vs. Release and Detention

1.3.1 Empirical Strategy

To identify the effect of EM versus release and EM versus detention, I instrument for the two

endogenous treatments (𝑅𝑒𝑙𝑒𝑎𝑠𝑒𝑖𝑐 and 𝐷𝑒𝑡𝑎𝑖𝑛𝑖𝑐) by exploiting the quasi-random assignment of

judges to a defendant-case (𝑖, 𝑐). I interact bond court judges with defendant characteristics to

instrument for pretrial treatment assignment because there are relatively few judges in the data (7)

who see many cases (12,047 on average). This allows judges to have heterogeneous preferences

over defendant observables ([38], [29], [31]). I construct the judge instruments by estimating:

1{𝑠𝑖𝑐 ∈ 𝑘} = 𝛽𝑘𝑗 1{𝐽𝑢𝑑𝑔𝑒𝑖𝑐 = 𝑗}𝑋𝑖𝑐 + ^𝑘𝑡 (𝑐) + 𝜓
𝑘
𝑖𝑐 (1.1)

where 𝑠𝑖𝑐 is the treatment to which defendant 𝑖 in case 𝑐 was assigned, ^𝑘
𝑡 (𝑐) are month and day

of week (time) fixed effects for case 𝑐’s bond court date, and 𝛽𝑘
𝑗

are judge-specific propensities

for assigning defendants with characteristics 𝑋𝑖𝑐 (e.g., charges, past cases, race) to a pretrial treat-

ment level within 𝑘 . For example, 𝑘 = {2, 3} means the judge assigns the defendant to EM or
30See [29], [31], and [30]. Bargaining power is a significant factor in case outcomes ([121]). Spending time in jail

may reduce future economic opportunity and increase criminal capital ([122], [123]).
31Alternatively, EM may reduce future crime through an individual deterrent effect (increasing defendants’ expec-

tations of punishment) — though the research on EM versus detention (which should have a similar effect) has not
found evidence consistent with such a mechanism ([22]).
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detention. Figure A.5 displays the heterogeneity in estimated 𝛽𝑘
𝑗
’s across judges over defendant

characteristics. I use fitted values from estimating equation (1.1) with OLS as the instrument for

being assigned to a treatment within 𝑘 , 𝑍 𝑘
𝑖𝑐
= P̂r{𝑠𝑖𝑐 ∈ 𝑘}.

Given the instruments, 𝑍1
𝑖𝑐

and 𝑍3
𝑖𝑐

, I estimate the effect of EM versus release and EM versus

detention with two-stage least squares (2SLS), with the following first and second stages:

[𝑅𝑒𝑙𝑒𝑎𝑠𝑒𝑖𝑐, 𝐷𝑒𝑡𝑎𝑖𝑛𝑖𝑐]′ = _1 [𝑍1
𝑖𝑐, 𝑍

3
𝑖𝑐]′ + _2𝑋𝑖𝑐 + `𝑖𝑐. (1.2)

𝑌𝑖𝑐 = 𝛼1 ̂𝑅𝑒𝑙𝑒𝑎𝑠𝑒𝑖𝑐 + 𝛼2𝐷𝑒𝑡𝑎𝑖𝑛𝑖𝑐 + \𝑋𝑖𝑐 + 𝜖𝑖𝑐 (1.3)

where 𝑌 is the outcome of interest and ̂𝑅𝑒𝑙𝑒𝑎𝑠𝑒𝑖𝑐 and 𝐷𝑒𝑡𝑎𝑖𝑛𝑖𝑐 are the instrumented treatments.

Instrument Validity

The validity of the instrumental variables strategy relies on multiple assumptions. First, we

assume that the assigned judge is unrelated to the defendant, conditional on time fixed effects.

The judge calendar (see Figure 1.1) alleviates concerns over violations of this assumption because

judge assignment is determined solely by the sitting judge at the time of the bond hearing and

not defendant characteristics. We can indirectly test this by seeing if defendant observables are

predictive of judge assignment, which would suggest unobservables may be predictive as well,

and thus exogeneity is violated. Table 1.3 displays the results of a multinomial logit with the

defendant’s bond court judge as the outcome and defendant observable as regressors (Column (2))

and month and day of week fixed effects as regressors (Column (3)). Consistent with exogeneity,

defendant observables have virtually no predictive power (a pseudo-𝑅2 of almost 0). However,

time fixed effects have significant predictive power (a pseudo-𝑅2 of almost 0.5), consistent with

the calendar determining judge assignment.

An additional concern is that the judge influences defendant outcomes through means other

than their pretrial treatment — for example, the judge also influences the defendant’s assigned

prosecutor — thus violating the exclusion restriction. Fortunately, Branch 1 operates on an entirely

separate schedule from the other elements of the Cook County court system, and bond court judges
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do not play a role in future portions of the case — in the sample, only 0.2% of defendants saw their

bond court judge in some capacity later in their case. Overall, these facts suggest violations of the

exclusion restriction are not a significant concern.

Finally, we require that the judges actually influence treatment assignments. Table 1.4 displays

the relationship between the standardized instruments, �̂�1
𝑖𝑐

and �̂�3
𝑖𝑐

, and the endogenous variables

𝑅𝑒𝑙𝑒𝑎𝑠𝑒𝑖𝑐 and 𝐷𝑒𝑡𝑎𝑖𝑛𝑖𝑐.32 The first-stage relationship is strong: a 1 SD increase in �̂�1
𝑖𝑐

increases

𝑅𝑒𝑙𝑒𝑎𝑠𝑒𝑖𝑐 by about 9pp, while a 1 SD increase in �̂�3
𝑖𝑐

increases 𝐷𝑒𝑡𝑎𝑖𝑛𝑖𝑐 by 10pp, and these

relationships are consistent across specifications with and without controls and fixed effects. Figure

1.4 visualizes the support of �̂�1
𝑖𝑐

and �̂�3
𝑖𝑐

and the first stage.33 Finally, Table A.4 contains results of

the [124] robust weak instruments test, which indicate that weak instrument bias is not a significant

concern.34

Interpreting 2SLS Results

2SLS does not generally recover the effect of one treatment versus another if there are multiple

treatments without additional assumptions ([85], [87]).35 We wish to know if �̂�1 and 𝛼2 can be

interpreted as the (weighted average of) causal effects of release versus EM and detention versus

EM for some population of compliers — defendants whose treatment status was influenced by the

32Standardized instruments are first purged of the linear influence of defendant observables. For example, estimating
equation (1.1) with 𝐾 = {3} and predicting the values gives 𝑍3

𝑖𝑐
, then �̂�3

𝑖𝑐
can be recovered by taking the residuals

from regressing 𝑍3
𝑖𝑐

= 𝛽𝑋𝑖𝑐 + ^𝑡 (𝑐) + 𝛾𝑖𝑐 (�̂�𝑖𝑐 = 𝑍3
𝑖𝑐
− 𝛽𝑋𝑖𝑐 − ˆ̂𝑡 (𝑐) )and standardizing them (�̂�3

𝑖𝑐
=

�̂�𝑖𝑐−�̂�𝑖𝑐
𝑆𝐷 ( �̂�𝑖𝑐 ) ). Similar

results for the non-standardized instruments can be seen in Table A.6.
33Table A.5 displays the reduced form results. The judge instruments (�̂�1 and �̂�3) have a strong reduced form rela-

tionship with the outcomes of interest for pretrial misconduct; however, the strength of the reduced form relationship
is either mixed or weak for case outcomes and post-case outcomes.

34Because instrumental variation comes from judges × observables = 154, we may have a many weak instruments
problem. I use the specification 1{𝑠𝑖𝑐 ∈ 𝑘} = 𝛽𝑘

𝑗
𝑋𝑖𝑐 + 𝛽𝑘2 𝑋𝑖𝑐 + ^

𝑘
𝑡 (𝑐) + 𝜓

𝑘
𝑖𝑐

which produces one additional instrument
per judge-characteristic interaction (which was previously collected into a single instrument). The [124] effective F-
statistic for 𝑍1 is 35.8 and for 𝑍3 is 54.3, both are above the 2SLS critical values of 22.6 and 22.7, respectively, which
reject the weak instruments null hypothesis with a worst-case bias greater than 5% of the OLS bias at a significance
level of 5%.

35If treatment effects are constant across individuals, then 2SLS will return the average treatment effect even in the
case of unordered treatments. However, rejection of the null in the over-identification test in Table A.4 is consistent
with different judge instruments identifying different treatment effects, indicative of heterogeneous treatment effects.
Furthermore, we cannot exploit the ordered structure to recover a meaningful average causal response of increased
treatment ([125]) due to the treatments not being quantifiable in a meaningful sense.
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judge instrument — or a local average treatment effect (LATE). [98] provide informal tests for the

conditions under which 2SLS can recover a LATE. As discussed in Appendix A.1.3, I find small

violations of these tests, so I cautiously proceed with the interpretation of the 2SLS results as a

LATE.

1.3.2 Results: EM vs. Release

Column (1) of Table 1.5 displays the 2SLS results for the effect of a defendant being placed

on EM relative to release for the main felony sample. Relative to release, EM reduces FTAs by

-5.5pp (p<0.05) (-45.31% of release mean). This indicates that EM is an effective method for

ensuring defendants show up for court, though this is consistent with a reminder effect rather than

necessarily preventing flight, as [126] show that reminder text messages can have large effects on

reducing FTAs and are not nearly as coercive as EM.

Despite the significant decrease in FTAs, EM increases the likelihood of a new case pretrial

7.1pp (p<0.05), which is a 41.5% increase relative to the release mean. We can decompose these

effects into charge types: serious charges (violent crimes and non-drug felonies), low-level charges

(drug crimes and non-felonies), and bond violation/escape charges (a single case can have multiple

charge types). EM increases the likelihood of each charge type: 1.6pp (p>0.1) for serious, 3.5pp

(p<0.05) for low-level, 4pp (p<0.05) for violations. As discussed in Section 1.2.4, the increase

in arrests for crimes pretrial consistent with EM increasing the probability of detection, such that

more crimes may be detected under EM while total crimes may actually decrease due to deterrence

and incapacitation. Despite the increase in new cases (the extensive margin), on the intensive mar-

gin (measured by the dollar cost of new cases), EM has a noisy but negative effect. So, while EM

increases arrests, this is largely driven by low-cost crimes. On the other hand, the increase in vio-

lation charges is consistent with EM as a “punitive surveillance” device with many inflexible rules

by which defendants cannot reasonably abide ([127], [6], [4], [18]), leading to higher punishment

costs.

I find that EM has a small or null effect on case outcomes, with a small and not statistically sig-
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nificant increase in the likelihood of a guilty felony charge and a decrease in the likelihood of being

sentenced to incarceration. Similarly, EM has small positive effects but not statistically significant

effects on total new cases over 4 years for all and felony cases, and on the intensive margin, EM

has a noisy effect on post-trial cost crime over 3 years and over 4 years post-bond court. These

results are consistent with EM being no more coercive or criminogenic than release, though they

may be null due to the weakness reduced form relationship for these outcomes. Overall, EM does

not appear to have higher indirect costs relative to release.

1.3.3 Results: EM vs. Detention

Column (2) in Table 1.5 displays the 2SLS results for the effect of a defendant being placed on

EM relative to detention for the main felony sample. Relative to being detained pretrial, EM results

in a significant increase in FTAs, 7pp (p<0.05) (241.7% increase relative to the detain mean). Sim-

ilarly, EM also increases the likelihood of having a new case pretrial, by 16pp (p<0.05) (150.26%

increase relative to the detain mean). Furthermore, there is a large and uniform increase across all

charge types, meaning the increase in new cases pretrial is not solely driven by violations. EM

decreases the intensive margin (cost of pretrial crime) when using the full murder cost (-$8,300

(p>0.1)). However, this is due to outlier murder charges because when using the low-murder cost,

EM leads to a statistically significant increase in pretrial crime costs ($2,600 (p<0.05)). These

results suggest that EM’s deterrence effect and partial-incapacitation effect are not complete sub-

stitutes for detention’s incapacitation effect and allow for defendants to FTA, but the increase in

crime is relatively low-cost and likely less than even the short-run marginal cost of detaining a

defendant.

EM has a small negative effect on the likelihood of being found guilty on a felony charge (-

1.6pp (p>0.1)). However, EM does result in better case outcomes, with the likelihood of being

sentenced to incarceration declining by -4.9pp (p<0.05), corresponding to -17.23% of the EM

mean. These results suggest EM improves some case outcomes for defendants relative to detention

and has lower indirect costs.
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Despite a reduction in post-trial incarceration, EM has small and noisy effects on total cases

and felony cases post-trial. EM has a negative but noisy effect on post-trial crime-cost when using

both full (-$17,000 (p>0.1)) and low (-$1,800 (p>0.1)) murder cost, as well as crime-cost over

4 years following bond court for full (-$40,000 (p<0.05) and low murder (-$71 (p>0.1)). This

suggests that any reduction in post-trial incapacitation or deterrence due to being placed on EM

relative to detention is not sufficient to outweigh EM’s lower criminogenic effect, and thus EM

appears to be less criminogenic than detention resulting in either no change in or cost savings in

post-trial criminal activity, further supporting EM’s lower indirect costs relative to detention.

1.4 Heterogenous Effects

The 2SLS results do not tell us how the expansion of EM would affect different types of de-

fendants, which is particularly important considering how the introduction or expansion of EM

will lead to different populations being assigned to EM rather than release or detention. For this,

we turn to a marginal treatment effects (MTE) framework. In this section, I build on [102]’s gen-

eralized ordered choice [128]-style model to identify MTEs under weaker assumptions. Then, I

provide a tractable method for semiparametrically estimating said MTEs. With MTEs, we are able

to construct relevant treatment parameters, such as the average effect of moving a released defen-

dant to EM. This section focuses on the case of 3 ordered treatments while Appendix A.3 provides

the general identification result and estimation method.

1.4.1 Empirical Strategy

Model

Selection into Treatment A bond court judge is randomly assigned (conditional on time fixed

effects) to a defendant and assigns the defendant to one of three mutually exclusive treatment

levels (𝑆 ∈ {1, 2, 3}) ordered by their intensity: release (𝑆 = 1), EM (𝑆 = 2), and detention

(𝑆 = 3). The judge’s decision is based partially on the defendant’s observable characteristics (𝑋).

Different judges can view observable characteristics differently (e.g., one judge is harsh on drug

19



offenders, another lenient, another prefers EM for them), so we interact the judge with observables

to construct an instrument 𝑍 = Judge × 𝑋 . We can capture the judge’s benefit from or desire to

assign a defendant to higher treatment with some function 𝜏(𝑋, 𝑍).

We assume all unobservable characteristics (unobservable to the econometrician but observed

by the judge) that influence the judge’s decision can be summarized in a single “latent” index 𝑉 ,

which has a continuous but unspecified distribution. 𝑉 captures the cost to the judge of assigning

the defendant to a higher treatment and can be seen as the defendant’s resistance to higher treat-

ment, according to judges, or just resistance to treatment. We make no assumptions on the factors

which determine 𝑉 ; 𝑉 could be a function of the likelihood of committing a future crime, wealth,

or hair length.

Collectively, the “net” benefit from assigning a defendant to a higher treatment level to the

judge is 𝜏(𝑋, 𝑍) − 𝑉 , and this index moves across a series of thresholds which are a function

of judge preferences over observables (𝐶𝑠 (𝑍)). Higher treatments have weakly higher threshold

values (𝐶𝑠−1(𝑍) ≤ 𝐶𝑠 (𝑍) ∀𝑠), and no one can be assigned below 𝑆 = 1 nor above 𝑆 = 3, so

𝐶0(𝑍) = −∞ and 𝐶3 = +∞. A defendant is assigned to treatment level 𝑠 if and only if the net

benefit is between the relevant cutoffs:

𝐷𝑠 = 1(𝑆 = 𝑠) = 1[𝐶𝑠−1(𝑍) < 𝜏(𝑋, 𝑍) −𝑉 ≤ 𝐶𝑠 (𝑍)] (1.4)

where 𝐷𝑠 ∈ {0, 1} indicates whether the defendant was assigned to treatment level 𝑠. This selection

model assumes strict monotonicity of unobserved defendant’s index (𝑉), in that all judges agree

on the ordering of 𝑉 , and that higher values of 𝑉 , all else equal, should receive weakly higher

treatments.36 However, judges can set different cutoffs for which values of 𝑉 (conditional on 𝑋)

receive higher treatments.37

36All judges agree that any defendant 𝑎 with 𝑉𝑎 = 𝑣′ should receive a weakly higher treatment than any defendant
𝑏 who is identical to defendant 𝑎 except that 𝑉𝑏 = 𝑣 if 𝑣′ < 𝑣. This is analogous to the monotonicity assumption
discussed in [129] and [130], but in an ordered environment ([131]).

37For example, judge 𝐴 is more lenient with felony drug charges than judge 𝐵 on the EM (2) versus detention (3)
margin, but more strict than judge 𝐵 on the EM (2) versus release (1) margin: 𝐶2 (𝐴 × Drug) > 𝐶2 (𝐵 × Drug) and
𝐶1 (𝐴 × Drug) < 𝐶1 (𝐵 × Drug), so a larger range of values 𝜏(𝑋, 𝑍) − 𝑉 for defendants with drug charges will be
assigned to EM under judge 𝐴 relative to judge 𝐵.
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Assuming 𝑉 is independent of 𝑍 and 𝑋 and using a standard transformation from [102], we

can reorganize the selection model into a function predicted probabilities, and we can transform 𝑉 ,

whose distribution we do not know, into a uniform random variable. Let 𝐹𝑉 (𝑉) = 𝑈 ∼ 𝑈𝑛𝑖 𝑓 [0, 1]

(𝐹𝑉 (·) is the CDF of 𝑉), such that 𝑈 now captures resistance to higher treatment. Let 𝜋𝑠 (𝑍, 𝑋)

as the probability a defendant receives a treatment higher than 𝑠 given 𝑍 and 𝑋 . Whereas we

did not know 𝜏(𝑋, 𝑍) or 𝐶𝑠 (𝑍)∀ 𝑠, we can estimate 𝜋𝑠 (𝑍, 𝑋) as predicted probability of higher

treatment based on 𝑍 and 𝑋 . 𝜋1(𝑍, 𝑋) = Pr(𝑆 > 1) is the probability of not being released, and

𝜋2(𝑍, 𝑋) = Pr(𝑆 > 2) = Pr(𝑆 = 3) is the probability of being detained, given values of 𝑋 and 𝑍 .

Equation (1.4) can now be expressed as:38

𝑆 =



1 (Release), if 𝑈 ≥ 𝜋1(𝑍, 𝑋)

2 (EM), if 𝜋1(𝑍, 𝑋) > 𝑈 ≥ 𝜋2(𝑍, 𝑋)

3 (Detain), if 𝜋2(𝑍, 𝑋) > 𝑈

Essentially, the defendant is assigned to treatment higher than 𝑠 if the observable factors push-

ing them higher, as measured 𝜋𝑠 (𝑍, 𝑋), are larger than their unobserved resistance to treatment, as

measured by𝑈.

Potential Outcomes Let𝑌 be the outcome of interest for a specific defendant, such as whether

the defendant fails to appear in court (𝑌 ∈ {0, 1}) or the number of cases against them post-trial

(𝑌 ∈ {0, 1, 2, . . .}). 𝑌𝑠 is the defendant’s treatment (𝑠)-specific potential outcome: their outcome

if they were placed in treatment level 𝑠 ([132]). Then, the observed outcome of a defendant is

their potential outcome for the treatment they actually received: 𝑌 =
∑3
𝑠=1𝑌𝑠 × 𝐷𝑠, where 𝑌𝑠 is a

function of observables (𝑋) and unobservable factors 𝜔𝑠 ∀𝑠.

For example, if we could observe both 𝑌1 and 𝑌2 for a defendant, then 𝑌2 − 𝑌1 would give us

that defendant’s treatment effect of being placed on EM (𝑆 = 2) relative to being released (𝑆 =

1). However, we only ever observe a single potential outcome for each defendant. Furthermore,

38Because 𝜋𝑠 (𝑍, 𝑋) = Pr(𝑆 > 𝑠 |𝑍, 𝑋) = 𝐹𝑉 (𝜏(𝑋, 𝑍) − 𝐶𝑠 (𝑍)) = Pr(𝜏(𝑋, 𝑍) − 𝑉 ≥ 𝐶𝑠 (𝑍)), then 1(𝑆 = 𝑠) =

1[𝐹𝑉 (𝜏(𝑋, 𝑍) − 𝐶𝑠−1 (𝑍)) > 𝐹𝑉 (𝑉) ≥ 𝐹𝑉 (𝜏(𝑋, 𝑍) − 𝐶𝑠 (𝑍))], so 1(𝑆 = 𝑠) = 1[𝜋𝑠−1 (𝑍, 𝑋) > 𝑈 ≥ 𝜋𝑠 (𝑍, 𝑋)].
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E[𝑌𝑠] ≠ E[𝑌 |𝐷𝑠 = 1] because treatment is not randomly assigned and is possibly assigned based

on potential outcomes.

For estimation and identification in this section, I assume full independence of observables and

unobservables ([133]), (𝑋, 𝑍) ⊥ (𝜔1, 𝜔2, 𝜔3,𝑈), and that 𝑌𝑠 is linear in observables. This implies

additive separability: 𝑌𝑠 = 𝛽𝑠𝑋 +𝜔𝑠, meaning the way observables influence potential outcomes is

unrelated to the way unobservables do.39

Treatment Effects

Because all judges agree on the ranking of defendants in terms of 𝑈 but disagree on where

to set cutoffs and how to weigh observable factors, two nearly identical defendants in terms of

𝑈 can be assigned to different treatments solely due to their quasi-randomly assigned judge. The

judge only influences outcomes by influencing treatment, not by influencing potential outcomes.

Given we observe 𝑋 , which influences both treatment and potential outcomes, we must overcome

the fact that the unobserved component, 𝜔𝑠, may also influence treatment assignment in order to

measure the effect of one treatment versus another. As we have assumed 𝑉 (and thus 𝑈) captures

all unobserved factors determining treatment, we have that: E[𝑌𝑠 |𝑋 = 𝑥,𝑈 = 𝑢] = 𝛽𝑠𝑥 + E[𝜔𝑠 |𝑢].

So, we will use the variation in judges to study how defendants across the distribution of 𝑈

respond to different treatments. Because𝑈 ranks defendants by how likely they are to be assigned

to a higher or lower treatment, different treatment effects across different values of 𝑈 inform how

outcomes will change if, for example, EM is expanded to defendants who are likely to be detained

(low 𝑈, all else equal) or released (high 𝑈, all else equal). Note that we can only make such

comparisons where there is common support, meaning that judges must have sufficiently different

cutoffs such that we observe individuals with𝑈 = 𝑢 in different treatments.

MTEs and MTRs We can define the marginal treatment effect (MTE) as the average treat-

ment effect of a defendant with observables 𝑋 = 𝑥 and unobservable resistance 𝑈 = 𝑢 from one
39While additive separability can be obtained with weaker assumptions than full independence ([95]), assuming full

independence is appropriate in this case because of the interaction between observables and judges in constructing the
instruments.
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treatment 𝑠 to another 𝑠′ as: 𝑀𝑇𝐸𝑠′,𝑠 (𝑋 = 𝑥,𝑈 = 𝑢) = E[𝑌𝑠′ − 𝑌𝑠 |𝑋 = 𝑥,𝑈 = 𝑢].40 In partic-

ular, we are interested in the effects of moving from release to EM (𝑀𝑇𝐸2,1(𝑥, 𝑢)) and moving

from detention to EM (𝑀𝑇𝐸2,3(𝑥, 𝑢)). We can decompose any MTE into the difference between

two marginal treatment response (MTR) functions, E[𝑌𝑠′ |𝑋,𝑈] and E[𝑌𝑠 |𝑋,𝑈] ([103]). Given the

prior assumptions, we have:

𝑀𝑇𝐸𝑠′,𝑠 (𝑋,𝑈) = E[𝑌𝑠′ − 𝑌𝑠 |𝑋,𝑈] = E[𝑌𝑠′ |𝑋,𝑈]︸        ︷︷        ︸
MTR of 𝑠′

−E[𝑌𝑠 |𝑋,𝑈]︸       ︷︷       ︸
MTR of 𝑠

= (𝛽𝑠′ − 𝛽𝑠)𝑋 + E[𝜔𝑠′ |𝑈] − E[𝜔𝑠 |𝑈]

(1.5)

Then, we can identify MTEs by first identifying MTRs separately. In Appendix A.3, I show

that each MTR can be identified relying solely on variation between 𝜋𝑠 and 𝜋𝑠−1 for E[𝑌𝑠 |𝑋,𝑈]

∀𝑠. For example, by taking the derivative of E[𝑌 × 𝐷𝑠 |𝜋𝑠, 𝜋𝑠−1, 𝑋] (which can be estimated) with

respect to 𝜋𝑠−1, we recover the MTR for 𝑆 = 𝑠, E[𝑌𝑠 |𝑈 = 𝑢, 𝑋 = 𝑥], at 𝑢 = 𝜋𝑠−1. [101] developed

a similar approach but with the aim to bound MTRs.

Treatment Parameters of Interest As shown in [91], with marginal treatment effects and full

support, we can construct a variety of treatment parameters of interest: in particular, the average

treatment effects of moving from release or detention to EM (𝐴𝑇𝐸2,1 and 𝐴𝑇𝐸2,3), the average

treatment effect of moving from release to EM for released defendants (𝐴𝑇𝑅), and the average of

moving from detention to EM for detained defendants (𝐴𝑇𝐷).

The ATE tells us the expected difference in an outcome if we took a random defendant in the

population and assigned them to one treatment (EM) versus another (release or detention), fixing

𝑥 at �̄� (the mean of observables across all observations). Because 𝑢 is uniformly distributed in the

population, each point on the 𝑀𝑇𝐸 is weighted equally.

𝐴𝑇𝐸2,1 =

∫ 1

0
𝑀𝑇𝐸2,1(𝑢, �̄�)𝑑𝑢,

𝐴𝑇𝐸2,3 =

∫ 1

0
𝑀𝑇𝐸2,3(𝑢, �̄�)𝑑𝑢

40When the treatment levels are adjacent (e.g., 𝑠′ = 𝑠 + 1), the MTE is referred to as the transition-specific marginal
treatment effects (TSMTE) ([134].
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The ATR tells us the expected difference in outcomes if we took a random defendant who was

released and assigned them to EM — that is, what would happen if we removed release as an

option for defendants and assigned them to EM instead? Similarly, the ATD tells us the expected

difference in outcomes if we took a random defendant who was detained and assigned them to EM

— that is, what would happen if we removed detention as an option for defendants and assigned

them to EM instead? These effects are relevant when discussing policies under which EM is

expanded to replace release or detention.41

𝐴𝑇𝑅 =

∫ 1

0
𝑀𝑇𝐸𝐸𝑀,𝑅 (𝑢, 𝑥)𝑊𝑅 (𝑢, 𝑥)𝑑𝑢,

𝐴𝑇𝐷 =

∫ 1

0
𝑀𝑇𝐸𝐸𝑀,𝐷 (𝑢, 𝑥)𝑊𝐷 (𝑢, 𝑥)𝑑𝑢

In contrast with the ATE, which evenly weights all points on the MTE curve because 𝑢 is

uniform in the population, the ATR(D) applies heterogeneous weights. The ATR(D) weighs the

effect of the observables of individuals more likely to be released (detained) more heavily, meaning

those with low (high) values of 𝜋1 (𝜋2), and they weigh the effects of unobservables more heavily

for individuals who are unobservably more likely to be released (detained), equating to higher

weights on high (low) values of 𝑈 = 𝜋1 (𝑈 = 𝜋2). These weights are both contained in 𝑊𝑅

and 𝑊𝐷 , which both integrate to 1, though their exact composition depends on functional form

assumptions in practice.

Estimation

Estimation of MTRs requires first recovering 𝜋1 and 𝜋2 and then recovering MTEs as the

difference between MTRs. Steps and assumptions for estimation are discussed in more detail in

Appendix A.3.

Recovering 𝜋 𝜋1 and 𝜋2 can be recovered separately by estimating equation (1.1) with the

dependent variables being 1[𝑆𝑖 > 1] = 𝐷𝑖,2 + 𝐷𝑖,3 and 1[𝑆𝑖 > 2] = 𝐷𝑖,3, respectively, using a

41However, they differ from the policy relevant treatment effect focusing on shifting propensity scores and
treatment-uptake decisions ([91], [133], [97]).
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probit model and predicting treatment probabilities.42

Recovering MTRs and MTEs As discussed above, we take the derivative of E[𝑌×𝐷𝑠 |𝜋𝑠, 𝜋𝑠−1, 𝑋]

with respect to either 𝜋𝑠 or 𝜋𝑠−1 to recover an MTR (E[𝑌𝑠 |𝑋,𝑈]) at 𝜋𝑠, 𝜋𝑠−1 = 𝑢. Given additive

separability of 𝑌𝑠, E[𝑌𝑠 |𝑋 = 𝑥,𝑈 = 𝑢] = 𝛽𝑠𝑥 + E[𝜔𝑠 |𝑈 = 𝑢].

Using the fact that we observe 𝑌 and 𝐷𝑠 = 1[𝜋𝑠 ≤ 𝑈 < 𝜋𝑠−1], we can construct 𝑌 × 𝐷𝑠:

𝑌𝑖 × 𝐷𝑖,𝑠 is 0 if 𝑆𝑖 ≠ 𝑠 and 𝑌𝑖 if 𝑆𝑖 = 𝑠. I define Λ𝑠 (𝜋) =
∫ 𝜋

0 E[𝜔𝑠 |𝑈 = 𝑢]𝑑𝑢, such that:

E[𝑌 × 𝐷𝑠 |𝜋𝑠, 𝜋𝑠−1, 𝑋] = 𝛽𝑠𝑋 × (𝜋𝑠−1 − 𝜋𝑠) + E[𝜔𝑠 × 𝐷𝑠 |𝜋𝑠, 𝜋𝑠−1]

= 𝛽𝑠𝑋 × (𝜋𝑠−1 − 𝜋𝑠) + Λ𝑠 (𝜋𝑠−1) − Λ𝑠 (𝜋𝑠)

where the change in the second line is due to
∫ 𝜋𝑠−1
𝜋𝑠
E[𝜔𝑠 |𝑈 = 𝑢]𝑑𝑢 =

∫ 𝜋𝑠−1
0 E[𝜔𝑠 |𝑈 = 𝑢]𝑑𝑢 −∫ 𝜋𝑠

0 E[𝜔𝑠 |𝑈 = 𝑢]𝑑𝑢. Note that the separable nature of Λ𝑠 (𝜋𝑠−1) − Λ𝑠 (𝜋𝑠) is a result of the single

index model.

We can approximate the difference Λ𝑠 (𝜋𝑠−1) −Λ𝑠 (𝜋𝑠) using sieves which can be, for example,

a B-spline or polynomial. Specifically, let Φ𝑠 (𝜋) denote a vector of basis functions used to ap-

proximate Λ𝑠 (𝜋𝑠−1) −Λ𝑠 (𝜋𝑠), such that Λ𝑠 (𝜋𝑠−1) −Λ𝑠 (𝜋𝑠) ≈ 𝜙𝑠 [Φ𝑠 (𝜋𝑠−1) −Φ𝑠 (𝜋𝑠)], where 𝜙𝑠 is

a vector of coefficients for each 𝑠. For example, with a 3rd polynomial sieve, Φ𝑠 (𝜋) = [𝜋, 𝜋2, 𝜋3]

for each 𝑠. Using this sieve approximation and including 𝜖 as an error term, we can estimate with

OLS:

𝑌 × 𝐷𝑠 = 𝛽𝑠𝑋 (𝜋𝑠−1 − 𝜋𝑠) + 𝜙𝑠 [Φ𝑠 (𝜋𝑠−1) −Φ𝑠 (𝜋𝑠)] + 𝜖 (1.6)

Then, we can approximate the MTR by taking the derivative with respect to 𝜋𝑠 or 𝜋𝑠−1 to

recover E[𝑌𝑠 |𝑥, 𝑢] ≈ 𝛽𝑠𝑥 + 𝜙𝑠Φ′
𝑠 (𝑢). Finally, we can take the difference between MTRs evaluated

at the same values of 𝑋 and𝑈 to recover 𝑀𝑇𝐸𝑠+1,𝑠 (𝑥, 𝑢) ≈ (𝛽𝑠+1 − 𝛽𝑠)𝑥 + 𝜙𝑠+1Φ
′
𝑠+1(𝑢) − 𝜙𝑠Φ

′
𝑠 (𝑢).

42This allows for all judges’ preferences over observables to be heterogeneous across treatment margins (approx-
imating instrument-dependent 𝐶1 (𝑍) and 𝐶2 (𝑍)), but also allows observables to uniformly affect the likelihood of
crossing a treatment threshold (𝜏(𝑋, 𝑍)). Note that this is similar to, but not equivalent to, estimating an ordered
probit with judge-specific thresholds, as it involves additivity across judge × characteristics by threshold and is less
sensitive to misspecification of the distribution of 𝑉 .
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Main results use a 3rd degree polynomial for Φ, meaning MTRs and MTEs effectively use a

2nd degree polynomial. 95% confidence intervals are based on bootstrapped estimates with 200

runs producing non-symmetric confidence bands (see Appendix A.3.5 for more information).

Common Support MTEs can be identified where common support exists between MTRs.

Because there are only 3 treatment levels, common support hinges upon the only middle treatment,

EM, where we require overlapping support for 𝜋1 and 𝜋2 in the EM sample.43 Figures A.7 -

A.9 display the support and variation of 𝜋1 and 𝜋2. Using a 1% sample trim, the support of

EM is 𝜋1, 𝜋2 ∈ [0.25, 0.77] (see Figure A.9), so the main results focus on EM versus release

and EM versus detention 𝑢 ∈ [0.25, 0.77], corresponding to mid-range defendants and excluding

defendants at both extremes.

Constructing Treatment Parameters I follow [99] in the construction of these treatment ef-

fects (see Appendix A.1.4 for details). Importantly, the ATR, ATD, and ATEs can only be identified

with full support (the support of integration is 0 to 1). Given that we lack full common support

(𝑢 ∈ [0.25, 0.77]), we instead can identify common support equivalents: CATEs, CATR, CATD

(i.e., common support ATEs, ATR, ATD) ([133], [41]).44 In practice, I rescale weights to ensure

they integrate to 1 over the common support. See Figure A.10 for the weights for the unobservable

components under common and full support.

Comparison With Prior Methods

This semiparametric sieve approach has advantages over prior methods for estimating MTEs,

specifically the fully parametric approach that assumes jointly normal unobservables (the “Nor-

mal” method) from [102], [134], and [104]. In addition to being fast and straightforward, this

approach allows for non-linear MTEs, while the Normal method produces MTEs with monotonic

and largely pre-determined shapes (effectively linear for all but the more extreme values of 𝑢) as

43Because 𝜋0 = 1 and 𝜋3 = 0, MTRs for release (𝐸 [𝑌1 |𝑥, 𝑢]) and detention (𝐸 [𝑌3 |𝑥, 𝑢]) only require variation in 𝜋1
and 𝜋2, respectively.

44Note that with [41]’s notation, we would refer to these analogous parameters simply the ATE/ATR/ATD for the
common support sample, while [133] use 𝐴𝑇𝐸 , for example, to differentiate the common support ATE from the true
ATE.
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a result of the parametric assumptions. While prior applications of the Normal method only re-

cover MTEs, this method also allows us to recover MTRs. Furthermore, while an advantage of

the Normal method is that it allows for MTE estimation across the full support, the sieve method

can be easily adapted to a fully parametric polynomial model to recover MTRs beyond common

support and make full support comparisons. In Section 1.6, I compare the main common support

results to full support using polynomial and the Normal method. Appendix A.1.5 provides more

comparisons between the method presented in this paper and the Normal method for MTEs.

1.4.2 Results: EM vs. Release

Columns (1) and (2) of Table 1.6 and the left panels of Figures 1.5 - 1.7 display the effects of

EM relative to release for the average defendant (CATE) and released defendants (CATR), along

with 95% confidence intervals. Figures A.11 - A.13 display the MTE results, where higher values

of𝑈 (x-axis) correspond to defendants who are easier to release.45

Relative to release, EM decreases the likelihood of a failure to appear in court. The effect

is largest for low 𝑈 defendants and smallest for high 𝑈 defendants, and this selection pattern is

consistent with judges assigning EM to defendants who would benefit (in terms of lower FTAs)

from EM relative to release, based on unobservable factors. As a result, the CATE estimate (-

9.8pp (p<0.01)) is larger than the CATR (-5.8pp (p<0.01)) (close to the 2SLS estimate), meaning

expanding EM to defendants more likely to be released results in smaller benefits in terms of FTA

reduction.

EM increases new cases pretrial for less resistant defendants (less likely to be released), but

the effect moves negative as resistance increases, and this results in a noisy and near null effect

across the distribution despite a positive and large 2SLS estimate. The noisy effect is driven by

a null effect on new case charges for serious crimes, a negative effect on low-level charges, and

a positive effect on violation charges– all sharing the same selection pattern with larger effects

45Figures A.17-A.19 display the MTRs. Recall that the MTEs are evaluated at values of 𝑈 = 𝜋1, so the x-axis is
a measure of unobserved resistance to higher treatment — for example, 𝑀𝑇𝐸2,1 at 𝑈 = 𝜋1 = 0.25 is for individuals
who are unobservably harder to release (less resistant) and at 𝑈 = 𝜋1 = 0.77 are unobservably easier to release (more
resistant).
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for low-resistance defendants and smaller or negative effects on high-resistance ones. Overall,

EM reduces the likelihood of charges for low-level crimes with -3pp (p<0.1) and increases the

likelihood of violations by 3.2pp (p<0.01) for the average defendant. The effects on defendants

likely to be released (CATR) are more muted, with a -1.8pp (p>0.1) decrease for low-level charges

and a 1.4pp (p<0.05) increase for violations. Consistent with this, the effects on pretrial case cost

are negative but noisy. From this, we can conclude that EM likely has a crime-reducing effect

relative to release, reducing the likelihood of a new case with crime-related charges, but there is no

significant effect on the intensity or social cost associated with these charges.

For case outcomes, EM increases the likelihood of a guilty felony charge and being incarcerated

for defendants least likely to be released, but this effect decreases rapidly as defendants become

more likely to be released. This results in positive CATEs (6.1pp (p<0.05) and 15pp (p<0.01)) but

a negative CATR for felony charges (-2.8pp (p>0.1)) and a barely positive effect on sentencing

(1.8pp (p>0.1)). While these patterns could be indicative of EM being coercive for higher-severity

defendants and improving outcomes for low-severity defendants — possibly by reducing FTAs

and rearrests and thus strengthening their cases — these results are largely suggestive due to small

2SLS estimates and the weak reduced form relationship.

Post-trial, EM increases the total number of new cases over 4 years, with a parabolic selection

pattern: small effects on high and low resistance defendants and larger effects for mid-resistance

defendants. This results in similar CATE and CATR estimates (0.39 (p<0.01) and 0.35 (p<0.01))

slightly larger than the 2SLS estimate. However, the effects on felony cases are small (and null for

2SLS), and EM has a noisy but near null (or positive in the case of low-murder cost) effect on total

case cost over 4 years post-bond court, suggesting no significant criminogenic effect.

Overall, relative to release, EM increases punishment costs through increasing new cases for

violations, and there is weak evidence for higher indirect costs through increased future low-cost

recidivism and worse sentencing. However, EM reduces crime costs through a reduction in new

pretrial cases for criminal activity and lower pretrial crime costs, as well as a reduction in FTAs.

However, this reduction in pretrial new cases is small and driven by low-level crime. Selection
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patterns indicate that both the costs and benefits of moving from release to EM are smaller for

defendants who are released relative to the average defendant.

1.4.3 Results: EM vs. Detention

Columns (3) and (4) of Table 1.6 and the right panels of Figures 1.5 - 1.7 display the CATE and

CATD estimates along with 95% confidence intervals, and Figures A.14 - A.16 display the MTE

results.46

Relative to detention, EM increases the likelihood a defendant fails to appear in court across all

defendants, but the effect decreases in magnitude as defendant resistance increases. So, defendants

who are unobservably easier to detain experience smaller increases in FTAs, a pattern inconsistent

with selection into treatment upon gains in terms of reduced FTAs. This results in a lower CATD

(3.3pp (p<0.01)) than CATE (5.3pp (p<0.01)), both smaller than the 2SLS estimate.

For new cases pretrial, EM increases the likelihood of a new case for the average defendant

(6.5pp (p<0.01)) and similarly for defendants more likely to be detained (7.3pp (p<0.01)). This

effect is driven by low-level and violation charges with CATEs (CATDs) of 3.8pp (p<0.05) (3.1pp

(p<0.1)) and 3.7pp (p<0.01) (5.3pp (p<0.01)), respectively. Importantly, defendants assigned to

EM relative to detention are no more likely to have new cases with serious charges. Notably, EM’s

effect on violations is relatively constant across defendant resistance. These results are in contrast

with the 2SLS estimates, which are uniformly positive and larger than the CATEs or CATDs, and

suggest over-weighting low-resistance defendants if interpreted as a LATE. Nevertheless, the effect

on pretrial crime costs is noisy and negative using full murder cost but small and positive with low-

murder costs — consistent with the small effects on serious charges. Overall, it appears EM does

not result in more costly pretrial crime but does involve more rearrests for violations.

The MTE results suggest that EM improves case outcomes relative to detention, decreasing the

likelihood of a guilty felony charge and of being sentenced to incarceration, with effects increasing

46Figures A.17-A.19 display the MTRs. Recall that the MTEs are evaluated at values of 𝑈 = 𝜋2, so the x-axis is
a measure of unobserved resistance to higher treatment — for example, 𝑀𝑇𝐸2,3 at 𝑈 = 𝜋2 = 0.25 is for individuals
who are unobservably easier to detain (less resistant) and at 𝑈 = 𝜋2 = 0.77 are unobservably harder to detain (more
resistant).
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in magnitude as defendant resistance to detention increases. This is consistent with judges having

some signal over defendant guilt or case strength when determining pretrial treatment, such that

defendants who are unobservably (to the econometrician) less resistant to detention experience

smaller changes in outcomes. These patterns result in CATEs of -30pp (p<0.01) and -29pp (p<0.01)

and CATRs of -22pp (p<0.01) and -23pp (p<0.01), respectively; however, the 2SLS estimates are

significantly smaller (though still negative) than the CATD and CATE estimates.47

Post-trial, EM has a positive effect on total new cases over 4 years for low-resistance defendants

and has a negative effect for high-resistance defendants, with a similar pattern for felony cases.

While this results in null CATE estimates (similar to the 2SLS estimates), the CATDs are positive

(0.28 (p<0.01) for all and 0.14 (p<0.01) for felony). However, when post-trial cases are weighted

by their crime cost, EM has a noisy negative effect on the average (-$44,000 (p<0.1)) and detained

(-$31,000 (p>0.1)) defendant with full murder cost, and small effects with low murder cost. On

net, EM has a negative effect on total case cost over 4 years following bond court for both full and

low murder cost, with effects slightly increasing in magnitude as defendant resistance increases.

This results in full and low murder cost CATEs (CATDs) of -$63,000 (p<0.01) (-$52,000 (p<0.05))

and -$5,700 (p<0.05) (-$1,400 (p>0.1)), with similar 2SLS estimates.

Overall, EM allows for increased pretrial misconduct in both pretrial crime, driven by low-level

charges and violations, and FTAs. However, the main estimates are consistent with EM improving

defendant case outcomes (though estimates range widely) and having a small effect on future cost-

weighted recidivism. Selection patterns indicate that the average defendant experiences larger

benefits and smaller costs of being placed on EM relative to detention compared with defendants

who are detained.
47While these are large estimates, they are not inconsistent with prior work: [30]’s 2SLS estimates for the effect of

release versus detention show release reduces guilty verdicts by about 24% of the detained defendant mean.
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1.5 Policy Implications

1.5.1 Are Defendants Elastic?

As discussed in Section 1.2.4, EM aims to reduce pretrial crime through deterrence (increas-

ing the probability of detection) and partial incapacitation (house arrest). If EM solely operated

through incapacitation, and the change in detection rates was small, then EM’s effect on new cases

pretrial would be proportional to EM’s effect on pretrial crime. However, the effect on new cases

pretrial, which was relatively small relative to EM versus release, will understate the effect on pre-

trial crime. This is because EM likely increases the probability of detection, and thus a larger share

of crimes will be detected under EM. If EM solely operated through incapacitation (house arrest),

then this would suggest EM’s crime-reduction effect is small. We can explore the sensitivity of

pretrial crime with respect to the probability of detection and EM’s crime-reduction effect.

First, we can infer a lower bound for the average defendant’s elasticity with respect to the

probability of detection, 𝜖 𝑐𝑝 ≈
Δ𝑐

𝑐𝐸𝑀+𝑐𝑅
2
Δ𝑝

𝑝𝐸𝑀+𝑝𝑅
2

, where Δ𝑥 = 𝑥𝐸𝑀 − 𝑥𝑅, using the fact that 𝑎𝑟𝑟𝑒𝑠𝑡𝑠 (𝑎) =

𝑐𝑟𝑖𝑚𝑒 (𝑐) × 𝑝, to give us an expression for implied elasticity.48 Even though we do not observe 𝑝𝑅

or 𝑝𝐸𝑀 , we can trace the implied elasticities by assuming reasonable values for 𝑝𝑅 across values

of 𝑝𝐸𝑀 , and we observe 𝑎𝑅 and 𝑎𝐸𝑀 as the average MTRs (weighted for average or released

defendants) for a specific crime type, and similarly for fitted values using 2SLS estimates.49

The results are displayed in Figure 1.8 for low-level crimes and serious crimes using low,

middle, and high values for 𝑝𝑅. The results indicate that low-level crime is likely elastic with

respect to surveillance 𝜖 𝑐,𝑙𝑜𝑤𝑝 < −1, though defendants more likely to be released are slightly

48This is a lower bound on 𝜖𝑐𝑝 ≥ 𝜖𝑐𝑝 because any incapacitation effect (reducing 𝑐𝐸𝑀 ) will be attributed to deterrence.
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49Based on FBI statistics, over 40% of violent crimes are cleared, with about 30% of robberies cleared, and almost
20% of property crimes are cleared. I assume slightly higher than average clearance rates for crimes committed by
defendants who are released on bail because their location is known and they were in recent contact with the sys-
tem and are tracked by the court system and the Sheriff (e.g., court attendance). See https://ucr.fbi.gov/
crime-in-the-u.s/2017/crime-in-the-u.s.-2017/topic-pages/clearances for 2017 clear-
ance rates.

31

https://ucr.fbi.gov/crime-in-the-u.s/2017/crime-in-the-u.s.-2017/topic-pages/clearances
https://ucr.fbi.gov/crime-in-the-u.s/2017/crime-in-the-u.s.-2017/topic-pages/clearances


less elastic. However, 2SLS results suggest defendants are likely relatively inelastic, consistent

with the positive point estimates for new cases pretrial. We cannot reject the null that serious

crime is relatively inelastic with respect to the probability of detection (𝜖 𝑐,𝑠𝑒𝑟𝑖𝑜𝑢𝑠𝑝 > −1) across all

estimate types (2SLS, CATE, CATR). The potential inelasticity of crime with respect to detection

reduces the efficacy of surveillance as a social savings policy because even though crime is reduced,

socially costly arrests may rise, thereby increasing punishment costs. Furthermore, these are both

the lower bounds for elasticities, meaning defendants are likely more inelastic than 𝜖 𝑐𝑝 suggests.

The result that defendants may be relatively inelastic in serious crimes is in contrast with other

empirical studies in which increased detection led to lower observed violations ([135], [136], [49])

with which the effects on low-level crimes are more consistent. However, the inelasticity for seri-

ous crimes is consistent with the discussions of arrest rates and incarceration ([64], [65]).50 This

raises an important policy issue with respect to surveillance: if surveillance detects more crimes

but punishments stay high, and defendants are not sufficiently elastic with respect to detection,

then surveillance will result in less crime but more punishment.51

1.5.2 How Much Crime Does Surveillance Prevent?

Second, we can use a similar method to compute the total cost of crime prevented under

EM relative to release for the average defendant. Using a similar logic as above, and using

𝑐 × 𝑔 (cost of crime) =
𝑎×𝑔
𝑝

, so Δ𝑐𝑔 =
(𝑎×𝑔)𝐸𝑀

𝑝𝐸𝑀 − (𝑎×𝑔)𝑅
𝑝𝑅

. This form simplifies cost-weighted

crime as a single type with a single probability of detection, rather than summing over different

types with different probabilities of detection. With this simplification, we can use average MTRs

((𝑎 × 𝑔)𝑅 and (𝑎 × 𝑔)𝐸𝑀) for the crime cost of new cases (arrests) pretrial, and similarly for CATR

weights.52 Note that this calculation does not require any assumption on EM’s incapacitation ef-

fect.
50Even if longer prison sentences deter crime, if potential criminals are relatively inelastic, then the incarcerated

population will rise despite higher deterrence.
51Relatedly, in the theoretical literature discussing racial disparities in hit rates, it has been argued that the optimal

search rate is not that which produces the highest hit rates but that which deters the most crime (i.e., officers should
target the more elastic group) ([66], [67]).

522SLS estimates predict negative crime cost under EM, making the exercise more difficult to perform.
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The top row of Figure 1.9 displays the implied changes in pretrial crime due to EM’s crime-

reduction effect for all charges. Assuming a crime-cost weighted (mainly weighted by murder)

𝑝𝐸𝑀 = 0.5, the point estimates suggest EM prevents nearly $25,000 of pretrial crime for the

average defendant and less than $10,000 for the released defendants — importantly, we cannot

reject a null (or even positive) effect by EM relative to release. However, this assumes that EM

detects 100% of crimes and that all charges are correct. Given that a large fraction of charges does

not result in a guilty finding, we can re-estimate the curve using guilty charges only, and the effects

shrink significantly: the average defendant effect is less than $10,000, and the released defendant

effect is less than $7,500 for 𝑝𝑅 = 0.5 and assuming EM detects all crimes. Only the guilty CATR

estimates can reject a null effect but cannot reject small gains. To avoid results being driven by

outlier-murder cases, we can use the low-murder cost, which significantly reduces the gains to less

than $4,000 for average and $3,000 for released with 𝑝𝑅 = 0.5 and 𝑝𝐸𝑀 = 1. For comparison, the

direct cost alone of EM operation for the average main sample defendant on EM (about 100 days)

is about $1,500.

1.5.3 Surveillance vs. Incapacitation

The results in the prior section suggest that EM is preferable to detention (better case outcomes,

less costly total new cases both pre- and post-trial), except with respect to pretrial misconduct. The

central question for EM versus detention is whether or not EM’s crime-reducing effect and lower

indirect and direct costs are a sufficient replacement for detention’s incapacitation effect and higher

direct and indirect costs. [30] estimate that pretrial detention (relative to release) costs over $50,000

in lifetime costs per marginal defendant. While we cannot provide a similar calculation for EM

versus detention due to a lack of individual financial data, we can compare the costs of pretrial

misconduct under EM versus detention using a similar method as above.

Figure 1.10 displays the changes in pretrial crime cost between EM and detention (release

following detention). Essentially, for EM’s effect to be, on average, less effective over the pretrial

period than detention, EM would need to detect fewer crimes than release (post-detention). This
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may be due to individuals released after long detention durations committing more serious crimes

than those on EM due to jail’s criminogenic effects.

By construction of the treatments, detained defendants may be released at some point during the

pretrial period (just not within 7 days). So, we can examine the magnitude of how much crime EM

allows for assuming detention is complete incapacitation, that is, defendants are held in jail until

their case is complete, essentially being denied bond.53 Figure 1.11 displays the results. For guilty

charges, assuming 𝑝𝐸𝑀 > 0.5, crime costs on EM are less than $5,000 for the average and detained

defendant. For comparison, [19] estimates the cost of a larceny/theft at around $5, 000, while the

cost of a single day of pretrial detention in Cook County is over $100 more expensive than a day

on EM– making the direct cost savings alone at least $4,000 for the median defendant. Overall, it

is highly unlikely that EM’s effect is not a cost-effective substitute for detention’s incapacitation

effect.

1.5.4 Net Costs and Savings from Expanding EM

By applying dollar amounts to the various outcomes in the framework from Section 1.2.4, we

can approximate the net savings associated with replacing release or detention for EM. Table 1.7

displays the breakdown of cost differences for ATEs, ATR, and ATD estimates using approxima-

tions for various costs.54 Figure A.20 displays the total cost MTRs for both full and low-murder

costs — notably, the MTRs are generally decreasing in defendant resistance to higher treatment.

In terms of direct cost differences replacing release with EM costs a few hundred dollars, while

replacing EM with detention saves more than $7,000 per defendant. Changes in failure to appear

53While useful, if implemented, detention would likely result in additionally harmful effects for defendant cases
and recidivism outcomes (as well as employment loss), in addition to unmeasured costs on families, individuals, and
communities, and an increase in large direct costs from holding more people in jails.

54I use average costs of $15 per defendant-day for EM and $150 defendant-day for jail and apply a 40% marginal
cost. FTAs are valued at $1,000. Crime costs are based on aggregated arrest costs assuming a 30% cost-weighted
detection rate under release, post-detention release, or post-trial, and a 60% cost-weighted detection rate under EM.
Pretrial crime costs include punishment costs. Sentencing costs are assumed to be $20,000 per defendant sentenced
to incarceration, based on [137] estimates of average prison cost per defendant in Illinois in 2015 of $33,507 and
applying a 60% marginal cost discount. This also assumes defendants sentenced to incarceration are serving one year
on average, which may be an underestimate (over 75% of individuals sentenced to prison or jail are sentenced to
prison).

34



rates are neither sizable nor costly enough to make a significant difference on average. Replacing

EM with release leads to increased sentencing costs as defendants are more likely to be sentenced

to incarceration, at $350 and $3,000 for average and released, while EM reduces sentencing costs

relative to detention at $6,000 and $5,000 for average and detained.

While the prior estimates are relative precise, crime cost estimates are not. Differences in pre-

trial crime cost are large with full murder costs with EM saving between $19,000 and $47,000 per

defendant relative to both release and detention using full murder costs for all defendant types, but

confidence intervals include zero and cannot reject modest costs or even more massive savings.

Using low-murder costs, EM still saves between $8,000 and $12,000 per defendant relative to

either release or detention, and all the confidence intervals reject savings lower than $2,000 per

defendant. Recidivism (post-trial) crime costs over 3 years add to these savings for EM relative

to detention with massive but imprecise savings with full murder cost (cannot reject losses) and

smaller but precise (reject savings smaller than $4,500). However, recidivism costs reverse some

of the benefits of EM relative to release. EM results in over $20,000 in post-trial crime with full

murder costs (but cannot reject massive savings or costs). With low-murder costs EM costs about

$10,000 per defendant in post-trial crime, with smaller confidence intervals, though only released

defendants reject any savings.

On net, EM than release is more costly for released defendants ($6,000 and $2,500 using full

and low-murder costs), but confidence intervals are wide. In contrast, the signs for average de-

fendants disagree, and the confidence intervals include both massive savings and costs. Relative

to detention, EM likely induces net savings as estimates are consistently negative for average and

detained defendants, and confidence intervals using low-murder cost are much more precise and

reject savings smaller than $4,500 per defendant. Notably, these estimates are biased in favor of

higher treatment levels, as they do not account for employment, health, or personal costs, which

are likely high in detention ([30]) if not EM as well. Nevertheless, these results are consistent with

EM being a cost-effective alternative to detention, even for otherwise-detained defendants. At the

same time, it is not clear that EM induces cost-savings relative to release, particularly for released
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defendants.

1.6 Robustness

I test the sensitivity of my results to alternative samples and specifications for five main out-

comes. Figures 1.12-1.14 display the CATE, CATR, CATD, and 2SLS estimates, while Figures

A.21-A.23 display the MTE curves. Additional checks are discussed in Appendix A.1.6.

Changing the Release Cutoff As discussed in the main results, the cutoff used for determining

the treatment is 7 days. In order to test whether the results are driven by this arbitrary cutoff, I

redefine the cutoff as 14 days and 3 days (as in [30] and [31]), and results are largely unaffected.

Felony Cases From Start In the main estimation, I include both felony and non-felony Branch

1 cases in constructing the judge instruments as that ensures all the cases the judge sees contribute

to the instrument, while the results are for the felony sample only. I re-compute the instruments

using only felony cases, and these results are generally consistent with the main results.

Including D-EM Bonds and Excluding Missing EM D-EM bonds (where the defendant pays

the bond amount to be released from jail to EM) comprise a small portion of observations that were

dropped in the felony sample. To see if this is changing the results, I re-add them to the sample

and re-compute MTEs. Also, as discussed in the data section, EM bonds with missing durations

are coded as EM. To see if that is influencing the results, I drop all missing duration EM bond

observations. In both cases, the results do not deviate significantly from the main results.

Judge Instrument Only The main instruments rely on variation in judge × observables, but

the random assignment is between cases and judges, conditional on time fixed effects. Relying

instead only on judge fixed effects (“𝑍 ( 𝑓 𝑒)”), which results in a weaker instrument with smaller

common support, produces results that are generally consistent with the main specification except

with larger effect sizes — though occasionally the estimates are highly different (e.g., for FTAs

and likelihood of incarceration for EM versus detention).

Full Support Parameters The treatment parameters were constructed over the region of com-

mon support, but we can compare these estimates to those using full support (e.g., an ATE rather
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than a CATE) using a sieve-style polynomial parametric assumption and the fully parametric ‘Nor-

mal’ method. These full support ATE, ATD, and ATRs generally agree with the main results, with

disagreements for outcomes with weak reduced form relationships or when the Normal method

extrapolates monotonically due to its parametric assumptions (e.g., FTAs for EM versus release).

Using Disposition Codes As mentioned in Section 1.2.1, defendants who receive EM bonds

may not actually be admitted into the EM system. To determine if this potential miscoding of

treatments will influence the results, I reclassify defendants’ EM status based on disposition codes

observed in their case history. I construct 4 alternative codings which allow for additional condi-

tions under which the defendant is classified as on EM based on disposition codes. The results are

displayed in Figure 1.13, and they are broadly consistent with the main results.

Re-coding Missing Treatments As discussed in Section 1.2, jail data is unmatched to cases

for a subset of the sample. In order to test the sensitivity of my results to how these cases with

missing jail data were coded or dropped, I redo the analysis with 4 additional samples in which all

cases with missing jail data are kept, usual filters applied, and the entire analysis is redone (e.g., 𝜋’s

are re-computed for each sub-sample).55 The 4 cases are combinations of coding all missing (jail

data) EM bonds as EM or release and coding all missing D-bonds as detention or release. Overall,

as shown in Figure 1.14, these re-codings do not alter the main interpretation of the main findings.

1.7 Conclusion

This paper explores the effect of pretrial electronic monitoring, an individualized surveillance

technology, on defendant outcomes relative to both release and detention across defendant types.

In this effort, I develop a general method for semiparametrically estimating marginal treatment

effects in ordered treatment environments. Compared with detention, I find that EM allows for

more low-level pretrial misconduct, but EM does reduce costly pretrial crime and leads to weakly

better case outcomes and fewer high-cost crimes in the future. Compared with release, I find that

EM prevents low-level pretrial crime and reduces failures to appear in court, but I cannot reject

55To reduce miscoding, I remove all D-EM cases prior to re-estimating the 𝜋’s as well.
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a small cost-weighted crime reduction effect. Overall, the evidence suggests that EM is a viable

alternative to detention for higher-level defendants, but it is not clear that its potential benefits

outweigh its costs relative to release for lower-level defendants.

Crucially, I find that EM causes an increase in new cases pretrial for bond violations compared

with both release and detention, which highlights an additional cost of using imperfect monitoring

to enforce compliance. Based on testimonials and research in Cook County and other municipali-

ties using EM, the rules and requirements of EM are often too stringent and inflexible, potentially

resulting in worse economic, social, and health outcomes ([113]). Compliance with the threat of

significant punishment involves little leniency for mistakes, legitimate emergencies, big life events

(e.g., moving apartments), or daily tasks (e.g., doing laundry, picking kids up at school) ([109],

[6], [4], [138]). One improvement could be the relaxation of punishments for violations of EM

and increased discretion and leniency, which would be consistent with not only the [71] model of

optimal deterrence (where increasing detection can be met with a decrease in punishment) but also

with successful “swift-and-certain” sanction regimes ([49], [50]).56

Finally, this paper calls for an increased understanding of the costs and benefits of modern

surveillance technology within the criminal justice system and more broadly within economic

spheres. The existing work on surveillance technology in economics focuses largely on mass

surveillance and uses the lens of innovation, political economy, and social control ([80], [81], [82],

[83]). In contrast, the results of this study are consistent with the criticisms of EM and similar

individualized surveillance technologies in use across the United States ([15], [18]): defendants

cannot successfully adjust to the level of monitoring, and this leads to increased criminalization

and worse outcomes. Yet, this work is only a first step in understanding whether surveillance

technologies are desirable in the criminal justice system.

56Furthermore, the results emphasize that the large costs are driven solely by outlier individuals charged with mur-
der. This indicates that targeting resources and monitoring toward individuals who are at risk for committing murder
could reduce serious crime while also reducing the scope of coercive policy on most defendants.
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Figure 1.1: Example of Bond Court Judge Rotation Calendar

Note: Figure displays the caseloads of active judges in the Cook County Bond Court (Branch 1, Room 100) by week
and day of the week between the weeks of June 13, 2014, and August 15, 2014. There were 6 active judges in this
period (dot color), while the size of each dot denotes the number of cases they saw that day.
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Figure 1.2: Bond Types Over Time

Note: Figure displays the composition of bond types within the sample between March 2008 and 2015 aggregated by
the year-month of bond date. Bond group EM denotes IEM bonds, and other bond groups are determined by the bond
price required for release (i.e., the bond price for any D-bond, $0 for I-bonds, and +$∞ for bond denial). Very low
contains bonds with amounts between $0 and $7,500; low contains bonds with amounts between $7,500 to $20,000;
medium contains bond with amounts between $20,000 to $40,000; high contains bonds with amounts between $40,000
to $60,000; and very high contains all bonds with amounts above $60,000.
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Figure 1.3: Distribution of Defendants by Treatment, Pre- and Post-IEM

Note: Figures display the distributions of pretrial treatments during the period (Detain, Release) for pre-IEM (2009-
2012) and post-IEM (July 2013 - 2015). X-axis is the defendant’s predicted likelihood of being detained in the
pre-IEM period based on their case observables. Coefficients for predicting likelihood of detention are recovered from
regressing detention on defendant observables in the Pre-IEM period, then predicted values are computed using the
coefficients on data from the Pre-IEM period (top) and Post-IEM period (bottom).
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Figure 1.4: Distribution of Instrumented Treatment and First Stage

Note: Figure displays the local linear fit and support of the instrumented probabilities of a defendant being assigned to
Release (top) and Detention (bottom). Instrumented probabilities are constructed using an LPM and are residualized
to remove the linear influence of observables and time fixed effects, and are standardized. The x-axis is the value of
the instrument (standardized); the left y-axis is the frequency of the instrument value; the right y-axis is the likelihood
of the defendant being placed on the treatment of interest.

42



EM vs. Release EM vs. Detention

−0.10 −0.05 0.00 0.05 0.10 0.00 0.05 0.10 0.15 0.20

Violation/ Escape
Charge

Low−Level Charge

Serious Charge

New Case Pretrial

Fail to Appear

Treatment Effect

A: Pretrial Misconduct

Estimate CATE CATR CATD 2SLS

Figure 1.5: Treatment Effect Plots for Pretrial Misconduct

Note: Figure displays treatment effects for EM versus Release and EM versus Detention for main felony sample cases. Outcomes consist of binary
variables relating to pretrial outcomes. ATE = average treatment effect, ATR = average treatment effect on the released, ATD = average treatment
effect on the detained. (C) denotes parameter constructed using common support with the main semiparametric estimation method (equation (6)
estimated with 3rd degree polynomial for Φ𝑠). 95% confidence intervals are computed using 200 bootstrap runs for CATE, CATR, and CATD, and
standard errors clustered at the defendant level are used for the 2SLS estimates.
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Figure 1.6: Treatment Effect Plots for Case and Post-Trial Outcomes

Note: Figure displays treatment effects for EM versus Release and EM versus Detention for main felony sample cases. Outcomes consist of variables
relating to case and post-trial outcomes. ATE = average treatment effect, ATR = average treatment effect on the released, ATD = average treatment
effect on the detained. (C) denotes parameter constructed using common support with the main semiparametric estimation method (equation (6)
estimated with 3rd degree polynomial for Φ𝑠). 95% confidence intervals are computed using 200 bootstrap runs for CATE, CATR, and CATD, and
standard errors clustered at the defendant level are used for the 2SLS estimates.
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Figure 1.7: Treatment Effect Plots for New Case Costs

Note: Figure displays treatment effects for EM versus Release and EM versus Detention for main felony sample cases. Outcomes consist of
variables pre- and post-trial new cases weighted by their incidence costs cost based on estimates from [19] (in which the full murder cost is around
$8,000,000). Low murder cost uses a value of around $400,000. ATE = average treatment effect, ATR = average treatment effect on the released,
ATD = average treatment effect on the detained. (C) denotes parameter constructed using common support with the main semiparametric estimation
method (equation (6) estimated with 3rd degree polynomial for Φ𝑠). 95% confidence intervals are computed using 200 bootstrap runs for CATE,
CATR, and CATD, and standard errors clustered at the defendant level are used for the 2SLS estimates.
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Figure 1.8: Estimated Bounds for Elasticities

Note: Figure displays implied elasticities for different pretrial criminal charge types using a single value for the initial
(release) probability of detection across other potential values for the increased probability of detection under EM.
Colors correspond to crime type and probabilities of detection under release. Line types correspond to weights being
used are for CATE (even weights across defendants and common support) or CATR (higher weights for released
defendants across common support). 95% confidence intervals are computed using 200 bootstrap runs or CATE and
CATR, and 95% confidence intervals for 2SLS are based on standard errors clustered at the defendant level.
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Figure 1.9: Estimated Change in Pretrial Crime Cost: EM vs. Release

Note: Figure displays implied change in pretrial crime costs using a single value for the initial (release) probability of detection across other potential
values for the increased probability of detection under EM. Colors correspond to probabilities of detection under release. Guilty charges refers to
counting the crime cost only on charges which has a guilty finding. Low murder refers to using a reduced cost of murder in crime cost computations.
Line types correspond to weights being used are for CATE (even weights across defendants and common support) or CATR (higher weights for
released defendants across common support). 95% confidence intervals are computed using 200 bootstrap runs but are censored in extreme cases
for readability.
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Figure 1.10: Estimated Change in Pretrial Crime Cost: EM vs. Detention

Note: Figure displays implied change in pretrial crime costs using a single value for the initial (release following
detention) probability of detection across other potential values for the increased probability of detection under EM.
Colors correspond to probabilities of detection under detention. Guilty charges refers to counting the crime cost only
on charges which has a guilty finding. Line types correspond to weights being used are for CATE (even weights across
defendants and common support) or CATD (higher weights for detained defendants across common support). 95%
confidence intervals are computed using 200 bootstrap runs.

48



Low Murder Cost

All Charges

Low Murder Cost

Guilty Charges

Full Cost

All Charges

Full Cost

Guilty Charges

0.2 0.4 0.6 0.8 1.0 0.2 0.4 0.6 0.8 1.0

0

5

10

0

5

10

0

20

40

0

10

20

pEM=P(Detection|EM)

Im
pl

ie
d 

C
os

t o
f P

re
tr

ia
l C

rim
e 

on
 E

M
 (

$1
,0

00
)

Parameter CATE CATD

Figure 1.11: Estimated Amount of Pretrial Crime Cost under EM

Note: Figure displays implied amounts of pretrial crime costs for the average defendant and detained defendant across
potential values for the probability of detection under EM. Guilty charges refers to counting the crime cost only on
charges which has a guilty finding. Low murder refers to using a reduced cost of murder in crime cost computations.
Line types correspond to weights being used are for CATE (even weights across defendants and common support)
or CATD (higher weights for detained defendants across common support). 95% confidence intervals are computed
using 200 bootstrap runs.
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Figure 1.12: Treatment Effects for Main Robustness Tests

Note: Figure displays the CATE, CATR, CATD, and 2SLS estimates for various robustness checks for the effect of EM relative to Release (left)
and EM relative to Detention (right). CATE(R/D) are constructed from MTEs that are estimated semiparametrically with equation (6) where Φ𝑠

are 3rd degree polynomials for all samples unless otherwise specified. Poly d=2 (3rd degree polynomial for Φ𝑠) and Normal (normally distributed
errors) are fully parametric and treatment parameters are constructed over full support. 95% confidence intervals of the estimates are computed
using 200 bootstrap runs for non-2SLS, while 2SLS confidence intervals are constructed from standard errors clustered at the defendant level.
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Figure 1.13: Treatment Effects for Recoded Treatments using Disposition Codes

Note: Figure displays the CATE, CATR, CATD, and 2SLS estimates for various robustness checks for the effect of EM relative to Release (left) and
EM relative to Detention (right) under different re-codings of pretrial treatments using disposition codes to determine if a defendant was assigned
to EM. "Sheriff Admit" means the defendant was explicitly noted to have been admitted into the sheriff’s EM program; "Sheriff or Seen On" allows
for if the defendant was explicitly noted to be on EM; "Sheriff, Seen On, or Serving" allows for if the defendant was explicitly noted to be serving a
monitoring program; and "Not EM Denied" includes "Sheriff, Seen On, or Serving" defendants but excludes any defendant explicitly noted to not
be admitted to EM (with bail set to stand). CATE(R/D) are constructed from MTEs recovered using the main semiparametric estimation method
(equation (6) estimated with 3rd degree polynomial for Φ𝑠), unless otherwise specified. 95% confidence intervals of the estimates are computed
using 200 bootstrap runs for non-2SLS, while 2SLS confidence intervals are constructed from standard errors clustered at the defendant level.

51



EM vs. Release

Fail to A
ppear

N
ew

 C
ase P

retrial
N

ew
 C

ase P
retrial −

V
iolation/ E

scape
S

entenced to
Incarceration

Total N
ew

 C
ase C

ost O
ver

4 Years ($1,000)

CATE CATR 2SLS

−0.10

−0.05

0.00

−0.05

0.00

0.05

0.10

0.15

0.20

0.00

0.02

0.04

0.06

0.08

−0.05

0.00

0.05

0.10

0.15

−50

0

50

100

E
ffe

ct
 o

f E
M

 v
s.

 R
el

ea
se

EM vs. Detention

Fail to A
ppear

N
ew

 C
ase P

retrial
N

ew
 C

ase P
retrial −

V
iolation/ E

scape
S

entenced to
Incarceration

Total N
ew

 C
ase C

ost O
ver

4 Years ($1,000)

CATE CATD 2SLS

0.00

0.05

0.10

0.00

0.05

0.10

0.15

0.20

0.25

0.00

0.02

0.04

0.06

0.08

−0.3

−0.2

−0.1

0.0

−100

−50

0

E
ffe

ct
 o

f E
M

 v
s.

 D
et

en
tio

n

Sample
Main Miss EM=EM; Miss D=R Miss EM=EM; Miss D=D

Miss EM=R; Miss D=R Miss EM=R; Miss D=D

Figure 1.14: Treatment Effects for Recoded Missing Treatments

Note: Figure displays the CATE, CATR, CATD, and 2SLS estimates for various robustness checks for the effect of EM relative to Release (left) and
EM relative to Detention (right) under different re-codings of pretrial treatments for cases with missing jail data. CATE(R/D) are constructed from
MTEs recovered using the main semiparametric estimation method (equation (6) estimated with 3rd degree polynomial for Φ𝑠), unless otherwise
specified. 95% confidence intervals of the estimates are computed using 200 bootstrap runs for non-2SLS, while 2SLS confidence intervals are
constructed from standard errors clustered at the defendant level.
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Release (1) EM (2) Detain (3)

Median Days in Jail 0 - 58
Median Days on EM 0 41 -
Median Case Duration 33 55 122
Bond Amount 15160.05 26699.44 71615.68

Defendant Demographics
Def. Black 0.63 0.76 0.77
Def. Hispanic 0.2 0.12 0.12
Def. White 0.17 0.12 0.1
Def. Male 0.85 0.83 0.92
Def Age 33.14 36.75 32.97

Case Characteristics
Charge - Felony 0.45 0.86 0.77
Charge - Felony Violent 0.01 0.01 0.11
Charge - Felony Drug Poss. 0.28 0.57 0.28
Charge - Felony Drug Deliv. 0.06 0.16 0.14
Charge - Felony Property 0.06 0.13 0.13
Charge - Felony Weapon 0.03 0.01 0.14
Charge - Misdemeannaor 0.58 0.23 0.36
Charge - Misd. Property 0.05 0.02 0.04
Charge - Traffic 0.19 0.16 0.12
Charge - Other 0.06 0.05 0.05

Case History (since 2000)
Past Cases 5.95 7.86 8.91
Case within Year 0.34 0.41 0.53
Past Failure to Appear 1.3 1.82 2.02
Past Felonies 1.48 2.53 2.69
Past Felonies - Violent 0.1 0.09 0.21
Past Guilty 0.74 1.31 2.07
Past Guilty Felonies 0.26 0.55 0.91
Past Guilty Felonies - Violent 0.02 0.03 0.08

N Obs 34937 22714 26764
Share of Obs 0.41 0.27 0.32

Note: Table displays summary statistics by pretrial treatment for
defendants with one observation per defendant and arrest, meaning if
there is a felony and a misdemeanor case against a defendant both sets
of charges are aggregated to one observation. Variables beginning with
’Charge’ are binary variables indicating any charge of a specific type.

Table 1.1: Summary Statistics for Branch 1 Cases by Pretrial Treatment
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Release (1) EM (2) Detain (3)

Failure to Appear 0.1420 0.0761 0.0360
Any Guilty Felony Charge 0.221 0.451 0.589
New Case Pretrial 0.145 0.178 0.110
New Case Post-Trial within 4 Years 1.51 1.56 1.67
New Felony Case Post-Trial within 4 Years 0.477 0.616 0.597
New Violent Felony Case Post-Trial within 4 Years 0.0552 0.0427 0.0694

Note: Table displays summary statistics of outcomes by pretrial treatment for de-
fendants with one observation per defendant and arrest, meaning if there is a felony and
a misdemeanor case against a defendant both sets of charges are aggregated to one ob-
servation.

Table 1.2: Summary Statistics of Outcomes

Est. (1) (2) (3)

LK / LK(1) 1 0.999 0.495
Pseudo-R2 0 0 0.51

Def. Chars X
DoW + YM
Fes

X

Note:
Table displays results from a multinomial logistic regression with
the judge assigned to a specific case as the outcome variable to test
if defendant observables are predictive of judge assignment. Col-
umn (1) is the base model including no regressors, Column (2) only
includes case level characteristics, Column (3) contains day of week
and year-month fixed effects. LK/LK(1) is the ratio of likelihoods
of the model to that of Column (1). Pseudo-R2 is [139]’s measure-
ment of explained variation in the model.

Table 1.3: Testing for Violation of Judge Assignment
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(1) (2) (3)

Outcome = Release
�̂�𝑅 (1 SD) 0.087*** 0.087*** 0.087***

(0.00167) (0.00155) (0.00152)

Outcome = Detain
�̂�𝐷 (1 SD) 0.097*** 0.097*** 0.097***

(0.00152) (0.00139) (0.00136)

Controls X X
Month + DoW FEs X

Note: Table displays the relevance of the standardized instruments in
predicting whether or not the defendant is assigned to Release or Detention.
Column (1) contains no controls, Column (2) adds case and defendant con-
trols, and Column (3) adds time fixed effects. Standard errors are clustered
at the defendant level.

Table 1.4: Relevance Tests
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EM vs. Release EM vs. Detain

(1) (2)

Pretrial Misconduct
Fail to Appear -0.055*** 0.07***

(0.015) (0.01)
New Case Pretrial 0.071*** 0.16***

(0.019) (0.016)
New Case Pretrial - Serious 0.016 0.056***

(0.012) (0.011)
New Case Pretrial - Low-Level 0.035** 0.086***

(0.017) (0.014)
New Case Pretrial - Violation/ Escape 0.04*** 0.074***

(0.008) (0.0078)

Case Outcomes
Any Guilty Felony Charge 0.027 -0.016

(0.021) (0.014)
Sentenced to Incarceration -0.014 -0.049***

(0.019) (0.016)

Post-Trial New Cases
Total New Cases Post Trial within 4 Years 0.16 0.098

(0.11) (0.1)
Total New Cases Post Trial within 4 Years - Felony 0.017 -0.016

(0.053) (0.044)

Total Case Cost (Pre and Post) ($1,000)
Total New Case Cost Over 4 Years -3.7 -40**

(31) (20)
Total New Case Cost Over 4 Years (Low Murder) 0.12 -0.071

(2.6) (1.9)
Total New Case Pretrial Cost -18* -8.3

(9.5) (6.6)
Total New Case Pretrial Cost (Low Murder) 0.15 2.6***

(0.93) (0.72)
Total New Case Post-Trial Over 3 Years Cost 20 -17

(26) (15)
Total New Case Post-Trial Over 3 Years Cost (Low Murder) -0.03 -1.8

(2.1) (1.5)

Min. N 51,327 51,327

Note: Table displays the results of 2SLS regressions for the main felony sample for the effect
of EM vs. Release and EM vs. Detention. Includes case level controls and quarter and weekday
fixed effects. Standard errors clustered at the defendant level are in parantheses. ***p < 0.01; **p
< 0.05; *p < 0.1

Table 1.5: 2SLS Results for Main Sample
56



EM vs. Release EM vs. Detain

CATE CATR CATE CATD

(1) (2) (3) (4)

Pretrial Misconduct
Fail to Appear -0.0981*** -0.0583*** 0.0531*** 0.0334***

[-0.135 , -0.059] [-0.0861 , -0.0353] [0.0376 , 0.0718] [0.0182 , 0.0518]
New Case Pretrial -0.0045 -0.0013 0.0651*** 0.0725***

[-0.0414 , 0.0311] [-0.0289 , 0.028] [0.0294 , 0.1] [0.0383 , 0.106]
Serious Charge -0.003 -0.0035 0.0002 0.0035

[-0.0263 , 0.0166] [-0.0244 , 0.0126] [-0.0228 , 0.0229] [-0.0187 , 0.0243]
Low-Level Charge -0.0298* -0.0185 0.0382** 0.0307*

[-0.066 , 0.0019] [-0.0443 , 0.0105] [0.0071 , 0.0661] [-0.0009 , 0.0576]
Violation/ Escape Charge 0.0316*** 0.0138** 0.0373*** 0.0532***

[0.0168 , 0.0431] [0.0023 , 0.0254] [0.0281 , 0.0465] [0.0393 , 0.0648]

Total Cost of Pretrial New Cases ($1,000)
Total Pre (Full Murder Cost) -10.6 -2.47 -4.2 -9.57

[-40.9 , 10.7] [-18.8 , 7.34] [-29.8 , 12.3] [-27.8 , 5.7]
Total Pre (Low Murder Cost) -1.47 -0.442 -0.465 -0.851

[-3.63 , 0.416] [-1.74 , 0.712] [-2.6 , 1.63] [-2.7 , 0.661]

Case Outcomes
Any Guilty Felony Charge 0.0607** -0.0278 -0.305*** -0.222***

[0.0145 , 0.112] [-0.0688 , 0.0098] [-0.359 , -0.25] [-0.266 , -0.186]
Sentenced to Incarceration 0.149*** 0.0176 -0.292*** -0.234***

[0.119 , 0.182] [-0.008 , 0.0438] [-0.347 , -0.243] [-0.273 , -0.198]

Total Post-Trial New Cases within 4 Years
Total Cases Post within 4 Years 0.389*** 0.351*** -0.0166 0.281***

[0.207 , 0.593] [0.202 , 0.501] [-0.239 , 0.245] [0.111 , 0.468]
Total Felony Cases Post within 4 Years 0.134*** 0.106*** 0.01 0.143***

[0.0364 , 0.216] [0.033 , 0.184] [-0.084 , 0.118] [0.067 , 0.234]

Total Cost of Post-Trial New Cases within 3 Years ($1,000)
Total Post (Full Murder Cost) 6.04 7.48 -44.4* -31.2

[-60.8 , 41.8] [-36.6 , 45.5] [-84.2 , 0.414] [-72.3 , 10.7]
Total Post (Low Murder Cost) 2.86 3.02** -2.28 0.704

[-1.34 , 6.42] [0.0141 , 5.94] [-5.39 , 1.73] [-2.64 , 4.22]

Total Cost of New Cases within 4 Years of Bond Court ($1,000)
Total Pre and Post (Full Murder Cost) -3.62 2.32 -63.2*** -52.4**

[-69.9 , 44.2] [-49.9 , 42.2] [-127 , -5.32] [-104 , -0.337]
Total Pre and Post (Low Murder Cost) 2.31 2.32 -5.73** -1.41

[-2.45 , 7.08] [-1.05 , 5.77] [-11.1 , -0.0579] [-5.55 , 2.89]

Note: Table displays the common support average treatment effect (CATE) and average treatment effect on the released and
detained (CATR, CATD) estimates averaging over the MTEs. 95% confidence intervals are displayed below the estimate. 95%
CIs and p-values are computed through 200 bootstrap runs, with each run calculating the effect, then the lower bound and upper
bound are the bootstrap treatment effects at the 1st, 2.5th, 5th, 95th, 97.5th, and 99th percentile. MTEs are recovered using the
main semiparametric estimation method (equation (6) estimated with 3rd degree polynomial for $\Phi_s$), unless otherwise spec-
ified. ***p < 0.01; **p < 0.05; *p < 0.1

Table 1.6: ATE, ATR, and ATD Results for Common Support
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EM vs. Release EM vs. Detention

ATE ATR ATE ATD

(Direct) Jail/EM 0.44 0.23 -7.19 -8.96
[0.4 , 0.47] [0.2 , 0.26] [-8.17 , -6.46] [-9.46 , -8.54]

Failure to Appear -0.1 -0.06 0.05 0.03
[-0.14 , -0.06] [-0.09 , -0.04] [0.04 , 0.07] [0.02 , 0.05]

Pre-Trial Crime -46.31 -19.41 -24.99 -41.76
[-147.06 , 26.1] [-72.36 , 14.17] [-106.29 , 28.05] [-105.04 , 6.83]

Pre-Trial Crime (Low Murder) -12.08 -8.05 -8.74 -10.62
[-18.98 , -6.07] [-11.67 , -4.67] [-15.38 , -1.99] [-16.12 , -6.14]

Sentencing 2.99 0.35 -5.84 -4.67
[2.39 , 3.63] [-0.16 , 0.88] [-6.95 , -4.85] [-5.46 , -3.96]

Post-Trial Crime (3 Years) 20.12 24.94 -147.9 -103.93
[-202.7 , 139.37] [-121.93 , 151.62] [-280.61 , 1.38] [-240.83 , 35.6]

Post-Trial Crime (3 Years) (Low Murder) 9.52 10.05 -7.6 2.35
[-4.47 , 21.39] [0.05 , 19.79] [-17.97 , 5.78] [-8.79 , 14.07]

Total -22.86 6.06 -185.87 -159.3
[-347.11 , 169.51] [-194.34 , 166.9] [-401.99 , 18.18] [-360.77 , 29.99]

Total (Low Murder) 0.77 2.53 -29.31 -21.88
[-20.79 , 19.36] [-11.67 , 16.22] [-48.44 , -7.46] [-39.81 , -4.51]

Note: Table displays the relative costs (positive) and savings (negative) per defendant under counterfactual policies, where
the average defendant is moved from release to EM or detention to EM (ATE), where the average released or detained defen-
dant is moved to EM (ATR or ATD). Estimates are constructed using common support analogs of MTRs with costs or scaling
applied and weighted by the relevant treatment parameter weights. I use average costs of $15 per defendant-day for EM and
$150 defendant-day for jail and apply a 40% marginal cost. FTAs are valued at $1,000. Crime costs are based on aggregated
arrest costs assuming a 30% cost-weighted detection rate under release, post-detention release, or post-trial, and a 60% cost-
weighted detection rate under EM. Pretrial crime costs include punishment costs. Sentencing costs are assumed to be $20,000
per defendant sentenced to incarceration, based on [137] estimates of average prison cost per defendant in Illinois in 2015 of
$33,507 and applying a 60% marginal cost discount. This also assumes defendants sentenced to incarceration are serving one
year on average, which may be an underestimate (over 75% of individuals sentenced to prison or jail are sentenced to prison).
95% confidence intervals are displayed below the estimate. 95% CIs are computed through 200 bootstrap runs.

Table 1.7: Breakdown of Relative Counterfactual Costs ($1,000)
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Chapter 2: The Effect of Minority Peers on Future Arrest Quantity and

Quality

Roman Gabriel Rivera

2.1 Introduction

Aggressive policing, such as the excessive use of force and over-policing of low-level crimes,

has numerous social and economic costs and disproportionately affects minority communities. In-

creasing minority representation in policing is one of the most common policy proposals to address

aggressive policing, as well as to build community trust and to improve police legitimacy ([140])

Such policies address the disproportionately white and male composition of police departments

relative to the communities they police, as highlighted in [141] who finds a 24 percentage point

gap in minority representation. Existing research finds that minority officers police minority civil-

ians less aggressively ([142], [143], [144]). However, the effectiveness of these policies depends

on both the direct effect of these officers as well as the spillover effects of increased diversity.

Minority officers may influence their peers’ policing in myriad ways: interracial friendships may

reduce racial bias; negative interactions can lead to animus and prejudice; or officer’s may adopt

their peers’ preferences for policing behavior, such as aggressive policing. Thus, while the full

effect of increasing diversity in policing hinges on which of these mechanisms is at play, we still

know very little about how peer diversity affects officer behavior.

In this paper, I provide novel evidence of increased shares of minority officers reducing their

peers’ aggressive policing and improving their peers’ arrest quality. This indicates that increased

diversity has positive spillovers in policing. Such evidence has previously proved elusive for two

main reasons. First, it requires peer groups to be quasi-randomly assigned to avoid self-selection.
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Second, it requires data on individual police officer demographics, arrests and arrest quality, and

peer groups, that are difficult to obtain. I overcome both of these obstacles using detailed data

on police officers in the Chicago Police Department (CPD) who were randomly assigned to peer

groups in the form of police academy cohorts based on lottery numbers. The police academy

is a highly relevant environment: increased departmental diversity requires training increasingly

diverse cohorts; the academy forms recruits’ first major experiences and relationships in policing;

and the CPD academy involves training with one’s cohort for 6 months (900 hours), making the

peer diversity treatment significantly more intense than most diversity focused interventions.

I first document that officers assigned to police academy cohorts with higher shares of mi-

norities (Black, Hispanic, Asian, and Native American) make fewer arrests of minorities (which

represent > 90% of arrests in Chicago) once they become full officers. However, I find that cohort

composition also has a minor influence on where officers work post-academy, which influences

arrest opportunities. To correct for this, I control extensively for officers’ working conditions and

recover individual officer propensities to make arrests of various types using a novel data set on

millions of daily shifts and assignments. Consistent with the previous result, higher shares of

minorities in academy cohorts reduce officers’ future propensities to arrest minorities, especially

Black civilians, even after taking working environment into account.1 Notably, I do not only study

the effect of minority peers on whites, as is common in the peer diversity literature. Rather, I study

the effect of minority peers on all officers to understand the full extent of spillovers, as minorities

make up sizable shares of police departments.

A decline in arrests may be due to either decreased public safety or a reduction in potentially

harmful and overly aggressive policing. To distinguish between these two possibilities, I dissag-

gregate arrests into arrests for serious (e.g., violent, property) and low-level (e.g., drug, traffic)

crimes. As serious arrests are crucial for maintaining public safety, a reduction is generally unde-

1It is unsurprising that arrests of Black civilians are driving the results, as they make up the vast majority of new
officer arrests (> 80%) and differences in enforcement activity between officers tend to be most salient in enforcement
against Blacks even among non-Black officers (e.g., male and female, white and Hispanic) ([144]). However, minority
peers have a negative effect on low-level arrests of all groups (e.g., white civilians), though not all point estimates are
precisely estimated.

60



sirable. However, there is mounting evidence that arrests and prosecution of low-level crimes can

significantly harm individuals and actually lead to future criminality ([33]).2 I find that minority

peers have a large negative effect on an officer’s propensity to make low-level arrests while having

a small positive or null effect on serious arrests. For example, a 5pp increase in Black peers (≈ 1

SD) decreases an officer’s propensity to arrest Blacks for low-level crimes by 0.16 standard devi-

ations. Furthermore, this effect is enduring as it is present even four years after the academy has

ended.

Beyond the type of an arrest, measuring the ‘quality’ of an arrest is important as well. If

minority peers cause large reductions in productive arrests, then we can interpret the effect as a

reduction in the quality or effort of officers. To measure arrest quality, I link arrest records to

court outcomes and recover officers’ propensities for high (guilty finding in court) and low (no

guilty finding) quality arrests for serious and low-level crimes. Prior work measuring arrest quality

is limited due to the difficulty in obtaining and linking detailed arrest and court records.3 I find

that the decline in propensities to arrest Blacks for low-level crimes is driven almost entirely by a

decline in low quality (not found guilty) arrests with little to no effect on high quality (found guilty)

arrests. Combined with the small and positive effects on serious arrests, this indicates that minority

peers reduce aggressive policing (low-quality low-level arrests) and increase average arrest quality,

while not negatively affecting officer effort towards serious crime.

Understanding the mechanisms driving these effects is crucial to develop appropriate policy.

As mentioned above, there are multiple potential effects, and I find evidence consistent with two.

First, I find that minority peers cause the largest decreases in aggressive policing in white officers.

This is consistent with positive interracial contact between whites and minorities reducing bias

against Blacks, leading to less aggressive policing. As expected, Black peers have the largest effect

on whites with respect to low-level arrests of Black civilians, but other minority peers (Hispanics

and other non-whites) also reduce whites’ aggressive policing of Blacks. This latter effect may be

2See also [37], [28], [31], and [30].
3[145] also uses court outcomes as a metric for arrest quality. However, my data allow me to estimate an individual

officer’s propensity to make high and low quality arrests within race and crime-type. [146] also discusses arrest quality,
but only use whether the arrest led to a charge as a measure of quality.
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a result of non-Black minorities facilitating Black-white socialization or positive contact between

whites and other minorities indirectly reducing anti-Black bias.4

Second, while peer diversity studies often conceptualize peer effects as operating in one direc-

tion by examining the effect of minorities (the treatment) on whites (the unit of study), there is

evidence that all peers influence each other’s actions through forming group cultures, influencing

social identity, and altering each others’ preferences and personalities ([150], [151], [152], [153]).

I find evidence consistent with this. All officers, white and minority, are influenced more strongly

by peers whose observable characteristics are associated with less aggressive policing. This is

consistent with officers assigned to cohorts with peers who have lower propensities for aggressive

policing also policing less aggressively in the future. Based on the magnitudes, the results suggest

that the effect on all officers drives the results and is larger than the whites-only effect.

This paper builds on the literature on diversity and policing. Prior research finds that minority

and female representation influences city-level policing outcomes ([154], [155]), and individual

officer race and gender are associated with differential policing behavior ([143], [144]).5 This

paper extends this research by identifying peer diversity as a causal determinant of officer’s future

policing behavior. One implication is that the changes in department-level outcomes resulting from

diversity initiatives were the result of both the direct effect of more diverse officers and the indirect

effect on their peers. I also build on this literature by studying how peer diversity affects officers’

arrest quality, a new outcome in this literature, in addition to their arrest quantity.

This paper also contributes to the growing literature on officer-level interventions. For exam-

ple, [161] find that officers assigned to meetings with supervisors were 12% less likely to make

an arrest. By comparison, I find a similar reduction can be achieved for low-level Black arrests

through a 6.2 percentage point increase in older minority peers in the police academy.6

4Positive contacts with one minority group can cause spillovers of improved sentiment toward other minority
groups through the secondary transfer effect ([147], [148], [149]).

5Notably, [154] no effect of affirmative action litigation on crime, but does find a decrease in Black arrest share
among serious arrests, where as this paper documents larger peer effects on low-level, not serious, Black arrests. For
the effect of representation on more macro-level outcomes see [156], [157], and [158], and [159]. For the more on the
relationship between officer race and policing outcomes see [160] and [142].

6Older being defined as > 32 years, and relative to the share of young (< 27 year) white recruits.
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By providing evidence for two main mechanisms, I also contribute to the literatures on both

interracial peer effects and the effects of social identity on behavior.7 First, a substantial literature

in psychology and economics studies how minorities, often Blacks, influence the perceptions,

biases, and beliefs of whites. They generally find that increased interracial socialization with

minorities improves whites’ perceptions of minorities ([173]), increases openness to future contact

with minorities ([174]), reduces anti-minority decisions ([175]), and reduces implicit bias and

decreases participation in racist politics across generations ([176]).8 In line with this, I find that

minority peers cause larger decreases in aggressive policing of Black civilians among white officers

relative to minority officers.

Second, peer diversity studies generally focus solely on the effect of minorities on whites. I

expand on this by studying the peer effect of diversity on minorities as well. A smaller litera-

ture studies how peers influence outcomes through shifts in preferences and social identity.9 For

example, [152] find that jurors’ political alignment influences trial outcomes through changing

peer opinions. I provide multiple findings consistent with the effect of peer preferences on officer

behavior, most centrally that minority peers influence both white and minority officers.

This paper proceeds as follows. In Section 2.2, I describe the background and data for this

paper. In Section 2.3, I discuss the empirical strategy, and Section 2.4 presents the results. Section

2.5 contains robustness checks, and Section 2.6 explores mechanisms and alternative explanations.

Section 2.7 concludes.
7I employ a common identification strategy (random assignment of students to classrooms) in the educational peer

effects literature ([162]) but in a new setting. See [163] and [164]. [165] discusses various studies in the educational
peer effects literature. [166] studies police academy cohorts as well, but their identification hinges on a difference-in-
differences design, similar to [167] which studies pilots. [168], [169], [170], [171], and [172] provide evidence for
peer composition in educational environments influencing future outcomes.

8See also [177], [178], [179], [147], [180], [181], [182], and [183].
9See [150], [184], [185], [186], [153], and [187].
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2.2 Background and Data

2.2.1 Chicago Police Department and Recruitment

Application to CPD and the Academy

Comprised of over 10,000 officers, the Chicago Police Department (CPD) is the second largest

police force in the US. It polices the nation’s third largest city, which is racially diverse and eco-

nomically segregated. To recruit new officers, the CPD issues a call for officers, and applicants

take a written exam, which they must pass in order to enter the academy. As a CPD Frequently

Asked Question (FAQ) form, [188], explains:

All applicants who pass the exam are placed on an eligibility list based on a randomly

assigned lottery number. You will be referred to the Chicago Police Department in

lottery order as vacancies become available.

After an applicant’s number is called, if they pass required physical and psychological tests, they

are permitted to start at the police academy (see Appendix B.1.1 for more discussion). Academy

start dates, known as “appointed dates”, correspond to officers beginning their time at the police

academy. In Appendix B.1.2, I provide empirical support for the random assignment of officers

to cohorts. I define a cohort as the group of officers with the same appointed date—in the main

sample, cohorts are separated by about 1 month. During the academy, officers must complete 900

hours (about 6 months) of training in multiple areas, such as “firearms, control tactics, physical

training, [and] classroom training” ([189]).10

After the academy, the recruits in a cohort enter an on-the-job-training period for one year as

“probationary police officers” during which they are split up, work in multiple areas of the city,

and are evaluated under the supervision of Field Training Officers. After recruits meet the various

requirements, complete their time as a probationary officers, and become “field qualified” ([190]),
10The 900 hours of training encompasses and surpasses the training required to pass the Illinois State Peace Officer’s

Certification Exam. In larger cohorts, officers are further subdivided into “homerooms” which take most of their
trainings together– while data on homerooms could not be obtained, I use detailed training data to approximate these
groups.
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they exit their probationary period and become a full (sworn) Chicago police officer. New sworn

officers are then assigned to more permanent units.

Sample and Requirements

This paper focuses on the cohorts with start dates between 2009 and 2016, as they overlap best

with the data. These cohorts can be divided into three periods based on the year during which

officers took the entrance exam, i.e. the level at which they were randomly assigned lottery num-

bers. (See Figure B.2.1 for exam information.) In 2006, three exams were given in rapid succes-

sion, each attended by a relatively small number of applicants (all between 800 and 1,500 passing

applicants)– these tests will be collectively referred to as Exam 2006. The next test was issued

in 2010 (Exam 2010), with almost 8,000 passing applicants. In 2013, the final test in our sample

was issued (Exam 2013) with over 12,000 passing applicants and an important policy change: the

minimum age of entry was reduced from 23 to 21 ([191])– the maximum age is 40 years old for

all cohorts in the sample. While the CPD did not provide information on which officers belong

to which test, in Appendix B.1.1 I show that the Exam 2010 cohorts can be identified with near

certainty.

The CPD is massively over-subscribed: fewer than 3,000 applicants were called into the academy

between 2009 and 2016, while over 20,000 applicants passed the exams. This is because CPD jobs

are highly desirable by individuals from across the country, and applicants to law enforcement are

highly passionate about joining a police force. In this sample, the CPD began to call individuals

into the academy years after their respective exam was taken: the last batch of 2006 test-takers

were likely called between March 2009 and October 2011; 2010 test-takers were first called into

the academy between April 2012 and May 2014; and 2013 test takes were likely called between

August 2014 and December 2016.11

11Based on internet discussions, passing applicants with a high lottery number (far into the queue) are advised that
“They will probably test again before they call you” and that “It may take another year or so but you will keep moving
up the list. . . Just keep training and stay strong and good luck!!!” ([192]).
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Units and Daily Assignments

Transfers between assignments and the filling of vacancies are determined by a seniority-based

bidding process and are only available to non-probationary sworn officers, meaning new officers

have little to no choice in where and when they work ([193]). New officers are generally assigned

to the patrol units which correspond to geographical districts in Chicago.12 These units occupy

most CPD officers and relate to what is commonly considered police work. There are many other

units for specialized work that contain far fewer and more experienced officers, such as training

units, detective units, etc., which are not studied in this paper.

Within units, officers also bid for shifts/watches (generally, 12 am - 8 am, 8 am - 4 pm, 4pm

- 12 am), their ‘day off group’, and furlough days at the end of the preceding year– this is also

seniority based. On any specific day, whether or not an officer is assigned to work depends on their

rotating schedule, which is generally 4 days on and 2 days off during the period of study, and is

predetermined by their day off group based on the CPD operations calendar (see Figure B.2.2 and

[144] for more details). This means that the exact days an officer works are predetermined, not

up to the officer’s discretion on that day, and rotate over the days of the week.13 Furthermore, it

means that the exact composition of the officers working in a unit and watch on a specific day will

be different the following week as officers of different day of groups and furlough schedules will

be working together– officers do not frequently work in different shifts throughout a year.

2.2.2 Data

The data for this study come from the Chicago Police Department, Chicago’s Department of

Human Resources, and the Circuit Court of Cook County (in which Chicago is located). By

combining data sets on CPD officers obtained over five years, I construct a detailed panel data set

of officer assignments, arrests, and arrest outcomes in court between 2010 and 2018. This contains

12There were 25 districts / patrol units before 2012. During 2012, three of these units/districts were collapsed into
other districts, reducing the total number to 22.

13For example, one week an officer works Tuesday through Friday, and the next week they work Monday through
Thursday
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officers’ demographic information (race, gender, age), start dates, when officers exited the training

unit (after the academy and probationary period), and other administrative information. Daily

assignment and attendance data includes daily records on officer assignments and time on duty

for the geographic units. Additional data sets contain information on trainings, officer education,

military status, and language ability. Collectively, these data permit highly granular analysis of

an officer’s working environment and peer groups. I restrict my analysis to observations of police

officers (the lowest and most common rank, e.g., not detectives, sergeants, etc.) working on shift

(watch) numbers 1-4, and assigned to regular assignments (e.g., not administrative, lockup, desk

duty, etc.).

In order to recover individual officer’s arrest quantity and quality metrics, I use arrest data and

court data. The arrest data contain all arrests of adults by Chicago police officers including arrest

date and time, crime description, primary arresting officer(s), and arrestee race.14 By linking the

arrest data to court records, I construct a metric for arrest quality by determining if the arrest was

associated with any guilty finding, which indicates high quality, or no guilty, which indicates low

quality. Guilty findings include plea deals, which account for over 90% of convictions. Combined,

these data allow me to construct a measure for individual officer’s arrest quantity and quality af-

ter extensively controlling for their working environments. For more discussion of the data, see

Appendix B.3.

Sample Selection

A total of 2,795 officers joined the CPD between March 2009 and December 2016. As defined

above, an academy cohort is all the recruits who started at the CPD academy on the same date,

resulting in 69 cohorts during this period. I focus my primary analyses on the Exam 2010 cohorts

(the “Main Sample”), starting between July 2012 and May 2014, for multiple reasons. First, I can

observe main sample officer assignments and arrests from their probationary periods onward, and

during their time at the academy (July of 2012 to mid-2015), there were no changes in departmental

14Almost all arrests have at most two primary officers listed. Data on juvenile arrests is much more limited as it is
protected from FOIA; for example, central booking number, race, gender, and crime type are redacted.
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leadership or major political or policing scandals in Chicago. Relative to the other exams, the

assignment patterns of Exam 2010 cohorts are most consistent the random assignment assumption

(see Appendix B.1.2), and main sample cohorts originated from the same entrance exam issued

in December of 2010 (see Appendix B.1.1), which is not as certain for the 2006 test or 2013 test

cohorts. Furthermore, there are twice as many officers in Exam 2010 relative to Exam 2006, and

Exam 2010 officers can be observed twice as long into their careers relative to Exam 2013 officers.

Lastly, I am able to include data on field training officers for Exam 2010, but not the other cohorts.

The downsides to using only the main sample are that there will be fewer cohorts and that cohorts

will be the only level of variation. I refer to Exams 2006, 2010, and 2013 collectively as the “Full

Sample”.

All officers in the full sample were subject to a series of filters.15 Notably, I drop recruits

in cohorts who were not matched in the assignment data, recruits with invalid durations in the

academy or probationary period, and recruits not matched in the salary and unit assignment data. I

also drop a few recruits that had fewer than 15 observations in the assignment panel. Attrition from

the initial cohort to the final sample can occur for multiple reasons. If attrition is related to cohort

composition, it may contaminate the results. But, as I show in Appendix B.1.3, cohort diversity

has no significant impact on attrition in the main or full samples. After filters, the main sample of

cohorts contain 940 new officers in 21 cohorts with 531,597 total officer-shift observations over

61 months. The full sample, likewise, contains 2,336 officers in 43 cohorts with 1,081,543 total

officer-shift observations over 100 months.
15Before calculating initial cohort composition, I excluded very small cohorts that started during the sample period

but had cohorts with fewer than 7 recruits which removed a total of 37– the majority were in single officer cohorts.
These small ‘cohorts’ are likely errors as the next smallest cohort size is 25. I also dropped 1 recruit who reported
starting too young, and another 9 officers who likely had erroneous start dates were also removed.
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2.2.3 Summary Statistics

Cohort Composition

Table 2.1 displays the demographic composition of each exam period (Exam 2010, 2006, 2013)

in Columns (1)-(6) with even columns containing pooled means and odd columns containing

means over cohort compositions before attrition. Column (7) contains the pooled demograph-

ics of all officers in the panel data for reference. By comparing Columns (1) and (2), it is apparent

that the main sample of recruits is very similar to that of their average cohort, which is expected

due to the random assignment of recruits to cohorts, and that attrition after entering the academy

did not significantly alter the demographic composition of the pool of officers. This similarity is

also apparent by comparing the pooled and cohort means for the other exam periods. Overall, the

main sample of recruits is 80.74% male, start at 30.1 years old, and 48.72% minority– which is

comprised of mostly Hispanics (31.17%) and Blacks (13.19%). The average main sample cohort

contains 54 recruits.

The comparison between pooled demographics of all officers (Column (7)) and the recruit

demographics for each Exam period illustrates the changing nature of the Chicago Police Depart-

ment. More recent recruits are less likely to be female than all panel officers (24.43% vs. the

2013 cohorts at 23.32%). While minorities make up roughly half of both groups, the composition

of minorities has changed: Black officers make up about 22.75% of all panel officers while their

share has been decreased by almost half from Exam 2006 (22.42%) to Exam 2010 (13.19%), to

Exam 2013 (12.56%). The sharp decline in Black recruitment has been made up for by a surge

in Hispanic recruitment (26.1% for all officers vs. 34.08% for Exam 2013). This pattern is gen-

erally representative of police departments across the country in the last 30 years ([141]). For a

visualization of cohort compositions see Figure B.2.3.

Between Exam 2010 and Exam 2013, the reduction in start age requirement from 23 to 21

was associated with about a 2 year decline the average start age of recruits (Columns (1) and (5)).

Figure B.2.4 displays the cumulative CDF of officer start ages in the three exam periods. Notably,

69



in the Exam 2010 and 2006 cohorts, only 27% of recruits started before they were 27, while in the

Exam 2013 cohorts 49% did.

The top panel of Table 2.2 displays summary statistics of main sample cohort compositions

for all officers in Column (1), and Columns (2) and (3) divide these officers by whether their

cohort had high (≥ 50%) or low (< 50%) minority share (50% minority is the median). Low-

minority cohorts are on average 43.8% minority compared with high-minority cohorts at 54.51%,

with similar standard deviations– over all cohorts, one standard deviation of cohort share minority

is 0.06. Comparisons of other demographic compositions show little differences in observables

between low and high minority cohorts. The differences in cohort share female and mean start age

are neither statistically significant nor economically large.

Policing Outcomes

Arrests are a common metric when studying individual officer and departmental performance

and, in the light of concerns about over-policing — excessive and detrimental interactions between

law enforcement and civilians — arrests are the main metric I use to measure officer enforcement

activity.16 To distinguish between the seriousness of arrests, I divide them based on crime: serious

arrests, which I define as arrests for official FBI index crimes, as well as additional forms of

homicide, fraud, domestic violence, sexual assault, and simple assault and battery; and low-level

crimes are all other arrests—e.g., warrant, traffic, or drug crimes.17 I also classify arrests based

on arrestee race/ethnicity (white, Black, Hispanic, or other). Using Cook County court data, I

determine if the arrest is associated with a guilty finding, and I interpret this as a measure of arrest

16Arrest counts (and the clearance of crimes) are a common metric of police activity. See [156], [194], [154], [195],
[196], Blanes i [197], [161], [157], [145], and [198].

17Index crimes are offenses on which the FBI collects data and tracks and publishes annually in the Uniform Crime
Report (UCR). The eight index crimes are four violent and four property offenses: (violent) aggravated assault, rob-
bery, murder, rape, (property) burglary, larceny, motor vehicle theft, arson. For non-index crimes I classify as ‘serious’,
domestic violence is determined by whether the description indicates domestic battery or assault, and a few additional
sexual assaults were classified based on whether the description indicates criminal sexual assault. Simple assaults and
battery include crimes such as attempts at assault, child abuse, and threats of violence. I classify multiple types of
deceptive practices as fraud. As a robustness check in Section 2.5, I redo the main analysis using the FBI index and
non-index crime distinctions for serious and low-level crimes, respectively, and find similar results.
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quality.18 Opportunities for officers to make arrests depend on the crime rates where and when

they work, which influence the quantity, quality, and kind of arrests.19

The bottom panel of Table 2.2 displays arrests per shift, violent index crime rates, and ob-

servations in the daily panel data for all main sample recruits as full officers in Column (1), and

Columns (2) and (3) divide these officers by whether their cohort had high (≥ 50%) or low (< 50%)

minority share.20 Note that all differences in arrests and violent crime between Columns (2) and

(3) are statistically significant. The vast majority of arrests are of Black civilians (81.8%), with

Hispanic arrests being far less common at 13.2%. Recruits in high-minority cohorts make fewer

arrests per shift than those in low-minority cohorts, driven by a difference in arrests of Blacks

(0.1378 vs. 0.1481). About 70.31% of arrests are for low-level crimes. Recruits in low-minority

cohorts make slightly more guilty arrests relative to those in high-minority cohorts, with 30.64%

and 28.9% guilty, respectively. Recruits in low-minority cohorts work, on average, in slightly lower

crime districts relative to recruits in high-minority cohort, yet both groups work in Chicago’s most

dangerous areas.21 While this table documents differences between new officers in terms of arrest

quantity and quality, as well as working environment based on cohort diversity, whether cohort

diversity is actually changing officer enforcement behavior requires more detailed analysis.

18I define an arrest to be ‘guilty’ if the central booking number (CBN) is associated with any guilty finding; I
consider an arrest not guilty if the CBN is associated with no guilty findings and at least one not guilty finding. If a
CBN is associated with no guilty findings and no not guilty findings, and it has any dismissed cases, then I consider
it dismissed. If a CBN does not appear in the court data, I classify the case as dropped. I group not guilty, dismissed,
and dropped cases together and label them as ‘non-guilty’. If a CBN is not classified as guilty, not guilty, or dismissed,
but it is in the court data, then it only has incomplete/open cases, so it is classified as neither guilty nor non-guilty. A
single CBN may have multiple charges or cases associated with it, and I use the method discussed above to provide a
single outcome of an arrest which is conservative as only one guilty verdict on any charge is sufficient for an arrest to
be ‘guilty’.

19For example, lower crime may mean the marginal arrest is less likely to be high quality if officers value making
arrests.

20Index violent crimes are murder, rape, robbery, and aggravated assault.
21A monthly violent crime rate of about 15 per 10,000 population is the 75th percentile of monthly violent index

crime rates in Chicago.
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2.3 Empirical Strategy

2.3.1 Peer Effects Framework

The aim of this paper is to estimate the long-run effect of peer diversity on officer behavior. The

identification strategy for this paper borrows heavily from the education literature on long-run peer

effects, leveraging the random assignment of officers (students) to academy cohorts (classrooms).

As a first step, I adapt the regression specification from the long-run peer effects in education

literature ([199], [171]) by regressing outcomes on the characteristics of randomly assigned peers.

Specifically, I estimate:

𝐴𝑟𝑟𝑒𝑠𝑡
𝑘

𝑖 = 𝛼𝑘
𝑝(𝑖) + 𝜋

𝑘
1𝑋𝑐(𝑖) + 𝜋

𝑘
2𝑋𝑖 + 𝑣

𝑘
𝑖 (2.1)

where 𝐴𝑟𝑟𝑒𝑠𝑡
𝑘

𝑖 is the average number of arrests type 𝑘 (e.g., Black low-level guilty arrests) per

shift made by officer 𝑖 randomly assigned to cohort 𝑐(𝑖) in exam period 𝑝(𝑖). Variable 𝛼𝑘
𝑝(𝑖) is a

fixed effect for the exam 𝑝(𝑖) which officer 𝑖 took (as did all other officers in 𝑖’s cohort 𝑐(𝑖)). 𝑋𝑖

contains the demographic characteristics (e.g., race, start age) for officer 𝑖. 𝑋𝑐(𝑖) =
∑𝑛𝑐

𝑗≠𝑖
𝑋 𝑗

𝑛𝑐−1 , contains

the leave-out mean of the demographic characteristics of members of officer 𝑖’s cohort 𝑐.22

The random assignment of lottery numbers within an exam pool allows cohort composition,

𝑋𝑐(𝑖) to be uncorrelated with unobserved characteristics about the officer, 𝑣𝑘
𝑖
, permitting consistent

estimation of the peer effect of cohort diversity, 𝜋𝑘1 (see Appendix B.1.2 for tests of random as-

signment). More formally: E[𝑣𝑘
𝑖
|𝑋𝑐(𝑖) , 𝛼𝑘𝑝(𝑖)] = 0 ∀ 𝑖.23 However, the mechanism by which cohort

composition influences future arrests is not specified. One part of 𝜋𝑘1 is the effect of cohort diver-

sity on an individual officer’s behavior, opinions, beliefs, and prejudices. Yet, as cohort diversity

influences officer assignments and future peers (discussed more in Appendix B.1.4 and Appendix

B.1.5), and assignments influence arrest possibilities, the other part of 𝜋𝑘1 is the assignment effect

22For computing 𝑋𝑐 (𝑖) , I include all recruits beginning in the cohort 𝑐 excluding 𝑖.
23Given that cohort composition is randomly determined and 𝑋𝑐 (𝑖) excludes the officer 𝑖, cohort composition ex-

cluding officer 𝑖 is independent of officer 𝑖’s observable characteristics, 𝑋𝑖 . So, leaving out 𝑋𝑖 should not impact
estimates of 𝜋𝑘1 .
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of diversity. So, though the assignment effect proves to be minor, 𝜋𝑘1 is a causal estimate of the

effect of cohort composition on an officer’s future arrests of type 𝑘 within the assignment system

of the Chicago Police Department.24

2.3.2 Officer Heterogeneity

Using a raw arrest metric, e.g., arrests per shift, as the outcome of interest is straightforward,

but it suffers multiple issues. First, higher shares of minorities in cohorts cause officers to make

fewer arrests of Blacks during their careers. This is in part due to how cohort diversity influences

new officer assignments and how officers choose to bid for assignments (see Appendix B.1.4).

Second, different cohorts do not start at the academy at the same time, and their opportunities for

arrests will be influenced by departmental demand, non-linear changes in crime rates, and other

factors, making arrests alone a highly noisy outcome.

For the effect of peers to be externally valid and relevant for police departments with different

priorities and assignment policies, understanding how peers influence officer’s individual type is

necessary. By officer type, I mean their individual propensity to make an arrest, a measure of their

enforcement activity regardless of their working environment, or their individual contribution to

the quantity or quality of arrests they make. Controlling for working environment also alleviates

concerns about differential assignments and crime rates over time.

Identifying the effect of peers on officer types follows two steps. First, I recover a measure of

an officer’s ‘type’, i.e. their propensity to make arrests net of high-dimensional daily assignment

fixed effects and other factors. Second, I regress these arrest propensities on cohort composition

to estimate the long-run effect of peer diversity on individual officer behavior. This allows for data

reduction and exploration of heterogeneity, and it permits flexible specifications in the first stage.25

24In this setting, I cannot distinguish between endogenous and exogenous effects of peers ([200]), which means I
cannot disentangle the effect of officers being affected by minority peers due to their behavior or their characteris-
tics. I assume there are no correlated effects (e.g., instructor effects)– given the large amount of courses recruits are
taught during the academy, it is highly unlikely that a cohort with 40% minority composition would receive different
institutional environments or instructors than a cohort with 50% minority composition starting a month later.

25[145] uses an analogous method by first recovering officer fixed effects for making arrests following 911 calls,
then regressing these officer fixed effects on officer characteristics, and [201] use a similar two-step procedure for
studying the determinants of returns to education.
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I first recover an estimate for all officers’ (including those outside the full sample of cohort

officers) propensities to make arrest of type 𝑘 , \𝑘
𝑖
, using a first stage regression.26 I estimate a

linear fixed effect regression model:

𝐴𝑟𝑟𝑒𝑠𝑡𝑘𝑖𝑡 = \
𝑘
𝑖 + 𝛾𝑘𝑏𝑟𝑠𝑤𝑡

+ 𝛽𝑘𝑉𝑖𝑡 + 𝜖 𝑘𝑖𝑡 (2.2)

where 𝐴𝑟𝑟𝑒𝑠𝑡𝑘
𝑖𝑡

is the number of arrests of type 𝑘 officer 𝑖 made during their on-duty time on

date 𝑡.27 The data is sufficiently rich such that I can control for a large set of assignment and

environment characteristics with highly specific fixed effects, 𝛾𝑘
𝑏𝑟𝑠𝑤𝑡

, which interacts officer 𝑖’s

assigned district and truncated beat code (𝑏), their role (𝑟), their shift number (𝑠), and the year,

month, and day of the week (𝑤𝑡).28 The data has over 7.8 million officer-shift observations on

about 14,000 officers and contains approximately 580,000 assignment fixed effects (𝛾𝑏𝑟𝑠𝑤𝑡
).29 𝑉𝑖𝑡

controls for second-degree polynomials of officer 𝑖’s tenure. All random shocks to an officer’s

arrest participation during their working period are contained in 𝜖 𝑘
𝑖𝑡

.

I assume that conditional on a polynomial of officer tenure and officer assignment fixed effects:

1) current and future shocks to arrest counts are orthogonal to past observables; 2) shocks to arrest

counts are not serially correlated across shifts; and 3) since the number of daily shifts I observe for

each officer grows quickly, the officer fixed effects are consistently estimated (the mean number

26More formally, 𝑘 ∈ ©«
𝐴𝑙𝑙

𝑆𝑒𝑟𝑖𝑜𝑢𝑠

low-level

ª®¬ × ©«
𝐴𝑙𝑙

𝐺𝑢𝑖𝑙𝑡 𝑦

𝑁𝑜𝑛 𝐺𝑢𝑖𝑙𝑡 𝑦

ª®¬ ×
©«
𝑀𝑖𝑛𝑜𝑟𝑖𝑡 𝑦

𝐵𝑙𝑎𝑐𝑘

𝑁𝑜𝑛𝐵𝑙𝑎𝑐𝑘

𝐻𝑖𝑠𝑝𝑎𝑛𝑖𝑐

𝑊ℎ𝑖𝑡𝑒

ª®®®®®¬
.

27Estimation was performed using the R package ‘lfe’ (Gaure (2013a)), which implements the algorithm introduced
in Gaure (2013b) that is designed for estimating linear models with multiple overlapping high-dimensional fixed effects
(e.g. officers and who move across shifts or workers who move across firms). Notably, this package also allows for
standard errors of the fixed effects to be recovered which is used in Appendix B.1.6.

28Formally, 𝑏 is the numeric beat code with the last numerical digit removed, and 𝑟 is the exact role designated by
the full beat code. For example, beat code “2533” has a role of ‘beat officer’ and the beat is truncated to “253” which
indicates the sector they work in (a group of contiguous geographic beats, and beats are on average less than 1 square
mile). Beat code “2463A” has a role of tactical team C officer, as does beat code “2463C”, and both have the same
truncated beat as “246” (which does not map to a geographic sector), so their 𝑏𝑟𝑠𝑤𝑡 ’s are identical if they also work
in the same watch, day of week, month, and year.

29While the assignment fixed effects are highly granular, there is still significant variation within and across as-
signments. There are on average 8 officers per value of 𝛾𝑏𝑟𝑠𝑤𝑡

, and on average officers work in 9 different 𝑏’s and
5 different 𝑟’s, for example. Thus, there is sufficient variation in assignments across and within officers to identify
officer fixed effects.
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of observations for an officer in the panel is 558). I interpret the recovered \̂𝑘
𝑖

as an estimate of

the individual officer’s propensity for enforcement of type 𝑘 , which I recover for all officers in the

daily assignment panel between 2010 and 2018.

With this first stage regression, I control for significant temporal, geographic, demographic,

and income variation in where each officer is working, as well as the within-day heterogeneity,

officer exposure to different types of civilians and local crime rates, and the effects of officer

tenure.30 Another strength of this design is that I am able to leverage data on all officers, not just

those in the sample cohorts. So, I am using all the variation across officer shifts without having

to drop observations from officers whose cohorts I do not observe. This means I have sufficient

observations within highly granular assignments to use high-dimensional fixed effects (i.e. 𝛾𝑘
𝑏𝑟𝑠𝑤𝑡

)

and allow for interactions between assignment characteristics. Recovering a single metric (per

arrest type) for each officer also avoids weighting issues as new cohorts have fewer observations

in the panel data than older ones.

Using only the fixed effects of officers in my sample cohorts, I replace \̂𝑘
𝑖

as the dependent

variable in equation (2.1):

\̂𝑘𝑖 = 𝛼𝑘
𝑝(𝑖) + 𝜋

𝑘
1𝑋𝑐(𝑖) + 𝜋

𝑘
2𝑋𝑖 + 𝑣

𝑘
𝑖 (2.3)

Now, 𝜋𝑘1 can be interpreted as the peer effect on an officer’s propensity to make arrests of type

𝑘 .31 As before, the composition of one’s cohort is independent of one’s own pre-existing char-

acteristics, but now the outcome is the result of extensively controlling for working environment

such that \̂𝑘
𝑖

is officer 𝑖’s individual contribution to make arrests of type 𝑘 regardless of when or

where they work. The minor effect of assignment crowding out due to cohort diversity is removed

from this measure, and the exogeneity assumption (E[𝑣𝑘
𝑖
|𝑋𝑐(𝑖) , 𝛼𝑘𝑐𝑝] = 0∀𝑖) holds, making 𝜋𝑘1 the

causal effect of cohort diversity on officer enforcement propensity. \̂𝑘
𝑖

is an estimated quantity (and

thus has measurement error), and it is standing in for the ideal outcome variable in equation (2.3),

30The CPD’s operational schedule reinforces the inability of officers to select shifts on specific days or civilian pools
(see [144] for more detail).

31I assume a homogeneous treatment effect across officers.
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\𝑘
𝑖
, which is the officer’s true but unobserved type. Following the teacher value added literature, I

apply a Bayesian shrinkage procedure to the fixed effects to obtain more precise fixed effects and

reduce measurement error (see Appendix B.1.6).

2.4 Results

2.4.1 Main Sample Results

The recovered distributions of main sample officer fixed effects indicate differences across race

and exposure to diversity.32 Figure 2.1 presents graphical evidence for heterogeneity in officer

enforcement being related to officer race and cohort diversity. The distribution of officer arrest

propensities (fixed effects) has a long right tail, as in [145]. Panel A displays the distributions of

fixed effects for arresting Blacks for white and minority officers in the main sample. White officers

tend to have higher fixed effects, i.e. a higher individual propensity to arrest Blacks, relative to

minority (non-white) officers. This conforms with existing research on white officers policing

Blacks more aggressively.33 Panel B displays the distribution of fixed effects for white officers

in the main sample split by cohort share minority. Clearly, white officers in cohorts with more

minorities tend to have lower fixed effects—lower individual propensities to arrest Blacks.

Effect on Minority Arrests

For more detailed results, I turn to regression analysis. Table 2.3 displays the central results

for the main sample. First, Column (1) displays the negative relationship between cohort share

minority (CSM) and main sample officers’ average arrests of minorities in their first 200 shifts

(slightly over one year), estimated using equation (2.1). The coefficient on CSM, -0.188 (p =

0.057). This indicates that a 10pp increase in CSM (about 1.6 SDs) is associated with 4 fewer

arrests of minorities over their first 200 shifts, equivalent to a 12% decline relative to the mean.

Column (2) displays the effect of CSM on the officer’s fixed effect (individual propensity after

32I solely discuss the fixed effects for officers in the main sample in this section, so “officer” or “recruit” both refer
to officers in the main sample as sworn/full officers after their probationary period.

33See [143], [142], [145], and [144].
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controlling extensively for assignment and temporal effects) to arrest minorities, estimated using

equation (2.3). The coefficient is not statistically significant and smaller in magnitude (-0.138, p =

0.11), which is expected because of the negative bias in estimating equation (2.1) due to high CSM

reducing the level of crime and minority population in an officer’s working district (as shown in

Appendix B.1.4).

The imprecision of Column (2) is due to significant underlying heterogeneity in the effect of

minority peers on officers’ propensities to arrest minorities. As shown in Columns (3) and (4),

CSM has a large negative effect on propensity to arrest minorities for less serious (discretionary)

crime but has a small positive effect on propensity to arrest minorities for serious (property and

violent, non-discretionary) crimes. Based on Column (3), the coefficient on CSM (-0.186, p < 0.05)

indicates that a 10pp increase in CSM decreases an officer’s propensity to arrest minorities for

low-level crimes equivalent to 1.86 fewer arrests over 100 shifts, which corresponds to a decrease

0.24 standard deviations and a 11% decline relative to the mean. Column (4), on the other hand,

indicates that a 10pp increase in CSM increases an officer’s propensity to arrest minorities for

serious crimes by 0.48 more arrests over 100 shifts which is equivalent to 0.19 standard deviations.

Columns (5) and (6) replicate Columns (3) and (4) with full controls for officer race, gender,

start age, and cohort size; the results are almost identical with coefficients and standard errors

increasing slightly. The robustness of the coefficients to these controls is further support for random

assignment of officers to cohorts in the main sample.

The coefficients for officer race, gender, and start age, in Column (5) indicates that, for arrests

of minorities for low-level crimes, relative to white officers, Black officers make 3 fewer arrests

per 100 shifts while Hispanic officers make 1.6 fewer; male officers make 2.2 more arrests than

female officers per 100 shifts, and officers who start the academy at one year older make 0.2

fewer arrests per 100 shifts. These differences by officer characteristics decrease in magnitude and

statistical significance for serious arrests (Column (6)), as expected given that officers have more

discretion over making low-level arrests as opposed to serious ones. These results are also in line

with previous research about differences in aggressive policing by officer race, and the results are
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quite similar to those of [144].34 Table B.2.1 provides more detailed results on the association

between demographics and propensities for aggressive policing.

Columns (7) and (8) repeat the analysis in Columns (5) and (6) with CSM broken down into

cohort share Black (CSB) and cohort share non-Black minority (CSN), which includes (mainly)

Hispanics, Asians/Pacific Islanders, and Native Americans. Black peers have a significantly larger

effect relative to non-Black minority peers on low-level arrests of minorities (-0.314, p < 0.05,

vs. -0.193, p < 0.05) and serious arrests of minorities (0.097, p < 0.01, vs. 0.043, p < 0.05). The

effect of CSB is about 2 times larger than the effect of CSN for both types of arrests.

Disaggregating Minority Arrests

Thus far, we have considered arrests of minorities as a single group which comprised just over

90% of arrests; however, 77.43% of minorities arrested are Black– the rest are almost all Hispanic

(21.6%). Columns (9)-(12) break down arrests of minorities into arrests of Blacks ((9)-(10)) and

arrests of non-Black minorities ((11)-(12)). Comparing Columns (9)-(10) and (11)-(12) shows that

the effects on minority arrests are driven by arrests of Blacks, which maintains statistically and

economically significant coefficients. A 10pp increase in CSB (CSN), equivalent to 2.1 (1.3) SDs,

decreases officer propensity to make low-level arrests of Blacks by -0.0256, p < 0.05 (-0.0153, p

< 0.05). This is equivalent to a 25.6% (15.3%) decrease relative to the mean. By contrast, the

effects on non-Black minority arrests are directionally consistently but are small (for serious) and

not statistically significant (for low-level). This is consistent with Table B.2.1, which shows that

race, gender, and age have much stronger influences on Black arrests relative to non-Black arrests.

I focus on Black arrests as the main outcome of interest in the following sections because they

drive the minority arrest results and are the vast majority of arrests in Chicago (>80%), though

minority peers decrease officer propensities to arrest all civilians for low-level crimes.35 Further-

34See [202], [160], [143], [145], and [142].
35Table B.2.2 shows that minority peers’ decrease low-level arrests of civilians of all racial groups (Black, non-

Black minority (mostly Hispanic), and white civilians), though point estimates are less precise for non-Black groups.
The effects are largest and most precisely estimated for Black arrestees, which is consistent with the fact that Black
civilians make up the vast majority of arrests.
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more, I shrink officer fixed effects using a Bayesian shrinkage procedure described in Appendix

B.1.6 for more precise results and use shrunken fixed effects in the following analyses.

Columns (13)-(14) replicate Columns (9)-(10), but using shrunken fixed effects. The effect of

Black (non-Black minority) peers on low-level arrests shrinks by 22.27% (23.53%) and on serious

arrests shrinks by 65% (78.79%), and standard errors decline. The fact that serious arrest fixed

effects shrank more substantially than low-level ones is in line with the fact that they are much less

frequent.

These final results indicate that a 10pp increase in CSB (CSN) decreases arrests of Blacks for

low-level crimes by -1.99, p < 0.05 (-1.17, ), over 100 shifts, equivalent to a -0.32 (-0.19) SD

decrease. For serious arrests of Blacks, a 10pp increase in CSB (CSN) increases arrests of Blacks

for serious crimes by 0.28, p < 0.05, (0.07, p > 0.1 over 100 shifts, equivalent to a 0.18 (0.05) SD

increase.

Dynamic Effects

It is important to consider whether these effects are short-term or if they persist into an officer’s

career. While multiple years of observations are not available for full sample officers, the main

sample officers are observable for a minimum of 3 years into their careers as full officers (4 years

after they exit the academy). To explore the dynamic effects of peer composition, I re-estimate

equation (2.2) with individual fixed effects for officers for each 180-day period– meaning an officer

during the first 180 days in their career as a full officer is considered a different individual as

that same officer in their next 180 day period. Figure B.2.5 displays the coefficients of the main

specification (Column (13) in Table 2.3) estimated separately for each 180-day fixed effect for main

sample officers. The figure indicates that the effect of non-Black minority peers slightly attenuates

overtime, while the effect of Black peers remains stable. While 3 years is not an officer’s full career

by any means, the results indicate that the strongest effect (that of Black peers) is persistent long

after the academy classes dissipate.
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2.4.2 Full Sample Results

In this section, I expand the data used to the full sample– including the Exam 2006 and Exam

2013 cohorts. While adding additional observations is useful, the data come with limitations dis-

cussed in Section 2.2.2. Table 2.4 displays the results for the full sample, with the outcomes be-

ing shrunken officer propensities to arrest Blacks for low-level crimes (odd columns) and serious

crimes (even columns), using equation (2.3) and including exam fixed effects.

Columns (1)-(2) display the results for Exam 2010 and Exam 2006 cohorts– the results do

not change significantly relative to those in Columns (13) and (14) in Table 2.3. Columns (3)-

(4) estimate the effects for the full sample (including Exam 2013). With the inclusion of the

full sample, the effects of cohort share Black (p < 0.01) and non-Black minorities (p > 0.1) both

decline and become less precise. Recall that the age requirement policy changed for the Exam

2013 cohorts, with the minimum start age being lowered from 23 to 21. This led to a significant

compositional change between Exam 2010 (and Exam 2006) and Exam 2013 cohorts: there was

a resulting shift in age distribution and the inclusion of a significantly higher portion of officers

below the age of 27, as shown in Figure B.2.4 and discussed in Section 2.2.3.

Collectively, this raises the question of whether start age or minority status is driving the results.

To disentangle the effect of age and minority status, I divide start ages into three groups: young

(< 27), mid (27−32), and old (> 32), then I compute leave-out-means of each age group interacted

with minority status (grouping Blacks, Hispanics, Asians, and Native Americans together as in

Columns (1)-(6) in Table 2.3). Then I estimate equation (2.3) replacing cohort shares with these

age and minority interaction groups. Controls include the share of mid and old white recruits,

making the reference the share of young white peers. The results are displayed in Column (5)-(8),

and they indicate that the interaction between age and minority status is a key factor with respect

to the peer effects of diversity.

Based on the results in Column (5), the effect of minority peers is increasing by their age:

young minority peers only slightly decrease arrests of Blacks for low-level crimes (-0.061, p >

0.1), mid-aged minority peers have a larger but noisy effect (-0.128, p > 0.1), and old minorities
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have an economically and statistically significant effect (-0.189, p < 0.01). Column (6) indicates

that the effect of minority peers on serious arrests is also driven by older minorities (0.012, p >

0.1). This pattern in age groups is consistent with older officers policing Blacks less aggressively

(see Table B.2.1). Columns (7) and (8) replicate (5) and (6) but excluding the Exam 2013 cohorts

to ensure the shift in age distribution is not driving the results, and the patterns and results for the

effects of minority peers are very similar for low-level arrests.

2.4.3 Effect on Officer Arrest Quality

A unique feature of my data is that I can observe the outcomes of arrests in court, which

enables me to measure the quality of arrests. To study the effect of peer diversity on arrest quality,

I classify high-quality arrests as those which result in a guilty outcome in court and low-quality

arrests as those which result in a non-guilty outcome in court.36 Much like arrest quantity, officers

are heterogeneous in their arrest quality, and officers that have high propensities to make guilty

(high-quality) arrests do not necessarily have high propensities to make non-guilty (low-quality)

arrests. I estimate equation (2.3) on propensities to make non-guilty and guilty arrests separately.

By comparing the effect of peer diversity on the propensity to make high-quality arrests with its

effect on the propensity to make low-quality arrests, I can infer an effect of peer diversity on

arrest quality separate from the influence of assignments, as crimes committed in some locations

and times may be easier to arrest and prosecute than others. In Table 2.5, Columns (1)-(2) and

(5)-(6) display the results for Black low-level arrests and Columns (3)-(4) and (7)-(8) display the

results for Black serious arrests, with Columns (1)-(4) being main sample results and Columns

(5)-(8) being full sample results, and guilty arrests in even columns and non-guilty arrests in odd

36As previously described, a guilty outcome means the arrest was associated with any guilty finding, and a non-
guilty outcome means the arrest was not associated with any Cook County court case, resulted in only dropped charges,
or had charges only found not guilty in court. Cases which had no final disposition or closed date in the data set are
considered incomplete/open and are neither guilty nor non-guilty. Police officers do influence the initial charges against
the arrestee and provide evidence and testimony to prosecutors and defendants, though their time in front of a jury or
judge is limited particularly given the frequency of plea deals. Furthermore, while officer observables and behavior
influence credibility in the eyes of judges, prosecutors, and juries, which alters their ability to make guilty arrests, an
officer’s cohort diversity is not observable to them and far removed. Additionally, officers may have reputations for
being credible or not for prosecutors, meaning whether charges are filed may be a function of officer ‘quality’ as well.
Lastly, a low-quality arrest does not necessarily mean the arrestee was innocent of any crime.
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columns.

For the main sample, Black and non-Black minority peers have a small effect on officers mak-

ing guilty low-level arrests, but they have large negative effects on officers’ propensities to make

non-guilty low-level arrests. To put the effects in context, the guilty / non-guilty rate for low-level

Black arrests for main sample officers is 0.25, and similarly the ratio of the respective standard

deviations in shrunken main sample officer fixed effects is 0.21. So, a 10pp increase in CSB de-

creases non-guilty low-level arrests by -0.0165 (p < 0.05) and guilty low-level arrests by -0.001 (p

> 0.1), which corresponds to a guilty/non-guilty ratio decrease of 0.06. This indicates that CSB

has a strong positive effect on arrest quality for low-level arrests because non-guilty arrests de-

cline. Similarly, CSN has a small negative effect on non-guilty low-level arrests (-0.01,p < 0.05)

and virtually no effect on guilty arrests.

For serious arrests of Blacks, only Black peers have any economically or statistically significant

effect, with the coefficient on CSB for guilty serious arrests being 0.005, p < 0.01 and a noisy

positive effect on non-guilty serious arrests, -0.002, p > 0.1. Given that the guilty/non-guilty ratio

for serious arrests of Blacks is 0.33, this indicates Black (and non-Black minority, based on noisy

coefficients) peers have a very small but positive effect on arrest quality for serious crimes.

This pattern of results is consistent in the full sample as well. Focusing on the interaction of age

and minority status, Columns (5)-(8) display these results. Column (5) and (6) indicate that minor-

ity and mid- and old-white peers have a significant negative effect on non-guilty low-level arrests

of Blacks and effects on guilty low-level arrests of Blacks more than order of magnitude smaller–

indicating an increase in arrest quality. As in the previous section, the strongest negative effects

are due to the share of older minority peers. For serious arrests, the effects are all statistically and

economically insignificant indicating no significant change in arrest quality or quantity.

Low-quality arrests, however, are heterogeneous, as an arrest can result in a non-guilty outcome

if 1. it results in a finding of not guilty (usually a judge ruling), 2. the case is dropped by the

prosecutor or dismissed by the judge, or 3. it is missing from the court data.37 In order to determine

37An arrest may be missing either because the officer later decided not to charge the individual (e.g. ‘drunk tank’
arrests or protesters), the individual was immediately sent to a diversion program, or due to matching error.
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which of these is driving the low-quality results, I decompose low-quality, low-level arrests of

Black civilians and redo my analysis on each sub-type. The results are displayed in Table B.2.3.

The results show that dismissed/dropped cases and not guilty cases are driving the results, with no

effect on missing cases, for both the main and full samples. This indicates that reduction is driven

by cases with, for example, insufficient evidence or credible testimony by the officer, rather than

matching error or the officer choosing to detain but not charge the individual with a sufficiently

serious crime. This is consistent with officers being more discerning in their low-level arrests and

thereby improving their average arrest quality.

2.5 Robustness

In this section, I discuss a variety of additional analyses that include alternative samples and

specifications to test the robustness of the main results for both the main and full samples. Table

2.6 presents the main sample robustness tests and Table 2.7 presents those for the full sample, with

each main sample test in Columns (1)-(7) being replicated for the full sample in the analogous

column. Columns (8)-(11) in Table 2.6 present additional tests that are relevant or feasible for the

main sample only. Due to the computational intensity of computing fixed effect standard errors,

the fixed effects will be unshrunken except for Columns (7) and (11). Finally, I test the robustness

of my results to common issues in peer effect studies.

2.5.1 Discrete Outcomes in First Stage

Arrests in a shift are count data, and the distribution of their frequency, as expected, fits a Pois-

son distribution. As such, I re-estimate the first stage (equation (2.2)) using a Poisson regression.38

This model is potentially more reflective of the true data generating process, and environment and

individual officer fixed effects likely contribute to arrests in a non-linear fashion. However, unlike

the linear model, the estimates are not directly interpretable and fewer individual fixed effects can

38Specifically,
E[𝐴𝑟𝑟𝑒𝑠𝑡𝑘𝑖𝑡 |\𝑘𝑖 , 𝛾𝑘𝑏𝑟𝑠𝑤𝑡

, 𝑉𝑖𝑡 ] = 𝑒𝑥𝑝(\𝑘𝑖 + 𝛾𝑘𝑏𝑟𝑠𝑤𝑡
+ 𝛽𝑘𝑉𝑖𝑡 ) (2.4)
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be recovered.39 I use the recovered fixed effects in my second stage, and, as shown in Column (1)

of Tables 2.6 and 2.7, the results are qualitatively similar to those of the main results, though not

directly comparable due to the non-linearity of the model.

While the Poisson first stage is designed to more closely match the distribution in the data, a

second concern may be that the results are driven by the skewed nature of the arrest data: most

shifts have no arrests at all while very few have many. To test this, I re-estimate equation (2.2)

as a linear probability model (LPM) with the dependent variable being if any arrest of type 𝑘 was

made by officer 𝑖 during their shift. The results are displayed in Column (2) of Tables 2.6 and 2.7,

and the estimates are very similar to the main results. These tests indicate that the results were

not driven by either the reliance on a linear model in the first stage nor the skewed distribution of

arrests per shift.

2.5.2 Alternative Samples and Controls

As multiple officers can be listed on a single arrest, this means some arrests are double counted

in my analysis. This may be an issue if cohort share minority influences assignments in which only

single officer arrests generally occur. To check the robustness of my results against this issue, I

re-estimate the first stage only counting arrests for the first arresting officer. Column (3) in Table

2.6 displays the results of equation (2.3) on these recovered fixed effects, and they are similar to

the main results but slightly smaller, as expected.

In the main results, the only control included is a polynomial of officer tenure as other factors,

such as crime rates or shift duration may be endogenous to the officer’s activity during their shift.

As a robustness check, I re-estimate officer fixed effects with polynomials of local crime and

watch duration during the officer’s shift, and I use these officer fixed effects to use as the outcome

in equation (2.3); I find the results are qualitatively similar (see Columns (4)).

While the assignment fixed effects control for significant amounts of heterogeneity in assign-

39The estimation is performed using the R package ‘fixest’ and an algorithm used to efficiently estimate fixed effects
in maximum likelihood models ([203]). As the data are not overly dispersed, a negative binomial regression is not
necessary.
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ment, they do not control for the type of assignment an officer has, e.g. in car, on foot, or on bike

patrol (though this is often determined by their beat and shift). To ensure that differential assign-

ment types are not contaminating my results, I re-estimate equation (2.2) using the 91.9% of panel

observations where an officer is in a car. The results are displayed in Columns (5) and are highly

similar to the main results.

We used serious and low-level crime types in order to distinguish between types of arrests;

however, we want to ensure that the results are not driven by this classification. I re-categorize the

arrests based on the FBI index (serious: murder, rape, robbery, aggravated assault, burglary, theft,

motor vehicle theft, and arson) and non-index (low-level: all others) classification and exclude

warrant arrests as the exact crime type is not known. Fixed effects for Black index and non-index

arrests are obtained by re-estimating equation (2.2). The results in Columns (6) are consistent with

the main results.

Finally, with additional information about officers, I am able to add more controls about both

officer and cohort compositions in order to test the robustness of the main results. These additional

controls include officer level and cohort shares of Spanish speaking, female, high education (bach-

elors or above), and military-experienced officers as well as cohort mean start age. Columns (7)

illustrates that the results are not significantly impacted.

2.5.3 Main Sample Only Tests

As previously discussed, the main sample cohorts have multiple advantages which also allow

for more detailed exploration of effects, including additional robustness checks that are infeasible

with full sample cohorts. First, the potential for non-Black officers to be sent to different assign-

ments due to higher shares of Blacks in their cohorts may negatively bias my results (increasing

magnitude) as high cohort diversity may lead to low fixed effects solely due to assignments (though

the high dimensional working environment controls attempt to solve this issue). As a robustness

test, I study the subset of new officers exposed to very high crime areas (above 75th percentile in

violent index crime). As shown in Column (8) in Table 2.6, the ‘high crime’ new officers display
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similar results as the whole sample.40

Second, there may be a concern that new officers are not only assigned based on race and

the racial composition of their cohort, but also based on their preferences and unobservables with

respect to policing as well. I repeat my analysis on main sample officers during their probationary

periods—which alleviates this issue as they have no actual policing experience upon entering this

period– and I include controls for field training evaluator characteristics. Column (9) in Table 2.6

display these results, with effects qualitatively similar to the main results.41

Next, I repeat my analysis using a restricted sample similar to that of [144], which studied

differences in policing outcomes between officers of different races and gender. Their sample

differs in two main ways: first, it is restricted to 2012-2015 and excludes watch 4; second, it

the assignment fixed effects used are more granular, controlling for the interaction between year-

month, day of the week, shift, and exact beat code (‘MDSB’), where as I interact assignment role

with a truncated beat code.42 I re-estimate the first stage on the restricted sample and control for

assignment more granularly with MDSBs. Column (10) in Table 2.6 present the results which are

similar to those of the main sample.

Lastly, while eligible applicants are permitted to enter the academy when their lottery number

is drawn (and passing further tests), it is not required. A potential recruit may choose not to join

the academy for a variety of reasons if their number is called. While all the estimates in this

paper are conditional on uptake (i.e., only relevant for people who end up becoming officers), the

composition of cohorts may be influenced by selection into the academy due to different start dates

(though Appendix B.1.2 provides evidence against significant selection).43 I test this by estimating

40This analysis is feasible in the main sample but not full sample as there is significant heterogeneity across exams
in local crime rates and initial assignments, making it infeasible to decide on a sensible “high crime” cut off across 8
years of cohorts.

41Probationary field training officer data is only available fully for the main sample officer cohorts.
42The main analysis has other minor differences with their approach. I do not filter out officers for having additional

information codes (e.g., indicating injury, training, union business, etc.) during their shifts as this information is not
available for my full sample of assignment data. Naturally, this re-estimation is not feasible for Exam 2013 officers,
which all start as full officers after this data ends in 2015.

43Accessing lists of individuals who did not enter the academy is not possible due to data privacy restrictions.
However, for policy relevance, the effect of peer composition on the population of individuals who end up becoming
police officers is likely more important than the effect of peer composition on the population on the margin of becoming
police officers.
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equation (2.3) on the subset of cohorts which started within 5 months of the initial main sample

cohort, i.e. starting between July and December of 2012. Column (11) in Table 2.6 displays these

results. The results for low-level arrests are qualitatively similar to those in the main results and

the effects on serious arrests are insignificant. For further evidence, Figure B.2.6 displays how the

coefficients of interest change as more cohorts are added.44

2.5.4 Measurement Error, Exclusion Groups, and Inference

Finally, there are three common issues with peer effect studies, particularly in settings that

utilize similar assignment mechanisms as this paper. First, as discussed in [165], building off of

[204], and in [205], peer effects can be over-estimated due to measurement error. In order to

determine if measurement error in cohort composition is driving the magnitudes of my results, I

follow [171] by adding measurement error to cohort racial compositions. Figure B.2.7 displays the

results of adding increasing amounts of measurement error to the main specifications for the main

sample and full sample. For the main sample (Panel A), increasing measurement error attenuates

the main results, while in Panel B increasing measurement error modestly attenuates the main

results. The Panel B results, which intersect age and minority status, are less attenuated by adding

measurement error to race because no error is added to peer age, which also has an effect. Overall,

this suggests that measurement error is unlikely to be driving the results.

Second, [165] also shows that there is a negative mechanical correlation between an individual

and their peer composition, and this mechanical relationship may be driving the results. For the

main specifications, I have used leave-out-means for peer compositions, so to determine if the

mechanical correlation is driving the results I distinguish between the individuals being influenced

from the peers who are doing the influencing ([206], [207], [171]). Table B.2.4 presents the results

when excluding the peer group in question from the regression. Columns (1) and (2) present

the effect of minority peers on white officers (excluding minority officers), Column (3) presents

44This is not feasible for the full sample because while about 40% of recruits in the main sample start within the
first 5 months, it takes significantly longer for a sizable portion of Exam 2013 recruits to enter the academy, and there
are only 5 cohorts in the Exam 2006 data set spread out across 2 years.
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the effect of older peers on young and mid-aged officers (excluding older officers), and Column

(5) presents the effect of female peers on male officers (excluding female officers); Columns (4)

and (6) add interactions with officer race being white (see Section 2.6). The results are generally

consistent with the results in Sections 2.4 and 2.6 (though generally noisier due to smaller samples),

indicating that the results are robust to excluding the effecting officers.

Lastly, traditional inference techniques do not necessarily apply to many (quasi-)experimental

designs, particularly peer effects studies where inter-group variation is a result of finite-sample

bias. Recent peer effect studies use randomization inference to construct p-values for estimates

([208], [209], [174]), consistent with the guidance in [210]. I construct p-values using a ran-

domization inference method which provides a distribution of estimates under the null hypothesis

that there is no effect of peer composition on outcomes (see Appendix B.1.7 for more details).

I construct 1,000 placebo cohorts with recruits randomly re-assigned at the exam level, then I

re-compute cohort compositions and re-run the main regressions, and two-sided p-values are com-

puted by ranking the coefficient in the main results within the distribution of placebo coefficients

(in absolute value). As shown in Figure 2.2, the randomization inference p-values are generally

smaller than those in the main results.

2.6 Mechanisms

There are multiple potential mechanisms underlying these results: positive interracial social-

ization, peer preferences, and negative interracial interactions. Overall, the evidence presented in

this section is most consistent with the positive interracial socialization and the influence of peer

preferences. I begin by elaborating on these two mechanisms, then I present evidence for them

and discuss their implications. Finally, I discuss alternative explanations, such as peer race be-

ing correlated with other influential characteristics or instructors being influenced by the recruits

they teach. To do so, I leverage the fact that additional peer characteristics, such as education and

gender, are effectively randomly assigned by the lottery number system.
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2.6.1 Primary Mechanisms

First, positive interracial socialization operates through contact between whites and minorities.

During the academy, whites and minorities may become friends, causing a reduction in racial bias

or prejudice among whites ([173], [174]). Evidence consistent with positive interracial socializa-

tion includes the effect of minority peers on whites being larger than the effect of minority peers

on minorities.

Second, officers may adopt the preferences of those around them due to shifts in culture, social

identity, or personality ([150], [152], [153]), meaning each recruit’s preferences are influenced by

the composition of their peers’ preferences. For example, having more peers who prefer aggressive

policing will cause an officer to police more aggressively in the future. While I can only observe

officer behavior, I use arrest propensities as a proxy for officer preferences. Evidence consistent

with the preference effect includes all officers being influenced by minority peers and the peer

effect of a group being larger if that group, on average, polices less aggressively (e.g., the effect of

female peers should be greater than male peers, as women tend to police less aggressively).

To determine the mechanisms behind the results, I first re-estimate equation (2.3) with ad-

ditional terms interacting an officer being white with the variables of interest (minority cohort

shares). Table 2.8 displays the results in Column (1) for the main sample and (2)-(6) for the full

sample. I focus solely on low-level arrests of Black civilians because the main results for serious

arrests were less precise and not economically significant. The net effect on whites can be calcu-

lated as the base coefficient (e.g., Cohort Share Black) added to the interaction term (e.g., White

x Cohort Share Black), while the net effect on minorities is just the base coefficient (e.g., Cohort

Share Black). Figure B.2.8 displays net effects on low-level and serious arrests visually for easier

interpretation. For the main sample (Column (1)), the effects of Black and non-Black minority

peers on white officers’ propensities to arrest Blacks for low-level crimes are economically larger.

There are multiple reasons why non-Black minority peers may reduce white officers’ aggressive

policing of Blacks: having more non-Black minorities (fewer whites) may facilitate Black-white

contact and friendship; or contact with Hispanics, for example, may reduce bias against Blacks
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through the secondary transfer effect, documented in social psychology ([148]). Overall, the point

estimates are consistent with both interracial socialization (whites being affected the most) and

the influence of peer preferences (minorities are influenced as well); however, they are relatively

imprecise, likely due to the small sample size.

For more precise estimates, I use the full sample for the remaining analyses. In Column (2), I

include interactions for officers being white on their cohort shares of young, mid, and old minori-

ties and mid/old whites. The effect of older minority peers on minorities is the largest (-0.166, p

< 0.01), and the effect size decreases as the age group decreases. As older officers tend to police

less aggressively (see Table B.2.1), this is consistent with the effect of peer preferences. By con-

trast, white officers’ propensity to arrest Blacks for low-level crimes are larger and negative for all

minority age groups, consistent with positive interracial socialization.

I further explore these mechanisms in remaining columns in Table 2.8. First, it is important

to determine more precisely the relationship between age and minority race. In the main sample,

Black peers had the strongest effect, and given that Black recruits tend to be older than non-Black

recruits, we want to disentangle the race and age effects to see if the age group results are actually

due to Black peers. In Column (3), I regroup minorities into Black and non-Black minorities

and interact them with age groups young/mid and old (i.e., cohort shares for each combination of

{Black,Non-Black Minority} × {≤ 32, > 32}). The results in Column (3) indicate that although

Black peers of all ages decrease arrest propensities, the largest and most precisely estimated effects

are of older Black peers. The amplifying effect of age is also true for non-Black minority peers as

well. So, while older minorities drive the effect of minorities on arrest propensities, older Black

peers have an effect almost twice the size of older non-Black minority peers.

In Column (4), I add interactions with white officers, and the net effects are displayed in Figure

B.2.8 for easier interpretation. As in Column (3), older Black and non-Black minority peers have

the largest effects on minority officers relative to younger minority peers, with Black peers having

a larger effect than non-Black minority peers. The effect of Black and non-Black minority peers on

whites is larger than their effect on minorities, particularly for the effect of younger Black and non-
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Black minority peers. These results are further evidence for interracial socialization influencing

whites, and peer preferences causing shifts in all officers’ future behavior on the job. Notably, in

the full sample, even mid-age and older white peers have a significant effect on all officers, but no

additional effect on whites, consistent with the fact that older white officers prefer less aggressive

policing relative to younger whites (see Table B.2.1) but have no additional bias reduction effect

on whites.

Gender is also correlated with minority status and age, so it may be that female minority peers

are actually driving the effects. In Column (5), I add an additional control for cohort shares of

white female and minority female recruits, and Column (6) adds the white officer interaction term.

While the effects of minority and white peers by age group are similar to those of the Table 2.4, the

additional coefficients indicate that female peers tend reduce arrest propensities, with white female

peers having a small and not statistically significant effect (-0.049, p > 0.1) and minority female

peers having an economically and statistically significant effect (-0.14, p < 0.05). This effect is in

line with the fact that female officers tend to police Blacks less aggressively relative to male officers

within race (see Table B.2.1 and [144]). Adding the race-white interaction term in Column (6) has

little effect on the main coefficients, but it reduces the effect of female peers on minority officers.

The coefficients suggest that female minority peers have a statistically and economically significant

effect on all officers with a very small additional effect on white officers. However, white female

peers have a small and very imprecise effect on minority officers and a relatively large effect

on white officers. This pattern is consistent with inter-gender socialization being more common

within race, and thus white females (who are less aggressive than white males) influencing their

white male peers. While the interactions terms are imprecise, they are consistent with peers with

propensities for less aggressive policing influencing all officers to police less aggressively.

There are three main implications. First, the evidence for interracial socialization reducing

aggressive policing by whites highlights peer effects as one way in which departmental diversity

alters officer behavior. Second, while policies such as procedural justice training have not pro-

duced significant changes in officer behavior ([211]) and common-place diversity trainings can
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be ineffective or counterproductive ([212], [213]), these results indicate that having diverse peers

is an effective way of reducing aggressive policing. Finally, the effects of peer preferences are

quite large. This indicates that while demographic representation is important, hiring diverse of-

ficers who have preferences for more aggressive policing (e.g., young and male) may actually be

detrimental, as their peers may police more aggressively as a result.

2.6.2 Alternative Explanations

Although the evidence has thus far been consistent with positive interracial socialization and

peers’ preferences influencing officer behavior, there are alternative explanations. First, racial or

age group classification could be correlated with other characteristics such as education or military

experience. Education, for example, has been shown to be an important moderating factor in

peer effect of diversity, as [174] finds that students assigned to peer groups with more mid- and

high-performing Black students had increased future interactions with Blacks. Second, instructors

may be influenced by class composition ([169]), thus changing how officers learn to police. For

example, instructors with more Black students may treat them more respectfully, leading to officers

policing Blacks less aggressively on the job. If education or military experience or instructors,

and not peer racial composition, are driving the results, then the policy implications would be

significantly different. Naturally, the evidence thus far completely rules out negative interracial

interactions leading to animus as a mechanism.

For education and military experience, I explore these potential explanations in Table B.2.5 fo-

cusing on low-level arrests of Blacks using the full sample. Column (1) of Table B.2.5 displays the

results from including additional controls for cohort share white and minority with high-education

(a Bachelors or above) before the academy, and Column (2) adds the white officer interaction to

these controls. In both cases, the variables of interest are unaffected. Peer education of whites or

minorities does not seem to have any effect nor does it strongly influence the variables of inter-

est of Table B.2.5. This is expected if officers are influenced by peer preferences because officer

education is not associated with lower propensities for aggressive policing (see Table B.2.1). The
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interaction term in Column (2) for cohort share high education minority and officer race white is

small, positive, and not statistically significant, while the interaction with cohort share high ed-

ucation white is positive and statistically significant. This indicates education is not mediating

interracial socialization (i.e., whites are not only influenced by high education minority peers).

The same exercise is repeated for military experience in Columns (3) and (4). White military

peers have a negative effect (-0.19, p < 0.01) and minority military peers have a positive effect

(0.161, p = 0.069) on arrest propensities, which causes the effect of non-military minority peers of

all age groups to be more precisely estimated and significantly larger. However, given that 97%

of full sample recruits have military experience, the size of the effect is largely overstated. By

comparison, the interaction terms in Column (4) are very small. Overall, being in the military

attenuates peer effects, as military minority peers have smaller negative effects and military white

peers have larger negative effects, but these effects are small in reality due to high military shares.

From this and the education results, we can conclude that neither peer education nor military ex-

perience are driving the results, and they do not confound the previous evidence for the interracial

socialization and peer preference mechanisms.

Finally, we turn to the possibility that peer effects of diversity are operating by influencing

instructors, i.e., instructors behave differently in the presence of more minorities thus changing

how recruits learn to police. While this cannot be directly tested as instructor identities are not

known, there are multiple reasons why it is unlikely. First, this would likely be a very subtle

effect, particularly given instructors are generally veteran police officers or related experts in law

enforcement, who may not be particularly sensitive to class composition. This effect would likely

also operate in courses related to conduct or ethics. Yet this training is quite minimal in the CPD

curriculum, consistent with surveys on police training across the U.S. ([214]), implying instructor

effects would be even more subtle.45

Furthermore, we would expect that if class composition is influencing instructors it would be

strongest in small classes. For example, an instructor may be more likely to notice a 10pp increase

45[214] finds that on average only about 1% of training hours were dedicated to ethics, cultural competency, com-
munication, or procedural justice each.
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in share Black in a class of 20 recruits relative to a class of 70. In Appendix B.1.8, I test the

effect of small class shifts, and the results indicate that it is unlikely that the effects of small-

group composition are driving the results, which does not support instructor effects. Notably,

the inclusion of Field Training Officer characteristics in Column (9) of Table 2.6 did not reduce

the effect of minority peers during the probationary period– which would have been evidence of

instructor effects during the probationary period. Overall, instructor effects, if present, are likely

subtle and not the primary mechanisms driving the results.

2.7 Conclusion

In this paper, I document the effect of minority peers in the police academy on police officers’

future arrest quantity and quality. Higher shares of minority peers significantly reduce officers’

future propensity to arrest minorities for low-level crimes. This effect is driven by a decline in

low-quality (not resulting in a guilty finding) arrests of Blacks (> 80% of arrests), implying an

increase in average arrest quality. Importantly, I find that minority peers have a small positive or

null effect on arrests for serious crimes, implying officers are not reducing effort toward combating

threats to public safety or property.

I find evidence consistent with two main mechanisms. First, white officers are most strongly

influenced by minority peers of all age groups, consistent with interracial socialization reducing

racial biases. Second, minority peers also reduce minority officers’ propensity to police aggres-

sively, though this is strongest for older and female minority peers, consistent with a shift in en-

forcement behavior due to academy peers’ preferences. Notably, the bias reduction effect is smaller

than the peer preference effect. I do not find evidence for instructor effects or negative interracial

contact. Furthermore, the effects are present for at least 4 years after the academy ends.

These results indicate that beyond minority status, race, gender, and age are all important fac-

tors which influence peer effects. In general, officers who police less aggressively themselves

(e.g., Black, female, and older officers) cause larger shifts in their peers’ propensities to police

aggressively. If arrest propensities are indicative of officer preferences, then these results indicate
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that policy changes that result in more recruitment of minorities who prefer more aggressive polic-

ing may have self-defeating effects. For example, lowering minimum start ages in order to have

more minority applicants may lead to increased recruitment of younger male minorities, which

can nullify the effect of increased racial diversity due to the effect of increased peer preferences

for aggressive policing. These results suggest that additional characteristics should be considered

to improve departmental hiring policy, though this is ground for future research.

Overall, these results are generally consistent with the existing literature in economics and

psychology on peer diversity in environments significantly different from a police academy. As

the CPD and other major police departments all have sizable minority shares, the experiences of

CPD officers are likely similar to those in other large cities. Furthermore, while Chicago is a single

city, it provides an ideal environment because it is a sufficiently large department in a diverse city,

which has a long-standing lottery system for the academy and maintains high quality data. Thus,

the policy implications of these findings are far reaching and promising for improving policing.

The inclusion of minority officers can result in persistent effects on their peers, reducing over-

policing of low-level offenses while not reducing propensities to make arrests for more serious

crimes, thereby potentially improving police-community relationships. Importantly, officers’ arrest

quality increases with peer diversity, so increasing departmental diversity through the recruitment

of more minority officers can result in fewer wasted public resources, fewer individuals put under

undue burdens, and fewer separated families.
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Note: Figure displays the distributions of main sample officer (Exam 2010) fixed effects recovered from estimating
equation (2) with arrests of minorities as the dependent variable. Panel A displays the distributions for white and
minority officers separately, and it shows that white officers tend to have higher fixed effects for minority arrests.
Panel B displays the distributions of white officers split by on whether they were in a high (at least 50%) or low
(below 50%) minority cohort, and it shows that whites in high−minority cohorts tend to have lower fixed effects compared
to whites in low−minority cohorts. Displayed fixed effects are generally negative due to the leave−out officer in the
first stage having an arrest propensity higher than most main sample officers.

Figure 2.1: Distribution of Main Sample Officer Fixed Effects
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B: Full Sample

Note: Figure visualizes the distribution of coefficients estimated using 1,000 placebo cohorts to conduct randomization inference, as discussed in
Appendix A.7. Placebo cohorts are constructed by re−assigning recruits to cohorts within their exam period, ensuring the same number and size of
cohorts. Coefficients are the effects of cohort shares Black and non−Black minorities in the main sample (panel A) and the effects of cohort share
minority by age group for full sample officers (panel B) on shrunken officer fixed effects for arresting Blacks for low−level crimes. The dashed
vertical lines correspond to the coefficient estimated in the main specification (actual cohorts), and the RI p−value denotes the p−value resulting
from a two−tailed test which ranks the magnitude of the actual coefficient among the magnitudes of the 1,000 placebo coefficients. Arrest propensities
are individual officer fixed effects estimated using equation (2) and shrunken as described in Appendix A.6. Coefficients estimated using equation (3)
using full controls (specification in Column (13) in Table 3 for main sample and specification in Column (5) in Table (4) for the full sample).

Figure 2.2: Randomization Distribution of Coefficients (Reassigned Cohorts)

97



Pooled Cohorts Pooled Cohorts Pooled Cohorts Pooled

Main Sample (Exam 2010) Exam 2006 Exam 2013 All Officers

(1) (2) (3) (4) (5) (6) (7)

2010 2010 2006 2006 2013 2013
Male 0.807 0.8 0.808 0.769 0.767 0.778 0.756
Female 0.193 0.2 0.192 0.231 0.233 0.222 0.244
White 0.513 0.506 0.477 0.467 0.489 0.488 0.471
Minority 0.487 0.494 0.523 0.533 0.511 0.512 0.529
Black 0.132 0.13 0.224 0.229 0.126 0.121 0.227
Hispanic 0.312 0.325 0.263 0.273 0.341 0.35 0.261
Asian/Native American 0.0436 0.0396 0.0356 0.0319 0.0448 0.0407 0.041
Birth Year 1982.66 1982.7 1980.28 1980.34 1987.22 1987.15 1975.23
Start Age 30.07 30.16 29.6 29.54 28.18 28.04 28.99
Cohort Size 61.11 54.05 81.75 72 83.63 73.71 -
N 940 21 281 5 1115 17 11391

Note: Table compares the average characteristics of main sample (Exam 2010) officers (Columns (1)-(2)),
Exam 2006 (Columns (3)-(4)), and Exam 2013 (Columns (5)-(6)) to all of the officers in the panel data (Column
(7)). Column (1) contains the pooled average characteristics over all main sample recruits. Column (2) contains the
average characteristics of the cohorts of the recruits in (1), including those recruits that do not appear in the main
analysis due to attrition. Columns (3)-(6) replicate (1)-(2) for their respective samples. Column (7) contains the av-
erage characteristics of all officers in the daily assignment panel data.

Table 2.1: Summary Statistics by Sample

All High Minority Cohort Low Minority Cohort P-value

(1) (2) (3) (4)

Cohort Composition
Share Minority 0.494 (0.064) 0.545 (0.031) 0.438 (0.036) <0.01
Share Female 0.2 (0.039) 0.192 (0.039) 0.208 (0.04) 0.373
Mean Age 30.16 (0.542) 30.27 (0.565) 30.04 (0.515) 0.333
N. Cohorts 21 11 10 -

Officer Outcomes
Total Arrests 0.175 (0.45) 0.172 (0.45) 0.178 (0.46) <0.01
White Arrestees 0.008 (0.09) 0.008 (0.1) 0.008 (0.09) 0.01
Black Arrestees 0.143 (0.41) 0.138 (0.4) 0.148 (0.42) <0.01
Hispanic Arrestees 0.023 (0.17) 0.025 (0.17) 0.021 (0.16) <0.01
Total Serious Arrests 0.052 (0.25) 0.051 (0.24) 0.053 (0.25) 0.002
Total Low-Level Arrests 0.123 (0.38) 0.121 (0.38) 0.125 (0.39) <0.01
Guilty Arrests 0.052 (0.31) 0.05 (0.3) 0.055 (0.32) <0.01
Index Violent Crime Rate in

District
15.4 (7.28) 15.08 (7.44) 15.72 (7.11) <0.01

Obs 531597 262807 268790 -
Unique Officers 940 484 456 -

Note: Table presents the average cohort compositions at cohort level for main sample cohorts (top panel)
and average number of arrests per shift, violent crime rate in average working district, and total observations for
main sample recruits as full officers from 2013 to 2018 at the officer level (bottom panel). Columns (2) and (3)
divide those recruits by whether or not they were in a cohort with a high (at least 50%) or low (less than 50%)
share of minorities. Violent crime rate is determined by the district’s average violent index crime rate per 10,000
population (2010 Census) in the month of an officer’s assignment. P-values in Column (4) based on two-sided
Student’s t-Test comparing Columns (2) and (3). Standard deviations are reported in parentheses.

Table 2.2: Summary Statistics of Main Sample by Cohort Composition
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Table 2.3: Effect of Cohort Diversity on Arrest Propensity - Main Sample
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Shrunken Black Arrest Propensity

Low-Level Serious Low-Level Serious Low-Level Serious Low-Level Serious

(1) (2) (3) (4) (5) (6) (7) (8)
Cohort Share Black −0.211∗∗ 0.034∗∗∗ −0.128∗ 0.026∗∗∗

(0.096) (0.012) (0.069) (0.006)
Cohort Share Non-Black Minority −0.115∗∗ 0.008 −0.041 0.005

(0.058) (0.009) (0.048) (0.005)
Cohort Share Minority, Start Age <27 −0.015 0.005 −0.061 −0.010

(0.052) (0.009) (0.093) (0.025)
Cohort Share Minority, Start Age [27, 32] −0.090 0.005 −0.128 −0.004

(0.071) (0.007) (0.097) (0.015)
Cohort Share Minority, Start Age >32 −0.176∗∗∗ 0.021∗∗∗ −0.189∗∗∗ 0.012

(0.043) (0.007) (0.047) (0.012)

Controls Full Full Full Full Full Full Full Full
Sample Exams 2006, 2010 Exams 2006, 2010 Full Full Full Full Exams 2006, 2010 Exams 2006, 2010
R2 0.232 0.115 0.422 0.154 0.428 0.154 0.235 0.113
Num. obs. 1221 1221 2336 2336 2336 2336 1221 1221

Note: Table displays the effect of cohort composition on main and full sample officers’ propensities to arrest Blacks for low-level
and serious crimes in even and odd columns, respectively. The propensity is captured by officers’ fixed effects using equation (2)
and shrunken as described in Appendix A.6. The parameter estimates are based on the specification in equation (3). Full controls
refers to the additional controls in Column (13) of Table 3 with exam fixed effects and controls for cohort shares of whites who
are start between 27 and 32 and above 32. Cohort shares are computed as the leave-out mean of the officer’s cohort’s initial
composition. Standard errors clustered at cohort level are in parentheses. ∗∗∗𝑝 < 0.01; ∗∗𝑝 < 0.05; ∗𝑝 < 0.1

Table 2.4: Effect of Cohort Composition on Arrest Propensity - Full Sample

Shrunken Black Arrest Propensity

Low-Level Serious Low-Level Serious

Guilty Non-Guilty Guilty Non-Guilty Guilty Non-Guilty Guilty Non-Guilty

(1) (2) (3) (4) (5) (6) (7) (8)
Cohort Share Black −0.010 −0.165∗∗ 0.005∗∗∗ −0.002

(0.013) (0.073) (0.002) (0.008)
Cohort Share Non-Black Minority −0.003 −0.105∗∗ 0.000 −0.003

(0.007) (0.046) (0.002) (0.004)
Cohort Share Minority, Start Age <27 0.005 −0.026 0.000 0.000

(0.005) (0.043) (0.002) (0.004)
Cohort Share Minority, Start Age [27, 32] −0.002 −0.091 −0.002 −0.002

(0.006) (0.058) (0.002) (0.004)
Cohort Share Minority, Start Age >32 −0.009∗∗ −0.154∗∗∗ −0.002 0.000

(0.004) (0.036) (0.001) (0.003)

Controls Full Full Full Full Full Full Full Full
Sample Main Main Main Main Full Full Full Full
R2 0.068 0.074 0.031 0.036 0.107 0.496 0.033 0.032
Num. obs. 940 940 940 940 2336 2336 2336 2336

Note: Table displays the effect of cohort composition on main and full sample officers’ propensities to
make high (guilty) and low (non-guilty) quality arrest of Blacks for low-level and serious crimes. Arrest
propensities are individual officer fixed effects estimated using equation (2) and shrunken as described in
Appendix A.6. Effects estimated using equation (3). Cohort shares are computed as the leave-out mean of
the officer’s cohort’s initial composition. Full controls refers to the additional controls in Column (13) of
Table 3. Standard errors clustered at cohort level are in parentheses. ∗∗∗𝑝 < 0.01; ∗∗𝑝 < 0.05; ∗𝑝 < 0.1

Table 2.5: Effect of Cohort Composition on Arrest Quality Propensity
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Table 2.7: Alternate Samples and Specifications - Full Sample
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Shrunken Low-Level Black Arrest Propensity
(1) (2) (3) (4) (5) (6)

Cohort Share Black −0.121
(0.119)

Cohort Share Non-Black Minority −0.043
(0.053)

White x Cohort Share Black −0.150
(0.110)

White x Cohort Share Non-Black Minority −0.144∗∗
(0.059)

Cohort Share Minority, Start Age <27 0.006 −0.012 −0.013
(0.052) (0.051) (0.051)

Cohort Share Minority, Start Age [27, 32] −0.038 −0.087 −0.088
(0.067) (0.067) (0.067)

Cohort Share Minority, Start Age >32 −0.166∗∗∗ −0.165∗∗∗ −0.166∗∗∗
(0.050) (0.041) (0.040)

White x Cohort Share Minority, Start Age <27 −0.052
(0.038)

White x Cohort Share Minority, Start Age [27, 32] −0.113∗∗
(0.050)

White x Cohort Share Minority, Start Age >32 −0.021
(0.053)

Cohort Share Black, Start Age <=32 −0.091 −0.083
(0.120) (0.110)

Cohort Share Black, Start Age >32 −0.231∗∗ −0.207∗∗
(0.113) (0.092)

Cohort Share Non-Black Minority, Start Age <=32 −0.034 0.012
(0.050) (0.043)

Cohort Share Non-Black Minority, Start Age >32 −0.142∗∗∗ −0.116∗∗
(0.045) (0.049)

White x Cohort Share Black, Start Age <=32 −0.028
(0.087)

White x Cohort Share Black, Start Age >32 −0.058
(0.131)

White x Cohort Share Non-Black Minority, Start Age <=32 −0.102∗∗
(0.042)

White x Cohort Share Non-Black Minority, Start Age >32 −0.053
(0.050)

Cohort Share Minority and Female −0.140∗∗ −0.114∗
(0.064) (0.061)

Cohort Share White and Female −0.049 −0.001
(0.093) (0.100)

White x Cohort Share Minority, Female −0.052
(0.052)

White x Cohort Share White, Female −0.094
(0.081)

Cohort Share White, Start Age >=27 −0.101∗∗∗ −0.064 −0.082∗∗ −0.067∗ −0.067∗
(0.034) (0.046) (0.040) (0.039) (0.039)

White x Cohort Share White, Start Age >=27 0.043 0.030
(0.027) (0.034)

Controls Full Full Full Full Full Full
Sample Main Full Full Full Full Full
R2 0.079 0.430 0.428 0.430 0.433 0.434
Num. obs. 940 2336 2336 2336 2336 2336

Note: Table displays the effect of cohort composition on main and full sample officers’ propensities to arrest Blacks for low-level and serious crimes. The propensity
is captured by officers’ fixed effects using equation (2) and shrunken as described in Appendix A.6. The parameter estimates are based on the specification in
equation (3) with the addition of terms for cohort shares interacted with an officer being white. Cohort shares are computed as the leave-out mean of the officer’s
cohort’s initial composition. Full controls refers to the additional controls in Column (13) of Table 3. Standard errors clustered at cohort level are in parentheses.
∗∗∗𝑝 < 0.01; ∗∗𝑝 < 0.05; ∗𝑝 < 0.1

Table 2.8: Interaction of Cohort Diversity and Officer Race
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Chapter 3: The Effect of Police Oversight on Crime and Allegations of

Misconduct: Evidence from Chicago

Bocar Ba and Roman Gabriel Rivera

3.1 Introduction

After each viral police killing, a familiar response cycle occurs: public outrage leads to calls for

police reform and increased oversight and these proposals are countered with predictions of higher

crime if officers are more intensely monitored. The predictions of increased crime stem from

a “de-policing" theory ([216, 217] or the “Ferguson effect" ([218], which propose that increased

oversight will drive officers to reduce effort, resulting in higher crime rates. Yet, empirical evidence

for such effects generally relies on highly public scandals as instruments for increased oversight

([219, 220]).1 As a result, studies which link oversight and higher crime using public scandals

ignore the effect of a scandal on civilian behavior, and their estimates of the effect of oversight on

crime are contaminated by the simultaneous effects of public outrage.

In this paper, we argue that the effect of public scandals on crime, misconduct, and other

policing outcomes is due to both oversight and outrage effects. We use detailed data on misconduct,

arrests, stops, and uses of force from the Chicago Police Department (CPD) in combination with an

interrupted time series (ITS) design ([225]) to study the effects of oversight events and an outrage

event on officer and civilian behavior. We follow [226, 227]’s method to bound our estimates

without an external control group. To study the effects of oversight and outrage on crime, we

apply synthetic control ([228]) and synthetic difference-in-differences methods ([229]) to national

Uniform Crime Reporting (UCR) data. For each event, we measure public awareness using local

1See also [221, 222, 223, 224].
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news coverage, and we use scraped discussions from a popular Chicago police forum and monthly

union newsletters to measure officer awareness.

To guide our analysis, we outline a simple conceptual framework for distinguishing between

the effects of oversight and outrage. We define an increase in oversight as a change that increases

the effective cost of misconduct on officers– e.g., more transparency, higher likelihood of reporting

or punishment, increased sanctions. Oversight directly decreases officer misconduct either by

decreasing engagement with civilians to avoid error-based misconduct or by decreasing deliberate

acts of malfeasance. If misconduct is driven by officers making errors when exerting effort to

reduce crime ([220]), then an increase in oversight will cause officer effort and misconduct to

decline and crime to rise. However, if misconduct can be deliberate and counterproductive, then

the effect of oversight on effort and crime is unclear ex-ante. Outrage, on the other hand, influences

both civilian and officer behavior, and only partly through increases in oversight. In times of public

outrage, crime rises because public criticism and social unrest (e.g., protests) reduce officer morale

and strain departmental resources and community distrust and social disorder increase. Reported

misconduct may decline due to reduced deliberate-misconduct and officers reducing contact with

civilians (and thus error-misconduct), or it may rise because civilians are highly incentivized to

report misconduct. As we draw a clear distinction between oversight and outrage, we note that

instruments for changes in oversight are valid if they influence officer behavior by increasing (or

decreasing) the effective cost of misconduct, and they do not independently influence outcomes

through other mechanisms.

With this framework, we provide empirical evidence that a public scandal influences both of-

ficer and civilian behavior. In late 2015, footage of the officer-involved-shooting of a Chicago

teenager, Laquan McDonald, was released and caused a major public scandal in Chicago accom-

panied by massive public outrage: protests, political shifts, and a DOJ investigation. We find that

this ‘outrage’ caused reductions in officer interactions with civilians (lower discretionary arrests,

stops, uses of force) and increases in crime, particularly murder. Our estimates suggest that after

the scandal, violent crime in Chicago rose 19% in the first 5 months, and the scandal caused 17
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additional murders per month over the subsequent 15 months. These results are inline with the

existing scandal-based literature. However, we find evidence that civilian behavior also changes:

despite reduced police-civilian contacts, complaints remain flat– consistent with misconduct be-

ing driven down by reduced interactions and officers avoiding deliberate-misconduct but reporting

being pushed up by the shift in civilian incentives to report.

Our main contribution, however, is identifying the effect of oversight, not accompanied by out-

rage, on policing activity, crime, and misconduct. We identify two events linked to unexpected

court rulings that increased oversight (effectively increased the cost of misconduct) in Chicago

but were largely unknown by the public. The first event, the ruling in Gekas v. Williamson, oc-

curred in July of 2009, and the second event, the police union’s response to the ruling in Kalven

v. Chicago, occurred in July of 2014. Crucially, we show that while CPD officers were highly

aware of and sensitive to these events, the public paid little to no attention at the time. Following

each ‘oversight’ event, complaints against police officers declined– specifically complaints filed

by civilians– by between 28% and 34% in the first 5 months. However, policing activity did not

change significantly: arrests, stops, and use of force were largely unchanged. Importantly, crime

was also unaffected. Collectively, these results suggest that oversight itself (unaccompanied by

outrage) does not lead to increased crime or reduced officer effort.

Panel A of Figure 3.1 illustrates the main point of our paper. We report the number of al-

legations of misconduct filed against Chicago Police officers over time and contrast it with the

number of violent crimes. The two first vertical lines correspond to events that impacted the level

of officers’ oversight, while the third event corresponds to the officer-involved-shooting which trig-

gered public outrage. Overall, both outcomes decline over time, except after the last event, where

we show that the level of misconduct allegation remains constant while the level of violent crime

spiked. In contrast, following the first two events that only increased the level of oversight the level

of complaints declined without changing the number of reported violent crimes.

Our results provide empirical evidence for recent theoretical work on misconduct. Building on

the results of [230], we find evidence that alleged victims are strategic in reporting misconduct, and
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we find that civilian behavior toward the police is not exogenous during volatile periods– despite

evidence of less aggressive enforcement and contacts with civilians, complaints remain flat. During

periods of outrage, victims recognize that the police department is more likely to respond to police

complaints and that they have the support from various groups (ACLU, DOJ, etc.), so are more

willing to come forward.

This paper contributes to several strands of the law and economics literature. Since [231], re-

searchers have found evidence suggesting crime responds to policing tactics and presence.2 How-

ever, as argued in [243], there is no reason to assume that officers never engage in malfeasance

while enforcing the law. Hence, officer misconduct could impact multiple dimensions of policing

through suspensions, overly aggressive policing, racial profiling, or damaged community relations.

Our paper contributes to this literature by measuring the impact of changes in oversight and outrage

on relevant outcomes such as crime, arrests, and misconduct allegations.

Previous works using public scandals or protests have studied the effect of police illegitimacy

on murder rates and the effect of racial uprisings on police killings ([244, 245]), but they have not

focused on policing outcomes such as complaints or arrests. Other studies that estimate the effect

of oversight on officer conduct have used scandals in quasi-experimental designs that generated

increased media attention and judicial scrutiny; they find increasing oversight decreases police

effort and increases crime rates ([219, 220]). We argue that one cannot interpret such estimates as

the effect of oversight on policing because scandals induce simultaneous and significant changes in

civilian incentives which impact crime rates, through mechanisms such as social disorder and legal

cynicism.3 This is informed by existing empirical evidence: [247] documents that high-profile

cases of police violence result in citizens being less likely to report crimes, and this can increase

crime opportunities independent of police effort; [248] finds that legal cynicism influences criminal

behavior; [194] finds that officer damaged morale and unmet pay expectations decrease effort

and increases crime; and [249] shows that police killings damage nearby students’ educational

2See [232, 233, 234, 235] on staffing levels, [236, 237, 238, 239, 240, 234, 241, 242] on deployment and tactics,
and [155, 161] on problem oriented policing.

3“Legal cynicism refers to a cultural orientation in which the law and the agents of its enforcement are viewed as
illegitimate, unresponsive, and ill equipped to ensure public safety." ([246])
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attainment and mental health.

We extend this literature in multiple ways. We find further evidence that scandals increase

crime. However, we provide a conceptual framework that allows researchers to disentangle over-

sight from outrage. In effect, we propose that the scandal-based literature is identifying an outrage

effect which should not be interpretted as the effect of oversight. Lastly, we find new evidence that,

in absence of a public scandal, oversight resulting from court rulings and union memos can reduce

misconduct without impacting crime or police effort. This also relates to a literature showing how

officers are highly responsive to managerial directives ([194]). In particular, studies found that

more internal monitoring leads to higher hit rates for stop-and-frisk in New York ([250]) and fewer

violent crimes in New Orleans ([251]). Our results are also consistent with [252], which shows

that a public attention matters in policing as a decrease in public focus on crime causes clearance

rates to decline.

Lastly, this study advances the policing literature by focusing on the relationship between mis-

conduct and policing outcomes. There is ample theoretical literature on the cost of enforcement

against innocent individuals (e.g. false arrests or failures to provide service) by [156, 66, 253],

which contributes to understanding how officers may engage in misconduct as they enforce the law

([243, 254]). However, with the exception of [255] and the literature on body cameras,4 studies on

the costs and benefits of proactive policing have generally focused on racial differences ([66, 265,

266, 267]).5 As such, our main contribution is finding that oversight does not necessarily increase

crime or reduce officer effort.

The rest of the paper is organized as follows. Section 3.2 introduces a conceptual framework

which distinguishes between and makes predictions of the effects of oversight and outrage. Section

3.3 discusses the data. Section 3.4 provides background on the oversight and outrage events.

4See [256, 257, 258, 259, 260, 261, 262, 263, 264]. The studies on body worn cameras produce mixed results,
with some evidence that they improve public trust and reduce the use of force, while others find no effect on use of
force but increase assaults on officers.

5There is a large literature providing compelling empirical research designs to test for the presence of racial bias
in motor vehicle stops and searches ([268, 269, 270]). However, those designs do “not allow for the possibility of
false accusation by police or planting of evidence" (See footnote 5 in [268]). [271] provide legal and theoretical
explanations of officer incentives to make searches, seizures, and false arrests.

108



Section 3.5 presents the empirical strategies. Section 3.6 presents the results, and Section 3.7

probes their robustness. Section 3.8 discusses the implications and concludes.

3.2 Conceptual Framework

In this section, we present a conceptual framework which incorporates police oversight and

public outrage, and makes predictions of their effects on reported misconduct, crime, and officer

effort. We draw distinctions between the conceptual framework presented in this paper and those

of existing papers.

We define oversight as any system or event which increases the effective cost of misconduct for

police officers. Similar to deterrence of crime, oversight is composed of the sanctions associated

with being accused or found guilty of misconduct and the likelihood of one’s misconduct being

detected. Thus, oversight can come in many forms: larger punishments for misconduct, more

thorough or strict investigations by oversight agents, increased civilian reporting of misconduct,

etc.. Naturally, as oversight increases officers will try to decrease misconduct as the net benefit of

misconduct has decreased. However, the fundamental question is how does this change in officer

incentives influence their effort and crime.

Many commentators and researchers have envisioned misconduct as unintentional officer er-

rors, as in [220], while others see misconduct as an outcome of confrontations with suspects which

can result in genuine errors or accusations of an error by guilty suspects, as in [219]. For example,

an officer can accidentally strike a suspect, arrive at a call late by accident, or arrest the wrong

person. We call this error-misconduct (EM). Under this formulation, because error-misconduct is

a byproduct of officer effort to deter crime and catch criminals, the only way for officers to reduce

misconduct is to reduce effort. Thus, the effect of oversight on officer behavior and crime is clear

ex-ante: increasing oversight leads officers to reduce misconduct by decreasing effort, and crime

rises as a result.

We propose that misconduct is composed of error-misconduct and deliberate-misconduct (DM).

As opposed to EM, DM is any form of misconduct that is separate from officer effort. Further-
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more, DM is counterproductive as it involves officers allocating time to illegitimate activities that

damage trust with civilians and are not linked to crime reduction– indeed, DM can include actions

that are crimes themselves. DM encompasses not responding to 911 calls, failing to submit crime

reports, illegal searches, excessive force on detained suspects, and using racial slurs. Under this

formulation, it is not clear ex-ante how oversight influences crime or officer productivity: increased

oversight will cause officers to decrease total misconduct, affecting both EM and DM; while de-

creasing EM pushes crime up, decreasing DM pushes crime down as officers reallocate time from

misconduct to more productive activity. Thus, the net effect on crime depends on the magnitudes

of and substitution between each effect, and its sign not clear ex-ante.

Next, we draw a distinction between oversight and what we term ’outrage’. The existing liter-

ature use major scandals as instruments for police oversight because in the face of public outrage

the cost of misconduct increases ([219, 220]). However, we propose that public scandals are not

valid instruments to study the effect of oversight on crime or officer behavior, because public out-

rage has a multitude of effects separate from oversight. First, public outrage leads to criticism and

scapegoating of the police which damages morale; as [194] shows, morale is an important driver

of officer effort and thus crime prevention. Second, outrage causes social disorder, most visibly

protests, which require large police presences and strain departmental resources, which emboldens

criminal elements. Indeed, the original formulation of the ‘Ferguson effect’ by Ferguson Police

Chief Sam Dotson discusses resources being strained due to civil unrest and that the department

would need significantly more officers to keep crime down.6 Third, outrage is accompanied by

decreased trust in the police among civilians, and civilians with worse views of police are less

likely to follow the law ([248]). Lastly, in the face of a scandal, civilian cooperation with police

and reporting of crimes falls ([247, 272]), which makes criminal opportunities more attractive.

The effect of outrage on crime is positive as the large public reaction (and its many conse-

quences) push crime up. However, the effect of outrage on reported misconduct is not clear

ex-ante: while officers reduce misconduct (as outrage also increases oversight), civilians simul-

6See here.
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taneously increase their likelihood of reporting misconduct because the social benefit is higher in a

period of outrage and because civilians are strategic reporters ([230]). Our framework predicts that

following an outrage event, crime will rise, officer activity will decline, but reported misconduct

may experience a muted effect in either direction. We also predict that the effect of oversight alone

(without outrage) will reduce reported misconduct but may have little effect on crime and officer

behavior due to the opposite effects of EM and DM on crime.

3.3 Data

In this section, we discuss the various data sets that we use to explore the effects of over-

sight and outrage. There are three main reasons why it is notably difficult to quantify the effect

of changes in oversight. First, police oversight agencies are relatively rare in the U.S.; even if

a department has an oversight agency, accessible misconduct data is rare. Beyond this, different

agencies have different areas of authority, definitions of misconduct, classifications, etc., mak-

ing comparisons between cities difficult. Second, actual misconduct is not possible to observe,

meaning reported misconduct (much like reported crime) must be used as a proxy (despite the pos-

sibility changes in oversight regimes can change civilians’ incentives to report misconduct). Third,

oversight events, much like outrage events, are qualitative in nature.

Complaints We measure reported misconduct using a dataset of misconduct complaints obtained

via Freedom of Information Act (FOIA) requests as part of a lawsuit, Kalven v. the City of Chicago

& the Chicago Police Department (Kalven v. Chicago). The data contains the universe of mis-

conduct allegations filed against CPD officers between 2001 and June 2016. This dataset was the

first major collection of police misconduct records obtained and released to the public. The authors

were involved in the collection, cleaning, and release of this data in collaboration with the Invisible

Institute.7 Unfortunately few other cities have followed and released comprehensive datasets on

complaints. Due to the lack of standardization across oversight agencies in the US and poor record

7With the Invisible Institute, we also helped build the website CPDP and distributed the data to the public and other
researchers. This background provides us with deep understanding of the data’s strengths and limitations.
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keeping, complaint data is nearly impossible to compare across jurisdictions. Overall, this makes

the CPD complaint data from this period a uniquely rich data set on oversight and misconduct.

This data set is the final of multiple iterations obtained from the CPD in November of 2016.

Later releases of CPD complaint data (containing cases after June of 2016) were subject to alter-

ations by the replacement oversight agency in Chicago or the CPD, which we believe significantly

damaged the integrity and internal consistency of the data. For example, some cases closed by the

city oversight agency between 2007 and 2016 were reopened or the allegations were altered and

complaint types were updated. Complaints were retroactively added to the data as well.8 For this

reason, we use the complaints data released in November of 2016 as it is internally consistent and

contains records and cases unaltered by the new agency.

One of the main advantages of the data obtained through Kalven v. Chicago is that complaints

are categorized by the type of alleged misconduct. We categorize misconduct complaints into three

main categories (in order of severity): Serious (i.e., constitutional violations), Failure to Provide

Service (FPS), and Other. As a single incident may involve multiple individual allegations, a

complaint is identified by its highest level of severity and whether any officer was identified in

the complaint. We include complaints with identified officers and known complainants unless

otherwise specified.

Table 3.1 provides summary information on the 20 most common types of complaints (85%

of all complaints), including their share of total complaints, likelihood of being filed by a fellow

officer (not a civilian), and likelihood of the complaint being sustained. The table illustrates a

few important facts relating to the 78,000 complaints (at the officer-allegation level) with incidents

occurring between 2007 and May 2016. First, the most common complaint relates to failure to

provide service, which tend to be filed by civilians seeking help from the police, for example

8For example, when comparing the public data from the Invisible Institute (complaints-complaints and complaints-
accused from 2016 and 2018): CR#1015193 exists in the 2016 data and is not in the 2018 data; CR#1030541 has a
complaint date 2 months later in the 2018 data compared with 2016 data, and is closed in the 2016 data with no closed
data and no accused officers in the 2018 data; CR#265893 for UID#265893 (officer ID) has a final finding of sustained
in the 2016 data but is reported not sustained in the 2018 data; in the 2016 data, CR#1002368 for UID#100040 was
an off-duty domestic altercation (category 05K), while in the 2018 data the category and description have entirely
changed.
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the officer failed to file a report or did not respond to a call for service. Three of the top five

most common complaints relate to search; and about 12% of all complaints are related to searches

(either vehicle or person) without a warrant– both incidents which were unlikely to be errors on

the part of the officer. Racial and ethnic complaints, such as verbal abuse and use of slurs, are the

17th most common type of complaint, followed by off-duty domestic violence, and the 20th most

common is off-duty unnecessary use of force.

Notably, police officers only file a small share of complaints (about 10% overall), with some

of the largest shares relating to conduct unbecoming of an officer on duty, submission of improper

reports, and inventory procedures. The sustained rate for complaints is highly correlated with an

officer filing the complaint: while only 1.5% of civilian filed complaints are sustained, almost 40%

of police filed complaints are sustained. For almost all complaint types, over 90% have a known

complainant– excluding complaints with missing types, which 71% only have complainants.

Crime One set of crime data is provided by the City of Chicago which reflects reported incidents

that occurred in Chicago from 2001 to the present (at the time of writing). Each incident contains

information about the crime, such as location, date, type, and whether or not an arrest was made.

This data includes both index and non-index crimes, which we separate into drug crimes and other

non-index crimes.9

In addition to the Chicago-specific data, we supplement this data with UCR data on index

crimes across the US. This dataset is made usable by [273], who constructed a monthly dataset

on a police department-level basis for index crimes (excluding arson). Because the UCR program

does not systematically provide the number of reported rapes for Chicago, we do not include this

outcome in our analysis. We use this data to compare Chicago index crimes with other cities as a

control group.

For both the Chicago data and UCR data, the main outcome of interest is the number of re-

ported crimes per 100,000 residents (i.e. crime rate). Because of the presence of zeros in the

9Index crimes include violent (murder, rape, aggravated assault/batter, robbery) and property (burglary, larceny
theft, motor vehicle theft, and arson). Non-index and non-drug crimes include prostitution, misdemeanors, traffic
crimes, etc..
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data, especially for murder, we chose to analyze per 100,000 population levels rather than logs or

percentage changes. See Appendix C.1 for more details.

Arrests, and Stops, and Use of Force To measure officer interactions with civilians and effort,

we use data on arrests, street stops (beginning in 2010), and use of force. Arrests are a commonly

used measurement of officer effort in economics ([194, 220]), and we add to this with stops and

use of force as well. Unfortunately, the UCR data does not systematically provide the number

of crimes cleared by arrest (much less stops or uses of force for any department) for the Chicago

Police Department. Thus, similar to the case of complaints, we are limited in terms of our ability

to find a suitable external control group for these outcomes.

Public Awareness To measure the public’s awareness and attention dedicated to policing and

misconduct in Chicago, we use a collection of 8,000 scraped Chicago Tribune articles relating to

the Chicago Police Department. We classify these articles based on whether or not they mention

topics such as crime, misconduct, police accountability, or oversight agencies (e.g., DOJ, COPA,

IPRA) (see Figure 3.1).

Police Awareness To measure the CPD’s awareness and response to events, we use scraped posts

from Second City Cop (SCC) and monthly newsletter published by CPD patrol officer’s union,

the Fraternal Order of Police (FOP) Lodge 7. SCC is a (now offline) forum for CPD officers to

anonymously discuss work, news, and drama within the department without a filter. SCC is useful

in studying anonymous discussions of officers, as in other professional fields with similar forums

([274]).

The monthly union newsletter, on the other hand, provides insights into what top department

and union members want to tell officers and give us an understanding of the messaging of ‘the

brass’. Separate from these events, the newsletter provides crucial information for officers such as

relevant contract negotiations, policy changes, fundraisers for fallen officer families, pension news,

etc..
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3.4 Background on Events

In order to distinguish between oversight and outrage, we must identify relevant events for both

cases. As evidenced by the scandal-based literature ([219, 220, 275]), major policing scandals are

relatively common– and have become increasingly common in recent years. In this paper, we use

a scandal (Event 3) as an ’outrage’ event. However, our main contribution is rooted in identifying

’oversight’ only events, which are far more elusive. These oversight events (Events 1 and 2) have

the important feature that they increased police oversight while not causing other major shifts in

public attitudes or civilian incentives. This section provides a timeline of the events we are studying

backed by public documentation from the Chicago FOP newsletter and SCC posts.

3.4.1 Oversight: Events 1 and 2

Events 1 and 2 are related to court cases which influenced officer’s perceived cost of miscon-

duct. Event 1 consists of a quick sequence two court cases and a report from the CPD’s union. On

July 20, 2009, the ruling in Gekas v. Williamson indicated that “internal affairs files are a public

record regardless of the outcome of the probe" ([276]). This unexpected ruling had “repercussions

for long-running complaints about Chicago police brutality" ([276]).

Almost immediately, CPD officers took notice of this ruling. On July 24, 2009, in a post

entitled "Danger Will Robinson! DANGER!!!" and beginning with "This has the potential for

being bad. Very bad" (linking to an article about the ruling) was posted on SSC. The poster

laments the dangers of this rulings for CPD officers, and concludes with "The Local and State FOP

better get on the ball here. The National Lodge might not be a bad idea either". The comments,

which counted over 70 in the following two days, expressed significant concern and frustration

over the ruling. Figure 3.5 displays a screen shot of the post, and the entire post and 19 pages of

the comments section is available at this link, however it contains profanity and some disturbing

language. Clearly, the officers understood that this significantly reduced their ability to have their

complaints be sealed, forgotten, and hidden from the public.
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Indeed, a major component of this is that internal affairs files (such as complaints) were ruled

to be public record regardless of the outcome. As shown in Table 3.1, almost all complaints by

civilians are not sustained, meaning if only sustained or disciplined complaints had been made

public only a small subset of officers and complaints would be vulnerable to exposure. Yet, includ-

ing all internal affairs files in the public record meant that all officers with complaints would be

vulnerable. For context, between 2007 and June of 2009, over 7,000 CPD officers had complaints

filed against them, and between 2007 and June of 2016 it was almost 12,000 CPD officers had a

complaint– and this does not even include the large number of complaints prior to 2007.

At the same time, the CPD was being sued for violating Diane Bond’s constitutional rights

when interacting with her in Bond v. Uteras. It was ruled on in November of 2009, and further

opened the gates for future lawsuits on making misconduct files public. In the November 2009

union newsletter, the union came out with a clear message on misconduct investigations reminding

officers about their rights to request to secure legal counsel from the FOP if they are involved in

an allegation of misconduct. In addition, in the Second Vice President’s Report in the newsletter

(see Figure 3.6), the report warned officers of the severity and potential risks of being named in a

complaint investigation. Importantly, this short sequence of events occurred long before the current

debate on police reform.

Event 2 is the fallout resulting from the Kalven v. Chicago lawsuit (filed in November 2009).

While the ruling occurred in March of 2014, the police union did not respond until July 28, 2014,10

when the police union “filed an Emergency Motion requesting a Temporary Restraining Order" to

challenge the release of some of the names in the lists of officers with misconduct records.11 In

the August 2014 newsletter, the front page article (the President’s Report) discussed the ruling and

its implications for officers (see Figure 3.7). It stated that “In compliance with the court decision,

lists of past complaints against Chicago Police Officers will now be released for public review."

With this, began a period of significant concern over the release of complaints (referred to as CRs)

by both officers and higher ups. As stated on the front-page of the September newsletter, under

10Newsletters between March and June 2014 do not mention the Kalven v. Chicago ruling.
11https://www.illinoiscourts.gov/Resources/61e475d6-97b0-4eef-8d62-23766553a041/1121846.pdf
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the header “CRs and FOIA", the president’s report states: “For the past several weeks now we

have been consistently speaking to the Membership on the particulars concerning the Freedom of

Information Act requests that seem to have taken on a life of their own", then after discussing how

easy it is to file a FOIA request, it states: “We find this totally unacceptable and will work on how

to best attack this oversight by the courts during the next legislative session in Springfield" (see

Figure 3.8).

Both Events 1 and 2 increased officers’ cost of being accused of misconduct, and thus in-

creased oversight. This cost was not due to tangible effects, such as a more stringent oversight

body or higher penalties, rather they sharply increased the social and professional cost of miscon-

duct, similar to [277]’s ‘extralegal’ cost of being caught for a crime. Complaints are almost never

sustained or disciplined (see Table 3.1), and even when complaints are sustained the punishments

are rarely significant or even enacted, so the tangible cost of misconduct is quite low for police.

However, as stated by the FOP, in October 2014, if complaint records were made public of-

ficers would suffer “public humiliation and loss of prestige in their employment".12 Essentially,

public complaint records meant that accusations of domestic violence, racial abuse, sexual harass-

ment, and other activities would become public record and viewable by not only random civilians,

but coworkers, superiors, friends, and family members. Furthermore, complaints damage officers’

professional abilities; for example, in court, defense attorneys can use lists of (unsustained) com-

plaint allegation against an officer in order to question their credibility in the eyes of the judge and

jury. Given that complaints carried only a very low tangible cost, this social and reputational cost

was highly salient, as evidenced by not only the officer reaction but how aggressively the union

fought the release of such records. Furthermore neither ruling had an immediate effect, rather

they increased the likelihood of future releases of complaints, increasing the future cost of present

(allegations of) misconduct.

To use these events as instruments for oversight, however, they must, like all instruments,

12See https://www.chicagotribune.com/news/ct-fop-police-lawsuit-met-20141028-story.html .
This was the response following the city agreeing to satisfy the request for records (see
https://news.ballotpedia.org/2020/06/30/illinois-supreme-court-rules-that-chicago-police-disciplinary-misconduct-
records-cannot-be-destroyed/).
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satisfy relevance and exogeneity. As just discussed, the events likely significantly increased the

effective cost (reputational and social) of being accused of misconduct for officers, and thus are

relevant. We also provide visual evidence of this change. As shown in Figure 3.1, both Events 1

and 2 preceded declines in the number of complaints received by police officers, further supporting

the likelihood that officers changed their behavior in response to these events.

In order to satisfy exogeneity, however, we must ensure that these events did not change civilian

incentives or trigger an outrage-like period. Indeed, both of these events were, at the time, largely

unnoticed by the public. Figure 3.1 displays the share of articles in the Chicago Tribune by topic.

There is virtually no change in discussion of the CPD around either of these events.

3.4.2 Event 3: Outrage

Finally, we contrast these two events with the public outrage of Event 3. Event 3 is the public

release of the dash-cam footage of the murder of teenager Laquan McDonald by a CPD officer

which occurred in November 2015 and immediately brought national attention ([278]) and scrutiny

onto the department including coverage by national newspapers such as the New York Times (see

Figure 3.9).13

The massive public response to the scandal is illustrated by the jump in the number of articles

related to the CPD in Figure 3.1. Unlike the oversight events, the number of articles related to po-

lice accountability and police misconduct all substantially increased during the months following

Event 3, leading to a level-increase in all such topics. Ultimately, the scandal led to a civil rights

investigation by the Department of Justice (DOJ) and resulted in the implementation of multiple

reforms to the Chicago Police Department and its oversight system by consent decree. [279] pro-

vides a detailed discussion of this incident and its implications for policing. Moreover, the number

of articles mentioning the DOJ or the police union also increased sharply during this month. In-

deed, the mayor at the time, Rahm Emanuel, over five years after the incident, was questioned

about his handling of the scandal by Congress in 2021.14 Figure 3.11 provides a discussion from

13The shooting occurred in October 2014 but drew no media attention until the footage was released.
14https://www.chicagotribune.com/politics/ct-rahm-emanuel-ambassador-senate-confirmation-hearing-20211020-
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the president of the FOP related to the DOJ investigation in January 2016’s newsletter.

Moreover, the public release of the complaints in November 2015 due to Events 1 and 2 coin-

cided with Event 3. As a result, the FOP president wrote an article in the November 2015 newsletter

(see Figure 3.10) discussing the complaint data and related Events 1 and 2 to the public release.

The swelling public outrage is clear in the coverage of the CPD by the Chicago Tribune (and

other news outlets). Much like the other scandals in the existing literature, Event 3 is an ideal

example of ’outrage’, and we will use it in contrast with the oversight events. Given the significant

difference in public scrutiny between Events 1 and 2 (which drew virtually no public attention)

and Event 3 (which resulted in public outrage, protests, and political shifts), we argue that Events

1 and 2 could only have induced a change in CPD officer behavior, while public outrage toward

police and focus on misconduct increased sharply following Event 3.

3.5 Empirical Strategy

We want to study the effect of oversight and outrage on a variety of outcomes: crime, com-

plaints, and enforcement. As discussed in the data section, the complaint data and much of the

enforcement data is uniquely detailed in Chicago which makes finding comparison cities nearly

impossible. Crime data, however, is widely accessible which allows for alternative methods to be

used.

As the events affect the same city and police department with a few years between them, we can

interpret the effect of each event as cumulative. That is, the observed effect of Event 2 is in addition

to the effect of Event 1, and Event 3 occurs in the context of both Events 1 and 2. Event 1 raised the

possibility of complaint records becoming public in the future and increased the perceived severity

of complaints for officers. Event 2, in the context of Event 1, increased the likelihood of complaint

records becoming public and easily accessible (by FOIA requests) from a possibility to a near

certainty. And Event 3 generated a public scandal in the context of successful litigation against the

CPD for open complaint records (Events 1 and 2). In fact, the release of the video (resulting from

dozfx5efdvcyxppidyywl52gle-story.html
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an open records request and lawsuit) was only possible due to the court decisions relating to Event

2, which itself was only possible because of the court decisions surrounding Event 1. Furthermore,

the events are qualitative in nature so we cannot determine their relative salience, only that they

were sufficiently salient to produce a response by officers and, in the case of Event 3, the public.

3.5.1 Chicago-Level Analysis

We begin our analysis with the Chicago-only data. We follow [225] by using an interrupted

time-series design to estimate the short-run effect of a change in oversight and outrage. This

method compares the average outcome 𝜏 months prior to the event 𝑒 occurring in month 𝑒(𝑇) to

the first 𝜏 − 1 months following the event:

\𝑒(𝑇) =
1

𝜏 − 1

𝑇+𝜏∑︁
𝑡=𝑇+1

𝑌𝑡 −
1
𝜏

𝑇−1∑︁
𝑡=𝑇−𝜏

𝑌𝑡 (3.1)

We exclude the month of the event itself as they are partially treated. Furthermore, we residu-

alize the outcome using month fixed effects in order to control for seasonality. We assume that the

outcome (residualized) would have been constant in the months just before and after each event if

the event had not occurred. While this is a strong assumption, for most events and outcomes, after

removing seasonality, it is consistent with the visual evidence (see discussion in Section 3.6). In

our main specification, 𝜏 = 6, though we test the robustness of the results using larger and smaller

𝜏 in Section 3.7. So, the ITS design recovers the short-run (within 6 months) effect of each event

on the level of the outcome using a comparison of post-event Chicago to pre-event Chicago. While

the ITS design estimates a change in level, we do not believe the mechanisms behind each event

occurred instantaneously.

To assess the level of uncertainty of our estimates, we recompute the test statistic for placebo

months available in our sampling period. We define placebo windows as those with none of the

events. For 𝜏 = 6, there are 70 placebo months. We report the 5th and 95th percentile values

from the permutation tests and the p-values associated with each test. The p-value for the null

hypothesis that the event has no effect such that the change we observe occurred at random is
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1/(70 + 3) (including the actual event dates).

3.5.2 Chicago vs Rest of the U.S

The main challenge for understanding police oversight in our context is that the oversight

change took effect all at once in Chicago. Thus, other factors might have influenced the outcomes

of interest before the change in oversight. If true, then the difference in outcomes that we attribute

to the variation in oversight may instead be the result of those other factors. Unfortunately, our

analysis is mainly limited to the interrupted time-series approach for the Chicago analysis because

of data limitations in other cities. However, to understand the impact of oversight and outrage

on crime, we can compare Chicago to other major cities in the U.S. that were not affected by the

change in Chicago oversight.

We are able to study how each event impacted crime rates in Chicago compared with other

cities, as crime data exists in national datasets. Our main challenge is to construct three counter-

factuals for Chicago around the time of each event.

For each event, we construct a balanced panel with 𝑁 = 65 control cities and 46 time periods

(months). Let 𝑦𝑐𝑡 be the outcome level for city 𝑐 in period, where on the city of Chicago is treated.

The treatment dummy 𝑃𝑐𝑡 equals one for Chicago the months after experiencing one of the events

of interest and zero otherwise. In each panel, date 𝑡0 = 0 corresponds to the date of the event

with 30 pre-intervention (𝑇0) periods and 6 post-intervention periods (𝑇∗) (including the treatment

month).

We use synthetic control (SC) ([280, 228, 281]) and synthetic difference-in-differences (SDID)

([229]) methods to build the counterfactual Chicago. These approaches re-weight and match pre-

event trends between Chicago and the control cities. The SC estimator that captures the average

causal effect of an event, 𝛽𝑠𝑐, can be written as

(𝛽𝑠𝑐, ˆ̀, �̂�) = 𝑎𝑟𝑔𝑚𝑖𝑛`,𝛾,𝛽
∑︁
𝑐

∑︁
𝑡

(𝑦𝑐𝑡 − ` − 𝛾𝑡 − 𝑃𝑐𝑡𝛽)2𝜔𝑐 (3.2)

where �̂�𝑐 are the weights for each cities that align pre-exposure trends in the outcome of control

121



cities with those for Chicago, 𝛾𝑡 , is a time-fixed effect, and ` a constant. In contrast the SDID

estimator allows for city fixed effects, 𝛼𝑐, and the time weights, _𝑡 , that balance pre-exposure time

periods with post-exposure ones. Hence, the SDID estimator that captures the average causal effect

of the event, 𝛽𝑠𝑑𝑖𝑑 , can be written as

(𝛽𝑠𝑑𝑖𝑑 , ˆ̀, �̂�, �̂�) = 𝑎𝑟𝑔𝑚𝑖𝑛`,𝛾,𝛼,𝛽
∑︁
𝑐

∑︁
𝑡

(𝑦𝑐𝑡 − 𝛼𝑐 − ` − 𝛾𝑡 − 𝑃𝑐𝑡𝛽)2�̂�𝑐_̂𝑡 (3.3)

While the SC method re-weights treated and control units to match their pre-exposure trends,

the SDID estimator assumes that unit and time weights exist such that the Chicago trends and the

weighted average of the control units satisfy a parallel trends assumption. Finally, we follow [229]

to compute the standard errors using a placebo analysis. We apply the SDID and SC model to 65

major cities that were not exposed to the events. [229] provides an algorithm that exploits placebo

prediction using only the unexposed cities to estimate the noise level and then recovers the standard

error of the estimates.

Compared with the ITS design, the SDID and SC designs recover estimates of the effect of

each event in the long-run (15 months). Thus the point estimate will be the per-month cumulative

effect of the event over the 15 months following the event’s occurrence. Furthermore, whereas the

ITS estimator is a before-and-after comparison, the SDID and SC estimates compare Chicago to a

weighted combination of other large US cities as a counterfactual.

3.6 Results

3.6.1 The Effect of Outrage

We begin with the effect of outrage (Event 3) on outcomes. These results can be easily com-

pared with other research using public scandals and viral videos which identify the effect of outrage

on crime and civilian behavior. As previously discussed, Event 3, the public release of the video of

Laquan McDonald’s murder by CPD officer Jason Van Dyke, triggered a massive amount of news

coverage, political changes, protests, and public criticism.

122



Crime Figure 3.2 displays the results for the effect of Event 3 on violent, property, and murder

crime rates using both SC and SDID. The SDID results indicate that Event 3 caused an increase

in violent crime by about 18% (relative to the mean) and specifically murder by 42% (𝑝 < 0.01),

with a positive but imprecise effect on property crime. Table 3.2 displays the results for Event

3 in Column (3). Event 3 increased short-run violent and property crime significantly by 19%

(𝑝 = 0.01) and 12% (𝑝 = 0.01) relative to the mean. Collectively, we can conclude that Event

3 caused an increase in crime in Chicago, consistent with prior literature on public scandals and

crime and our framework relating to outrage.

Officer Behavior Next, Event 3 also had a significant effect on officer behavior. Table 3.2 shows

that in the short-run arrests for violent and property crime increased by 7% (𝑝 = 0.37) and 8%

(𝑝 = 0.15), which is not enough to match the increase in crime discussed above. Furthermore,

discretionary or proactive officer activity declined significantly: arrests for drug crimes fell by 17%

(𝑝 = 0.11) and other non-index crimes by 7% (𝑝 = 0.33). This decline in discretionary arrests is

matched in a large decline in stops 73% (𝑝 = 0.02) and a decline in reported uses of force 14%

(𝑝 = 0.03).15 Again, this decline in officer activity is also consistent with both our predicted effect

of outrage and the prior literature. However, following [282], we caution the reader that arrests

may be a misleading measure of police productivity as they are mechanically related to the level

of crimes. This is in line with [283] who argue that “arrests also signify a failure of prevention; if

crimes are prevented in the first place, so are arrests and all of the ensuing costs of punishment.”

Civilian Behavior Civilian behavior was also influenced by the scandal. At a public level, Event

3 increased articles about the CPD by 330% relative to the mean (𝑝 = 0.01), leaving little doubt

about the magnitude of the public outrage and knowledge. However, Event 3 appears to have no ef-

fect on civilian reports of misconduct: the ITS result shows null effect of a 0.001% (𝑝 = 1) decline.

15Note that Event 3 also coincides with a policy change for how CPD officers had to fill out forms for stopping
individuals. Shortly after Event 3, a reform on “stop and frisks” was enacted on January 1, 2016, after a settlement
agreement between CPD and the ACLU. This reform requires officers to issue receipts if they search a person during
a street stop.
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However, in this case, the ITS assumption is violated as complaints are on a downward trend which

is reverse upon Event 3 (see Figure 3.12), which would bias the result downward. Notably, this

null effect is in the context of a large decrease in discretionary police-civilian contact and a decline

in officer use of force. This is consistent with the our framework relating to the conflicting effects

of outrage on complaints: while officers decrease contact with civilians and deliberate-misconduct

in an attempt to avoid further scandal, allegations, and reduced morale, civilians’ willingness to

file complaints increases as they believe they are more likely to be believed.

Overall, these results indicate that following a major scandal, public outrage increased crime,

decreased officer effort and proactive policing, and had a mixed effect on reported misconduct.

These results are consistent with those of the scandal-based literature, however the reported mis-

conduct result is consistent with civilian behavior changing significantly during a scandal. As we

show, both police officers and civilians responded to outrage, so the results are unlikely to be driven

by the effect of oversight alone.

3.6.2 The Effect of Oversight

Civilian Behavior In order to isolate the effect of oversight on outcomes separate from the ef-

fect of outrage, we use Events 1 and 2, which both were largely unknown to the public and also

influence officers’ perceived cost of receiving a complaint, as discussed in Section 3.4. The ITS

results on Tribune articles is consistent with the second assumption, as shown in Table 3.2, Events

1 and 2 actually corresponded to decreases in articles about the CPD (though both have 𝑝 > 0.4).

Thus we can conclude that civilians were largely unaware of either of these events.

Based on the ITS results (columns (1) and (2) of Table 3.2), Events 1 and 2 both had large

effects on complaints against police officers. Figure 3.12 shows that following Events 1 and 2

complaints against officers fell. As in Table 3.2, serious and FPS complaints fell by -31% (𝑝 =

0.07) and -0.51% (𝑝 = 0.04) after Event 1, while following Event 2 they fell by -40% (𝑝 = 0.01)

and -27% (𝑝 = 0.12), respectively. In both cases, the events began a downward trend in all

complaints, which persisted beyond the 6-month pre/post period used in the ITS, particularly for
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serious complaints. The ITS point estimates for Events 1 and 2, on all complaints are -84 and -69.

For context, there were about 13,874 arrests, 41,427 stops, 30,866 reported crimes, and 485 uses

of force per month in 2010.16

Given that the public was largely unaware of Events 1 and 2, a change in their propensity to

report misconduct is unlikely. Rather, the evidence is consistent with officers reducing misconduct

in order to avoid allegations due to anxiety over the future release of such complaints which were

increased following each event.

Officer Behavior Naturally, if these drops in complaints corresponded with a reduction in error-

misconduct only, we would expect to see a decline in officer effort or performance. However, as

shown in Table 3.2, neither event had a statistically or economically significant effect on arrests for

violent crime, and Event 1 is associated with an increase in arrests for property crime (though it

is not statistically significant). For discretionary arrests relating to proactive policing, both events

had no significant effect. These results are matched in other metrics for police activity, stops and

use of force (stop data is not available for the time period around Event 1), with non-statistically

significant and economically small effects of both Events 1 and 2. Despite the decline in com-

plaints, the lack of change in officer activity metrics indicates that officers did not significantly

reduce effort following these events.

Placing these results in our framework. We can conclude that the effect of Events 1 and 2 had a

larger effect on deliberate-misconduct than on error-misconduct, as misconduct declined by officer

activity was largely unaffected. Overall, these results contradict ‘de-policing’ theory and highlight

the importance of considering misconduct beyond errors that result from crime-reduction effort.

Crime The most important effect, however, is the effect of oversight on crime. Based on the

SDID results displayed in Figures 3.3 and 3.4, violent, property, and murder were not affected by

either event in the long-run. These null effects are confirmed in the (short-run) ITS analysis in

16These events do not include all possible interactions which can produce a complaints, and stops and use of force
are likely reported and many complaint originate in off-duty activity.
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Table 3.2.

These results indicate that despite officers experiencing an increase in oversight, in that their

expected cost of misconduct increased following each event, there was no effect on officer perfor-

mance and overall no effect on crime rates. However, there was a substantial decline in complaints

against officers. Given that civilians were largely unaware of the events, we believe this indi-

cates that civilian behavior did not respond directly to these events and the complaint results are

indicative of an effect on officer misconduct itself. Because the decline in misconduct was not

accompanied by a net increase in crime nor a large decline in officer performance, the effect of

oversight on error-misconduct is smaller than the effect on deliberate-misconduct. Thus, we find

that oversight, unlike outrage, does not necessitate negative effects on officer effort or increases in

crime.

Overall, these results are consistent with our framework and highlight the importance of distin-

guishing between error- and deliberate-misconduct and between oversight and outrage. However,

they contradict the predictions of ‘de-policing theory’ and the usage of scandals as instruments for

oversight in the existing literature.

3.7 Robustness

3.7.1 Bounding Treatment Effects

A fundamental challenge in studying the impact of outrage or oversight is that the outcomes

of counterfactual policies are not observable. Our ITS analysis approach, or difference estima-

tor, relies on a strong assumption that the outcome would have been constant in the months just

before and after each event without the events occurring. However, in the presence of a counter-

factual trend, our approach would not be valid. In the presence of a control group, a difference-in-

differences (DID) approach would have enabled us to identify the impact of oversight and outrage

under the assumption that Chicago and its counterfactual would have experienced in the absence

of the similar change in complaints after the events.

In our context, we face several challenges similar to [226] and [227]. We provide a full de-
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scription of the method in Appendix C.3. First, our events only treat Chicago, and the treatment

is simultaneous across the whole city. Moreover, our sample is the population since our adminis-

trative data contain the universe of misconduct allegations filed against CPD officers. Thus, it is

challenging to construct standard errors and confidence intervals since these measures of statistical

precision rely on specifying a sampling data generating process that we do not feel confident to

impose given our understanding of institutional details of the complaints process.17

As a result, we follow [227] to construct bounds of a DID estimate. We do not provide con-

fidence intervals or standard errors for the reasons we discussed above. Finally, we discuss the

sensitivity of the ITS estimates relative to the DID bounds. Note that the bounds identify the ambi-

guity created by the selection problem ([226]) and are not related to statistical imprecision created

by sampling variability (i.e. confidence intervals or standard errors).

To construct the DID bounds, we consider the six months before the month of the event of

interest as pre-period and five months after as post-period, as in the ITS analysis. Moreover, we

use the data of the two years before each event as a control. For example, for the first two oversight

events which occurred in July of their respective years (2009 and 2014), we use months around July

2007 and 2008 for the first event and July 2012 and 2013 for the second as controls. Similarly, the

months around November 2013 and 2014 serve as control groups for the last event in November

2015. Finally, the treated groups and periods correspond to the data used for the ITS.

Figure 3.19 presents the impact of oversight and outrage on all complaints using the DID

estimates and DID bounds from [226, 227]. We include the estimates from the ITS to compare

the two approaches. Overall, the results from the bounding analysis are generally consistent with

our findings from the ITS design. For Events 1 and 2, the bounds are consistently negative and

relatively close with the ITS estimate lying between the upper and lower bounds. This suggests that

the increase in oversight following Events 1 and 2 led to a reduction in the number of complaints.

In contrast, there is substantial ambiguity about the impact of outrage on the number of complaints

filed against police officers for Event 3. The upper bound is sometimes positive (the ITS estimate

17For instance, we discuss in Section 3.3 complaint data were altered by either CPD or the city in data releases after
the complaints were initially made publicly available in late 2016.
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is virtually zero). Furthermore, while the bounds were relatively tight for Events 1 and 2 (a few

percentage point difference relative to the mean), for Event 3 the upper and lower bounds are

generally separated by 100 percentage points. In other words, we cannot conclude that outrage

increased or decreased police misconduct as the sign of the upper bound changes over time and

the range of bounded effects is massive. Moreover, the bounds of the treatment effects are feasible

for complaints, i.e., the lower bound is smaller than the upper bounds for all 𝑡 > 0. As discussed

previously, the bounds for the oversight events are consistently negative, suggesting a reduction in

the number of complaints after increasing the level of oversight. Finally, DID estimates vary over

time, which implies that treatment effects are heterogeneous. This result contrasts with the ITS

estimates, which assume homogeneous treatment effects.

Similarly, we construct bounds for the crime results, as shown in Figure 3.20. Overall, the

DID estimates and bounds are in line with the ITS results. Events 1 and 2 had generally negative

or null effects on violent and property crime. Event 3 displays a parabolic shape for violent and

property crime with bounds and estimates increasing in the first months then decreasing, though

maintaining positive effect on both crime types. Similar to the results of the complaints, we find

that the DID estimates are heterogeneous over time. Oversight led to a reduction in both property

and violent crimes, and the ITS estimates tend to be within the bounds. However, the outrage event

led to an increase in property crimes. Under the model assumption, the bounds for violent crimes

are indeterminate for the outrage event (i.e., the bounds are infeasible).

3.7.2 Reporting Suppression

A natural concern would be that in response to Events 1 and 2, officers or the CPD may in-

crease suppression of complaint allegations. This could be in the form of officer-level suppression

(threatening would be complainants) or at a departmental level (pressuring complaint-takers to ig-

nore or mis-file complaints). While this is certainly possible, we believe it is unlikely to be driving

the entire decline following each of these events. As discussed in the DOJ report on the CPD in

2017, much of the suppression of complaints came from institutional barriers that prevented the
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investigation of, not the reporting of, complaints [284]. First, as shown in Table 3.3, the share of

complaints filed by officers actually increased (17% (𝑝 = 0.36) and 50% (𝑝 = 0.03) relative to

the mean share), meaning the decline is entirely driven by civilian-filed complaints. If there was

an organized effort to suppress complaints, we would likely see a change in internal complaints

as well as civilian ones. Second, complaints can be filed over the phone or email, but they are

only investigated if the complainant signs an affidavit. If the share of no affidavit complaints rose

significantly, we may suspect a large amount of suppression– however there is not a significant

increase in the share of no affidavit complaints, as shown in Table 3.3.

3.7.3 Robustness of Synthetic Difference-in-Differences Estimates

In order to test the robustness of our national-level results, we use SC and different samples

of cities. Figure 3.18 displays the results. Overall, the SDID results are consistent across samples

using the main sample, large cities only (≥ 500, 000 population), and large cities with no inves-

tigations by the DOJ to verify that our results are not sensitive to more restrictive sets of control

cities. Using SC, however, reduces the magnitude of our results on violent crime across samples.

However, both the SC and SDID results are consistent and highly similar across samples in terms

of the effect on murder. Furthermore, in no robustness check does either Event 1 or 2 have a sta-

tistically significant effect on murder, violent, or property crime. Overall, we can conclude that

Event 3 (outrage) caused an increase in murder in Chicago, while both oversight events did not

cause significant increase in crime.

Relatedly, because we use 30 pre-treatment and 15 post-treatment periods, the pre-period for

Event 3 will overlap with Event 2. To ensure this is not contaminating our results, we redo our

SDID and SC analysis with symmetric time windows (15 months pre and post including the event

month) such that Event 3’s pre-period does not overlap with Event 2. The results for both SC and

SDID are shown in Figure 3.18, and they are very similar to the main results.
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3.7.4 Ferguson Timing

A concern with Event 2 in particular is that it occurred around the same time as the Ferguson

protests following the killing of Michael Brown on August 9th, 2014. However, we believe this is

unlikely to be an issue, and if it did have an effect on officers and/or civilians, it would actually

cause an increase in crime and complaints, which we do not find in our results. First, suppose that

Ferguson only influenced CPD officers, and actually acted as an oversight event. This is unlikely

because while the killing occurred in August 9th, the first mentions of Ferguson on SCC appeared

in late August, and thus the large decline in complaints in August is unlikely to be driven by

an event which only partially treated the month. Second, officers were much more likely to be

focused on the local complaint and FOIA issues around Event 2 which fully treated the month of

August (the union issued its response in late July), and the union was clearly focused more on

Event 2. The August 2014 newsletter does not mention Ferguson at all, while the September 2014

newsletter mentions Ferguson on page 9 (of 12) but discusses FOIA and complaints on the front

page. Overall, it is unlikely that Ferguson, which is now considered the beginning of the police

oversight movement in the US, actually registered significantly with CPD members at the time

who were already under significant local pressure and pre-existing lawsuits and court orders.

Second, Ferguson would have likely caused more of a public response than an officer-only one.

Note that there was only a small increase in discussions of police misconduct in August of 2014

which quickly declines back to baseline in Chicago (see Panel C of Figure 3.1). If the public did

respond, we would expect to see the decline in complaints be attenuated due to increased civilian

reporting. Furthermore, we would expect that Ferguson would have caused a smaller scale outrage

event, and thus we would expect to see an increase in crime (due to officers pulling back, civilians

engaging less, increased legal cynicism and social disorder), which we do not see in the results.

Overall, it is unlikely that Ferguson confounds our main results for Chicago: that Event 2 caused a

decrease in complaints and no increase in crime through increased oversight.
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3.7.5 Officer Level Estimates

Though the treatments are at the city-level, we are interested in how individual officer out-

comes changed, providing us with an additional set of point estimates. We estimate the change in

officer (𝑖) outcome 𝑌 following each event in a month (𝑡) using an officer-month level panel, after

controlling for officer, unit, year, and month fixed effects:

𝑌𝑖𝑡 = 𝛽11{𝑇1 < 𝑡} + 𝛽21{𝑇2 < 𝑡} + 𝛽31{𝑇3 < 𝑡} + 𝛾𝑖 + _𝑌 (𝑡),𝑀 (𝑡) + 𝜓𝑈𝑛𝑖𝑡 (𝑖,𝑡) + 𝜖𝑖𝑡 (3.4)

where 𝑇𝑗 indicates the month of event j, and 𝛽 𝑗 is the effect on the officer being in the period

following event 𝑗– the other variables are fixed effects for month, year, and unit.

We provide results using an officer-level approach. Notably, the complaints used as an outcome

are any complaint with a known officer (no restrictions on having a complainant) and the same

complaint counts for multiple officers. The results are shown in Table 3.4, Events 1 and 2 caused

a 11% (𝑝 < 0.01) and 5% (𝑝 = 0.02) decline in complaints based on the officer-level analysis.

Similar to the ITS results, Event 1’s effect is larger for FPS complaints, while Event 2’s is larger for

serious complaints. In other specifications, the smallest and most noisy point estimates are when

including complaints with missing complainants (as in the officer-level regressions)– Events 1 and

2 display large declines 18% (𝑝 = 0.01) and 11% (𝑝 = 0.26) (see Table 3.3).

The officer-level results also provide more information on changes in officer activity. The

results for Events 1 and 2 in Table 3.4 show a small decline in violent and property arrests, but

Event 2 has a large effect on drug arrests (a 17% decline) and Event 1 displays an increase of 6%.

Taking into account use of force, Events 1 and 2 have a consistent negative effect on complaints

and not other officer activity, particularly across other specifications. Event 3, at the officer level,

displays an increase in allegations of misconduct, for both serious (8%) and FPS complaints (29%)

(both 𝑝 < 0.01). Furthermore, there is a decline in arrests (specifically violent and drug) and use

of force. These results are generally consistent with those of the main ITS analysis.
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3.7.6 Changing 𝑇

We also want to ensure our results are robust to changing the time span for the pre- and post-

periods. Table 3.5 displays the results for changing the time-span in our ITS analysis to 𝑇 = 4 and

𝑇 = 8. Overall, these results are consistent with the main results using 𝑇 = 6.

3.8 Conclusion

In this paper, we provide novel evidence for the effect of oversight on misconduct, policing,

and crime. This differs greatly from previous work on police oversight because we identify events

which solely increased oversight (the effective cost of misconduct) and did not coincide with public

outrage. In this vein, we provide a conceptual framework which illustrates the difference between

oversight and outrage. As we discuss, while outrage has a predictable effect on crime, it is not clear

ex-ante that oversight will increase crime as misconduct may be due to deliberate and counterpro-

ductive actions as well as errors resulting from officer effort, and so reducing deliberate-misconduct

will not increase crime while reducing error-misconduct can increase crime. Furthermore, we note

that outrage should have a mixed effect on reported misconduct (an outcome not previously studied

in the scandal-based literature), as officers may reduce misconduct during a period of outrage but

civilians will be more likely to report misconduct.

We provide empirical evidence for this framework which clearly distinguishes between over-

sight and outrage. We find that following a public scandal, crime, particularly murder, increases

while officers reduce effort (e.g., discretionary arrests and stops) and negative interactions with

civilians (uses of force). Nevertheless, reported misconduct is either unaffected or increases: civil-

ians are more likely to report perceived misconduct while police-civilian contacts decline. In

contrast, we show that increases in police oversight, specifically two events relating to the public

release of officer misconduct records, did not increase crime. But, as the social and reputational

costs of a public release of misconduct accusations meant the cost of misconduct increased, officers

reduced their misconduct, as measured by complaints. We attribute this to a decline in misconduct
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and not a decline in reporting because while these events were highly salient for officers, the public

was largely unaware.

Overall, this paper demonstrates that outrage is not oversight, and conflating the two can lead to

erroneous conclusions about the costs and benefits of police oversight. Furthermore, we find evi-

dence that oversight alone can reduce misconduct and not lead to an increase in crime or significant

changes in policing outcomes.
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Notes: Figure A presents the total number of misconduct allegations filed against a Chicago police officer and the number of violent crimes from January 2007
to May 2016. Figures B and C present the number of articles mentioning the Chicago Police Department in the Chicago Tribune from January 2007 to May
2016. Figure B presents the frequency distribution of articles mentioning the DOJ and the Chicago police union. Figure C shows the frequency distribution of
articles related to gun violence, police accountability, and police misconduct. The vertical dashed lines represent three events that have plausibly varied the level
of oversight against the Chicago Police Department between 2007 and 2016. We account for seasonal patterns in complaints and violent crimes by removing the
month effect. Section 3.4, in the main text, describes each event in detail. Violent crimes correspond to murder, assault, and robbery.

Figure 3.1: Time-series of Complaints, Crime, and News Coverage
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outcomes can have negative values). The vertical dashed line represents the time of the event of interest. We report the mean of the dependent variable, the SDID
and SC estimates. Standard errors are in parentheses.

Figure 3.2: Effect of Outrage on Crimes
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Figure 3.3: Effect of Oversight on Crimes (Event 1)
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and SC estimates. Standard errors are in parentheses.

Figure 3.4: Effect of Oversight on Crimes (Event 2)
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Complaint Type Complaint Description Total N. Share Cumulative Share Po Filed Sustained Has Complainant

FPS 10U-INADEQUATE/FAILURE TO PROVIDE SERVICE 12658 0.162 0.162 0.025 0.015 0.904

UFV 05A-ARRESTEE - DURING ARREST 7929 0.101 0.263 0.021 0.015 0.937

Search 03G-MISCELLANEOUS 6704 0.086 0.349 0.010 0.005 0.916

Search 03D-ILLEGAL ARREST 6500 0.083 0.432 0.009 0.003 0.908

Search 03C-SEARCH OF PREMISE/VEHICLE WITHOUT WARRANT 6248 0.080 0.512 0.016 0.003 0.938

Other 10Z-MISCELLANEOUS 4057 0.052 0.563 0.165 0.073 0.940

FPS 10J-NEGLECT OF DUTY/CONDUCT UNBECOMING - ON DUTY 3336 0.043 0.606 0.416 0.231 0.915

ALU 04E-PRISONER’S PROPERTY - INVENTORY/RECEIPT 2918 0.037 0.643 0.035 0.021 0.887

Search 03B-SEARCH OF PERSON WITHOUT WARRANT 2910 0.037 0.681 0.028 0.000 0.910

UFV 05B-ARRESTEE - AFTER ARREST, PRIOR TO LOCKUP 2412 0.031 0.711 0.021 0.012 0.926

Other Missing 1750 0.022 0.734 0.218 0.000 0.714

Other 10V-INVENTORY PROCEDURES 1608 0.021 0.754 0.203 0.093 0.974

UFV 05L-UNNECESSARY PHYSICAL CONTACT - ON DUTY 1251 0.016 0.770 0.058 0.026 0.920

Other 10T-REPORTS - FAILED TO SUBMIT/IMPROPER 1197 0.015 0.786 0.206 0.096 0.911

UFV 05Q-CIVIL SUIT - THIRD PARTY 1173 0.015 0.801 0.000 0.003 0.990

Other 10D-COMMUNICATION OPERATIONS PROCEDURES 1035 0.013 0.814 0.007 0.007 0.848

UFV 01B-RACIAL/ETHNIC, ETC. 920 0.012 0.826 0.028 0.027 0.939

UFV 05K-DOMESTIC ALTERCATION/INCIDENT - OFF DUTY 871 0.011 0.837 0.188 0.160 0.916

Other 09J-MISCELLANEOUS 867 0.011 0.848 0.489 0.273 0.926

UFV 05M-UNNECESSARY PHYSICAL CONTACT - OFF DUTY 767 0.010 0.858 0.037 0.023 0.930

Table 3.1: Composition of 20 Most Common Complaints

Note: Table contains summary statistics for the 20 most common types of complaints with incident dates between 2007 and

May 2016. Po Filed indicates the share of those complaints which a police officer filed the complaint (otherwise a civilian

filed). Sustained refers to the final finding of the complaint being either sustained or marked as ’disciplined’. And having a

complainant means at least one complainant was recorded for the complaint.
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Effect of Event (% Change Relative to Mean)

Outcome Oversight (1) Oversight (2) Outrage (3)

Complaints
All -0.342 (p = 0.01) -0.281 (p = 0.03) -0.001 (p = 1)

Serious -0.312 (p = 0.07) -0.401 (p = 0.01) 0.005 (p = 0.99)
FPS -0.517 (p = 0.04) -0.274 (p = 0.12) 0.037 (p = 0.78)

Other -0.251 (p = 0.23) -0.029 (p = 0.93) -0.048 (p = 0.82)

Public
Tribune Articles Related to CPD -0.444 (p = 0.45) -0.009 (p = 0.99) 3.308 (p = 0.01)

Crime
Violent -0.067 (p = 0.18) 0.014 (p = 0.82) 0.191 (p = 0.01)

Property 0.01 (p = 0.81) -0.057 (p = 0.3) 0.123 (p = 0.01)

Arrests/Stops/Force
Violent 0.008 (p = 0.9) 0.043 (p = 0.59) 0.065 (p = 0.37)

Property 0.081 (p = 0.18) -0.019 (p = 0.88) 0.083 (p = 0.15)
Drug 0.007 (p = 0.92) -0.036 (p = 0.81) -0.172 (p = 0.11)
Other -0.02 (p = 0.78) -0.001 (p = 1) -0.073 (p = 0.33)
Stops -0.147 (p = 0.35) -0.733 (p = 0.02)
Force 0.006 (p = 0.95) 0.006 (p = 0.93) -0.137 (p = 0.03)

Table 3.2: Effect of Oversight and Outrage on Outcomes

Note: Table contains the ITS results from estimating equation 3.1 with 6 pre-event months and 5 post-event months for each

outcome. Each column refers to an event. Stop data could not be obtained pre-2010, so the effect of Event 1 on stops could

not be estimated. Dependent variables are residualized by month to remove seasonality. Coefficients are all scaled as a share

relative to the mean of the dependent variable in the 6-months before the event. P-values are computed by ranking the effects

the 3 events along with the effects of 70 placebo periods, which exclude the period of the events and the events themselves.
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Effect of Event (% Change Relative to Mean)

Outcome Oversight (1) Oversight (2) Outrage (3)

Share Officer Filed 0.167 (p = 0.36) 0.5 (p = 0.03) 0.889 (p = 0.01)
Share No Affidavit -0.034 (p = 0.53) 0.017 (p = 0.95) 0.22 (p = 0.01)

All Complaints (Including Missing Complainants) -0.182 (p = 0.01) -0.114 (p = 0.26) -0.041 (p = 0.75)
White Complainants -0.298 (p = 0.07) -0.088 (p = 0.67) 0.033 (p = 0.88)
Black Complainants -0.372 (p = 0.01) -0.345 (p = 0.03) -0.02 (p = 0.9)

Table 3.3: Additional Complaint Results

Note: Table contains additional ITS results from estimating equation 3.1 with 6 pre-event months and 5 post-event months

for each outcome. Each column refers to an event. Share officer filed refers to the share of complaints filed by an officer,

not civilian; share no affidavit refers to the share of complaints without a signed affidavit; all complaints includes complaints

with missing complainants; white and Black complaints are categorized based on reported race in the complainant data.

Dependent variables are residualized by month to remove seasonality. Coefficients are all scaled as a share relative to the

mean of the dependent variable in the 6-months before the event. P-values are computed by ranking the effects the 3 events

along with the effects of 70 placebo periods, which exclude the period of the events and the events themselves.
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Effect of Event (% Change Relative to Mean)

Outcome Oversight (1) Oversight (2) Outrage (3)

All Complaints -0.105 (se = 0.027) (p = 0) -0.053 (se = 0.023) (p = 0.02) 0.139 (se = 0.025) (p = 0)
Serious Complaint -0.125 (se = 0.037) (p = 0.001) -0.096 (se = 0.03) (p = 0.001) 0.082 (se = 0.029) (p = 0.004)

FPS Complaint -0.183 (se = 0.052) (p = 0) -0.061 (se = 0.047) (p = 0.192) 0.289 (se = 0.061) (p = 0)
Violent Arrests -0.014 (se = 0.007) (p = 0.036) -0.038 (se = 0.023) (p = 0.099) -0.174 (se = 0.026) (p = 0)

Property Arrests -0.053 (se = 0.009) (p = 0) -0.035 (se = 0.031) (p = 0.26) -0.031 (se = 0.033) (p = 0.351)
Drug Arrests 0.055 (se = 0.009) (p = 0) -0.172 (se = 0.031) (p = 0) -0.248 (se = 0.027) (p = 0)
Other Arrests 0.086 (se = 0.006) (p = 0) -0.042 (se = 0.017) (p = 0.015) -0.08 (se = 0.017) (p = 0)
Use of Force 0.039 (se = 0.029) (p = 0.177) -0.045 (se = 0.029) (p = 0.128) -0.108 (se = 0.034) (p = 0.001)

Table 3.4: Officer-Level Results

Note: Table contains results from estimating equation 3.4 using officer-month level observations

between 2009 and May 2016. The point estimates can be seen as the additional effect of each event,

given the prior events occurring. Fixed effects include (additively) officer, month, year, and unit

fixed effects. Standard errors are clustered at the officer level.
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Notes: This figure presents a comment from Second City Cop posted in July 2009. The post is related to event 1, the
court ruling in Gekas v. Williamson indicated that "internal affairs files are a public record regardless of the outcome
of the probe." SCC is a (now offline) forum for CPD officers to anonymously discuss work, news, and drama within

the department without a filter.

Figure 3.5: Second City Cop Post related to Event 1
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November 2009 Page 3 

that a report is required in this investiga-

tion notify the Lodge and we will assist 

you in the completion of your written 

report.  Officers don’t take anything for 

granted in regards to these investigations.  

You could be a witness on Monday and 

then the accused on Tuesday.  When no-

tified of being a witness in a CR investi-

gation, please contact the Lodge and we 

will assist you in these matters.  It is your 

contractual right! 

Parole Board Hearings 

     The Lodge was recently notified of 

the Parole Board Hearing which were 

conducted at 26
th

 & California on 21 Oc-

tober 2009 for us to protest the possibility 

for parole for the convicted murderer of 

PO Herman Stallworth, #10965, 003
rd

 

District, End of Watch 24 May 1967. 

     Attending this hearing was a represen-

tative of the Department, the Police Me-

morial Foundation, an Assistant States 

Attorney (ASA), two CPD Detectives 

and I, representing the Lodge.  The hear-

ing which is video taped and was pre-

sided over by a member of the Illinois 

Prisoner Review Board who would re-

ceive our testimony and evidence.  The 

ASA spoke to the member of the prisoner 

review board and retold the story of how 

PO Stallworth was murdered and his 

partner PO Ervin was shot on the night of 

24 May 1967 while conducting a routine 

traffic stop for no other reason that they 

were doing their duty serving and pro-

tecting the citizens of the city of Chicago 

and how this coward only surrendered 

after he ran out of bullets in the handgun 

which he fired at responding police offi-

cers.  The letters from the surviving 

widow and partner were also read and 

detailed how their lives had been im-

pacted, changed forever by this violent 

act and that this murderer should not be 

released. We the representatives in atten-

dance then all read our objections into 

the record asking that the Parole Board 

not release this convicted murderer be-

fore he complete his lawful sentence.  

The En Banc Hearing in this case as well 

as 2 other cases involving the convicted 

murderers of Chicago Police Officers 

will be heard at the State Capitol in 

Springfield, Illinois on 19 November 

2009.  We must remind those who are 

responsible for ensuring that these dan-

gerous individuals never return to soci-

ety. 

     We will travel by bus with other po-

lice officers and supporters to make our 

presence known and object to any possi-

bility of parole for these convicted cop 

killers before their lawfully imposed sen-

tenced is completed. 

ceive the 6% pay increase that the Mayor 

and Alderman voted for themselves.  The 

Alderman voted to increase their expense 

accounts as well as their aldermanic dis-

cretionary fund.  Yet here we sit without 

a contract. 

     We are thrown under the bus every 

time it is politically expedient by the 

Mayor and by some of the Aldermen.  

We are driving vehicles that are unsafe 

because those are the only vehicles we 

have. 

     When was the last time an Alderman 

was sued for doing their job and forced to 

pay punitive damages?  When was the 

last time a politician chased a man with a 

gun around a dark corner or put their life 

on the line for the citizens of Chicago?  

When was the last time an Alderman 

sacrificed his life for the citizens of Chi-

Skin In The Game 

     The Mayor has an-

nounced the expansion 

of unpaid furlough days 

to help solve the City’s 

financial crisis, which 

brings the total unpaid 

furlough days for City 

Employees to 24 plus unpaid holidays.  

The media interviewed Alderman Ed 

Smith who complained that Police and 

Fire are not taking any unpaid furlough 

days and that, “they need to get some skin 

in the game.”  Is he kidding?  If we are 

forced to sacrifice any more “skin” Chi-

cago Police Officers will become the 

thinnest blue line in the nation. 

     I cannot speak for Fire, but I can say 

that we have been working without a con-

tract since June of 2007.  We did not re-

cago?  Does Alderman Ed Smith even 

care that the City plans to hire only a 

minimal number of officers next year, or 

perhaps none at all?  Does Alderman Ed 

Smith have any concept of what it is like 

to work a one man car?  Does Alderman 

Ed Smith care (or even know) that we are 

short approximately 591 officers?  Every 

day we are asked to do more with less, 

which puts our lives in even greater jeop-

ardy.  Despite all that, we continue to 

proudly serve. 

     I think it is clear who has “skin in the 

game” and it isn’t you, Mr. Smith.  It is 

the “skin” of 11,500 dedicated men and 

women who continue to provide Chica-

goans professional and selfless service 

day in and day out. 

It’s Just a Witness 

Report Officer 

     The Lodge must re-

ceive at least 50 calls a 

month from our Members 

telling us that they were 

notified by either IAD or 

IPRA because they are being required to 

submit either a formal statement or a 

written report and that they are not ac-

cused but only a witness.  The first com-

ment from these officers sometimes will 

be that I am just letting the Lodge know 

but I don’t think I need a lawyer, because 

I am only a witness regarding a CR in-

vestigation.  The best advice I can always 

give to these Officers is that you are enti-

tled to representation pursuant to Section 

6.2 of our Contract which describes and 

details how the Department or IPRA will 

conduct Witness Statements involving 

our members whether written or oral.  

The affected Officer upon being notified 

by a supervisor or on Department com-

puter that they are a witness in a CR in-

vestigation have the right to request to 

secure legal counsel.  The Lodge strongly 

recommends that any time you must re-

spond to this type of notification you 

contact the Lodge and we will provide an 

attorney to assist and represent you dur-

ing the interview.   Officers in the event 

Third Vice-President’s Report, By Greg Bella 

Second Vice-President’s Report, By Frank DiMaria 

Notes: This figure presents an article from the FOP Lodge 7 newsletter dated November 2009. The article is from the
Second Vice President of the union and warned officers of the severity and potential risks of being named in a

complaint investigation.

Figure 3.6: Newsletter November 2009
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Release of CR Files (Kalven Court Decision) 

A recent Appellate Court decision concerning the release of CR files pursuant to 
Freedom of Information Act (FOIA) requests as part of Kalven v. the City of Chicago 
& the Chicago Police Department has become a major concern to the Membership; 
and rightfully so. When this litigation began back in 2009, the Lodge did not formally 
join the City or the Department in this legal challenge, thus leaving the City and the 

Department to challenge the FOIA requests to release CRs and RLs (Repeater Lists) on their own. 
Now, after the decision has been heard and appealed, the Lodge has no legal standing or litigant 
position to file any additional actions. 
 So what does this mean to the Membership? In compliance with the court decision, lists 
of past complaints against Chicago Police Officers will now be released to the public for review. 
We initially spoke about this case at our first General Meeting in April and mentioned then that 
this decision would wind up being something that every working officer would have an extensive 
interest in. We contacted the Lodge’s attorneys and requested their take on the impact. (Further 
information that details the attorney’s input is available on page six of this Newsletter).  
 

More History 
 In December 2009, (Attorney) Kalven filed suit against the City (and the CPD) under the 
Freedom of Information Act (FOIA), to obtain Complaint Register (CR) files as well as Repeater 
Lists (RL).  Initially, the Circuit Court held that Kalven was entitled to the RLs, but not to the 
CRs.  After an appeal, the Court ruled Kalven was entitled to both the RLs and CRs, (subject to 
complainant and witness redaction) .  
 The intention of the Freedom of Information Act (as argued in Kalven), was to allow the 
public to review the actions of public bodies to ensure full disclosure of public employees and 
make them available for review; such as with Chicago Police Officers.  An individual working for 
a private employer would not face this level of scrutiny. As we are all well aware, a CR Investiga-
tion of a Police Officer does not establish any wrongdoing on the part of the Officer; it is a fact 
that most allegations are either Not Sustained, Unfounded or, Exonerated. 
 An additional concern of ours is the impact this type of disclosure might have on the rep-
utation of the individual Police Officers and quite frankly, the Chicago Police Department as 
well.  A Police Officer might suffer undue scrutiny from family members, friends, neighbors and 
even co-workers, when this information is released. Furthermore, an additional risk now exists 
that the public (including some criminal defense attorneys) can start to access this information 
through a Freedom of Information Act request in a much more exaggerated manner.  
 

Lodge Position 
 The Lodge emphatically believes the Court erred in its ruling. Consequently, we believe 
the statute should be amended to exempt both CRs and RLs from public view and production. The 
Lodge sees this decision as unfair prejudice and that such disclosures may have a negative impact 
on individual Police Officers. There also exists a likelihood that such public exposure will dis-
courage many intelligent, skilled and dedicated individuals from continuing, or even beginning a 
career in public service. When is enough, truly enough? 
 

 A Final Update on Kalven v. City 
 Although we cannot alter the Court’s decision concerning the release of the CR and RL 
lists, we might have one option available to possibly challenge some of the names on those lists. 
On 28 July 14, the Lodge filed an Emergency Motion requesting a Temporary Restraining Order 
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Notes: This figure presents an article from the FOP Lodge 7 newsletter dated August 2014. The article is from the
President of the union and discusses the outcome of the court ruling, Kalven v. Chicago: "In compliance with the

court decision, lists of past complaints against Chicago Police Officers will now be released for public review." The
article was front the page of the newsletter.

Figure 3.7: Newsletter August 2014
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Notes: This figure presents an article from the FOP Lodge 7 newsletter dated September 2014. The article is from the
President of the union and a follow-up to the article in August 2014. The article was front the page of the newsletter.

Figure 3.8: Newsletter September 2014
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Notes: This figure presents an article from the New York Times dated November 2015. The article is from the
President of the union and a follow-up to the article in August 2014. The article covers the public release of the
dash-cam footage of the murder of teenager Laquan McDonald by Jason Van Dyke, an officer from the Chicago

Police Department.

Figure 3.9: New York Times - November 2015
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Notes: This figure presents an article from the FOP Lodge 7 newsletter dated December 2015. The article is from the
President of the union and a follow-up to the articles 2014 related to the released of the complaints.

Figure 3.10: Newsletter December 2015
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Notes: This figure presents an article from the FOP Lodge 7 newsletter dated January 2016. The articles is from the
President of the union and discuss the DOJ investigation and the released of the dash-cam footage of the murder of

teenager Laquan McDonald.

Figure 3.11: Newsletter January 2016
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[5th;95th] =[-13.63;22.84]

Failure to Provide Service Complaints
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Event 2 = -1.77 (p-value=0.93)
Event 3 = -2.91 (p-value=0.82)
[5th;95th] =[-23.60;14.21]

Other Complaints

Notes: This figure presents the total number of misconduct allegations filed against a Chicago police officer from
January 2007 to May 2016. The vertical dashed lines represent three events that have plausibly varied the level of

oversight against the Chicago Police Department between 2007 and 2016. We form a test statistic for the impact of
the events using the difference between the red horizontal bars. We omit months of the events of the interests because

they show a mechanical change in the number of complaints the variation of oversight. We recompute the test
statistic for every placebo date (N=70), where we define placebo windows as those with no event that changes the
level of oversight. Finally, we report the 5th and 95th percentile values from the permutation tests and the p-values

associated with each test. We account for seasonal patterns in outcomes by removing the month effect and reporting
this regression’s residuals. Finally, we report the mean of the dependent variable at baseline, i.e., before the first

event. Section 3.4, in the main text, describes each event in detail.

Figure 3.12: Effect of Oversight and Outrage on Complaints

149



-1
5

-1
0

-5
0

5
R

es
id

ua
liz

ed
 c

rim
e 

pe
r 1

00
,0

00
 c

ap
ita

-30 -25 -20 -15 -10 -5 0 5 10 15
Month arount the outrage event

Chicago SC Counterfactual SDID Counterfactual

Mean of DV = 33.26
SC  = 5.36 (SE=2.44)
SDID = 7.52 (SE=3.77)

Effect of Event 3 on Robbery

-3
0

-2
0

-1
0

0
10

R
es

id
ua

liz
ed

 c
rim

e 
pe

r 1
00

,0
00

 c
ap

ita

-30 -25 -20 -15 -10 -5 0 5 10 15
Month arount the outrage event

Chicago SC Counterfactual SDID Counterfactual

Mean of DV = 45.35
SC  = 5.93 (SE=7.57)
SDID = 6.26 (SE=6.77)

Effect of Event 3 on Burglary

-1
5

-1
0

-5
0

R
es

id
ua

liz
ed

 c
rim

e 
pe

r 1
00

,0
00

 c
ap

ita

-30 -25 -20 -15 -10 -5 0 5 10 15
Month arount the outrage event

Chicago SC Counterfactual SDID Counterfactual

Mean of DV = 33.29
SC  = 4.04 (SE=6.83)
SDID = 2.07 (SE=10.07)

Effect of Event 3 on Motor Vehicle Theft
-6

0
-4

0
-2

0
0

20
R

es
id

ua
liz

ed
 c

rim
e 

pe
r 1

00
,0

00
 c

ap
ita

-30 -25 -20 -15 -10 -5 0 5 10 15
Month arount the outrage event

Chicago SC Counterfactual SDID Counterfactual

Mean of DV = 188.83
SC  = 9.31 (SE=12.67)
SDID = 13.19 (SE=13.89)

Effect of Event 3 on Larceny

Notes: These figures present the crime trends per 100,000 population in Chicago and its synthetic
difference-in-differences (SDID) and synthetic control (SC) counterfactuals. In addition, we account for seasonal

patterns in crime outcomes, i.e., we remove the month effect and report the residuals of this regression (some
outcomes can have negative values). The vertical dashed line represents the time of the event of interest. We report

the mean of the dependent variable, the SDID and SC estimates. Standard errors are in parentheses.

Figure 3.13: Effect of Outrage on Different Crimes Category
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Notes: These figures present the crime trends per 100,000 population in Chicago and its synthetic
difference-in-differences (SDID) and synthetic control (SC) counterfactuals. In addition, we account for seasonal

patterns in crime outcomes, i.e., we remove the month effect and report the residuals of this regression (some
outcomes can have negative values). The vertical dashed line represents the time of the event of interest. We report

the mean of the dependent variable, the SDID and SC estimates. Standard errors are in parentheses.

Figure 3.14: Effect of Oversight Event 1 on Different Crimes Category
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Notes: These figures present the crime trends per 100,000 population in Chicago and its synthetic
difference-in-differences (SDID) and synthetic control (SC) counterfactuals. In addition, we account for seasonal

patterns in crime outcomes, i.e., we remove the month effect and report the residuals of this regression (some
outcomes can have negative values). The vertical dashed line represents the time of the event of interest. We report

the mean of the dependent variable, the SDID and SC estimates. Standard errors are in parentheses.

Figure 3.15: Effect of Oversight Event 2 on Different Crimes Category
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Arrests for Violent Crime

Baseline Mean = 1048.70
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Arrests for Property Crime
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Event 1 = 21.61 (p-value=0.92)
Event 2 = -106.29 (p-value=0.81)
Event 3 = -508.60 (p-value=0.11)
[5th;95th] =[-577.12;251.27]

Arrests for Drug Crime

Baseline Mean = 4576.53
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Event 1 = -72.47 (p-value=0.78)
Event 2 = -4.64 (p-value=1.00)
Event 3 = -268.16 (p-value=0.33)
[5th;95th] =[-997.91;142.85]

Other Arrests

Notes: This figure presents the total number of arrests in Chicago from January 2007 to May 2016. The vertical
dashed lines represent three events that have plausibly varied the level of oversight against the Chicago Police

Department between 2007 and 2016. We form a test statistic for the impact of the events using the difference between
the red horizontal bars. We omit months of the events of the interests because they show a mechanical change in the

number of complaints the variation of oversight. We recompute the test statistic for every placebo date (N=70), where
we define placebo windows as those with no event that changes the level of oversight. Finally, we report the 5th and
95th percentile values from the permutation tests and the p-values associated with each test. We account for seasonal

patterns in outcomes by removing the month effect and reporting this regression’s residuals. Finally, we report the
mean of the dependent variable at baseline, i.e., before the first event. Section 3.4, in the main text, describes each

event in detail.

Figure 3.16: Effect of Oversight and Outrage on Arrests

153



Baseline Mean = 2928.23

-1
00

0
-5

00
0

50
0

10
00

R
es

id
ua

liz
ed

 n
um

be
r o

f e
ve

nt
s

20
07

m1

20
07

m7

20
08

m1

20
08

m7

20
09

m1

20
09

m7

20
10

m1

20
10

m7

20
11

m1

20
11

m7

20
12

m1

20
12

m7

20
13

m1

20
13

m7

20
14

m1

20
14

m7

20
15

m1

20
15

m7

20
16

m1

20
16

m7

Month

Event 1 = -164.44 (p-value=0.18)
Event 2 = 34.69 (p-value=0.82)
Event 3 = 465.89 (p-value=0.01)
[5th;95th] =[-290.74;128.90]

Violent Crimes

Baseline Mean = 10703.60

-4
00

0
-2

00
0

0
20

00
R

es
id

ua
liz

ed
 n

um
be

r o
f e

ve
nt

s

20
07

m1

20
07

m7

20
08

m1

20
08

m7

20
09

m1

20
09

m7

20
10

m1

20
10

m7

20
11

m1

20
11

m7

20
12

m1

20
12

m7

20
13

m1

20
13

m7

20
14

m1

20
14

m7

20
15

m1

20
15

m7

20
16

m1

20
16

m7

Month

Event 1 = 92.32 (p-value=0.81)
Event 2 = -526.45 (p-value=0.30)
Event 3 = 1146.34 (p-value=0.01)
[5th;95th] =[-917.25;478.29]

Property Crimes

Baseline Mean = 3822.10

-2
00

0
-1

00
0

0
10

00
20

00
R

es
id

ua
liz

ed
 n

um
be

r o
f e

ve
nt

s

20
07

m1

20
07

m7

20
08

m1

20
08

m7

20
09

m1

20
09

m7

20
10

m1

20
10

m7

20
11

m1

20
11

m7

20
12

m1

20
12

m7

20
13

m1

20
13

m7

20
14

m1

20
14

m7

20
15

m1

20
15

m7

20
16

m1

20
16

m7

Month

Event 1 = -1.09 (p-value=1.00)
Event 2 = -119.82 (p-value=0.78)
Event 3 = -502.69 (p-value=0.11)
[5th;95th] =[-557.83;239.63]

Drug Crimes
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Event 1 = -860.22 (p-value=0.25)
Event 2 = 350.85 (p-value=0.68)
Event 3 = 924.13 (p-value=0.22)
[5th;95th] =[-1240.09;282.75]

Other Crimes

Notes: This figure presents the total number of crimes in Chicago from January 2007 to May 2016. The vertical
dashed lines represent three events that have plausibly varied the level of oversight against the Chicago Police

Department between 2007 and 2016. We form a test statistic for the impact of the events using the difference between
the red horizontal bars. We omit months of the events of the interests because they show a mechanical change in the

number of complaints the variation of oversight. We recompute the test statistic for every placebo date (N=70), where
we define placebo windows as those with no event that changes the level of oversight. Finally, we report the 5th and
95th percentile values from the permutation tests and the p-values associated with each test. We account for seasonal

patterns in outcomes by removing the month effect and reporting this regression’s residuals. Finally, we report the
mean of the dependent variable at baseline, i.e., before the first event. Section 3.4, in the main text, describes each

event in detail.

Figure 3.17: Effect of Oversight and Outrage on Crimes
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Notes: This figure displays the results of performing synthetic difference-in-differences (circle) and synthetic control
(triangle) estimations. We report the 95% confidence intervals. Each set of results refers to an event, with four

different samples/specifications notes on each X-axis, including the main results. Large cities refer to restricting the
sample of control cities to those with at least 250,000 population; Large cities are cities with at least 500,000
population; no investigations further restrict the large cities sample to those without DOJ investigation. The

Pre/Post=15 refers to using 15 pre-periods (30 in the main specification) and 15 post periods. The main estimation
includes 30 pre-intervention periods and six post-intervention periods. Each Y-axis refers to a different crime type

(murder, violent index, and property index crime).

Figure 3.18: National Sample Robustness
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Notes: This figure displays the results of performing the [227] difference-in-differences estimation and bounding exercise on the effect of each event on the
number of complaints. Each plot contains the estimated lower bound (cross), upper bound (X), and difference-in-differences estimate (triangle) for each month
after the respective event. For reference, the ITS estimate from the main results (Table 3.2) is included as a flat line. The Y-axes are scaled to the percent change

relative to the mean dependent variable. All the bounds are feasible.

Figure 3.19: Manski and Pepper (2018) Bounds for Effect on All Complaints

156



Notes: This figure displays the results of performing the [227] difference-in-differences estimation and bounding exercise on the effect of each event (rows) and
property and violent crime (columns). Each plot contains the estimated lower bound (cross), upper bound (X), and difference-in-differences estimate (triangle) for
each month after the respective event. For reference, the ITS estimate from the main results (Table 3.2) is included as a flat line. Estimates are colored by whether
they are feasible, meaning the lower bound is smaller than the upper bound. The Y-axes are scaled to the percent change relative to the mean dependent variable.

Figure 3.20: Manski and Pepper (2018) Bounds for Effect on Crime
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𝜏 = 4 𝜏 = 8 𝜏 = 4 𝜏 = 8 𝜏 = 4 𝜏 = 8

Effect of Event (% Change Relative to Mean)

Outcome Oversight (1) Oversight (1) Oversight (2) Oversight (2) Outrage (3) Outrage (3)

Complaints
All -0.208 (p = 0.03) -0.257 (p = 0.01) -0.318 (p = 0.01) -0.346 (p = 0.06) 0.007 (p = 1) -0.024 (p = 0.93)

Serious -0.205 (p = 0.05) -0.226 (p = 0.04) -0.454 (p = 0.01) -0.487 (p = 0.01) 0.13 (p = 0.84) -0.104 (p = 0.88)
FPS -0.281 (p = 0.06) -0.38 (p = 0.04) -0.301 (p = 0.13) -0.385 (p = 0.12) 0.126 (p = 0.71) 0.068 (p = 0.82)

Other -0.136 (p = 0.34) -0.204 (p = 0.25) -0.052 (p = 0.84) 0.001 (p = 1) -0.111 (p = 0.59) -0.006 (p = 0.99)

Public
Tribune Articles Related to CPD -0.613 (p = 0.52) -0.109 (p = 0.88) -0.074 (p = 0.99) 0.451 (p = 0.66) 2.602 (p = 0.01) 3.274 (p = 0.01)

Crime
Violent -0.065 (p = 0.11) -0.052 (p = 0.28) 0.03 (p = 0.66) -0.003 (p = 1) 0.196 (p = 0.01) 0.221 (p = 0.01)

Property 0.009 (p = 0.82) 0.001 (p = 0.99) -0.06 (p = 0.44) -0.102 (p = 0.18) 0.162 (p = 0.01) 0.146 (p = 0.01)

Arrests/Stops/Force
Violent 0 (p = 1) 0.026 (p = 0.76) 0.057 (p = 0.52) 0.027 (p = 0.87) 0.05 (p = 0.57) 0.072 (p = 0.43)

Property 0.021 (p = 0.76) 0.076 (p = 0.21) -0.034 (p = 0.7) -0.035 (p = 0.84) 0.119 (p = 0.11) 0.087 (p = 0.31)
Drug 0.017 (p = 0.87) -0.006 (p = 0.97) -0.079 (p = 0.53) -0.079 (p = 0.54) -0.253 (p = 0.08) -0.272 (p = 0.09)
Other -0.04 (p = 0.43) 0.002 (p = 0.99) -0.014 (p = 0.85) -0.004 (p = 0.97) -0.065 (p = 0.42) -0.113 (p = 0.3)
Stops -0.171 (p = 0.35) -0.085 (p = 0.57) -0.722 (p = 0.02) -0.782 (p = 0.02)

Force 0.021 (p = 0.63) -0.002 (p = 0.97) -0.023 (p = 0.58) 0.029 (p = 0.78) -0.136 (p = 0.03) -0.127 (p = 0.03)

Table 3.5: Effect of Oversight and Outrage on Outcomes

Note: Table contains the ITS results from estimating equation 3.1 with 4 (8) pre-event months and 3

(7) post-event months for each outcome in the odd (even) columns. Each set of two columns refers

to an event. Stop data could not be obtained pre-2010, so the effect of Event 1 on stops could not be

estimated. Coefficients are all scaled as a share relative to the mean of the dependent variable in the

6-months before the event. Dependent variables are residualized by month to remove seasonality. P-

values are computed by ranking the effects the 3 events along with the effects of 76 and 64 placebo

periods, which exclude the period of the events and the events themselves, for 𝜏 = 4 and 𝜏 = 8

respectively.
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Appendix A: Chapter 1

A.1 Additional Analyses and Background

A.1.1 Background

The judge can also link I and D bonds with supervised release requirements, though the main

role of the bond is to determine if they can leave the custody of the Sheriff (i.e., exit jail pretrial).

In this sense, EM can also be coupled with D-bonds (D-EM), which required the defendant to stay

in jail until they paid 10% of the bond amount and were then released onto EM, which accounted

for 17% of D-bonds between 2008 and 2012 ([286]). However, it is unclear how many defendants

were actually released onto EM from D-EMs during the period. Prior to 2012, little data on EM

usage in Cook County was available ([110]). Figure A.3 displays these trends across the sample

period.

In 2012, disputes began between the Court and the Sheriff (who runs the jail and most of the

EM releases) over the overcrowding of the Cook County Jail and EM usage began. As a result,

in November 2012, judges functionally stopped using D-EM bonds which further contributed to

jail overcrowding ([286]), though they were occasionally used during the period of study. This

sparked the introduction of the IEM bond discussed in the paper, though IEM bonds are referred to

as “Electronic monitoring with D-bonds” in [113]. The IEM bond offered an attractive solution to

judges: release defendants from jail and avoid overcrowding but have them monitored by the Sher-

iff, who bears responsibility for any failures. The initial appeal was increased following reforms in

September 2013 which urged a reduction in defendants forced to stay in jail due to lack of money

([286]). A report by the Civic Federation, using different data, also indicates that in September

2013, IEM was about 25% of dispositions ([286]).

A significantly less common EM program was “Curfew EM” which requires defendants to
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be in their homes between specified hours, usually 7 pm to 7 am. These programs also co-exist

with other monitored release programs by the Chief Judge’s office, GPS home confinement, which

is primarily used for domestic violence cases ([287]). See here for a discussion of differences

between EM programs.

Recently, Cook County has adopted GPS monitoring systems instead, though these GPS ankle

or wrist bracelets operate in a similar capacity, simply without a home unit, and tracks all of the

subject’s movements (Sheriff (2020)).

A.1.2 Data

The court data has large numbers of cases, first starting in 1984, but also contains sporadic

records dating back to the 1930s. Linking is done using individual record numbers as well as

personally identifiable characteristics, such as name, birth date, race, gender, and home address.

As a single booking can result in multiple cases (generally 2 if it is a felony case), cases can be

linked within individuals using central booking numbers common to both cases (RD numbers if

CBs are missing). For linking jail data to court data, I connect defendant identities using individual

record numbers, identifiable information (names), and case/detention information.

The CB and RD numbers associated with cases are used to connect court/jail profiles to Chicago-

specific arrests and reported crimes. While I have additional information for Chicago arrestees, I

do not require this filter, though 92.37% of the data are reported to have been arrested by the CPD

— 87.32% can be linked to a specific arrest, while 73.47% can be linked to a specific crime.

Importantly, not all cases can be linked to a reasonable jail spell, which means that the indi-

vidual follows a quick timeline of beginning a jail spell (i.e., defendant is reported to have entered

jail), having a case opened against them, and proceeding to bond court. This lack of linkage is

possible due to some individuals never entering the jail system due to immediately going to bond

court and being released or due to a linking error — I test the sensitivity of my results to these un-

linked cases in Section 2.5. Cases with I-bonds or EM-bonds are much more likely to be unlinked

to a jail spell (61.32% and 25.08%, respectively) relative to all other bond types (which averages
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13.81%), which supports the former case. Interestingly, there is no pattern in missing rates for

increasing bond amounts. If this were largely due to immediate release from EM, we would expect

higher bonds to imply fewer missing. For instrument construction, I include all cases; for treat-

ment construction in the main specification, non-I-bond and non-EM cases which are unlinked to

jail spells are dropped in the main sample, while unlinked I-bond and EM bond cases are kept. A

defendant can also be classified as “detained” if they technically exit jail due to a transfer or are

sent to alternative detention (e.g., prison).

For final filters, I exclude cases that went the branch 1 within 2 days of being opened. I also

remove a small subset of individual-booking observations with irregular case patterns and those

which do not have resolutions within the court system. I remove 1.94% if they contain more than

3 unique cases, if there are multiple cases and the difference between the minimum and maximum

case initialization date is more than 120 days, if the defendant had more than 60 past cases, and

if there were more than 6 individual-bookings corresponding to that defendant within the 2 year

period. I drop cases within this time period that are transferred outside of the regular system

(1.61%), have short case histories without resolution (3.19%), or end with a warrant being issued

(0.24%).

Some cases do not have final disposition dates but end with the case being dropped and con-

tain a guilty, not guilty, stricken, or dropped disposition code (4.91%), I use the last event date

as the final disposition date. Lastly, I remove a small number of cases that had murder or felony

sex charges or resulted in bond denial, and I drop cases without a categorizable treatment (which

includes missing jail spells for defendants without I or EM bonds). In Section 2.5, I test the sensi-

tivity of the results to alternate classifications of the dropped cases due to missing jail information.

In July 2015, the court introduced a public safety assessment system that guided judges on

release decisions using a scoring system ([287]). However, it is not clear in the data if this influ-

enced judge behavior in any way. After 2015 following defendants into future cases becomes more

difficult due to the data ending in 2019, and there were significant changes in Chicago in 2016. As

a result, I limit the data to July 2013 through 2015.
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A.1.3 Tests for Interpreting 2SLS Results as LATEs

As shown in [98], under certain conditions, we can recover a LATE for one treatment level

versus an adjacent one (EM versus release and EM versus detention) with 2SLS. In particular,

there are two sets of assumptions relevant for this paper.

Linearity of Predicted Treatments Assuming a single index crossing multiple thresholds model,

as presented in Section 1.4, is correct, then we require that predicted treatment probabilities are

linear functions of each other — for example, E[𝑍1 |𝑍3] is linear in 𝑍3. Figure A.6 displays the

results for the informal test of this linearity assumption. It shows that, by comparing a linear fit

to the local polynomial fit, there are some mild deviations from linearity in the full sample, but in

the felony sample the fit is near-linear for the entire distribution. However, the assumption applies

globally to 𝑍1 and 𝑍3 and so even the minor deviations from the linear fit in the felony sample at

the tails constitute a small violation.

Average Monotonicity and No Cross Effects Without additional assumptions on selection into

treatment, we require two conditions for 2SLS to recover a LATE: average monotonicity (e.g., there

is a positive correlation between 𝑅𝑒𝑙𝑒𝑎𝑠𝑒𝑖𝑐 and 𝑍1) across sub-samples and no cross effects (e.g.,

there is a no correlation between 𝑅𝑒𝑙𝑒𝑎𝑠𝑒𝑖𝑐 and 𝑍3, conditional on 𝑍1). We can test for violations of

average monotonicity across sub-samples and of no cross effects. Table A.6 displays the results of

these tests. Across sub-samples, the endogenous treatments are strongly and positively correlated

with their respective instrument, and across sub-samples the relationship of a treatment with the

unrelated instrument, conditional on the correct instrument, is either statistically or economically

insignificant (e.g., the coefficient for 𝑍𝑎 is at a minimum 6 times larger in magnitude than that of

𝑍𝑏 with treatment a as the dependent variable). Nevertheless, these do constitute violations of the

no cross effect assumptions.

Overall, these results do constitute violations of the assumptions, but in both cases they are

relatively minor. However, as of this writing, the tests in [98] are not formalized, nor do we know

to what degree minor violations bias results. With this, I cautiously proceed with the interpretation

of the 2SLS results as a LATE.
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A.1.4 Construction of Treatment Parameters

Because I assume MTRs are additively separable in 𝑢 and 𝑥, the construction of the ob-

servable and unobservable components are done separately, using a uniform grid of 99 points

(𝑢 ∈ {0.01, 0.02, ..., 0.99}), following the construction of the average treatment effect on the

treated (for ATR, ATD) and ATE from [99].

𝐴𝑇𝐸2,1 =
1
𝑁

𝑁∑︁
𝑖=1

𝑋𝑖 (𝛽2 − 𝛽1) +
1
𝑛𝑝1

100×𝑝1∑︁
𝑢=100×𝑝1

𝐸 [𝜔2 − 𝜔1 |𝑢 = 𝑢]

𝐴𝑇𝐸2,3 =
1
𝑁

𝑁∑︁
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𝑋𝑖 (𝛽2 − 𝛽3) +
1
𝑛𝑝2

100×𝑝2∑︁
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𝑁∑︁
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𝑝1
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1
𝑛𝑝1

100×𝑝1∑︁
𝑢=100×𝑝1

Pr(𝑝1 > 1 − 𝑢
100 )

𝑝1
𝐸 [𝜔2 − 𝜔1 |𝑢 = 𝑢]

𝐴𝑇𝐷 =
1
𝑁

𝑁∑︁
𝑖=1

𝑝2,𝑖

𝑝2
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1
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Pr(𝑝2 >
𝑢

100 )
𝑝2

𝐸 [𝜔2 − 𝜔3 |𝑢 = 𝑢]

where 𝑁 is the number of observations (cases), 𝑝1 = 1− 𝜋1, 𝑝2 = 𝜋2, 𝑥 and 𝑥 refer to the upper

and lower limits of common support, 𝑛𝑥 is the number of points between the upper and lower

limits, and 𝑥 is the average over the range of common support.

A.1.5 Comparison with Prior Methods

Figure A.24 displays MTEs within common support (“Main”), polynomial MTEs with full

support using sieve-style estimation (“Poly”), and Normal method MTEs for a subset of outcomes.

Noticeably, when the MTEs are linear with Main and Poly (e.g., in the case of FTAs or sentence

to incarceration for EM versus release), they match the Normal MTEs closely for most values of

𝑢, for which the Normal MTEs are linear by construction. At more extreme values of 𝑢, however,

the Normal MTEs’ pre-determined shape leads to more extreme values.

The patterns diverge more significantly when the MTEs for Main and Poly are non-linear (in

most cases), leading the Normal MTEs to extrapolate too far different results or mask underlying

heterogeneity. For example, using EM versus detention: for the likelihood of having a new case
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pretrial, Main and Poly produce a parabolic shape, while the Normal method produces a flat line;

for the likelihood of being sentenced to incarceration and total case cost over 4 years, Main and

Poly have a parabolic shape resulting in near zero effects on high 𝑢 defendants while the Normal

estimates continue moving negative implying large effects for high 𝑢 defendants.

A.1.6 Additional Robustness Checks

Alternative Specifications

Results are displayed in Figure A.25.

Alternative 𝜋 Computation The main results use 𝜋1 and 𝜋2 based on equation (1.1) using a

probit model. I test the robustness of this using two modifications. First, because I do not exclude

defendants’ observations from the data I use to construct their judge-specific predicted propensities

(𝜋s), we may be concerned that defendant unobservables could be biasing the instruments. Though

this is unlikely due to the fact that each judge sees thousands of cases and defendants, I test the

robustness of the results with respect to this concern by re-calculating 𝜋1,𝑖 and 𝜋2,𝑖 using only

observations excluding defendant 𝑖, then predicting out of sample, similar to a jackknife instrument

([288]) used in [30].

Second, [289] show that judge-instrument first stages can suffer from contamination bias. One

recommended solution is to interact judges with fixed effects for the level of randomization (e.g.,

court rooms). I this paper, judges are randomly assigned conditional on time fixed effects. While

not directly applicable, as I use a probit first stage, not OLS, and interact judges with defendant

observables, I add judge-time interactions to my first stage (equation (1.1)) to test the robustness of

my results. The results for both of these tests labeled ‘Out-Sample’ and ‘Interact FEs’, respectively,

and the results are largely the same.

Alternate Specifications The main results use 3rd degree polynomials for Φ𝑠. To test the

sensitivity of the results with respect to this specification, I re-estimate the MTRs and construct

MTEs under 3 alternative specifications for Φ𝑠: 3rd degree B-splines with 4 degrees of freedom,

4th degree B-splines with 6 degrees of freedom, and a 5th degree polynomial. For each of these
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alternative specifications, the results are generally similar to the main results.

Alternative Samples

Results are displayed in Figure A.26.

Bonds as Treatments It is useful to know how sensitive the results are to mismeasuring the

treatment. So, rather than determining treatment based on a day-in-jail cutoff which uses both

court and jail data, I recode the treatments to be based on bonds: release is now only I-Bonds

and low D-bonds (< $20, 000), EM is all EM bonds, and detention is all D-bonds ≥ $20, 000.

The results are generally consistent with the main results. For new case pretrial, the pattern is

more exaggerated with larger increases for low-resistance and a modest decrease for mid-level

defendants for EM versus release, and for detention versus EM the curve is shifted downward,

displaying a larger incapacitation effect of detention. for Sentences to incarceration for detention

versus EM the pattern is flat and sloping upwards (but still negative).

CPD Rearrests Instead of using court records to determine new pretrial cases, I can use CPD

arrest records instead. For this, I limit the sample to the CPD arrestees (making this sample similar

to that of housing-secure and CPD-only samples). The MTEs for CPD rearrests are shown in the

same figure as new cases pretrial. The results for EM versus release are highly similar to the main

results, though the MTE for detention versus EM is shifted upwards for a net negative effect.

Chicago Arrests Only The main results may be altered because I only have data on arrests

and crimes within Chicago which allows for improved matching earlier on in the data cleaning,

which is only a part of Cook County. To see if this is significantly influencing my results, I subset

my analysis to cases that were initiated by arrests by the Chicago Police Department (92.74% of

the felony cases). The results are similar to the main results.

Excluding Non-Home Addresses There is also the potential that the treatment contains selec-

tion bias because individuals without stable living conditions cannot be released on EM or from jail

if they have no residence to go to — alternatively, individuals without stable living environments

may also be forced to violate their EM conditions. In order to determine if this is influencing
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my results, I subset the data to individuals for whom I have address information for their case.

This keeps cases with addresses within the bounds of Chicago and excludes cases if the address

is associated with a homeless shelter, recovery facility, or halfway house. This leaves 77.15% of

the full sample observations. Overall, for almost all outcomes, the results tract very closely to

the CPD-only results and are generally consistent with the patterns and conclusions of the main

sample.

Including Misdemeanor Cases Rather including only felony cases, I include misdemeanor

cases and D-EM bonds in estimating the MTEs. The misdemeanor sample by itself lacks signif-

icant support between treatments, so these results are suggestive at best. Overall, the results are

similar to the main sample result, with a few exceptions, particularly for EM versus release: the

effect of EM relative to release on FTAs is larger, the new case pretrial pattern is flipped (large

negative effects for low resistance defendants which moves positive), and the effect on new case

cost is downward sloping.
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A.2 Additional Figures and Tables
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Figure 1 
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Figure A.1: Felony Case Flow Chart

Note: Figure displays sequence of events for felony cases within Cook County — though document is meant for the
entire Illinois criminal justice system more broadly. Source: [290], page 2.
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Release (1) EM (2) Detain (3)

Median Days in Jail 1 - 92
Median Days on EM 0 42 -
Median Case Duration 68 55 167
Bond Amount 20655 26914 88423

Defendant Demographics
Def. Black 0.63 0.78 0.81
Def. Hispanic 0.17 0.1 0.1
Def. White 0.19 0.12 0.09
Def. Male 0.81 0.82 0.92
Def Age 35.85 37 32.62

Case Characteristics
Charge - Felony 1 1 1
Charge - Felony Violent 0.03 0.02 0.15
Charge - Felony Drug Poss. 0.63 0.66 0.35
Charge - Felony Drug Deliv. 0.11 0.19 0.18
Charge - Felony Property 0.15 0.15 0.17
Charge - Felony Weapon 0.07 0.01 0.19
Charge - Misdemeannaor 0.22 0.18 0.24
Charge - Misd. Property 0.02 0.01 0.02
Charge - Traffic 0.16 0.1 0.08
Charge - Other 0.05 0.05 0.04

Case History (since 2000)
Past Cases 5.38 8.01 9.09
Case within Year 0.29 0.42 0.54
Past Failure to Appear 1.18 1.85 2.03
Past Felonies 1.61 2.69 3
Past Felonies - Violent 0.07 0.09 0.22
Past Guilty 0.52 1.31 2.28
Past Guilty Felonies 0.19 0.57 1.07
Past Guilty Felonies - Violent 0.01 0.03 0.1

N Obs 13039 19523 18808
Share of Obs 0.25 0.38 0.37

Note: Table displays summary statistics for the main felony sample
by pretrial treatment for defendants with one observation per defendant and
arrest, meaning if there is a felony and a misdemeanor case against a de-
fendant both sets of charges are aggregated to one observation. Variables
beginning with ’Charge’ are binary variables indicating any charge of a spe-
cific type.

Table A.1: Summary Statistics for Branch 1 Cases by Pretrial Treatment for Main Felony Sample

Release (1) EM (2) Detain (3)

Failure to Appear 0.1220 0.0732 0.0292
Any Guilty Felony Charge 0.345 0.453 0.701
New Case Pretrial 0.171 0.187 0.109
New Case Post-Trial within 4 Years 1.09 1.56 1.58
New Felony Case Post-Trial within 4 Years 0.458 0.656 0.634
New Violent Felony Case Post-Trial within 4 Years 0.0328 0.0405 0.0594

Note: Table displays summary statistics of outcomes for the main felony sample by pre-
trial treatment for defendants with one observation per defendant and arrest, meaning if there
is a felony and a misdemeanor case against a defendant both sets of charges are aggregated to
one observation.

Table A.2: Summary Statistics of Outcomes for Main Felony Sample
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 Figure 2 
 Flowchart of the general adult misdemeanor criminal process in Illinois  
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Figure A.2: Misdemeanor Case Flow Chart

Note: Figure displays sequence of events for misdemeanor cases within Cook County — though document is meant
for the entire Illinois criminal justice system more broadly. Source: [290], page 3.

193



0.00

0.25

0.50

0.75

2008 2010 2012 2014 2016
Bond Court Date (month)

S
ha

re
 o

f C
as

es

Bond Type D D−EM EM I None

Figure A.3: Bond Time Trends in Cook County Court

Note: Figure displays the composition of bond types within the sample between 2008 and 2015 aggregated by year-
month of bond date. D-EM bond refers to D-bonds coupled with EM release, and EM refers to I-bonds coupled with
EM (IEM). The first vertical line denotes November 2012, when D-EM bonds stopped being issued temporarily, and
the second vertical line denotes the introduction of IEM bonds in June 2013.

Outcome All Release (S=1) EM (S=2) Detain (S=3)

Fail to Appear 0.069 0.122 0.073 0.029
New Case Pretrial 0.154 0.171 0.187 0.109
New Case Pretrial - Serious 0.058 0.061 0.063 0.051
New Case Pretrial - Low-Level 0.122 0.147 0.136 0.091
New Case Pretrial - Violation/ Escape 0.021 0.013 0.042 0.005
Any Guilty Felony Charge 0.517 0.345 0.453 0.701
Sentenced to Incarceration 0.363 0.139 0.284 0.601
Total New Cases Post Trial within 4 Years 1.450 1.090 1.560 1.580
Total New Cases Post Trial within 4 Years - Felony 0.598 0.458 0.657 0.634
Total New Case Cost Over 4 Years 58.100 44.900 49.600 75.900
Total New Case Cost Over 4 Years (Low Murder) 24.200 19.900 25.000 26.300
Total New Case Pretrial Cost 7.190 8.740 5.580 7.780
Total New Case Pretrial Cost (Low Murder) 3.580 4.190 3.680 3.050
Total New Case Post-Trial Over 3 Years Cost 38.700 28.300 35.400 49.400
Total New Case Post-Trial Over 3 Years Cost (Low Murder) 15.500 12.400 16.400 16.700

Note: Table displays summary statistics of all outcomes for the main felony sample for all treatments and each pre-
trial treatment for defendants.

Table A.3: Outcomes Means for Main Felony Sample
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Figure A.4: Distribution of Bond Amounts

Note: Figure displays histogram of bond amounts (price of release being 10% of the bond amount) for IEM and D
bonds for each pretrial treatment during the sample period. X-axis is scaled by the log of bond amount.

Release Detain

Hansen Over-Identification
J-Statistic 445.088 446.462
P-value <0.001 <0.001

Montiel Olea - Pflueger Weak Instrument
Eff. Fstat 35.793 54.304
2SLS Critical Value (5% of Worst Case Bias) 22.593 22.692

Anderson-Rubin Weak Instrument
F-statistic 5.2
P-Value <0.001

Note: Table displays results for additional instrument tests. Eff. Fstat refers
to the effective F-statistic from the [124] weak instruments test.

Table A.4: Additional Instrument Tests
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Figure A.5: Judge Preferences over Defendant Observables

Note: Figure displays OLS estimates of judge-specific coefficients (points, with 95% confidence intervals) for each
defendant characteristic (binary variables) recovered by estimating an LPM where pretrial treatment being either Re-
lease (S=1) or Detention (S=3) is the outcome, including month and day of week fixed effects (equation (4)). Intercept
is the baseline probability of the treatment by the judge. Case history variables involve bins: Charges (2) refers to
between 3 and 10 charges total, and Charges (3) refers to more than 10 charges total; Past Cases (1) has between 1 and
4 past cases, (2) has between 5 and 12, and (3) has more than 12; Past FTAs (1) has either 1 or 2 FTAs in past cases,
and (2) has more than 2.
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Figure A.6: Testing for Linearity Between Predicted Treatments

Note: Figure displays scatter plot of observations by values of instruments for Release and Detention as well as their
relationship with a linear fit (solid line) and nonlinear fit (dashed line), for both full (top) and main felony (bottom)
samples. Nonlinear fit is computed using ‘loess’ local polynomial regression.
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Figure A.7: Density of 𝜋1 and 𝜋2 by Sample

Note: Figure displays density of fitted values for 𝜋1 and 𝜋2 for the full and main felony samples.
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Figure A.8: Density of Pr(𝑆 = 𝑠) = 𝜋𝑠−1 − 𝜋𝑠

Note: Figure displays densities, within each treatment, of the predicted likelihood the defendant is assigned to that
treatment for both full and main felony samples.
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Figure A.9: Common Support Across Treatment Levels

Note: Figure displays histograms of relevant 𝜋𝑠 and 𝜋𝑠−1 values for each treatment level (𝑠). Trims indicate the 1st
percentile and 99th percentile of the treatment-specific sample for each relevant 𝜋 value.
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Figure A.10: Treatment Effect Weights

Note: Figure displays the weights used to sum over unobserved resistance to treatment (𝑈 = 𝜋1, 𝜋2 depending on the
treatment margin) to compute each treatment effect. ATR(D) means average treatment effect within common support
on the released (detained) defendants and thus applies a higher weight to higher (lower) resistance to higher treatment.
The ATE applies equal weights as 𝑢 is distributed uniformly.

201



NC Violation/ Escape

NC Serious NC Low−Level

Fail to Appear New Case Pretrial

0.3 0.4 0.5 0.6 0.7

0.3 0.4 0.5 0.6 0.7 0.3 0.4 0.5 0.6 0.7

0.3 0.4 0.5 0.6 0.7 0.3 0.4 0.5 0.6 0.7

−0.05

0.00

0.05

0.10

−0.05

0.00

0.05

−0.20

−0.15

−0.10

−0.05

0.00

−0.04

−0.02

0.00

0.02

0.04

0.00

0.02

0.04

0.06

U = π1

Y
E

M
−

Y
R

el
ea

se

Estimate MTE2, 1(U = π1, X = X) CATE CATR 2SLS

Figure A.11: EM vs. Release MTEs for Pretrial Misconduct

Note: Figure displays the marginal treatment effects (MTEs) across the distribution of defendant types (higher 𝑈 means more unobservably
resistant to higher treatment) for the effect of EM relative to Release for main felony sample cases. Outcomes consist of variables relating to pretrial
misconduct. Horizontal lines denote the corresponding 2SLS estimates and CATE, which averages the MTEs over the common support with equal
weights, and the CATR, which averages the MTEs placing higher weights on defendant observably and unobservably more likely to be released.
MTEs are recovered using the main semiparametric estimation method (equation (6) estimated with 3rd degree polynomial for Φ𝑠). 95% confidence
intervals are computed using 200 bootstrap runs.
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Figure A.12: EM vs. Release MTEs for Case and Post-Trial Outcomes

Note: Figure displays the marginal treatment effects (MTEs) across the distribution of defendant types (higher𝑈 means more unobservably resistant
to higher treatment) for the effect of EM relative to Release for main felony sample cases. Outcomes consist of variables relating to case outcomes
and post-trial recidivism. Horizontal lines denote the corresponding 2SLS estimates and CATE, which averages the MTEs over the common support
with equal weights, and the CATR, which averages the MTEs placing higher weights on defendant observably and unobservably more likely to be
released. MTEs are recovered using the main semiparametric estimation method (equation (6) estimated with 3rd degree polynomial for Φ𝑠). 95%
confidence intervals are computed using 200 bootstrap runs.
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Figure A.13: EM vs. Release MTEs for New Case Costs ($1,000)

Note: Figure displays the marginal treatment effects (MTEs) across the distribution of defendant types (higher𝑈 means more unobservably resistant
to higher treatment) for the effect of EM relative to Release for main felony sample cases. Outcome consist of total new case costs pre and post-
trial using full and low-cost values for murder based on incidence costs from [19]. Horizontal lines denote the corresponding 2SLS estimates and
CATE, which averages the MTEs over the common support with equal weights, and the CATR, which averages the MTEs placing higher weights on
defendant observably and unobservably more likely to be released. MTEs are recovered using the main semiparametric estimation method (equation
(6) estimated with 3rd degree polynomial for Φ𝑠). 95% confidence intervals are computed using 200 bootstrap runs.
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Figure A.14: EM vs. Detention MTEs for Pretrial Misconduct

Note: Figure displays the marginal treatment effects (MTEs) across the distribution of defendant types (higher 𝑈 means more unobservably
resistant to higher treatment) for the effect of EM relative to Detention for main felony sample cases. Outcomes consist of variables relating to
pretrial misconduct. Horizontal lines denote the corresponding 2SLS estimates and CATE, which averages the MTEs over the common support
with equal weights, and the CATD, which averages the MTEs placing higher weights on defendant observably and unobservably more likely to be
detained. MTEs are recovered using the main semiparametric estimation method (equation (6) estimated with 3rd degree polynomial for Φ𝑠). 95%
confidence intervals are computed using 200 bootstrap runs.
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Figure A.15: EM vs. Detention MTEs for Case and Post-Trial Outcomes

Note: Figure displays the marginal treatment effects (MTEs) across the distribution of defendant types (higher𝑈 means more unobservably resistant
to higher treatment) for the effect of EM relative to Detention for main felony sample cases. Outcomes consist of variables relating to case outcomes
and post-trial recidivism. Horizontal lines denote the corresponding 2SLS estimates and CATE, which averages the MTEs over the common support
with equal weights, and the CATD, which averages the MTEs placing higher weights on defendant observably and unobservably more likely to be
detained. MTEs are recovered using the main semiparametric estimation method (equation (6) estimated with 3rd degree polynomial for Φ𝑠). 95%
confidence intervals are computed using 200 bootstrap runs.
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Figure A.16: EM vs. Detention MTEs for New Case Costs ($1,000)

Note: Figure displays the marginal treatment effects (MTEs) across the distribution of defendant types (higher𝑈 means more unobservably resistant
to higher treatment) for the effect of EM relative to Detention for main felony sample cases. Outcome consist of total new case costs pre and post-
trial using full and low-cost values for murder based on incidence costs from [19]. Horizontal lines denote the corresponding 2SLS estimates and
CATE, which averages the MTEs over the common support with equal weights, and the CATD, which averages the MTEs placing higher weights
on defendant observably and unobservably more likely to be detained. MTEs are recovered using the main semiparametric estimation method
(equation (6) estimated with 3rd degree polynomial for Φ𝑠). 95% confidence intervals are computed using 200 bootstrap runs.
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Figure A.17: MTRs for Pretrial Misconduct

Note: Figure displays the marginal treatment response functions (MTR) across the distribution of defendant types
(higher 𝑈 means more unobservably resistant to higher treatment) for the expected response in each treatment level
for main felony sample cases for the relevant outcomes. MTRs are recovered using the main semiparametric estimation
method (equation (6) estimated with 3rd degree polynomial for Φ𝑠). 95% confidence intervals are computed using
200 bootstrap runs.
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Figure A.18: MTRs for Case and Post-Trial Outcomes

Note: Figure displays the marginal treatment response functions (MTR) across the distribution of defendant types
(higher 𝑈 means more unobservably resistant to higher treatment) for the expected response in each treatment level
for main felony sample cases for the relevant outcomes. MTRs are recovered using the main semiparametric estimation
method (equation (6) estimated with 3rd degree polynomial for Φ𝑠). 95% confidence intervals are computed using
200 bootstrap runs.
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Figure A.19: MTRs for New Case Costs ($1,000)

Note: Figure displays the marginal treatment response functions (MTR) across the distribution of defendant types
(higher 𝑈 means more unobservably resistant to higher treatment) for the expected response in each treatment level
for main felony sample cases for the relevant outcomes. MTRs are recovered using the main semiparametric estimation
method (equation (6) estimated with 3rd degree polynomial for Φ𝑠). 95% confidence intervals are computed using
200 bootstrap runs.
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Figure A.20: MTRs for Total Costs ($1,000)

Note: Figure displays the marginal treatment response functions (MTR) across the distribution of defendant types
(higher𝑈 means more unobservably resistant to higher treatment) for the expected total costs (including pre- and post-
trial crime, sentencing, failures to appear, and direct costs) in each treatment level for main felony sample cases. MTRs
are recovered using the main semiparametric estimation method (equation (6) estimated with 3rd degree polynomial
for Φ𝑠) with weights and costs applied as discussed in Section 5.4. 95% confidence intervals are computed using 200
bootstrap runs.
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Figure A.21: MTEs for Main Robustness Tests

Note: Figure displays the marginal treatment effects (MTEs) for various robustness checks for the effect of EM relative
to Release (left) and EM relative to Detention (right). MTEs are recovered using the main semiparametric estimation
method (equation (6) estimated with 3rd degree polynomial for Φ𝑠), unless otherwise specified. 95% confidence
intervals of main estimates are computed using 200 bootstrap runs.
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Figure A.22: MTEs for Recoded Treatments using Disposition Codes

Note: Figure displays the marginal treatment effects (MTEs) for various robustness checks for the effect of EM
relative to Release (left) and and EM relative to Detention (right) under different re-codings of pretrial treatments
using disposition codes to determine if a defendant was assigned to EM. "Sheriff Admit" means the defendant was
explicitly noted to have been admitted into the sheriff’s EM program; "Sheriff or Seen On" allows for if the defendant
was explicitly noted to be on EM; "Sheriff, Seen On, or Serving" allows for if the defendant was explicitly noted
to be serving a monitoring program; and "Not EM Denied" includes "Sheriff, Seen On, or Serving" defendants but
excludes any defendant explicitly noted to not be admitted to EM (with bail set to stand). MTEs are recovered using the
main semiparametric estimation method (equation (6) estimated with 3rd degree polynomial for Φ𝑠), unless otherwise
specified. 95% confidence intervals of main estimates are computed using 200 bootstrap runs.
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Figure A.23: MTEs for Recoded Missing Treatments

Note: Figure displays the marginal treatment effects (MTEs) for various robustness checks for the effect of EM relative
to Release (left) and and EM relative to Detention (right) under different re-codings of pretrial treatments for cases with
missing jail data. MTEs are recovered using the main semiparametric estimation method (equation (6) estimated with
3rd degree polynomial for Φ𝑠), unless otherwise specified. 95% confidence intervals of main estimates are computed
using 200 bootstrap runs.
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Figure A.24: MTEs for Comparing Main, Jointly Normal, and Polynomial Models

Note: Figure displays the marginal treatment effects (MTEs) across the distribution of defendant types (higher𝑈 means
more unobservably resistant to higher treatment) assuming unobservables are drawn from a jointly normal distribution
(’Normal’), following [104], the ’Main’ specification over the common support (with confidence intervals), and a 3rd
degree polynomials (’Poly’) for Φ𝑠 as a fully parametric model with full support.
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Figure A.25: MTEs with Alternative Specifications

Note: Figure displays the marginal treatment effects (MTEs) for various robustness checks for the effect of EM relative
to Release (left) and EM relative to Detention (right) for different specifications. MTEs are recovered using the main
semiparametric estimation method (equation (6) estimated with 3rd degree polynomial for Φ𝑠), unless otherwise
specified. 95% confidence intervals of main estimates are computed using 200 bootstrap runs.
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Figure A.26: MTEs with Alternative Samples

Note: Figure displays the marginal treatment effects (MTEs) for various robustness checks for the effect of EM relative
to Release (left) and EM relative to Detention (right) for sub-samples of defendants. MTEs are recovered using the
main semiparametric estimation method (equation (6) estimated with 3rd degree polynomial for Φ𝑠), unless otherwise
specified. 95% confidence intervals of main estimates are computed using 200 bootstrap runs.
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�̂�𝑅 (1 SD) �̂�𝐷 (1 SD) F-Stat

(1) (2) (3)

Pretrial Misconduct
Fail to Appear 0.0042*** -0.0079*** 51.88

(0.00135) (0.00111)
New Case Pretrial -0.0072*** -0.018*** 51.069

(0.00169) (0.00179)
New Case Pretrial - Serious -0.0018* -0.0062*** 14.472

(0.00106) (0.00118)
New Case Pretrial - Low-Level -0.0036** -0.0095*** 18.212

(0.00154) (0.00158)
New Case Pretrial - Violation/ Escape -0.004*** -0.0081*** 43.918

(0.00072) (0.00086)

Case Outcomes
Any Guilty Felony Charge -0.0022 0.0018 2.502

(0.00185) (0.00152)
Sentenced to Incarceration 0.0015 0.0054*** 4.808

(0.00165) (0.00178)

Post-Trial New Cases
Total New Cases Post Trial within 4 Years -0.014 -0.01 1.055

(0.00999) (0.01094)
Total New Cases Post Trial within 4 Years -

Felony
-0.0014 0.0018 0.216

(0.00466) (0.00486)

Total Case Cost (Pre and Post) ($1,000)
Total New Case Cost Over 4 Years 610 4400** 2.159

(2701.76516) (2174.83872)
Total New Case Pretrial Cost 1600** 870 2.03

(824.39783) (725.40152)
Total New Case Post-Trial Over 3 Years Cost -1500 1900 1.141

(2218.11026) (1637.11968)

Note: Table displays the results of reduced form regression, regressing the outcome on the two instruments, control-
ling for case observables and quarter and day of week fixed effects. Columns (1) and (2) contain the point estimate for
the respective standardized instrument, and Column (3) contains the f-statistic from the projected model which already
accounts for the influence of case observables and fixed effects. Standard errors clustered at the defendant level are in
parantheses. ***p < 0.01; **p < 0.05; *p < 0.1

Table A.5: Reduced Form
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Release Detain Release Detain

(1) (2) (3) (4)

Full Sample
𝑍𝑅𝑒𝑙𝑒𝑎𝑠𝑒 1*** 0 1*** 0

(0.00954) (0.00918) (0.01938) (0.01616)
𝑍𝐷𝑒𝑡𝑎𝑖𝑛 0 1*** 0 1***

(0.00862) (0.00816) (0.01595) (0.01611)

Felony Sample
𝑍𝑅𝑒𝑙𝑒𝑎𝑠𝑒 0.73*** 0.15*** 1*** 0.081***

(0.0142) (0.01408) (0.02327) (0.01897)
𝑍𝐷𝑒𝑡𝑎𝑖𝑛 -0.081*** 1.1*** -0.00016 1.1***

(0.00942) (0.00983) (0.01678) (0.01856)

No Felony Sample
𝑍𝑅𝑒𝑙𝑒𝑎𝑠𝑒 1.1*** -0.16*** 1.1*** -0.13***

(0.0265) (0.02308) (0.03439) (0.03002)
𝑍𝐷𝑒𝑡𝑎𝑖𝑛 0.013 0.73*** -0.047 0.86***

(0.02839) (0.02543) (0.0395) (0.03571)

Drug Charge Sample
𝑍𝑅𝑒𝑙𝑒𝑎𝑠𝑒 0.78*** 0.14*** 1*** 0.1***

(0.01994) (0.01811) (0.02773) (0.02171)
𝑍𝐷𝑒𝑡𝑎𝑖𝑛 -0.028 1.1*** 0.06*** 1.1***

(0.01784) (0.01789) (0.02259) (0.02276)

Non-Black Sample
𝑍𝑅𝑒𝑙𝑒𝑎𝑠𝑒 0.96*** -0.07*** 1*** -0.051*

(0.02024) (0.01724) (0.03553) (0.02881)
𝑍𝐷𝑒𝑡𝑎𝑖𝑛 0.0039 0.84*** 0.026 0.85***

(0.01871) (0.01649) (0.04073) (0.03724)

Controls X X
Month + DoW Fes X X X X

Note: Table displays results of regressing the endogenous treatment
(release or detain) on both instrumented treatment assignments with fixed
effects and with controls in Columns (3) and (4) across predetermined sub-
samples. Standard errors clustered at the defendant level are in paranthe-
ses. ***p < 0.01; **p < 0.05; *p < 0.1

Table A.6: Average Monotonicity Test
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A.3 General Results for MTEs

Marginal treatment effects (MTE) provide a structure for understanding how treatments affect

individuals differently based on their unobservable characteristics. Generally, this involves esti-

mating the effect of a treatment for defendants ranked according to their unobservable ‘resistance’

to treatment. In the binary case, this is straightforward, and there has been significant work on

estimating MTEs for binary treatments.

When multiple ordered treatments are introduced, identification becomes more complicated

theoretically and more difficult to estimate empirically. Prior work tends to make simplifying as-

sumptions about the joint distribution of unobservables; following [102] (HUV) and [134] (HV),

this generally a jointly normal distribution (as in [104]) which results in MTEs with pre-determined

shapes (linear for most values of 𝑢). [101] is an exception, as they extend [291]’s bounding method

to the case of ordered treatments by using discrete cutoffs as instruments to construct candidate

marginal treatment response functions (MTRs) complying to specific shape restrictions, with the

goal being bounding average treatment effects. In contrast, I focus on a general case, extend-

ing HUV, to point-identify TSMTEs and provide a method to estimate MTRs semiparametrically,

relying on an interval of common support.

This section will focus on the case of estimating marginal treatment effects for ordered multi-

valued treatments. The ordering of the treatments can be either cardinal — such as a dose-response

function — or ordinal — where the treatments increase in intensity but have no clear quantitative

distance. This section follows the work of HUV and HV closely. Building on their work, I relax

one of HUV and HV’s identification assumptions. The main contribution is to provide a tractable

method for semiparametric estimation of MTRs.

A.3.1 Set up

Consider an individual (𝑖, though individual subscripts are suppressed for brevity) either choos-

ing between or being assigned to one of 𝑆 different ‘levels’ of treatment which can be ordered by
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their intensity and given ranks such that 𝑆 ∈ S = {1, ..., 𝑆}. For example, in the context of this pa-

per, the individual is a defendant and the treatment levels are pretrial release (𝑆 = 1), EM (𝑆 = 2),

and detention (𝑆 = 3), so 𝑆 = 3, but the levels could correspond to medicine dosage, years of

schooling, or intensity of a social service intervention. Each individual has some set of observable

(to the econometrician) characteristics 𝑋 , as well as unobservable features ({𝜔1, ..., 𝜔𝑆, 𝑉}). The

unobservable factor 𝑉 is observed by the agent who determines treatment.

Potential Outcomes For some outcome of interest, if the individual were assigned to treatment

level 𝑆 = 𝑠, their potential outcome is 𝑌𝑠 = `𝑠 (𝑋, 𝜔𝑠). `𝑠 is some treatment-specific function, and

𝑋 and 𝜔𝑠 is the individual-specific observable and unobservable components which contributes to

𝑌𝑠. Let 𝐷𝑠 = 1 if the defendant received treatment 𝑠, and 𝐷𝑠 = 0 otherwise. From this, we know

the observed outcome for an individual is:

𝑌 =

𝑆∑︁
𝑠=1
𝑌𝑠 × 𝐷𝑠 =

𝑆∑︁
𝑠=1

`𝑠 (𝑋, 𝜔𝑠) × 𝐷𝑠 .

Selection into Treatment The treatment level received by an individual is determined by a

single index crossing a series of thresholds. The index, 𝑇 (𝑍, 𝑋), can be interpreted as the individu-

als ‘net benefit’ from a higher level of treatment (in the eyes of the agent assigning their treatment,

possibly the individual themselves). The individual receives a treatment level higher than 𝑆 > 𝑠

(e.g., 𝑠 + 1, 𝑠 + 2, . . .) if and only if 𝑇 (𝑍, 𝑋) > 𝐶𝑠 (𝑊), where 𝐶𝑠 (𝑊) is the cutoff value that is

the highest level of 𝑇 (𝑍, 𝑋) which will result in being assigned to treatment level 𝑠. As before, 𝑋

denotes observables that influence potential outcomes and possibly selection, while 𝑍 and 𝑊 are

observable instruments which do not directly influence outcomes but do influence selection either

through the index (𝑍) or cutoffs (𝑊).

From this, an individual is assigned to treatment level 𝑠 if and only if:

𝐷𝑠 = 1(𝑆 = 𝑠) = 1[𝐶𝑠 (𝑊) ≥ 𝑇 (𝑍, 𝑋) > 𝐶𝑠−1(𝑊)]

where 𝐶𝑆 = +∞ and 𝐶0 = −∞, because no one can receive a treatment higher than the highest
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level or lower than the lowest level (1), and 𝐶𝑠−1(𝑊) ≤ 𝐶𝑠 (𝑊) ∀𝑠.

I assume that the single index can be decomposed into 𝑇 (𝑍, 𝑋) = 𝜏(𝑍, 𝑋) − 𝑉 where 𝜏(𝑍, 𝑋)

is the individual’s ‘benefit’ from a higher level of treatment and 𝑉 is the individual’s resistance to

(or cost of) a higher level of treatment. The single index assumption has multiple implications.

First, this separable form implies monotonicity, because for all individuals going from 𝜏(𝑍, 𝑋) to

𝜏(𝑍′, 𝑋) will shift 𝑇 (·, 𝑋) in the same way (similarly for if 𝑍 is fixed and 𝑋 changes), and thus

(weakly) move 𝑆 in the same direction (HUV). Second, the existence of a single index, 𝑉 , that

determines treatment (conditional on observables) means that all factors can be reduced down to a

single dimension in determining which treatment is optimal (to the agent deciding).

With this model, we seek to identify the effect of being assigned to treatment 𝑠 + 1 relative

to treatment 𝑠 for an individual with resistance level 𝑣 and observables 𝑥. This is the transition-

specific marginal treatment effect as coined in HV (TSMTE):

𝑀𝑇𝐸𝑠+1,𝑠 (𝑥, 𝑣) = E[𝑌𝑠+1 − 𝑌𝑠 |𝑉 = 𝑣, 𝑋 = 𝑥]

A.3.2 Identification

In order to identify transition-specific marginal treatment effects, I assume the following as-

sumptions from HUV (denoted HUV 1-6, though called OC 1-6 in the original paper):

Assumption 1. HUV1: (𝜔𝑠, 𝑉) ⊥ (𝑍,𝑊) for all 𝑠 ∈ S conditional on 𝑋 .

Assumption 2. HUV2: 𝜏(𝑍, 𝑋) is a non-degenerate random variable conditional on 𝑋 and𝑊 .

Assumptions 1 and 2 ensure that the instruments are valid and relevant after conditioning on

regressors.

Assumption 3. HUV3: The distribution of 𝑉 is absolutely continuous conditional on 𝑋 .

From Assumption 3, we can use probability integral transformation to get 𝑈 = 𝐹𝑉 (𝑉 |𝑋 = 𝑥)

which is uniformly distributed𝑈 ∼ 𝑈𝑛𝑖 𝑓 [0, 1], conditional on 𝑋:
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𝐷𝑠 = 1[𝐶𝑠 (𝑊) ≥ 𝑇 (𝑍, 𝑋) > 𝐶𝑠−1(𝑊)]

= 1[𝐹𝑉 (𝜏(𝑍, 𝑋) − 𝐶𝑠 (𝑊)) ≤ 𝐹𝑉 (𝑉) < 𝐹𝑉 (𝜏(𝑍, 𝑋) − 𝐶𝑠−1(𝑊))]

= 1[𝐹𝑉 (𝜏(𝑍, 𝑋) − 𝐶𝑠 (𝑊)) ≤ 𝑈 < 𝐹𝑉 (𝜏(𝑍, 𝑋) − 𝐶𝑠−1(𝑊))]

Let 𝜋𝑠 (𝑍, 𝑋,𝑊) = 𝐹𝑉 (𝐶𝑠 (𝑊)−𝜏(𝑍, 𝑋)) = Pr(𝑆 > 𝑠 |𝑍, 𝑋,𝑊). By construction, 𝜋0(𝑍, 𝑋,𝑊) =

1 and 𝜋𝑆 (𝑍, 𝑋,𝑊) = 0. Then the selection equation becomes: 𝐷𝑠 = 1[𝜋𝑠 (𝑍, 𝑋,𝑊) ≤ 𝑈 <

𝜋𝑠−1(𝑍, 𝑋,𝑊)]. With this, we can redefine the TSMTE with the selection unobservable being in

terms of𝑈 (with a known distribution) rather than 𝑉 (with an unknown distribution):

𝑀𝑇𝐸𝑠+1,𝑠 (𝑥, 𝑢) = E[𝑌𝑠+1 − 𝑌𝑠 |𝑈 = 𝑢, 𝑋 = 𝑥]

Assumption 4. HUV4: 𝐸 |𝑌𝑠 | < ∞ ∀𝑠 ∈ 𝑆

Assumption 5. HUV5: 0 < Pr(𝑆 = 𝑠 |𝑋) < 1 ∀𝑠 ∈ 𝑆

Assumption 6. HUV6: The distribution of 𝐶𝑠 (𝑊) conditional on 𝑋 and 𝑍 and other 𝐶𝑠
′

is non-

degenerate and continuous ∀𝑠 ∈ {1, ..., 𝑆 − 1}.

With these assumptions, HUV and HV show that the TSMTE is identified by taking: 𝜕E[𝑌 |𝜋(𝑍,𝑋,𝑊)=𝜋,𝑋=𝑥]
𝜕𝜋𝑠

=

𝑀𝑇𝐸 𝑠+1,𝑠 (𝑢, 𝑥) = E[𝑌𝑠+1 − 𝑌𝑠 |𝑈 = 𝑢, 𝑋 = 𝑥], where 𝜋 = [𝜋1, ..., 𝜋𝑆−1].

However, this introduces complications that make semiparametric or nonparametric estimation

of such a model difficult, particularly with more than 3 treatments, for two main reasons. First,

Assumption 6 effectively requires variation in the 𝐶𝑠’s conditional on all other 𝐶𝑠
′ ∀𝑠′ ∈ {1, ..., 𝑆−

1} \ 𝑠 and observables wherever the TSMTE is to be identified. This means if there are 𝑆 = 6

treatment levels, then wherever one wishes to estimate 𝑀𝑇𝐸4,3(𝑢), there must be variation in all 5

𝜋𝑠’s. This may very well not be the case, for example, at high 𝑢 comparing 𝑆 = 4 to 𝑆 = 3, 𝜋1 or 𝜋2

may be degenerate (or effectively so in the data). In this scenario, Assumption 6 would not hold.

Second, the form 𝜕E[𝑌 |𝜋(𝑍,𝑋,𝑊)=𝜋]
𝜕𝜋𝑠

conditions on vector 𝜋 = [𝜋1, ..., 𝜋𝑆−1] for estimation and
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taking a partial derivative of the function E[𝑌 |𝜋] with respect to the specific 𝜋𝑠 of interest, and it

does not allow us to recover treatment responses only treatment effects. Assuming both 𝜔𝑠 and 𝑈

are drawn from a jointly normal distribution is a common method for estimation, though this fully

parametric assumption leads to effectively linear TSMTEs for most values of 𝑢.

I provide an alternative identification method and a weaker assumption to replace Assumption

6, which improves upon both of these limitations. First, rather than recovering TSMTEs through a

local-IV approach, we can recover TSMTEs as the difference between marginal treatment response

(MTR) functions ([94], [95], [291], [101]) at a fixed value of 𝑋 = 𝑥 and𝑈 = 𝑢:1

𝑀𝑇𝐸 𝑠+1,𝑠 (𝑢, 𝑥) = E[𝑌𝑠+1 |𝑈 = 𝑢, 𝑋 = 𝑥] − E[𝑌𝑠 |𝑈 = 𝑢, 𝑋 = 𝑥]

Identification of an MTR (e.g., E[𝑌𝑠 |𝑈, 𝑋]) can be achieved relying solely on variation in

adjacent 𝜋𝑠’s (e.g., 𝜋𝑠 and 𝜋𝑠−1). Specifically, I provide an weaker alternative to Assumption 6,

which both reduces the required variation for identification of TSMTEs when 𝑆 > 3 and allows the

identification of MTRs and simpler estimation using the separate approach:

Assumption 7. For all 𝑠 ∈ S\{1, 𝑆}, the joint distribution of 𝜋𝑠 (𝑍, 𝑋,𝑊) and 𝜋𝑠−1(𝑍, 𝑋,𝑊) con-

ditional on 𝑋 is absolutely continuous with respect to the Lebesgue measure on R2. Furthermore,

the joint distribution of 𝜋𝑠 (𝑍, 𝑋,𝑊) and 𝜋𝑠−1(𝑍, 𝑋,𝑊) conditional on 𝑋 is non-degenerate in the

sense that its support cannot be reduced to a subset on R.

Assumption 7 improves upon Assumption 6. First, because it only makes assumptions on the

joint distribution of 𝜋𝑠 and 𝜋𝑠−1, simply requiring that that they are not highly codependent con-

ditional on 𝑋 — in the language of Assumption 6, for 𝑀𝑇𝐸𝑠+1,𝑠, 𝐶𝑠 only need be non-degenerate

and continuous conditional on 𝐶𝑠+1, 𝐶𝑠−1, and 𝑋 . Second, this assumption lends itself to a sim-

ple semiparametric estimation approach, as will be discussed below, and thus is more feasible for

applications in applied work. TSMTEs are then the difference between MTRs, and MTRs are

identified under Assumptions (1)-(5) and (7):
1The framework stems from the literature on estimating the marginal distributions of potential outcomes in [292]

and [293].
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Theorem 1. Let Assumptions (1)-(5), and (7) hold. Then,

E[𝑌1 |𝑈 = 𝑢, 𝑋 = 𝑥] = −𝜕E[𝑌 × 𝐷1 |𝜋1(𝑍, 𝑋,𝑊) = 𝜋1, 𝑋 = 𝑥]
𝜕𝜋1

����
𝜋1=𝑢

E[𝑌𝑆 |𝑈 = 𝑢, 𝑋 = 𝑥] =
𝜕E[𝑌 × 𝐷𝑆 |𝜋𝑆−1(𝑍, 𝑋,𝑊) = 𝜋𝑆−1, 𝑋 = 𝑥]

𝜕𝜋𝑆−1

����
𝜋�̄�−1=𝑢

And, for all 𝑠 = 2, . . . , 𝑆 − 1,

E[𝑌𝑠 |𝑈 = 𝑢, 𝑋 = 𝑥] = 𝜕E[𝑌 × 𝐷𝑠 |𝜋𝑠−1(𝑍, 𝑋,𝑊) = 𝜋𝑠−1, 𝜋𝑠 (𝑍, 𝑋,𝑊) = 𝜋𝑠, 𝑋 = 𝑥]
𝜕𝜋𝑠−1

����
𝜋𝑠−1=𝑢

= −𝜕E[𝑌 × 𝐷𝑠 |𝜋𝑠−1(𝑍, 𝑋,𝑊) = 𝜋𝑠−1, 𝜋𝑠 (𝑍, 𝑋,𝑊) = 𝜋𝑠, 𝑋 = 𝑥]
𝜕𝜋𝑠

����
𝜋𝑠=𝑢

.

Proof of Theorem 1. Using Assumptions (1)-(5) and (7), write (suppressing𝑊):

E[𝑌 × 𝐷𝑠 |𝑍 = 𝑧, 𝑋 = 𝑥,𝑊 = 𝑤]

= E[`𝑠 (𝑋, 𝜔𝑠)1{𝜋𝑠−1(𝑍, 𝑋,𝑊) > 𝑈 ≥ 𝜋𝑠 (𝑍, 𝑋,𝑊)}|𝑍 = 𝑧, 𝑋 = 𝑥,𝑊 = 𝑤]

= E[`𝑠 (𝑋, 𝜔𝑠)1{𝜋𝑠−1(𝑍, 𝑋,𝑊) > 𝑈 ≥ 𝜋𝑠 (𝑍, 𝑋,𝑊)}|𝑋 = 𝑥] by (1)

=

∫ 𝜋𝑠−1 (𝑧,𝑥,𝑤)

𝜋𝑠 (𝑧,𝑥,𝑤)
E[𝑌𝑠 |𝑈 = 𝑢, 𝑋 = 𝑥]𝑑𝑢 by (3)

Then, because

E[𝑌 × 𝐷𝑠 |𝑍 = 𝑧, 𝑋 = 𝑥,𝑊 = 𝑤] =
∫ 𝜋𝑠−1 (𝑧,𝑥,𝑤)

𝜋𝑠 (𝑧,𝑥,𝑤)
E[𝑌𝑠 |𝑈 = 𝑢, 𝑋 = 𝑥]𝑑𝑢,

taking the derivative of both sides with respect to 𝜋𝑠−1 (when 𝑠 > 1) gives:
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𝜕E[𝑌 × 𝐷𝑠 |𝑍 = 𝑧, 𝑋 = 𝑥,𝑊 = 𝑤]
𝜕𝜋𝑠−1

����
𝜋𝑠−1=𝑢

= E[𝑌𝑠 |𝑈 = 𝑢, 𝑋 = 𝑥],

and similarly taking the derivative of both sides with respect to 𝜋𝑠 gives:

𝜕E[𝑌1(𝑆 = 𝑠) |𝑍 = 𝑧, 𝑋 = 𝑥,𝑊 = 𝑤]
𝜕𝜋𝑠

����
𝜋𝑠=𝑢

= −E[𝑌𝑠 |𝑈 = 𝑢, 𝑋 = 𝑥] .

Because 𝐷𝑠 = 1(𝑆 = 𝑠) = 1[𝜋𝑠−1(𝑍, 𝑋,𝑊) > 𝑈 ≥ 𝜋𝑠 (𝑍, 𝑋,𝑊)] and by Assumption 7, only

variation in the adjacent 𝜋’s are relevant. So:

𝜕E[𝑌 × 𝐷𝑠 |𝑍 = 𝑧, 𝑋 = 𝑥,𝑊 = 𝑤]
𝜕𝜋𝑠−1

����
𝜋𝑠−1=𝑢

=
𝜕E[𝑌 × 𝐷𝑠 |𝜋𝑠−1(𝑍, 𝑋,𝑊) = 𝜋𝑠−1, 𝜋𝑠 (𝑍, 𝑋,𝑊) = 𝜋𝑠, 𝑋 = 𝑥]

𝜕𝜋𝑠−1

����
𝜋𝑠−1=𝑢

and

𝜕E[𝑌 × 𝐷𝑠 |𝑍 = 𝑧, 𝑋 = 𝑥,𝑊 = 𝑤]
𝜕𝜋𝑠

����
𝜋𝑠=𝑢

=
𝜕E[𝑌 × 𝐷𝑠 |𝜋𝑠−1(𝑍, 𝑋,𝑊) = 𝜋𝑠−1, 𝜋𝑠 (𝑍, 𝑋,𝑊) = 𝜋𝑠, 𝑋 = 𝑥]

𝜕𝜋𝑠

����
𝜋𝑠=𝑢

Finally, we have for 𝑠 with non-degenerate 𝜋𝑠 and 𝜋𝑠−1:

E[𝑌𝑠 |𝑈 = 𝑢, 𝑋 = 𝑥] = 𝜕E[𝑌 × 𝐷𝑠 |𝜋𝑠−1(𝑍, 𝑋,𝑊) = 𝜋𝑠−1, 𝜋𝑠 (𝑍, 𝑋,𝑊) = 𝜋𝑠, 𝑋 = 𝑥]
𝜕𝜋𝑠−1

����
𝜋𝑠−1=𝑢

= −𝜕E[𝑌 × 𝐷𝑠 |𝜋𝑠−1(𝑍, 𝑋,𝑊) = 𝜋𝑠−1, 𝜋𝑠 (𝑍, 𝑋,𝑊) = 𝜋𝑠, 𝑋 = 𝑥]
𝜕𝜋𝑠

����
𝜋𝑠=𝑢

.

□

Assumptions 2, 4, and 5 ensure values in the population are well-defined, while Assumption 7

226



ensures variation in adjacent 𝜋𝑠’s.

With this, we can identify the TSMTE between levels 𝑠 and 𝑠 +1 by identifying the conditional

means (MTRs) for 𝑠 and 𝑠 + 1:

𝑀𝑇𝐸 𝑠+1,𝑠 (𝑥, 𝑢) = E[𝑌𝑠+1 − 𝑌𝑠 |𝑈 = 𝑢, 𝑋 = 𝑥] = E[𝑌𝑠+1 |𝑈 = 𝑢, 𝑋 = 𝑥] − E[𝑌𝑠 |𝑈 = 𝑢, 𝑋 = 𝑥]

with
E[𝑌𝑠 |𝑈 = 𝑢, 𝑋 = 𝑥]

=
𝜕E[𝑌𝑠 × 𝐷𝑠 |𝜋𝑠−1(𝑍, 𝑋,𝑊) = 𝜋𝑠−1, 𝜋𝑠 (𝑍, 𝑋,𝑊) = 𝜋𝑠, 𝑋 = 𝑥]

𝜕𝜋𝑠−1

����
𝜋𝑠−1=𝑢

= −𝜕E[𝑌𝑠 × 𝐷𝑠 |𝜋𝑠−1(𝑍, 𝑋,𝑊) = 𝜋𝑠−1, 𝜋𝑠 (𝑍, 𝑋,𝑊) = 𝜋𝑠, 𝑋 = 𝑥]
𝜕𝜋𝑠

����
𝜋𝑠=𝑢

.

(A.1)

And this equality applies only to 1 < 𝑆 < 𝑆 — so for intermediate treatment levels, E[𝑌𝑠 |𝑈 =

𝑢, 𝑋 = 𝑥] is over-identified.

While E[𝑌𝑠 × 𝐷𝑠 |𝜋𝑠−1(𝑍, 𝑋,𝑊) = 𝜋𝑠−1, 𝜋𝑠 (𝑍, 𝑋,𝑊) = 𝜋𝑠, 𝑋 = 𝑥] can be estimated non-

parametrically, in practice the data requirements make such estimation are rarely feasible, and

semiparametric estimation is often the preferred approach in practice in the MTE literature.

For semiparametric estimation, I assume that `𝑠 (𝑋, 𝜔𝑠) is composed of additively separable

functions of 𝑋 and 𝜔𝑠, essentially that across all values of covariates, the effect of unobservables

works the same and it allows for treatment effects on observables and unobservables separately

([100]). This assumption (either directly or as a result of full independence) is common in the

literature ([133], [86], [95], [294], [101]). Specifically, I assume: 𝑌𝑠 = 𝛽𝑠𝑋 + 𝜔𝑠 and E[𝑌𝑠 |𝑥, 𝑢] =

𝛽𝑠𝑥 + E[𝜔𝑠 |𝑈 = 𝑢]. Then, the marginal treatment effect of moving from one treatment to the next

highest one (𝑠 to 𝑠 + 1) is:

𝑀𝑇𝐸 𝑠+1,𝑠 (𝑈 = 𝑢, 𝑋 = 𝑥) = E[𝑌𝑠+1 − 𝑌𝑠 |𝑈 = 𝑢, 𝑋 = 𝑥]

= (𝛽𝑠+1 − 𝛽𝑠)𝑥 + E[𝜔𝑠+1 |𝑈 = 𝑢] − E[𝜔𝑠 |𝑈 = 𝑢]
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A.3.3 Semi-Parametric Estimation of MTRs

The following section will provide simple functional form assumptions and an accompanying

semiparametric estimation procedure. For notational purposes, I suppress 𝑊 and allow it to be

subsumed by 𝑍, 𝑋 , as in [104]. In practice, when estimating 𝜋𝑠’s there is no explicit distinction be-

tween index instruments (𝑍) and cutoff instruments (𝑊). Assumptions for estimation are stronger

than those for identification above (see Appendix A.3.3).

Estimation Form

With additive separability, we can recover E[𝑌𝑠 |𝑋 = 𝑥,𝑈 = 𝑢], which we do not observe, by

starting with 𝑌 × 𝐷𝑠, which we do observe. Specifically:

E[𝑌 × 𝐷𝑠 |𝜋𝑠−1(𝑍, 𝑋) = 𝜋𝑠−1, 𝜋𝑠 (𝑍, 𝑋) = 𝜋𝑠, 𝑋 = 𝑥]

= 𝛽𝑠𝑥(𝜋𝑠−1 − 𝜋𝑠) + Λ𝑠 (𝜋𝑠−1) − Λ𝑠 (𝜋𝑠)
(A.2)

where each Λ𝑠 (𝑘) =
∫ 𝑘

0 E[𝜔𝑠 |𝑈 = 𝑢]𝑑𝑢. In practice, we can approximate each Λ𝑠 (𝑘) with

sieves, such that Φ𝑠 (𝑘) is a vector of basis functions and 𝜙𝑠 is a vector of coefficients:

Λ𝑠 (𝑘) − Λ𝑠 (𝑘′) ≈ 𝜙′𝑠 [Φ𝑠 (𝑘) −Φ𝑠 (𝑘′)] =
𝐽∑︁
𝑗=1

𝜙𝑠, 𝑗 (𝑘) [𝜗𝑠, 𝑗 (𝑘) − 𝜗𝑠, 𝑗 (𝑘′)] .

Assume also that we have i.i.d. data {(𝑌𝑖, 𝑆𝑖, 𝑍𝑖, 𝑋𝑖) : 𝑖 = 1, . . . , 𝑛}.

Then, from equation (A.1) and using the functional form assumption in equation (A.2), for all

𝑠 such that 1 < 𝑠 < 𝑆:

E[𝑌𝑠 |𝑋 = 𝑥,𝑈 = 𝜋𝑠 or 𝜋𝑠−1] = −(−𝛽𝑠𝑥 −
𝜕

𝜕𝜋𝑠
Λ𝑠 (𝜋𝑠)) = 𝛽𝑠𝑋 + 𝜕

𝜕𝜋𝑠−1
Λ𝑠 (𝜋𝑠−1)

and for 𝑠 = 1:

E[𝑌1 |𝑋 = 𝑥,𝑈 = 𝜋1] = 𝛽1𝑥 +
𝜕

𝜕𝜋1
Λ1(𝜋1)

while for 𝑠 = 𝑆:

E[𝑌𝑆 |𝑋 = 𝑥,𝑈 = 𝜋𝑆−1] = 𝛽𝑆𝑥 +
𝜕

𝜕𝜋𝑆−1
Λ𝑆 (𝜋𝑆−1)
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Estimation Steps

Estimation is based on equation (A.2). We can approximate Λ𝑠 using B-splines or a polynomial

of 𝜋𝑠 (and similarly for 𝜋𝑠−1). The main estimation procedure in this paper follows five steps:

• 1. Recover estimates of 𝜋𝑠 (∀𝑠 ∈ {1, ..., 𝑆 − 1}) as probabilities (i.e., �̂�𝑠 ∈ [0, 1]) (for

example, using separate probit or logistic regressions) by regressing the treatment level being

higher than 𝑠 on instruments and regressors:

1{𝑆𝑖 > 𝑠} = 𝛽𝑠 [𝑋𝑖, 𝑍𝑖,𝑊𝑖] + 𝜖 𝑠𝑖

Then predict �̂�𝑠 ∀𝑠 ∈ {1, ..., 𝑆 − 1}. In this paper, I use a probit specification regressing

𝑠 ∈ [𝐸𝑀, 𝐷𝑒𝑡𝑒𝑛𝑡𝑖𝑜𝑛] (𝑠 > 1) and 𝑠 = 𝐷𝑒𝑡𝑒𝑛𝑡𝑖𝑜𝑛 (𝑠 > 2) on judge fixed effects interacted

with observables and time fixed effects to get predicted values for �̂�1 and �̂�2, respectively.

• 2. For each 𝑠 ∈ 𝑆, construct Φ𝑠 (𝜋𝑠) and Φ𝑠 (𝜋𝑠−1) either as polynomials or B-splines, each

being a vector of basis functions.

• 3. For each 𝑠 ∈ 𝑆, regress

𝑌 × 𝐷𝑠 = 𝛽𝑠𝑋 (𝜋𝑠−1 − 𝜋𝑠) + 𝜙𝑠 (Φ𝑠 (𝜋𝑠−1) −Φ𝑠 (𝜋𝑠)).

If 𝑠 = 1 then exclude Λ𝑠 (𝜋𝑠−1), and if 𝑠 = 𝑆 then exclude Φ𝑠 (𝜋𝑠). 𝜙𝑠 is a vector of

coefficients with each element corresponding to each basis function. For example, if we

are using a 3rd degree polynomial, then Φ𝑠 (𝑘) = [𝑘, 𝑘2, 𝑘3], so 𝜙𝑠 = [𝜙1
𝑠 , 𝜙

2
𝑠 , 𝜙

3
𝑠 ] and

Φ𝑠 (𝜋𝑠−1) −Φ𝑠 (𝜋𝑠) = [𝜋𝑠−1 − 𝜋𝑠, 𝜋2
𝑠−1 − 𝜋

2
𝑠 , 𝜋

3
𝑠−1 − 𝜋

3
𝑠 ]′.

• 4. Then compute the estimate for E[𝑌𝑠 |𝑥, 𝑢] as:

̂E[𝑌𝑠 |𝑥, 𝑢] =


if 𝑠 = 1 𝛽𝑠𝑥 + 𝜙𝑠Φ′

𝑠 (𝜋𝑠), 𝑢 = 𝜋𝑠

if 𝑠 > 1 𝛽𝑠𝑥 + 𝜙𝑠Φ′
𝑠 (𝜋𝑠−1), 𝑢 = 𝜋𝑠−1
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In the 𝑠 = 1 case, ̂E[𝑌𝑠 |𝑥, 𝑢] = − 𝜕 ̂E[𝑌 (𝑆=𝑠) |𝑥,𝑢=𝜋𝑠]
𝜕𝜋𝑠

= −[−𝛽𝑠𝑥 − 𝜙𝑠Φ′
𝑠 (𝜋𝑠)] = 𝛽𝑠𝑥 + 𝜙𝑠Φ′

𝑠 (𝜋𝑠).

• 5. For each value of 𝑢 in the support of both 𝑠 and 𝑠 + 1 and any value of 𝑋 = 𝑥, compute

𝑀𝑇𝐸 𝑠+1,𝑠 (𝑥, 𝑢) = ̂E[𝑌𝑠+1 |𝑥, 𝑢] − ̂E[𝑌𝑠 |𝑥, 𝑢].

Assumptions for Estimation

Assumption 8. E1: (𝜔𝑠,𝑈) ⊥ (𝑍, 𝑋) for all 𝑠 ∈ S.

Assumption 9. E3: The distribution of𝑈 is uniform on [0, 1].

Assumption 10. E4: 𝐸 |𝑌𝑠 | < ∞ ∀𝑠 ∈ 𝑆

Assumption 11. E5: 0 < Pr(𝑆 = 𝑠) < 1 ∀𝑠 ∈ 𝑆

Assumption 12. E6: For all 𝑠 ∈ S \ {1, 𝑆}, the joint distribution of 𝜋𝑠 (𝑍, 𝑋) and 𝜋𝑠−1(𝑍, 𝑋)

is absolutely continuous with respect to the Lebesgue measure on R2. Furthermore, the joint

distribution of 𝜋𝑠 (𝑍, 𝑋) and 𝜋𝑠−1(𝑍, 𝑋) is non-degenerate in the sense that its support cannot be

reduced to a subset on R.

Assumption 8 replaces 𝑉 with𝑈 and𝑊 is subsumed by 𝑋, 𝑍 and imposes a full independence

assumption (rather than conditional independence). From this, the other assumptions no longer

condition on 𝑋 (due to full independence), 𝑊 is subsumed into 𝑋, 𝑍 , and 𝑈 is used in place of 𝑉

for expediency removing the need for assumptions on 𝜏.

A.3.4 Common Support

Estimation requires variation in 𝜋𝑠−1−𝜋𝑠, which provides variation in higher terms of Λ𝑠−1−Λ𝑠.

This must be factored into determining where the MTRs are estimable, in addition to ensuring that

the MTRs of two adjacent treatments exist. Common support also determines the region over

which we are able to produce counterfactuals and treatment effects.

Given that 𝜋0 = 1 and 𝜋3 = 0 for all individuals, the variation of 𝜋1 and 𝜋2 are of most concern

— though their correlation is high (0.67) this is to be expected given that if 𝑠 > 2 then 𝑠 > 1 as
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well. As shown in Figure A.7, below the 45 degree line (such that 𝜋2 < 𝜋1), there is variation in

values of each 𝜋 excluding very high values of 𝜋1 and very low values of 𝜋2. The right panel in

Figure A.7 displays the same plot for the felony-only sample.

To estimate the MTEs however, we require common support for the 𝜋’s and variation within

a treatment level for which we will estimate a marginal treatment response function. Figure A.8

displays the distribution of 𝜋𝑠−1 − 𝜋𝑠 for each treatment level (right panel displays the same for

felony-only sample). For 𝑠 = 1, 3, 𝜋𝑠−1 − 𝜋𝑠 covers the entire unit interval, but for 𝑠 = 2, it falls

short, with strong support only between about [0.05, 0.8].

Figure A.9 displays the supports for each relevant 𝜋 by treatment type (i.e., 𝜋1 for 𝑆 = 1, 2,

and 𝜋2 for 𝑆 = 2, 3) for the main sample, along with 1% trim vertical lines denoting the 1st and

99th percentiles within the treatment-specific sample. There is nearly full support for 𝑆 = 1, 3.

However, for 𝑆 = 2, the support ranges from about 𝜋1 ∈ [0.25, 1] and 𝜋2 ∈ [0.1, 0.77]. Since the

overlap we require is where there is common support for 𝜋1 and 𝜋2 for 𝑆 = 2, we can only compute

the MTR for EM for 𝜋1, 𝜋2 ∈ [0.25, 0.77], which limits the range we can compute TSMTEs for

EM versus release and EM versus detention, as EM is the most limited in support.

A.3.5 Confidence Intervals

The main results use bootstrapped MTRs based on 200 runs to compute confidence intervals.

For each run, data is sampled with replacement and MTRs are computed. 𝜋’s are not recalculated

each run. Then MTEs are the difference between MTRs. Each run provides MTE estimates for

each value of 𝜋1 and 𝜋2 for EM versus release and EM versus detention, respectively, and the

95% confidence intervals are taken as the 97.5% and 2.5% (195th and 5th highest values) for each

MTE point independently — meaning if bootstrap sample 1 corresponds to the 2.5% value for

𝑀𝑇𝐸𝐸𝑀,𝑅 (𝜋1 = 0.5), it does not mean the 2.5% value for 𝑀𝑇𝐸𝐸𝑀,𝑅 (𝜋1 = 0.51) is from bootstrap

sample 1 as well. As a result, the confidence intervals are not symmetric, as would result if standard

errors were computed using the distribution of estimates.

While the confidence intervals in the main results do not account for the fact that 𝜋1 and 𝜋2 are
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estimated objects, doing so has very little effect on the size of confidence intervals. I test this by

using 400 bootstrap runs in which 𝜋1 and 𝜋2 are re-computed each run using the full (bootstrapped)

sample then filtering for main felony sample observations. This full bootstrap only increase the

95% confidence interval sizes for the five main robustness outcomes on the parameters of interest

(CATEs, CATR, and CATD) by an average of 1.04% with a maximum increase of 18%.
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Appendix B: Chapter 2

B.1 Additional Background and Results

B.1.1 Entrance into the CPD Police Academy

In order to become an officer in the CPD, applicants must first meet multiple qualifications

before applying to take the entrance exam. For example, by the time of starting at the academy, one

must be a US citizen, a resident of Chicago, have sufficient credit hours at a college or university,

and meet the age requirement ([191]). Potential applicants meeting these qualifications can apply

to take the CPD entrance exam, and they will be notified of the test date and location after the

application period ends ([188]).1

Applicants who pass the written exam are then assigned a random lottery number indicating the

order in which they will be called into the academy. Random assignment to the academy was not

always the case; it was introduced in the early 1990’s in an attempt to increase diversity ([296]).

After an applicant’s number is drawn, they must pass a background check, drug screening, and

medical, psychological and physical exams ([191]). Upon passing these requirements, potential

officers are admitted into the academy.

There are usually tests once every 2 or 3 years (not including makeup exams)—but in 2006

there were four exams issued.2 Generally, thousands of people take the CPD’s written exam and a

large portion of them meet the minimum passing score (see Figure B.2.1). Given the large number

of passing applicants, many do not ever have their numbers called before the applicant list is retired.

Despite my best efforts, I have not been able to obtain any indication of when the applicant lists

1As late as the 2013 exam, veterans began to received preference in their lottery numbers– though this is not well
defined in documentation. However, this preference is unlikely to be important considering almost all (over 95%) of
recruits have military experience in the full sample. This very large amount of veterans is consistent with more recent
estimates from the Office of the Inspector General ([295]).

2One is labeled a ‘2005’ exam in Figure B.2.1, but it took place in February 2006.

233



are retired (according to the CPD such documentation may not even exist). Also, applicants from

a test are likely to be admitted possibly years after they took the test initially, and their entrance

into the academy likely occurs while more applicants are taking a new test. This makes identifying

which cohorts come from which tests (i.e. the pool from which officers are randomly assigned)

difficult.

To the best of my knowledge, the main sample (July 2012 to May 2014) cohorts are an ex-

ception, and these cohorts all came from the same exam issued in December of 2010 (see Figure

B.2.1). The December 2010 exam was the last exam issued before the December 2013 exam. The

only sizable cohort to enter in 2011 was on October 17, 2011, then about 8 months pass until the

first sizable cohort of 2012 started on July 02, 2012. Following this, there were a total of 7 sizable

cohorts starting between July and December of 2012. Then, there is continuous intake of cohorts

until May of 2014, when there is a 3 month gap until the next cohort. Given that it takes time for

the CPD to draw in passing recruits and give them their multiple examinations, I believe that the

main sample cohorts were all drawn from the December 2010 exam.

Further supporting this is the change in the composition of cohorts before and after 2012. As

shown in Panel A of Figure B.1, the 2011 cohort has a higher share Black than almost every cohort

in the 2012-2014 period, while it is within the range of the Exam 2006 cohorts (likely drawn

from the 2006 tests). Similar patterns emerge when looking at share of the cohort which speaks

Spanish (see Panel B of Figure B.1), where all of the 2006 cohorts have strictly smaller shares of

Spanish speakers compared with any 2010 cohort. Finally, minimum start age (Panel C) increases

successively for each of the pre-2010 cohorts (as expected since these recruits have been waiting

at least 4 years to enter), while it decreases slightly in the first 2010 cohort and significantly in

the second 2010 cohort. Anecdotally, an officer I spoke with who started the academy in 2012

confirmed that their cohort was comprised of 2010 test takers.

In separating the Exam 2006 cohorts (starting in 2009 and ending in 2011) from the Exam

2010 cohorts, and determining if all Exam 2006 cohorts actually came from the four 2006 exams

(and not the 2004 exam), I use posts on a police forum (https://forum.officer.com/)
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in 2009, 2010, and 2011. One poster on November 17th, 2009, states: “Just got the call. . . the

academy starts December 16th. . . My number is 1036, and I am a June 06 tester.” ([297], pg.29).

December 16th, 2009, is the start date of the first cohort in my full sample. This is followed by a

flurry of other posters stating their numbers also got called for the same start date. The only cohort

before it was in March of 2009, which according to a poster in on March 6th 2009, “From what

I know [the March 2006 cohort] it’s a mix of Feb 06 and early June 06 testers.” ([297], pg.9).

Overall, this indicates the 2009 and 2010 cohorts came from Exam 2006 test takers only.

Next, the main question is did the single 2011 (in October) cohort end the Exam 2006 cohorts

or start the Exam 2010 cohorts? According to a different thread on the same site, a poster on

December 4th, 2010, states: “With roughly 40 candidates ready for hire off the 2006 test, and a

new test next week, its about time we started this thread. For those who are wondering, the last

of the 2006 list (40 people) were scheduled to start on 01 November [2010] but according to my

BI who I call twice every month, the class has been pushed back and only the fine folks at city

hall know the date. In my humble opinion city hall is waiting on the new year [2011] to start our

class because of the new budget and the new pension system for new hires.” ([298], pg.1) On

September 30th, 2011, a poster states that their cohort (“2011-1”) will “soon fill the halls of the

Chicago Police Academy” ([298], pg. 6), and another poster, on October 18th, 2011, (one day

after the 2011 cohort starts in the data) states that the class has “About 50” recruits (49 in the data).

The rest of this forum discusses the composition of this cohort. It is stated that this cohort will

exhaust the rest of the 2006 applicants (at least 32) and fill the rest either with 2006 applicants who

won appeals or 2010 testers. So, based on these discussions, the single 2011 cohort finished off the

2006 Exam cohorts, and was potentially mixed with a small number of 2010 Exam takers– though

this seems to be an unusual practice and only a result of the small number of potential recruits

in the 2006 tests ([298], pg. 3). Because of this issue with mixing a single cohort, Table B.2.6

displays the results of Table 2.4 excluding the 2011 cohort, and the results are highly similar.

After May 2014, the cohorts until December 2016 (the last cohort I use in the extended sample)

are from the 2013 test. The 2013 test recruits had the new feature that they were permitted to begin
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the academy at the age of 21, lower than the previous requirement of 23 ([191]). As can be seen

in Panel C of Figure B.1, the lowest starting age per cohort drops to 21 after the May 2014 cohort.

Thus, I can distinguish between the 2010 and 2013 test cohorts using this feature. The end of

the 2013 test cohorts occurs after the final cohort in the full sample in December of 2016. Even

though there was a test issued in April 2016, based on forum posts about 2016 recruitment the

2016 test-takers had not begun to be drawn in by the end of 2016. Following many 2016 test takers

wondering when their cohorts would be drawn in, one poster stated on December 26, 2016, “People

that took the exam in 2013 are still being processed. I believe about 9k people passed the written

exam this year” ([299], pg. 138). So, I am confident that the Exam 2013 sample does not contain

2016 test cohorts. Based on the panels in Figure B.1, there is fairly consistent cohort composition

across the Exam 2013 cohorts. While extending my cohorts beyond December 2016 is possible,

because my panel data extends to 2018 (overlapping with court data and outcomes), including the

first cohorts in 2017 would not contribute much to my analysis as these officers would have less

than 6 months of observations in the panel data after their probationary period.

As I am less confident as I move away from the Exam 2010 cohorts – not knowing the beginning

of the Exam 2006 cohorts and being restricted in the panel with post-2016 cohorts – I focus on

them (the main sample) in my analysis. However, as incorporating the Exam 2006 and Exam 2013

cohorts into my analysis provides results which are generally consistent with my main sample

results and they provide a significant increase in sample size, I use them collectively as well.

B.1.2 Random Assignment

Given that the timing of when a recruit can enter the academy is determined by a random

lottery number, cohorts are as-good-as-randomly assigned, and I provide empirical evidence for

this by testing for violations of the random assignment assumption. Table B.1 displays the p-value

of a joint F-test resulting from a multinomial logit of assigned cohort on officer characteristics for

each of the three exams separately. The main sample (Exam 2010) cohorts have the highest p-

values and are far from statistically significant even when including additional officer factors such
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Main Sample Exam Controls Multinomial Logit P-Value N Recruits N Cohorts

No 2006 Minority, Gender, Start Age 0.155 360 5
No 2006 + Military, Spanish, High Edu. 0.000 360 5
Yes 2010 Minority, Gender, Start Age 0.860 1135 21
Yes 2010 + Military, Spanish, High Edu. 0.444 1135 21
No 2013 Minority, Gender, Start Age 0.307 1253 17
No 2013 + Military, Spanish, High Edu. 0.081 1253 17

Note: Table reports the p-value of the joint F-test on the coefficients of a multinomial logit regressing assigned
cohort on officer characteristics for each exam period for two sets of controls. The limited controls include the offi-
cer being a minority, start age, and gender; the second set of controls adds if they were in the military, if they speak
Spanish, and if they have a Bachelors degree or higher.

Table B.1: Multinomial Logit for Cohort Assignment

as education, military status, and Spanish language ability. The Exam 2013 cohorts have a non-

significant p-value with the main controls (race, gender, start age); however, it becomes marginally

significant when additional controls are introduced.3 There are only 5 Exam 2006 cohorts, yet the

p-value is not statistically significant with the limited controls– adding additional controls produces

a statistically significant p-value, however there are more predictors than potential cohorts. These

results indicate that officer characteristics are not predictive of assigned cohort, particularly in the

main sample.

For additional evidence of random assignment, I test if officer characteristics are significantly

associated with cohort composition. Table B.2 displays the results of regressing an officer’s cohort

characteristics on their individual characteristics. Columns (1)-(3) focus on the main sample with

baseline controls (minority, gender, start age); Columns (4)-(6) also focus on the main sample but

include additional variables (military status, Spanish ability, and education level); Columns (7)-(9)

repeat the analysis of Column (4)-(6) with the full sample. Based on Columns (1)-(3), the baseline

controls explain very little of the variation in cohort composition and all statistically significant co-

efficients are economically insignificant: being Male has the largest statistically significant effect,

but it implies that being male is associated with only a 0.21% increase in average cohort age rela-

tive to the mean. As expected, being male is negatively associated with cohort share male, just as

being a minority is negatively associated with cohort share minority– since cohort shares exclude

3The CPD’s demographic data often combines race and ethnicity into a single variable. For expositional purposes
and due to the data used, I will refer to ‘Hispanic’ as a distinct racial group.
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the officer in question, it reduces the pool of officers with that characteristic, as noted in [300].

The additional officer characteristics in Columns (4)-(6) are also generally statistically and eco-

nomically insignificant. Using the full sample in Columns (7)-(9) supports the lack of economic

or statistical significance in the full sample as well.

Given that cohorts begin successively and not all at the same time, it is likely some amount of

selection out of the academy by officers who give up, find other jobs, are no longer eligible (too

old, moved out of Chicago, could not pass the physical exam, etc.)– though this may be limited in

Chicago relative to other police departments as the CPD is highly oversubscribed and a well-paying

department. We want to ensure that this delayed entrance and selection does not significantly alter

the composition of recruits. Column (10) of Table B.2 regresses when the officer started at the

academy (in years since 2009) on officer characteristics for the full sample. An officer being a

minority, in the military, a Spanish-speaker, or highly educated (Bachelors or higher) have no sta-

tistically significant effect on when they start at the academy. Unsurprisingly, officer start age is

statistically significant and positively associated with start date, but as the coefficient is less than 1

it implies there is censoring (at 40) and likely some selection out for aging officers. A recruit being

male is associated with an earlier start date, implying male applicants may exit the pool quicker

than female applicants, though being male is only associated with starting the academy about 0.055

years before female applicants, which equates to about 20 days. While attrition from the sample

pool is almost certain, the evidence presented indicates it is not likely to significantly impact the

composition of cohorts or be associated with differences in officer unobservables. Furthermore,

applicants wait over a year before the first cohort is called in, meaning the least committed ap-

plicants likely select out once they receive their numbers and understand where they are in the

pool.

Finally, there are two points relating to random assignment and identification that should be

made. First, identification of peer composition’s effect on outcomes is possible thanks to variation

in cohort composition differing due to random draws. If there were, for example, only two large

cohorts from an exam, the variation is expected to be small. In the main sample, there are 21

239



Mai
nSa

mpl
e

Full
Sam

ple
Coh

ortM
ean

Age
Coh

ortS
hare

Min
orit

y
Coh

ortS
hare

Mal
e

Coh
ortM

ean
Age

Coh
ortS

hare
Min

orit
y

Coh
ortS

hare
Mal

e
Coh

ortM
ean

Age
Coh

ortS
hare

Min
orit

y
Coh

ortS
hare

Mal
e

Star
tDa

te(y
ears

)
Min

orit
y

0.01
4

0.00
2

−0.0
05

−0.0
03

0.00
1

−0.0
08∗∗

0.02
2

0.00
0

−0.0
05∗∗

0.02
8

(0.0
23)

(0.0
02)

(0.0
03)

(0.0
21)

(0.0
02)

(0.0
03)

(0.0
18)

(0.0
01)

(0.0
02)

(0.0
22)

Mal
e

0.06
4∗∗

−0.0
09∗∗∗

0.00
5

0.06
3∗∗

−0.0
09∗∗∗

0.00
5

0.00
1

−0.0
02

0.00
1

−0.0
55∗∗

(0.0
28)

(0.0
03)

(0.0
04)

(0.0
27)

(0.0
03)

(0.0
03)

(0.0
20)

(0.0
04)

(0.0
02)

(0.0
27)

Star
tAg

e
0.00

0
0.00

0∗
0.00

0
0.00

0
0.00

1∗
0.00

0
0.00

2
−0.0

00
0.00

1∗
0.01

0∗∗∗

(0.0
04)

(0.0
00)

(0.0
00)

(0.0
04)

(0.0
00)

(0.0
00)

(0.0
03)

(0.0
00)

(0.0
00)

(0.0
03)

Mil
itary

−0.0
78

0.00
3

−0.0
05

0.09
7

−0.0
03

0.00
3

0.19
4

(0.0
60)

(0.0
05)

(0.0
09)

(0.0
97)

(0.0
10)

(0.0
07)

(0.1
69)

span
ish

0.07
6

0.00
5

0.01
2∗∗

0.01
3

0.00
4

0.00
7

−0.0
03

(0.0
58)

(0.0
05)

(0.0
05)

(0.0
48)

(0.0
03)

(0.0
05)

(0.0
62)

Hig
hEd

u
−0.0

28
0.00

1
−0.0

04
−0.0

39
0.00

4∗
−0.0

03
−0.0

24
(0.0

40)
(0.0

02)
(0.0

03)
(0.0

25)
(0.0

02)
(0.0

03)
(0.0

32)
Exa

m2
010

0.48
9∗∗

0.02
2

−0.0
43∗∗∗

2.87
5∗∗∗

(0.2
45)

(0.0
34)

(0.0
15)

(0.2
93)

Exa
m2

013
−1.4

20∗∗∗
−0.0

10
−0.0

21
5.49

6∗∗∗

(0.2
55)

(0.0
35)

(0.0
18)

(0.3
31)

Inte
rcep

t
29.9

76∗∗∗
0.79

2∗∗∗
0.48

2∗∗∗
30.0

67∗∗∗
0.78

8∗∗∗
0.48

9∗∗∗
29.4

12∗∗∗
0.78

1∗∗∗
0.52

1∗∗∗
0.94

5∗∗∗

(0.2
08)

(0.0
16)

(0.0
19)

(0.2
03)

(0.0
17)

(0.0
21)

(0.2
18)

(0.0
39)

(0.0
15)

(0.3
49)

R2
0.00

2
0.01

4
0.00

3
0.00

6
0.01

6
0.00

9
0.72

5
0.09

3
0.06

2
0.89

4
Adj

.R2
−0.0

00
0.01

2
0.00

1
0.00

1
0.01

1
0.00

3
0.72

4
0.09

0
0.06

0
0.89

3
Num

.ob
s.

1135
1135

1135
1135

1135
1135

2748
2748

2748
2748

Not
e:T

able
disp

lay
resu

ltsf
orb

alan
cer

egre
ssio

nte
sts.

Eac
hco

lum
ndi

spla
yst

hec
oeffi

cien
tso

fof
fice

rch
arac

teris
tics

ont
heir

coh
ort

com
pos

ition
(Co

lum
ns(

1)-(
9))

and
star

tda
te(C

olum
n(1

0))
for

mai
nsa

mpl
e(C

olum
ns(

1)-(
6))

and
full

sam
ple

(Co
lum

ns(
7)-(

10))
offic

ers.
Coh

orts
hare

sar
eco

mpu
ted

asth
ele

ave-
out

mea
nof

the
offic

er’s
coh

ort’
sin

itial
com

pos
ition

.St
and

ard
erro

rsc
lust

ered
atc

oho
rtle

vel
(unl

ess
othe

rwis
esp

ecifi
ed)

are
inp

aren
thes

es.
∗∗∗ 𝑝

<0.
01;

∗∗ 𝑝
<0.

05;
∗ 𝑝
<0.

1

Table B.2: Balance Regressions

240



cohorts, and as expected, the variation in cohort composition is larger in cohorts that are smaller:

the correlation between cohort size and the absolute difference between cohort share minority and

the mean cohort share minority is -0.4. Second, there may be a concern that cohort size is related

to unobservable trends or departmental demands that influence officer outcomes. For example,

the department may be expecting a low-crime period, and thus draw in fewer officers (a smaller

cohort), which may be an issue for estimates relying on cohort composition variation. However,

this is unlikely because the CPD must draw in applicants more than 1.5 years before they can

actually begin as police officers, and these decisions take into account not only (likely imprecise)

crime projections but also city budgets, staffing demands, and various other concerns.

B.1.3 Attrition

If the likelihood of attrition from the sample is impacted by diversity of one’s cohort, then

results in my estimation may be driven by selection bias rather than actual peer effects. In Table

B.3, I present results for logistic regressions where each outcome is a form of attrition for officers

in the main sample cohorts (Columns (1)-(5)) and full sample (Column (6)-(10)).

The outcome of Column (1) and (6) is whether the officer is not in the daily assignment (AA)

data (52 main sample recruits). The outcome of Column (2) and (7) is outcome is whether the

officer, conditional on being in the AA data, spent too much or too little time in the academy or

probationary period (113 main sample recruits). The outcome of Column (3) and (8) is is whether

the recruit was not in the final AA data, conditional on the previous two restrictions, meaning

they were not matched to the salary and rank data as a police officer (24 main sample recruits).

The outcome of Column (4) and (9) is any form of attrition across all recruits, including whether

fixed effects could be recovered. The outcome of Columns (5) and (10) is any attrition from the

sample (as in (4) and (9)), and also does not appear in the training data (data on specific courses

the recruits attended). As displayed across all columns for the main sample, there is no statistically

significant predictor of any form of attrition with respect to cohort composition (neither cohort

diversity nor mean age), thus it is unlikely that attrition driven selection is driving my results. For
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the full sample, only peer age is ever statistically significant (Column (8)).

Another form of attrition is sample attrition after the recruits exit the academy, become full

officers, and are present in the assignment data, e.g. cohort diversity being related to when officers

choose to retire or exit the assignment data. While this may cause some officers to be more rep-

resented in the sample than others, the fixed effects recovered for the main sample are based on

over 100 observations for almost all officers (96.6% of main sample recruits). I test for sample-

exiting attrition in Table B.4. Column (1) study the relationship between cohort share minority

and officer’s number of observations in the assignment data used to estimate fixed effects, showing

no significant relationship. Column (2) shows that cohort diversity has no effect on whether the

officer exists in the salary and unit history data (which contains officers not in the assignment data)

at the end of 2018. Column (3) shows cohort diversity has no significant effect on likelihood of

being promoted by the end of 2018 and that average peer age has a statistically significant but

economically small effect. Column (4) shows the likelihood of being in a non-geographic unit at

the end of 2018 is not significant impacted by cohort composition.
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Table B.3: Attrition from Sample
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N. Obs in Data Exit Data Promoted at End Specialized Unit at End
(1) (2) (3) (4)

Cohort Share Minority −315.73 −0.03 −0.06 −0.07
(256.54) (0.13) (0.12) (0.11)

Cohort Mean Age −52.42∗ 0.02 −0.03∗ −0.02
(24.14) (0.01) (0.01) (0.01)

Black −28.94 −0.01 −0.04∗ −0.07∗∗∗
(15.56) (0.02) (0.02) (0.02)

Hispanic 16.39 0.01 −0.03 −0.05∗∗∗
(12.10) (0.01) (0.02) (0.01)

Asian/Native American 24.21 0.03 −0.04 −0.01
(23.06) (0.03) (0.03) (0.03)

Male 99.24∗∗∗ 0.02 0.01 0.01
(20.26) (0.02) (0.01) (0.01)

Start Age 2.03 0.00∗∗ −0.00 −0.00∗∗
(1.40) (0.00) (0.00) (0.00)

Cohort Size −0.77 0.00 0.00 0.00∗
(0.52) (0.00) (0.00) (0.00)

Exam 2010 −287.01∗∗∗ 0.06∗ −0.04 −0.04∗∗
(43.96) (0.02) (0.02) (0.02)

Exam 2013 −634.17∗∗∗ 0.16∗∗∗ −0.26∗∗∗ −0.21∗∗∗
(51.18) (0.03) (0.02) (0.02)

Intercept 2461.07∗∗∗ 0.11 1.04∗∗ 0.87∗∗
(658.18) (0.34) (0.34) (0.29)

Mean Dep. Var 446.17 0.89 0.11 0.07
R2 0.42 0.03 0.09 0.09
Adj. R2 0.42 0.02 0.08 0.08
Num. obs. 2497 2748 2441 2441

Note: Table display the linear regression estimates of cohort and officer observables on officer observations
and other measures of attrition for the full sample. The dependent variables are the officer’s number of
observations (shifts) used to estimate fixed effects in the daily panel data (Column (1)), whether or not
the officer is in the salary and unit history data which contains non-D1 officers and units outside of the
assignment data (Column (2)), whether the officer has been promoted by the end of 2018 (Column (3)),
whether the officer is in a specialized unit at the end of 2018 (Column (4)). Standard errors clustered at
cohort level are in parentheses. ∗∗∗𝑝 < 0.001; ∗∗𝑝 < 0.01; ∗𝑝 < 0.05

Table B.4: Attrition out of Sample
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B.1.4 Confounding Assignments

While cohort composition is not related to a new officer’s likelihood of attrition, cohort com-

position may influence where an officer works. The CPD’s unit (district) assignment process is

seniority based, with new recruits being assigned based on departmental demand, avoiding very

long commutes for officers.4 and possibly a desire to have officers reflect the communities they

police. As a result, it is possible that assignment is influenced by one’s cohort’s composition, since

if Black officers are more likely to be initially placed in Black areas (for example, if the department

attempts to place Black officers in districts with Black civilians or those officers are more likely to

live close by), having more Black cohort-mates may reduce another officer’s probability of being

placed in a majority-Black district. In this subsection, I explore the effect of peer diversity on

assignment.

How departmental need and initial assignments are determined is not clear, and there does not

seem to be a significant correlation between a recent decline in the number of officers in a unit

and the share of new recruits serving in that unit. In the data, however, there is a clear relationship

between the race of officers serving in a district and that of the district’s population. Furthermore,

as officers gain seniority and the ability to leave high-crime (high minority population) districts,

they do so, meaning the districts in need of officers are higher crime areas.

Table B.5 displays the characteristics of the average unit (district) in which officers work for

officers in the full panel. These simple regressions explain some amount of variation in officer

assignments. Based on the results, new officers are much more likely to be placed in high crime

areas both during and after their probationary periods—this may be partially explained by those

units demanding the most officers and higher seniority officers transferring to less dangerous areas.

As expected, assignments are influenced by officer race: being Black increases the share of Black

civilians in the average district in which an officer works by over 8 percentage points. Similarly,

there is a clear relationship between officers being Black and their districts having higher crime and

lower income. These results are, however, for all officers in the panel which means the estimates

4This information is based on conversations with a retired officer.
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are noisy due to significant changes in crime and recruit composition over time.

Focusing on the main sample officers, Table B.6 displays regression estimates predicting the

characteristics of the average unit a new officer serves in as a full officer. Notably, having more

Black and Hispanic peers in one’s academy cohort decreases the Black population share of the

average district in which an officer works. As is evidenced from the table, Black officers are more

likely to serve in Black districts, thus it is likely the case that having more Black officers in one’s

cohort reduces the probability of officers to be placed in Black districts.

However, this confounding assignment is unlikely to significantly bias estimates because new

officers work in high crime areas with higher Black populations regardless of an officer’s race, as

shown in Table B.5. Despite this, main sample officers in the work in all of the 22 districts during

the 2013-2018 period and no single district makes up more than 11% of assignments. Furthermore,

it is evident from the very small amount of variation explained by observables in Table B.6 that

there is likely much CPD-level demand choices made regardless of cohort observables and the

actual influence of such observables are economically small. For example, a 5pp increase in cohort

share Black only decreases a recruit’s average district’s Black population share by about 6% of the

baseline mean. Given this, it is unlikely that the influence of cohort composition on new officers’

assignments will significantly bias results, and controlling extensively for working environment,

as in Section 2.3, should remove this bias completely.

B.1.5 Working Peers and Instructors

Another concern is that officers exposed to higher amounts of minorities in their cohorts may

end up working with more minorities in the future. If contemporaneous peers influence arresting

decisions, then the effect of academy peers may be capturing the selection of future minority peers

and their influence. A similar concern is that academy diversity may influence the composition

of one’s field training officers. To test these, I regress the average composition of main sample

officers’ contemporaneous peers and field training officers on their cohort composition. Table B.7

displays these results.
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Violent Crime Median Income Share Black Pop. Share Hispanic Pop.
(1) (2) (3) (4)

Probationary 2.60∗∗∗ −8169.67∗∗∗ 0.15∗∗∗ −0.02∗∗∗
(0.12) (304.27) (0.01) (0.00)

Recruit 4.70∗∗∗ −11446.91∗∗∗ 0.23∗∗∗ −0.04∗∗∗
(0.16) (358.97) (0.01) (0.01)

Female −0.20 560.99 −0.01 −0.01
(0.12) (345.19) (0.01) (0.00)

Black 3.26∗∗∗ −5486.64∗∗∗ 0.26∗∗∗ −0.13∗∗∗
(0.14) (404.67) (0.01) (0.00)

Hispanic 0.61∗∗∗ −1814.42∗∗∗ 0.02∗∗ 0.02∗∗∗
(0.13) (333.13) (0.01) (0.00)

Other Race −0.52∗ 1156.56 −0.04∗∗∗ −0.01
(0.27) (720.41) (0.01) (0.01)

Intercept 8.97∗∗∗ 50594.28∗∗∗ 0.35∗∗∗ 0.26∗∗∗
(0.09) (270.61) (0.00) (0.00)

R2 0.12 0.09 0.15 0.08
Num. obs. 12904 12904 12904 12904

Note: Table displays the linear regression estimates of officer characteristics on the average characteristics of the
districts in which they work. Population and income are determined based on 2010 Census estimates. Violent
crime rates are violent crimes in a month, based on Chicago City Data Portal crime data, per 10,000 population.
The coefficients Recruit and Probationary are indicators for whether or not the officer is a new officer in their
post-probationary period or a new officer in their probationary period, respectively. Robust standard errors are in
parentheses. ∗∗∗𝑝 < 0.01; ∗∗𝑝 < 0.05; ∗𝑝 < 0.1

Table B.5: Characteristics of Average Working District
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Violent Crime Median Income Share Pop. White Share Pop. Black Share Pop. Hispanic
(1) (2) (3) (4) (5)

Cohort Share Black −11.12 10408.85 0.17 −0.92∗∗ 0.70∗∗
(8.44) (9381.91) (0.11) (0.36) (0.30)

Cohort Share Hispanic −0.72 −3074.69 −0.01 −0.43∗ 0.45∗∗
(4.72) (4902.40) (0.07) (0.23) (0.18)

Cohort Share Other 7.20 54.20 −0.01 0.27 −0.22
(8.98) (7795.52) (0.10) (0.44) (0.35)

Cohort Mean Age −0.47 545.09 0.01 −0.00 −0.01
(0.48) (588.76) (0.01) (0.03) (0.02)

Black 0.04 263.77 −0.01 0.09∗∗∗ −0.08∗∗∗
(0.63) (1019.01) (0.01) (0.03) (0.02)

Hispanic −0.18 76.50 0.00 −0.01 0.01
(0.50) (653.48) (0.01) (0.02) (0.02)

Asian/Native American 0.09 550.50 0.05∗∗ −0.07 −0.01
(1.60) (1805.14) (0.03) (0.06) (0.04)

Male −0.11 373.01 0.01 0.00 −0.01
(0.62) (912.47) (0.01) (0.03) (0.02)

Start Age −0.13∗∗ 106.82 0.00 −0.01∗∗ 0.00∗∗∗
(0.05) (91.07) (0.00) (0.00) (0.00)

Cohort Size −0.04∗∗ 22.48 −0.00 −0.00 0.00∗
(0.02) (18.07) (0.00) (0.00) (0.00)

Intercept 37.60∗∗ 12463.55 −0.11 1.20 −0.07
(14.58) (18605.44) (0.19) (0.73) (0.60)

Mean Outcome 15.49 34203.262 0.085 0.7 0.184
R2 0.02 0.01 0.01 0.04 0.05
Num. obs. 940 940 940 940 940

Note: Table displays the linear regression estimates of recruit and cohort characteristics on the average characteristics of the districts in which
they work after their probationary period. Population and income are determined based on 2010 Census estimates. Violent crime rates are
violent crimes in a month, based on Chicago City Data Portal crime data, per 10,000 population. Standard errors clustered at cohort level are
in parentheses. ∗∗∗𝑝 < 0.01; ∗∗𝑝 < 0.05; ∗𝑝 < 0.1

Table B.6: Characteristics of Average District in Post Probationary Period
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In Columns (1) to (4), I use two main peer groupings, officers assigned to the same shift and

watch number and the same sector (a subset of a district composed of multiple beats) or same

beat, with Columns (1) and (3) being during the officer’s probationary period and (2) and (4) being

during the officer’s time as a full officer. The dependent variable in Column (5) is the share of an

officer’s field training officers who are white during their probationary period. Relative to the mean

white share across each group and officer type (probationary and full), the relationship between an

officer’s cohort share minority and their future peers’ and FTOs’ share white is not economically

significant, and only one is statistically significant. The effect size with the largest magnitude

(Column (3)) indicates that a 10pp increase in cohort share minority leads to a 0.016 decrease in

the peer share white, which is a 3.4% decrease relative to the mean. The small and noisy, but

consistently negative, relationship between cohort share minority and the share of white working

peers is likely an artifact of this model not controlling for unit assignment: more minority peers

slightly crowd out positions in high Black areas which also have slightly fewer white officers. But,

as discussed in Appendix B.1.4, this effect is minor and almost all new officers go to high crime and

high share Black districts. Given this, it is unlikely that the effect of future peer or training officer

composition is driving the effects, and much of these small and noisy effects can be explained by

the weak influence of cohort diversity on unit assignment. Furthermore, the extensive assignment

controls discussed in Section 2.3 will absorb a significant amount of the minor differences in

working peers as well.

While not studied in this paper, an officer’s partner working with them in the same car or same

beat on a specific day likely also influences their behavior. New officers are generally required to be

placed with more experienced ones, so it is unlikely that cohort-mates work together. Furthermore,

the working day rotation system creates a relatively chaotic environment during an officer’s first

few years in terms of partners. Essentially, who a new officer is able to work with is determined

by the rotating day-off-group calendar, officers taking furlough days, and the fact that the units

new officers are placed (high violent crime) are those that more senior officers tend to leave when

vacancies are available elsewhere. So, for newer officers, who have the least choice in their shift,
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unit, and day-off-group, as well as no prior experience in the district (and thus no potential for

having an established beat assignment), working-partners rotate frequently. Partners during these

early years (focused on in this study) likely involve little endogenous selection relative to later on

in their careers.

B.1.6 Shrinkage Estimates

The individual fixed effects recovered by equation (2.2) are based upon finite observations of

officers. This means that each estimated fixed effect will have some error associated with it, and

it is crucial that measurement error is not driving the results. A common procedure to correct for

this when using individual fixed effects, popularized by the teacher value added literature ([301]),

is to do an empirical Bayes shrinkage procedure (based on [302]). The idea is to shrink estimates

(officer fixed effects) toward a prior mean based on how noisy the estimate is (high noise leads to

a larger reduction in the estimate). Here, I will construct a shrunken estimate for each officer fixed

effect (\̂𝑖) based on how noisy it is (𝑉𝑎𝑟 [\̂𝑖] = 𝑠𝑒(\𝑖)2) relative to the variance in the distribution

of all fixed effects (𝑉𝑎𝑟 [\̂] = 1
𝑁

∑𝑁
𝑖 \̂𝑖

2):

\̂shrunken
𝑖 = \̂𝑖 ∗

𝑉𝑎𝑟 [\̂]
𝑉𝑎𝑟 [\𝑖] +𝑉𝑎𝑟 [\̂]

.

This is derived from the posterior mean of normal distribution with prior mean equal to zero

being:

\𝑛𝑖 = \̄𝑖
𝜎2

𝜎2 + 𝜎2
𝑖

𝑛

,

where \𝑖 is drawn from a 𝑁 (0, 𝜎2) and each observation of \𝑡
𝑖
= \𝑖 + 𝜖 𝑡𝑖 , where 𝜖 𝑡

𝑖
∼ 𝑁 (0, 𝜎2

𝑖
). \̄𝑖

can be seen as the fixed effect estimate, 𝜎
2
𝑖

𝑛
is the 𝑠𝑒(\̄𝑖)2, and 𝜎2 as the variance across estimates

of \𝑖’s.5

5A key advantage of the ‘lfe’ R package is its ability to estimate standard errors for fixed effects via bootstrap-
ping. However, as discussed in [303], bootstrapped standard errors tend to be conservative; if this is the case in my
environment, I may be ‘over’-shrinking because overly conservative (large) standard errors will lead to smaller rescal-
ing factors. However, this is unlikely to be a concern as the results are consistent with raw fixed effects as well as
post-shrinking fixed effects.
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Average Sector Share White Average Beat Share White FTO Share White
Probationary Full Probationary Full Probationary

(1) (2) (3) (4) (5)
Cohort Share Minority −0.01 −0.13 −0.16∗∗ −0.09 0.06

(0.07) (0.11) (0.08) (0.17) (0.15)
Cohort Mean Age 0.01∗ 0.01∗∗ −0.00 −0.01 −0.01

(0.01) (0.01) (0.01) (0.01) (0.02)
Black −0.10∗∗∗ −0.15∗∗∗ −0.12∗∗∗ −0.29∗∗∗ −0.14∗∗∗

(0.01) (0.01) (0.02) (0.02) (0.03)
Hispanic −0.03∗∗∗ −0.06∗∗∗ −0.05∗∗∗ −0.16∗∗∗ −0.04∗

(0.01) (0.01) (0.01) (0.02) (0.02)
Asian/Native American 0.04∗∗ −0.02 0.02 −0.11∗∗∗ 0.05

(0.02) (0.02) (0.04) (0.03) (0.05)
Male −0.01 0.03∗∗∗ −0.00 0.05∗∗∗ −0.01

(0.01) (0.01) (0.01) (0.01) (0.02)
Start Age 0.00 −0.00∗∗ −0.00 −0.00∗∗ −0.00

(0.00) (0.00) (0.00) (0.00) (0.00)
Cohort Size −0.00 −0.00 −0.00 −0.00∗ −0.00∗∗∗

(0.00) (0.00) (0.00) (0.00) (0.00)
Intercept 0.22 0.22 0.68∗∗∗ 1.05∗∗ 0.94∗∗

(0.18) (0.24) (0.25) (0.44) (0.46)

Mean Dep. 0.48 0.48 0.46 0.48 0.43
R2 0.08 0.20 0.06 0.25 0.03
Num. obs. 940 940 940 940 940

Note: Table displays the linear regression estimates of main sample officer characteristics on their working peers and training
officers during their probationary (odd columns) and post-probationary (even columns) periods. The dependent variable in
Columns (1) and (2) is the share of an officer’s peers who are white and working the same day, shift, and sector. The dependent
variable in Columns (3) and (4) is the share of an officer’s peers who are white and working the same day, shift, and beat number.
The dependent variable in Column (5) is the share of an officer’s field training officers who are white. Cohort shares are computed
as the leave-out mean of the officer’s cohort’s initial composition. Standard errors clustered at cohort level are in parentheses.
∗∗∗𝑝 < 0.01; ∗∗𝑝 < 0.05; ∗𝑝 < 0.1

Table B.7: Average Characteristics of Peers and Training Officers
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Note: The figure compares the centered distributions of main sample officer fixed effects for arrests of Blacks for low−
level and serious crimes, recovered from equation (2). Raw fixed effects are unaltered, while shrunken fixed effects
were subject to the Bayesian shrinkage procedure described in Appendix A.6.

Figure B.2: Distributions of Raw and Shrunken Main Sample Fixed Effects

As expected, due to the relatively large number of observations per officer in my sample (the

median main sample officer has 575 observations and the median full sample officer has 401 ob-

servations), the shrunken fixed effects are similar to those of the main results. Figure B.2 displays

the distribution of raw and shrunken fixed effects for arresting Blacks for low-level and serious

crimes. For low-level arrests, which are more common, the raw and shrunken distributions are

more similar.

B.1.7 Randomization-Based Inference

Randomization inference (or randomization-based inference) allows us to construct an empiri-

cal distribution of coefficients under the null hypothesis, that peers have no effect on officer fixed

effects. This is preferable to traditional asymptotic inference in which the error in estimates is a

result of sampling error because in such environments, there is no sampling error; e.g., the sample

of CPD recruits between 2009 and 2016 is the population. Such methods have their origin in [304],

wherein one wants to test to see if they can reject the ‘sharp’ null hypothesis that the treatment has
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no effect on the outcome of interest, and much of this section will follow [305]. Let us generalize

equation (2.3) (removing superscript 𝑘 for simplicity) as a potential outcomes function:

\𝑖 (𝑃𝑖 = 𝑋𝑐(𝑖)) = 𝛼𝑝(𝑖) + 𝜋1𝑋𝑐(𝑖) + 𝜋2𝑋𝑖 + 𝑣𝑖

Then the potential outcomes function for an individual, \𝑖, takes in a value for 𝑖’s peer com-

position 𝑃 and tells us what the individual’s fixed effect for arrests would be had they had peer

composition 𝑃 in the academy. As discussed in [305], under a sharp null hypothesis of no effect,

given some treatment assignment 𝑃′ and the realized outcomes for that specific assignment \𝑖 (𝑃′),

one can infer the value of the outcome at any other treatment assignment. Essentially if under the

null that 𝜋1 = 0, then \𝑖 (𝑃) = \𝑖 (𝑃′)∀𝑃, 𝑃′ ∈ P where 𝑃′ is any possible peer composition and P is

the space of all possible treatment (peer) assignments. The intuition is that if the true peer effect is

zero (𝜋1 = 0), then it should not matter what treatment (peer composition) is assigned.

Now, we can test this null hypothesis. We can generate test statistics based on the distribution

of estimated treatment effects (𝜋𝑟1), the ‘randomization distribution’, when the treatment status is

randomly assigned. With this distribution of estimated peer effects under the randomized treat-

ments, we compare the estimate from our actual data (�̂�1) to the randomization distribution and

recover the p-value– the likelihood of finding an effect more extreme than the one estimated under

the null hypothesis that treatment has no effect. Again, borrowing from [305]:

p-value = 𝑃𝑟 ( |�̂�1(\𝑖 (𝑃 = 𝑋𝑐(𝑖))) | ≥ |𝜋𝑟1(\𝑖 (𝑃
′)) |)

With this p-value, we can assess the likelihood that the estimate recovered from the actual data

(�̂�1) is consistent with the null hypothesis, that the the peer effect is null.

In practice, constructing the randomization distribution can be done in two ways. (1) (Re-

assigning Treatment) Randomly re-assigning individuals to cohorts within exams and ensuring

cohort sizes remain the same and thus constructing randomized treatments (�̄�𝑟
𝑐𝑟 (𝑖)), then estimate:
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\̂𝑖 = 𝛼𝑝(𝑖) + 𝜋𝑟1𝑋
𝑟

𝑐𝑟 (𝑖) + 𝜋2𝑋𝑖 + 𝑣𝑖

Or (2) (Re-assigning Outcomes), randomly re-assigning outcomes to individuals (\𝑟
𝑖
):

\̂𝑟𝑖 = 𝛼𝑝(𝑖) + 𝜋𝑟1𝑋𝑐(𝑖) + 𝜋
𝑟
2𝑋𝑖 + 𝑣𝑖

In either case, this procedure can be repeated 𝑁 number of times (I perform 1,000 iterations

for method (1) and 5,000 iterations for method (2)) with each iteration producing an estimate of

𝜋𝑟1. Then, the coefficient using the actual data, �̂�1 can be compared with the distribution of �̂�𝑟1 to

obtain a p-values as discussed above. Method (1) is used in [209] and [306], while Method (2) is

used in [208] and [174].6

Effectively, method (1) differs from (2) in that (1) randomizes only the treatment of interest

while (2) also scrambles the relationship between the controls (𝑋𝑖) and the outcome. In practice

because of sample attrition, method (1) involves re-drawing cohorts (within exams) using recruits

in the final sample and those who are dropped from it, where as method (2) randomizes the out-

comes (within exams) between officers who appear in the final sample.7 In both cases, two-sided

p-values are computed by ranking the coefficient in the main results within the distribution of

placebo coefficients.

As shown in Figures 2.2 and B.3, the estimated peer effects which are reported as statistically

significant in the main results are statistically significant using either method, with empirical p-

values generally smaller than those in the main results.

B.1.8 Small Class Effects (Homerooms)

While many classes were composed of almost all the officers in one’s cohort, smaller sub-

cohort groups (“homerooms”) are identifiable when restricting to classes with fewer than 30 re-

6The reassignment of outcomes to observations is based on the author’s understanding of the replication code for
[174], see lines 529 to 560 for reference in 20170069_main.do in their replication files.

7Both methods do take the error in the outcome (i.e., \̂𝑖 is an estimate with measurement error) as given.
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Note: Figure visualizes the distribution of coefficients estimated using 5,000 placebo rounds to conduct randomization inference, as discussed in
Appendix A.7. Each placebo round involves randomly re−assigning the outcome variable to an officer within a exam period. Coefficients are the effects
of cohort shares Black and non−Black minorities in the main sample (panel A) and the effects of cohort share minority by age group for full sample
officers (panel B) on the outcome variable, shrunken officer fixed effects for arresting Blacks for low−level crimes. The dashed vertical lines
correspond the coefficient estimated in the main specification (actual cohorts), and the RI p−value denotes the p−value resulting from a two−tailed
test which ranks the magnitude of the actual coefficient among the magnitudes of the 5,000 placebo coefficients. Arrest propensities are individual
officer fixed effects estimated using equation (2) and shrunken as described in Appendix A.6. Coefficients estimated using equation (3) using full
controls (specification in Column (13) in Table 3 for main sample and specification in Column (5) in Table (4) for the full sample).

Figure B.3: Randomization Distribution of Coefficients (Reassigned Fixed Effects)
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cruits. I use data on individual classes the officers took while in the academy to see if recruits in

small group (homeroom) composition is driving the effects of cohort composition on the outcomes.

If this is the case, then it is more likely that instructor effects are a contributing factor.

The training data provided lists the set of classes each probationary officer took during their

time at the academy. This includes classes on the data base access, report writing, terrorism,

chemical and radioactive events, and use of force. Many classes are large containing almost all

(or a large portion) of a cohort’s members. A subset of courses contain fewer officers per class,

meaning there is larger within-cohort variation on which cohort members attended these courses

together.

I use the set of trainings during the academy that full sample officers took which had fewer

than 30 officers attend and a sufficiently high share of the classes being from the same cohort.

With this set of courses, I created a weighted undirected network of recruits within cohorts and

use the “edge betweenness” clustering algorithm ([307]) in order to partition these networks into

sub-communities of officers that had the strongest ties based on classes taken together. I refer to

these sub-cohorts as homerooms.8

After some filters, the final sample of officers in the homerooms (also in the full sample) is

2,093 in 105 homerooms. Not all recruits are present in the final homeroom data due to matching

issues and filters (89.6% of full sample officers are in the final homeroom data) and I restrict

to homerooms with between 14 and 30 recruits. Due to the smaller size of these homerooms,

there is much more variation in compositions. For example, there is 2.5 times more variation

in cohort share minority for homerooms relative to cohorts. Nevertheless, homeroom and cohort

compositions are highly correlated: For example, the correlation between cohort share Black and

homeroom share Black is 0.77.

To see if homeroom composition is driving the results, I re-estimate equation (2.3) on the full

sample using homeroom instead of cohort composition. The results are displayed in Table B.8.

The effects of homeroom composition are similar to those for cohort composition (Columns (1)

8The edge betweenness clustering algorithm is implemented in the igraph package in R ([308]).

256



and (2)), while adding cohort fixed effects to see if variation between homerooms within cohorts

has an effect produces statistically and economically insignificant results (Columns (3) and (4)).

As noted in Section 2.6.2, this is not consistent with instructor effects driving the results.
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Table B.8: Effect of Homeroom Diversity on Arrest Propensity
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B.2 Appendix B - Additional Figures and Tables

Exam Date of administration Attended Passed Failed

Police Entrance 1999 3/15/1999; 3/16/1999 3,967 No info available
No info 

available

Police Entrance 1999 1/5/2000 2,517 No info available
No info 

available

Police Entrance 2000 7/1/2000 2,053 No info available
No info 

available

Police Entrance 2000 1/4/2001 1,829 No info available
No info 

available

Police Entrance 2001 5/19/2001 1,923 No info available
No info 

available

Police Entrance 2002 1/12/2002 3,150 No info available
No info 

available

Police Entrance 2003 11/22/2003 3,875 No info available
No info 

available

Police Entrance 2004 11/20/2004 4,163 No info available
No info 

available
Police Entrance 2005 2/18/2006; 2/19/2006 4,061 3,338 723
Police Entrance 2006-1 6/4/2006 1,508 1,255 253
Police Entrance 2006-2 8/6/2006 1,025 863 162
Police Entrance 2006-3 11/5/2006 1,795 1,487 308

Police Entrance 2010 12/11/2010 8,621 7,689 932

Police Entrance 2010 make up

makeups: 3/12/2011; 
6/11/2011; 9/25/2011; 

12/3/2011; 6/2/2013; 
12/1/2012; 3/9/2013 No info available No info available

No info 
available

Police Entrance 2013

12/14/2013 & military makeups 
(6/28/2014; 12/7/2014; 
6/13/2015; 12/6/2015) 14,788 12,877 1,911

Police Entrance 2016
4/16/2016 & make ups 
:12/3/2016; 12/4/2016 10,199 9,023 1,176

Police Entrance Spring 2017 4/1/2017-4/2/2017 8,620 7,437 1,183

Police Entrance Winter 2017
12/16/2017,12/17/2017 & 

makeup: 2/24/2018 7,294 6,418 876

Police Entrance Spring 2018 
5/5/2018 & 5/6/2018 & makeup: 

6/23/2018 4,273 3,789 484
Police Entrance Winter 2018 12/8/2018 4,433 3,964 469

Police Entrance Winter 2018 
make up 3/9/2019 Hasn't occurred N/A N/A

Figure B.2.1: CPD Exam Information

Note: Figure displays information on CPD entrance exam information, the date of the exam and the numbers of

applicants that attended, passed, and failed the exam.
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Figure B.2.2: CPD Operations Calendar (2012)

Note: Figure displays an example of the CPD operations calendar for the year 2012.
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Note: Figure displays the distributions of cohort compositions for Exam periods 2010 (main sample), 2006, and 2013 for
characteristics including race (share Black, Hispanic, white), age (young = <27, mid=[27,32], and old= >32), gender
(share female), and shares of those with military experience and high education (Bachelors or above).

Figure B.2.3: Cohort Composition

261



0.00

0.25

0.50

0.75

1.00

25 30 35 40

Start Age

C
um

ul
at

iv
e 

P
ro

ba
bi

lit
y

Exam 2006 2010 2013

Note: Figure displays the cumulative distributions of officer start ages in cohorts for each Exam 2006, 2010 (main
sample), and 2013. The figure illustrates that officers cannot begin at the academy after the age of 40 or before the
age of 23 prior to Exam 2013 and 21 in Exam 2013 due to a policy change.

Figure B.2.4: CDF of New Officer Start Ages
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Minority Arrests Non-Black Arrests Black Low-Level Arrests Black Serious Arrests
(1) (2) (3) (4)

Black −3.56∗∗∗ −1.08∗∗∗ −2.83∗∗∗ 0.08
(0.64) (0.24) (0.50) (0.23)

Hispanic −1.71∗∗∗ −0.15 −1.54∗∗∗ −0.13
(0.55) (0.22) (0.38) (0.19)

Asian/Native American −2.48∗∗∗ −0.27 −1.91∗∗∗ −0.42∗
(0.85) (0.39) (0.63) (0.24)

Minority, Start Age [27, 32] −1.81∗∗∗ −0.17 −1.20∗∗ −0.54∗∗∗
(0.70) (0.21) (0.51) (0.16)

Minority, Start Age >32 −1.87∗∗∗ −0.34∗ −1.36∗∗∗ −0.28
(0.49) (0.20) (0.39) (0.17)

White, Start Age [27, 32] −1.53∗∗∗ −0.24 −1.21∗∗∗ −0.11
(0.55) (0.21) (0.42) (0.12)

White, Start Age >32 −3.75∗∗∗ −0.47 −2.91∗∗∗ −0.45∗∗
(0.69) (0.30) (0.49) (0.18)

Minority x Female −2.98∗∗∗ −0.49∗∗∗ −1.90∗∗∗ −0.58∗∗∗
(0.48) (0.15) (0.35) (0.16)

White x Female −3.08∗∗∗ −0.43 −2.17∗∗∗ −0.66∗∗∗
(0.57) (0.29) (0.44) (0.18)

Military −1.60 −0.48 −1.54 0.36
(1.08) (0.39) (1.02) (0.41)

High Edu 0.44 0.07 0.44 −0.02
(0.43) (0.14) (0.34) (0.12)

Exam 2010 −7.34∗∗∗ −1.88∗∗∗ −9.19∗∗∗ 3.33∗∗∗
(0.93) (0.22) (1.03) (0.32)

Exam 2013 −15.32∗∗∗ −3.76∗∗∗ −18.62∗∗∗ 6.22∗∗∗
(1.01) (0.24) (1.16) (0.35)

Intercept −101.24∗∗∗ −79.62∗∗∗ −65.59∗∗∗ 24.91∗∗∗
(1.31) (0.47) (1.31) (0.52)

R2 0.32 0.16 0.51 0.47
Num. obs. 2336 2336 2336 2336

Note: Table displays the linear regression estimates of full sample officer characteristics on their individual propensities to make arrests of
various types, recovered using equation 2. High edu corresponds to having a Bachelors degree or above. Non-Black includes white, Hispanic,
Asian, Native American, etc.. Coefficients are scaled up to be per 100 shifts for easy of interpretation. Standard errors clustered at cohort level
are in parentheses. ∗∗∗𝑝 < 0.01; ∗∗𝑝 < 0.05; ∗𝑝 < 0.1

Table B.2.1: Association between Officer Characteristics and Arrest Propensity (per 100 shifts)
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All Minority Black Non-Black Non-Black Minority White
(1) (2) (3) (4) (5) (6)

Cohort Share Black −0.34∗∗ −0.31∗∗ −0.26∗∗ −0.09∗ −0.06 −0.03∗
(0.16) (0.15) (0.12) (0.05) (0.04) (0.02)

Cohort Share Non-Black Minority −0.21∗ −0.19∗∗ −0.15∗∗ −0.06 −0.04 −0.02
(0.11) (0.10) (0.07) (0.04) (0.03) (0.01)

Black −0.03∗∗∗ −0.03∗∗∗ −0.02∗∗∗ −0.01∗∗∗ −0.01∗∗∗ −0.00∗∗
(0.01) (0.01) (0.01) (0.00) (0.00) (0.00)

Hispanic −0.02∗∗∗ −0.02∗∗∗ −0.02∗∗∗ −0.00 −0.00 −0.00∗∗∗
(0.01) (0.01) (0.01) (0.00) (0.00) (0.00)

Asian/Native American −0.02 −0.02 −0.02∗∗ −0.00 0.00 −0.00
(0.01) (0.01) (0.01) (0.01) (0.01) (0.00)

Male 0.02∗∗∗ 0.02∗∗∗ 0.02∗∗∗ 0.00 0.00 0.00
(0.01) (0.01) (0.00) (0.00) (0.00) (0.00)

Start Age −0.00∗∗∗ −0.00∗∗∗ −0.00∗∗∗ 0.00 0.00 0.00
(0.00) (0.00) (0.00) (0.00) (0.00) (0.00)

Cohort Size 0.00 0.00 0.00 0.00 0.00 0.00∗
(0.00) (0.00) (0.00) (0.00) (0.00) (0.00)

Intercept −1.59∗∗∗ −1.34∗∗∗ −0.66∗∗∗ −0.93∗∗∗ −0.68∗∗∗ −0.25∗∗∗
(0.07) (0.06) (0.05) (0.02) (0.01) (0.01)

R2 0.08 0.08 0.08 0.03 0.02 0.04
Num. obs. 940 940 940 940 940 940

Note: Table displays the effect of cohort composition on main sample officer outcomes. The outcomes are individual officer fixed effects,
estimated using equation (2), for all arrests, minority, Black, non-Black, non-Black minority (mainly Hispanic), and white; effects estimated
using equation (3). Cohort shares are computed as the leave-out mean of the officer’s cohort’s initial composition. Standard errors clustered at
cohort level are in parentheses. ∗∗∗𝑝 < 0.01; ∗∗𝑝 < 0.05; ∗𝑝 < 0.1

Table B.2.2: Effect of Cohort Diversity on Low-Level Arrest Propensity Across Arrestee Groups -
Main Sample
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Note: Figure visualized the effects of cohort shares Black, Hispanic, and other non−whites on main sample officer fixed
effects for arresting Blacks for serious and low−level crimes over their careers. Unshrunken (raw) fixed effects were
recovered by modifying equation 2 such that officers had a separate fixed effect computed for each 180 day period of
their tenure. Coefficients are estimated using equation 3 and the main specification (see Columns (9) and (10) in Table
3) separately for each 180−day period fixed effect. Cohort shares are computed as the leave−out mean of the officer's
cohort's initial composition. Grey error bars indicate 95 percent confidence intervals based on standard errors
clustered at cohort level.

Figure B.2.5: Dynamic Effect of Peer Composition on Propensity to Arrest Blacks
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Shrunken Low-Level Black Arrest Propensity
Main Sample Full Sample

Not Guilty Dropped Missing Not Guilty Dropped Missing
(1) (2) (3) (4) (5) (6)

Cohort Share Black −0.049 −0.044∗∗∗ −0.011
(0.031) (0.014) (0.013)

Cohort Share Non-Black Minority −0.033∗ −0.029∗∗ −0.006
(0.017) (0.012) (0.006)

Cohort Share Minority, Start Age <27 −0.001 −0.015 0.009
(0.014) (0.010) (0.007)

Cohort Share Minority, Start Age [27, 32] −0.021 −0.029∗∗ −0.002
(0.019) (0.012) (0.010)

Cohort Share Minority, Start Age >32 −0.047∗∗∗ −0.048∗∗∗ 0.009
(0.012) (0.009) (0.008)

Controls Full Full Full Full Full Full
R2 0.061 0.057 0.032 0.443 0.497 0.049
Num. obs. 940 940 940 2336 2336 2336

Note: Table displays the effect of cohort composition on main and full sample officers’ propensities to low (non-guilty) quality arrest of Blacks
for low-level crimes decomposed into not guilty (finding of not guilty), dropped (case dropped/dismissed), and missing (case does not appear
in court data). Arrest propensities are individual officer fixed effects estimated using equation (2) and shrunken as described in Appendix
A.6. Effects estimated using equation (3). Cohort shares are computed as the leave-out mean of the officer’s cohort’s initial composition. Full
controls refers to the additional controls in Column (13) of Table 3. Standard errors clustered at cohort level are in parentheses. ∗∗∗𝑝 < 0.01;
∗∗𝑝 < 0.05; ∗𝑝 < 0.1

Table B.2.3: Decomposed Effect of Cohort Composition on Low-Quality Arrest Propensity
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Note: Figure displays coefficients (y−axis) recovered from estimating equation 3 on the main sample of cohorts which
started on or before each date (x−axis). The dependent variable is shrunken officer propensity to arrest Blacks for low−
level crimes. As the sample size increased (more cohorts are included), the coefficients become more stable.

Figure B.2.6: Coefficient Estimates by Increasing Number of Main Sample Cohorts
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Note: Figure visualizes how coefficients change as measurement error is added to peer racial composition. Coefficients are the effects of cohort shares Black and non−Black minorities in the main
sample (panel A) and the effects of cohort share minority by age group for full sample officers (panel B) on shrunken officer fixed effects for arresting Blacks for low−level crimes. Measurement
error is induced by taking the initial sample and assigning racial group (Black, Non−Black minority, and white) based on a uniform random variable for some share ('Share Error') of the sample, then
peer compositions are computed. For each share error of observations with measurement error, this exercise is repeated 50 times, and each faint dot corresponds to a particular run. The larger dots
(on per value of share error), are the mean coefficients across runs. Arrest propensities are individual officer fixed effects estimated using equation (2) and shrunken as described in Appendix A.6.
Coefficients estimated using equation (3) using full controls (specification in Column (13) in Table 3 for main sample and specification in Column (5) in Table (4) for the full sample).

Figure B.2.7: Change in Coefficients with Measurement Error
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Figure B.2.8: Visualization of Interaction Terms (Table 8)
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Shrunken Low-Level Black Arrest Propensity
(1) (2) (3) (4) (5) (6)

Cohort Share Black −0.271∗∗ −0.168∗∗
(0.107) (0.076)

Cohort Share Non-Black Minority −0.187∗∗ −0.093
(0.079) (0.061)

Cohort Share Minority, Start Age >32 −0.134∗∗∗ −0.127∗∗
(0.052) (0.062)

Cohort Share White, Start Age >32 −0.057 −0.132∗
(0.084) (0.080)

White x Cohort Share Minority, Start Age >32 −0.008
(0.059)

White x Cohort Share White, Start Age >32 0.134∗∗
(0.060)

Cohort Share Minority and Female −0.200∗∗ −0.165∗∗
(0.080) (0.071)

Cohort Share White and Female −0.034 0.011
(0.101) (0.104)

White x Cohort Share Minority, Female −0.067
(0.065)

White x Cohort Share White, Female −0.081
(0.093)

Excluded Officers Minority Minority Start Age > 32 Start Age > 32 Female Female
Sample Main Full Full Full Full Full
Controls Full Full Full Full Full Full
R2 0.068 0.376 0.400 0.402 0.385 0.385
Num. obs. 482 1161 1756 1756 1841 1841

Note: Table displays the effect of cohort composition on main (Column (1)) and full sample (Columns (2)-(4)) officers’ propensities to make arrest of Blacks for low-level
crimes. Arrest propensities are individual officer fixed effects estimated using equation (2) and shrunken as described in Appendix A.6. Effects estimated using equation (3).
Each column excludes the group of officers which comprise the peer group whose effect is estimated. Cohort shares are computed as the leave-out mean of the officer’s cohort’s
initial composition. Full controls refers to the additional controls in Column (13) of Table 3 for main sample with the addition of exam fixed effects for full sample regressions,
and it excludes any control which is colinear with the excluded group (e.g., controls for gender are excluded from Column (4)). Standard errors clustered at cohort level are in
parentheses. ∗∗∗𝑝 < 0.01; ∗∗𝑝 < 0.05; ∗𝑝 < 0.1

Table B.2.4: Effect of Cohort Diversity on Arrest Propensity Excluding Peer Officers
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Shrunken Arrest Propensity Black Low-Level
Full Sample

(1) (2) (3) (4)
Cohort Share Minority, Start Age <27 0.028 0.025 −0.362∗∗∗ −0.365∗∗∗

(0.072) (0.072) (0.130) (0.132)
Cohort Share Minority, Start Age [27, 32] −0.041 −0.043 −0.421∗∗ −0.424∗∗

(0.086) (0.086) (0.178) (0.180)
Cohort Share Minority, Start Age >32 −0.150∗∗∗ −0.151∗∗∗ −0.510∗∗∗ −0.510∗∗∗

(0.049) (0.049) (0.146) (0.147)
Cohort Share White, Start Age >=27 −0.066∗ −0.067∗ −0.066∗ −0.068∗

(0.039) (0.039) (0.038) (0.038)
Cohort Share Minority and High Edu −0.085 −0.093

(0.058) (0.068)
Cohort Share White and High Edu 0.019 −0.031

(0.053) (0.051)
White x Cohort Share Minority and High Edu 0.011

(0.044)
White x Cohort Share White, High Edu 0.101∗∗∗

(0.037)
Cohort Share Minority and Military 0.161∗ 0.179∗

(0.088) (0.093)
Cohort Share White and Military −0.190∗∗∗ −0.211∗∗∗

(0.066) (0.066)
White x Cohort Share Minority, Military −0.036

(0.025)
White x Cohort Share White, Military 0.044∗

(0.023)

Controls Full Full Full Full
R2 0.430 0.431 0.433 0.434
Num. obs. 2336 2336 2336 2336

Note: Table displays the effect of cohort composition on full sample officers’ propensities to make arrest of Blacks for low-
level crimes. Arrest propensities are individual officer fixed effects estimated using equation (2) and shrunken as described in
Appendix A.6. Effects estimated using equation (3) with additional variables of interest listed in the table. such as addition of
terms for cohort shares interacted with an officer being white. High edu refers to having a Bachelors degree or above before the
academy. Cohort shares are computed as the leave-out mean of the officer’s cohort’s initial composition. Full controls refers
to the additional controls in Column (13) of Table 3. Standard errors clustered at cohort level are in parentheses. ∗∗∗𝑝 < 0.01;
∗∗𝑝 < 0.05; ∗𝑝 < 0.1

Table B.2.5: Alternative Mechanisms for Effect of Peer Diversity on Arrest Propensity
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Shrunken Black Arrest Propensity
Low-Level Serious Low-Level Serious Low-Level Serious Low-Level Serious

(1) (2) (3) (4) (5) (6) (7) (8)
Cohort Share Black −0.212∗∗ 0.036∗∗∗ −0.120∗ 0.026∗∗∗

(0.086) (0.012) (0.067) (0.006)
Cohort Share Non-Black Minority −0.121∗∗ 0.009 −0.043 0.005

(0.055) (0.009) (0.047) (0.006)
Cohort Share Minority, Start Age <27 −0.029 0.006 −0.117 −0.006

(0.049) (0.009) (0.088) (0.027)
Cohort Share Minority, Start Age [27, 32] −0.093 0.005 −0.159∗ −0.002

(0.069) (0.007) (0.093) (0.017)
Cohort Share Minority, Start Age >32 −0.151∗∗∗ 0.019∗∗∗ −0.187∗∗∗ 0.012

(0.041) (0.007) (0.050) (0.013)

Controls Full Full Full Full Full Full Full Full
Sample Exams 2006, 2010 Exams 2006, 2010 Full Full Full Full Exams 2006, 2010 Exams 2006, 2010
R2 0.261 0.123 0.437 0.158 0.440 0.157 0.261 0.121
Num. obs. 1181 1181 2296 2296 2296 2296 1181 1181

Note: Table displays the effect of cohort composition on main and full sample officers’ propensities to arrest Blacks for low-level
and serious crimes in even and odd columns, respectively, excluding the 2011 cohort which may have mixed 2010 exam-takers
and 2006 exam-takers. The propensity is captured by officers’ fixed effects using equation (2) and shrunken as described in
Appendix A.6. The parameter estimates are based on the specification in equation (3). Full controls refers to the additional
controls in Column (13) of Table 3 with exam fixed effects and controls for cohort shares of whites who are start between 27 and
32 and above 32. Cohort shares are computed as the leave-out mean of the officer’s cohort’s initial composition. Standard errors
clustered at cohort level are in parentheses. ∗∗∗𝑝 < 0.01; ∗∗𝑝 < 0.05; ∗𝑝 < 0.1

Table B.2.6: Effect of Cohort Composition on Arrest Propensity - Full Sample Excluding 2011
Cohort
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B.3 Appendix C - Data

The data used in this study were obtained via FOIA request, in collaboration with the Invisible

Institute and Chicago Data Collaborative, and generously shared by Rachel Ryley.

Demographics Data on officer demographics were obtained via multiple FOIA request to the

Chicago Police Department. These data include information on officers extending as far back

as the 1940’s to the present (2021). The core demographic data includes name, race (ethnicity),

start date, resignation date, and gender. Additional data sets relating to officer’s language abilities

were obtained for more recent officers (i.e., those in the data for this study), which were used to

determine if the officer reported being able to speak Spanish. Similarly, whether or not an officer

was in the military was also obtained for the present set of officers. Educational attainment records

were also obtained indicating where, when, and what degree (if any) was obtained by each officer–

this data is much less complete than other data sets but is most complete for officers starting around

the main sample. For simplicity, educational data was summarized for this study as an indicator

(“high edu”) if the officer had reported obtaining a Bachelors degree or higher (e.g., masters, law

degree, doctorate) before they started at the academy.

Salary Salary data, obtained via FOIA to the Department of Human Resources, contains salary,

pay grade (rank), and promotion information for officers between 2002 and 2020. This data is

important as it allows us to focus on ‘regular’ police officers, i.e., D1 employees, and filter out

promoted employees (sergeants, detectives, etc.). Importantly, this data contains officers’ age at

hire, allowing for very close approximation of their actual birth date and thus their exact age upon

starting at the academy.

Unit History Officers’ official unit assignments were obtained via FOIA to the CPD. This data

indicates the dates on which an officer began and ended their official assignment to a specific unit.

Daily Assignments On a day to day basis, officers work specific beat assignments (alphanu-

meric codes that relate to function and location), are on specific watches, are or are not present for

duty, are absent for some reason, are assigned to specific cars, and work between specific times.
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This information is contained within the daily assignment data, referred to in the text often as “AA”

data. This data was obtained for the 22 (25 pre-2013) geographic units focused on in this study via

FOIA request (for years 2010-2011 and 2016-2018) and shared by Rachel Ryley (for 2012-2015).

Additional information on officer ‘roles’ were obtained via FOIA request to the CPD which gave

descriptions of almost all beat assignment code to clarify their meaning.

Trainings A training data set, supplementary data set to the AA data, was obtained via FOIA

request covering the period of the study. Specifically, this contains the name and start time of

classes/trainings officers attended. This is particularly useful for identifying which officers were

consistently trained together during the academy within their cohorts.

Arrests Data on adult arrests in Chicago were obtained via FOIA request to the CPD. This data

includes arrestee information (race, age, gender), identifying officer information, arrest date and

time, crime type and description, and the officer’s arrest role (primary, secondary, or assisting).

The arrest severity (Serious or Low-Level) is by crime type. Serious crimes include all violent

and property index crimes, non-index property, and non-index violent crime (such as domestic

violence and all forms of sexual assault). See Crime for crime code information. All other crimes

(e.g., traffic, gambling, prostitution, drug) are considered low-level.

Court Court data from the Circuit Court of Cook County was obtained through collaboration

with the Invisible Institute and Chicago Data Collaborative. This data is used to link specific arrests

to cases and thus court outcomes (i.e., guilty finding, dropped case, etc.). It contains cases through

2019.

Population Information on district populations is obtained from the 2010 US Census. Median

income is based on 2014 ACS estimates.

Crime Raw crime data is obtained from the Chicago Data Portal, downloaded in August of

2020. Crime is classified based on FBI codes into violent, property, and other crime. Violence-

related crime FBI codes are 1A/B (homicide/manslaughter), 2 (criminal sexual assault / rape),

3 (robbery), 4A/B (aggravated assault/battery), 8A/B (simple assault/battery). Property-related

crime FBI codes are 5 (burglary), 6 (theft), 7 (motor vehicle theft), 9 (arson), 10-13 (deceptive
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practices/fraud/stolen property), 14 (criminal damage). Index crime codes are 1A, 2, 3, 4A, 4B,

5, 6, 7, 9. All other crimes are classified as other and non-index, e.g., prostitution, gambling,

trespassing, narcotics. Arrest data have the same classifications using FBI codes.
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Appendix C: Chapter 3

C.1 Data

Complaints Each complaint corresponds to a unique complaint register number, which repre-

sents a single incident involving any number of officers. Complainants can initiate their complaint

by phone, in person at the oversight agency’s location, by mail, with any CPD supervisor at any

district station, or over the internet. Moreover, officers can file a complaint against other officers

(See [255] for more details).

Serious complaints are composed of allegations against an identified officer involving improper

use of force, search, arrest or lock up, or verbal abuse. Allegations in this category tend to be filed

by an individual suspected by the police of criminal activity. FPS complaints are those filed against

an identified officer that involve a failure to provide service or conduct unbecoming of an officer

and are not classified as Serious. FPS allegations tend to be filed by potential victims of a crime

or people seeking help from the police.1 “Other" complaints are allegations with a non-missing

finding and an identified officer where the complaint does not fall into either the Serious or FPS

category.2 For “unknown" complaints, all allegations associated with the complaint either have

missing findings or no identified officers. Naturally, we will focus our discussion on Serious, FPS,

and Other complaints.

Tribune Articles We include frequencies of topics and phrases used in news articles between

2007 and 2018 from the Chicago Tribune, the city’s largest newspaper, relating to the Chicago

Police Department.The initial sample of Chicago Tribune articles was the first 8,000 articles avail-

1[255] shows civilian complainants have different incentives depending on the category of alleged misconduct.
2“Other" categories of misconduct may include misfiling reports, owing money to the city, operational personnel

violations, or workplace complaints.
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able after performing a search on chicagotribune.com/search/ for “Chicago Police Department”.

Panels B and C in Figure 3.1 present the frequency distribution of articles mentioning the DOJ and

the Chicago police union, and the frequency distribution of articles related to gun violence, police

accountability, and police misconduct.

C.2 UCR Data

We focus on the Chicago Police Department and local police departments from cities with

populations exceeding 250,000 at any time between 2007 and 2019 in the UCR data.

In order to account for seasonal patterns in crime outcomes, we consider the residualized crime

rates by regressing crime rates on city-month dummies and using the residuals as the dependent

variable.

As noted in [309, 232, 234, 235], the UCR data contains reporting errors that vary across

agency. Hence, the data requires thorough cleaning before use.

We delete agencies that are flagged by our procedure as outliers. Following [234] and [235],

we use a smoothed version of the measure for the city population reported in the UCR. We exclude

agencies that report negative crimes and/or police departments that did not report any crimes in

a given year. We only consider local police departments for our analysis (excluding sheriff’s

departments, U.S. Marshals, state police, and other special jurisdictions). Agencies with missing

population data are also dropped.

The resulting data set contains a panel of the Chicago Police Department 65 additional local

police agencies from January 2007 to December 2019, depending on the restrictions. Following

[231], our main specification only includes large jurisdictions (population ≥ 250,000).

C.2.1 UCR Data Cleaning

The annual city population reported in the FBI files tends to jump discretely around census

years ([234, 235]). We follow [235] and replace the reported population with a smoothed version.

For each city, we fit the population time series using local linear regression and replace the reported
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population with the fitted values.

Similar to [235], we developed a regression-based procedure to detect cities with extreme out-

liers and record errors. For each agency, we fit the time series of police reported crimes for assault,

burglary, motor vehicle theft, larceny, and robbery using a local linear regression with bandwidth

two. We do not use this procedure for murder because it is a relatively rare event. For each crime

𝑘 , let 𝑦𝑘,𝑐𝑡 and 𝑦𝑝𝑟
𝑘,𝑐𝑡

be the actual reported crime and predicted reported crime from the local linear

regression for agency 𝑐 during month 𝑡. We then compute the following quantity for each crime

𝛿𝑐,𝑘 = 𝑚𝑎𝑥𝑡

(
|𝑦𝑘,𝑐𝑡 − 𝑦𝑝𝑟𝑘,𝑐𝑡 |

0.5 × (𝑦𝑘,𝑐𝑡 + 𝑦𝑝𝑟𝑘,𝑐𝑡)

)
(C.1)

For each agency we compute

𝛿𝑐 = 𝑚𝑎𝑥(𝛿𝑐,𝑎𝑠𝑠𝑎𝑢𝑙𝑡 ; 𝛿𝑐,𝑏𝑢𝑟𝑔𝑙𝑎𝑟𝑦; 𝛿𝑐,𝑙𝑎𝑟𝑐𝑒𝑛𝑦; 𝛿𝑐,𝑟𝑜𝑏𝑏𝑒𝑟𝑦; 𝛿𝑐,𝑚𝑜𝑡𝑜𝑟 𝑣𝑒ℎ𝑖𝑐𝑙𝑒 𝑡ℎ𝑒 𝑓 𝑡) (C.2)

We consider an agency to be an extreme outlier or to have a recorded error if 𝛿𝑐 > 1.5. Agencies

flagged as outliers are deleted from our data.

C.3 Bounding Treatment Effects using [227]

Setup Our main goal is to understand how the three events of interest which potentially induced

variation in misconduct allegations impacted crime, officers’ arrests, and use of force in Chicago.

For exposition reason, let’s assume there is only one event of interest. Using the potential outcomes

framework for causal inference ([310, 311, 312]), let 𝑌 𝑗 𝑡 (0) and 𝑌 𝑗 𝑡 (1) be the potential outcomes

for agency 𝑗 at time 𝑡 where the treatment status, 𝐷 𝑗 𝑡 = 1 if 𝑗 experience the event of interest at

date 𝑡 and 𝐷 𝑗 𝑡 = 0 otherwise. Hence, Potential outcomes and the value of the treatment determine

the observed outcome such that3

𝑌 𝑗 𝑡 = 𝐷 𝑗 𝑡 · 𝑌 𝑗 𝑡 (1) + (1 − 𝐷 𝑗 𝑡) · 𝑌 𝑗 𝑡 (0) (C.3)

3for exposition, we omit covariates.
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For conciseness, we often write 𝑌 𝑗 𝑡 = 𝑌 𝑗 𝑡 (𝐷 𝑗 𝑡). Our goal is to recover the average treatment

effect at date 𝑡 given by

𝐴𝑇𝐸𝑡, 𝑗 = 𝐸 (𝑌 𝑗 𝑡 (1)) − 𝐸 (𝑌 𝑗 𝑡 (0)) (C.4)

Unfortunately, we do not have data for other agencies for reasons we explained in the main text.

As an alternative, we use the two previous years as control groups for Chicago during the event

year. For example, for the first event occurring in July of 2009, we will use the months around

July of 2007 and July of 2008 as control groups. This approach allows us to use a difference-in-

difference estimator to recover 𝐴𝑇𝐸𝑡, 𝑗 . We estimate the model of the following form

𝑌 𝑗 𝑡 = 𝛼 𝑗 + 𝛾𝑡 + 𝐷 𝑗 𝑡𝛽 + 𝜖 𝑗 𝑡 (C.5)

where 𝑌 𝑗 𝑡 and 𝐷 𝑗 𝑡 are the observed outcomes and treament dummies (defined previously); 𝛼 𝑗

and 𝛾𝑡 are the dummies for each group and time fixed-effects. The error term 𝜖 𝑗 𝑡 is assumed to be

mean zero conditional on treament and fixed effects. The parameter of interest,𝛽, is the treament

effect and is assumed to be constant. The DID estimator is correct under the assumption that

in the absence of the event varying le level of oversight, treated and control groups would have

experienced the same change in outcomes after the month of the event.

To recover the bounds of the DID, we make the following assumptions from [227] in their

empirical application:

1. Bounded intergroup variation:|𝑌 𝑗 ,𝑡 (𝐷) − 𝑌𝑙,𝑡 (𝐷) | ≤ 𝛿( 𝑗 𝑙)𝑡

2. Bounded DID variation: | [𝑌 𝑗 ,𝑡 (𝐷) − 𝑌 𝑗 ,𝑒 (𝐷)] − [𝑌 𝑗 ,𝑡 (𝐷) − 𝑌𝑙,𝑡 (𝐷)] | ≤ 𝛿( 𝑗 𝑙) (𝑡𝑒)

such that 𝐷 = 0, 1 and ( 𝑗 , 𝑙) are specified groups, (𝑡, 𝑒) are specified month, and (𝛿 𝑗 (𝑡𝑒) , 𝛿( 𝑗 𝑙)𝑡 , 𝛿( 𝑗 𝑙) (𝑡𝑒))

are specified positive constants.

For the selecting the bounded parameters, we make the following assumption: (1) 𝛿( 𝑗 ,𝑙) (𝑡𝑒) =

𝑄0.75(𝐷𝐼𝐷)) to be consistent with the data in each period prior to the event; and (2) 𝛿(𝑙, 𝑗) (𝑡) is such

that the maximum of the minimum parameter value of the inter-group variation so that the models
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are consistent with the data in each month prior to the event. Hence, following [227], we use the

following assumptions to construct the bounds of the treatment effects:

1. | [𝑌 𝑗 ,𝑡 (0) − 𝑌 𝑗 ,𝑒 (0)] − [𝑌𝑙,𝑡 (0) − 𝑌𝑙,𝑒 (0)] | ≤ 𝛿( 𝑗 ,𝑙) (𝑡𝑒) where 𝛿( 𝑗 ,𝑙) (𝑡𝑒) = 𝑄0.75(𝐷𝐼𝐷) for 𝑡 ∈

[1, ..., 5] and 𝑒 = −1

2. 0 ≤ 𝑌𝑙,𝑡 (0) − 𝑌 𝑗 ,𝑡 (0) ≤ 𝛿(𝑙, 𝑗) (𝑡) for 𝑡 ∈ [1, ..., 5]

3. 𝑌 𝑗 ,𝑡 (0) ≥ 𝑌𝑙,−1(0) for 𝑡 ∈ [1, 2] and 𝑌 𝑗 ,𝑡 (0) ≤ 𝑌𝑙,−1(0) for 𝑡 ∈ [4, 5]
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