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Abstract

Local Structure of Nanocrystalline, Nanoporous, and Heterogeneous Functional Materials:

Advancing Tools for Extracting Order From Disorder

Songsheng Tao

Nanocrystalline, nanoporous, and heterogeneous functional materials have a range of

unique physical and chemical properties at the nanoscale that make them useful in various fields

such as gas storage, sensing, catalysis, and construction. However, these materials have complex

and varied internal structures make them difficult to analyze using traditional methods. In this

work, advanced tools were presented that combine several existing algorithms and techniques to

enable efficient and accurate analysis of the structures of these materials. The tools were tested on

well-studied systems (TiO2 nanoparticles) and novel materials (multiple metal organic

frameworks), and the results showed that they produced accurate and reliable results. These

results have contributed to important scientific discoveries, some of which are highlighted in this

thesis.

First, an automated platform for x-ray scattering experiments and a streaming data pipeline

were developed to determine pair distribution functions, which were used to study

nanocrystalline, nanoporous, and heterogeneous functional materials. A systematic workflow was

then proposed and tested to analyze the phases and morphologies of metal oxide nanoparticles.

Using the data pipeline and workflow, the effects of temperature on phases, morphologies, and

structure order during the synthesis of titanium oxide (bronze) nanoparticles were demonstrated.



Specific tools were then designed to analyze the structures of nanoporous materials based on the

disorder in their complex structures. The turbostratic disorder in zirconium phosphates was

analyzed, and the potential to tune disorders using phosphoric acid concentration was

demonstrated. In addition, the glass transition in metal-organic frameworks was detected, and a

reminiscent correlation between metal sites in the glass state was discovered. Furthermore,

evidence of polar solvent-induced lattice arrangement in an aluminum metal-organic framework

was found using the analysis of pair distribution functions. Finally, a simple but effective

algorithm was proposed to study the grain distribution and mosaicity in heterogeneous crystalline

materials, moving beyond the study of homogeneous systems.

Overall, these studies aim to enable faster and more comprehensive analysis of the

disordered structures in nanocrystalline, nanoporous, and heterogeneous materials, which could

have applications in fields including photocatalysis, optical or gas sensing, radioactive waste

storage, and metallurgical industry.
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Chapter 1: Challenges in solving the local structure

1.1 Challenges in solutions of nanostructures

Since the first discovery of crystal x-ray scattering in 1912 [1], history has witnessed its usage

in revealing the structures of numerous materials. With today’s synchrotron technique, researchers

can obtain data with incredible resolution in a short amount of time [2]. The exponential growth

of computational power enables researchers to model increasingly complex models [3]. As the

capacity grows, it becomes increasingly important to develop the computational infrastructure for

the x-ray scattering experiments and the structure solution beyond the crystallography [4].

In the following Chapters 3, 4, 5, and 6, I will demonstrate my methodology development

to solve the nonconventional problems in x-ray scattering. For each one, I will show how I used it

to answer important scientific questions, providing insights for understanding the structures at the

nano-scale.

1.2 Autonomous experiments and streaming data reduction

In today’s synchrotron x-ray scattering experiments, autonomous experiments and streaming

data reduction are crucial [5, 6, 7, 8].

Users may have a large batch of samples and limited beamtime to collect data. In this case,

they require a method to run an automated workflow to save time operating the devices [9, 10]. In

another case, users may want to see the XRD or PDF pattern in an interactive view on-site before

deciding on the following measurement step [11]. At NSLS-II, Ophyd and Bluesky construct the

framework for these features [12]. However, there is still a significant gap between what it provides
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and what users require for powder x-ray diffraction (PXRD) and pair distribution function (PDF)

measurements.

Users wish to acquire x-ray scattering data without knowing anything about code, such as

python generators, or technical aspects, such as shutter control. Meanwhile, they wish to see

XRD and PDF data on the screen and on their hard disk without launching any data processing

program [13]. However, considering the bluesky and ophyd, it is a challenging task. As a result, I

created the XpdAcq software package, which is based on bluesky and ophyd, to solve the issues in

x-ray studies, particularly at beamline 28-ID.

I demonstrated its features and delivered several usage samples in Chapter 3.

1.3 Quantitative analysis of the morphology and structure of metallic oxide nanoparticles

Metallic oxide nanoparticles have many critical technological applications. For example,

they are intensively used in electronic devices as gas sensors, solar cells, and antennas [14, 15].

Knowing their crystallography phase and morphology is crucial because they significantly affect

the selectivity and the activity of catalysis [15, 16]. An example of SnO2 sensor is shown in the

following paragraphs, described in [15], to demonstrate the importance of knowing the crystallog-

raphy phase and morphology of metal oxide particles.

Used as gas sensors, the metal oxide nanoparticles have two functionalities: receptor and

transductor (Figure 1.1) [14]. As a receptor, they interact with the gas molecules [14]. As a

transductor, they convert the information of the molecules into a measurable signal, e. g., electric

resistance. In both processes, the nanostructure and morphologies of the particles play a significant

role. It is because of the underlying physics behind it [14].

A typical physic used for gas sensing using metal oxides is the shift of the equilibrium state

of the oxygen reaction. For instance, reducing gas increases the conductivity for n-type semicon-

ductors and decreases that for p-type semiconductors [17, 17]. Researchers have discussed the

causes of the change in detail for the exemplary SnO2 sensor [17].
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Figure 1.1: Receptor and transducer function of a semiconductor gas sensor. Receptor and trans-
ducer function of a semiconductor gas sensor: a) surface, providing the receptor function, b) mi-
crostructure of the sensing layer, providing the transducer function, c) element, enabling the de-
tection of the change in output resistance of the sensing layer, here deposited on an interdigital
microelectrode. (Reprinted (adapted) with permission from [15]. Copyright 2006 John Wiley &
Sons, Inc)

The SnO2 surfaces absorb the oxygen molecules. These molecules accept an electron from

the SnO2 because of their lower energy level than the Fermi level of SnO2. The effect’s strength

depends on the oxygen concentration, while the chemical equilibrium of the absorption determines

the concentration. Below 420 K, the oxygen on the surface is mostly O2–, but if the temperature

rises to be in the range from 420 K to 670 K, it is dominated by O–. Above 670 K, the O2– ions

form in parallel. When it goes above 870 K, oxygen is incorporated into the lattice [15]. Thus, the

working range of the sensor is from 420 K to 670 K. In the operating range, the intrinsic oxygen

vacancies donate the electrons from the conduction band, which are trapped on the surface [18].

This phenomenon results in an electron-depleted region near the surface. Its maximum coverage

can reach from 10−3 cm to 10−3 cm [19].

The presence of negative surface charges causes the band to bend (Figure 1.2), resulting

in a surface barrier to electric current of 0.5 – 1.0 eV. The height (eV surface) and depth (Λ𝑎𝑖𝑟)

of the band-bend depend on the surface charge determined by the amount and type of adsorbed

3



Figure 1.2: A simplified model demonstrating band bending in a semiconductor with a broadband
gap following the chemisorption of charged species (in this case, the ion-sorption of oxygen).
Conduction band, valence band, and Fermi level energies are denoted by the letters 𝐸𝐶, 𝐸𝑉 , and
𝐸𝐹, respectively. Lambda air, on the other hand, refers to the potential barrier’s surface and the
thickness of the space-charge layer. 𝑒− stands for the conducting electrons, while + stands for the
donor sites. (Reprinted (adapted) with permission from [15]. Copyright 2006 John Wiley & Sons,
Inc)

oxygen [17]. At the same time, Λ𝑎𝑖𝑟 depends on the Debye length (Eq. 1.1), a characteristic of

semiconductor materials for a given donor concentration [20],

𝐿D =

√︄
Y0Y𝑘B𝑇

𝑒2𝑛d
(1.1)

where 𝑘𝐵 is the Boltzmann constant, 𝜖 is the permittivity, 𝑂 is the permittivity of free space, 𝑇 is

the operating temperature, 𝑒 is the electron charge, and 𝑛 is the carrier concentration corresponding

to the donor concentration.

Electronic conductivity occurs via percolation channels in polycrystalline sensing materials

via grain-to-grain contacts. As a result, it depends on the eV surface of the nearby grains. The eV

surface represents the Schottky barrier. In this instance, the conductance 𝐺 of the sensing material

can be expressed as Eq. 1.2 [21].

𝐺 ≈ exp
(
−eVsurface

𝑘B𝑇

)
(1.2)
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Figure 1.3: Intergranular contact regions play an important role in determining the conductance
over a polycrystalline metal oxide semiconductor. It is demonstrated in a structural and band model
by showing the effect of CO gas on eV surface and Λ𝑎𝑖𝑟 for large grains. (Reprinted (adapted) with
permission from [15]. Copyright 2006 John Wiley & Sons, Inc)

The large surface-to-bulk ratio of nanoparticulate metal oxides is, in theory, expected to

result in a higher sensitivity, as well as a quicker response and recovery time, compared to micro-

crystalline materials, since the gas-sensor response depends on the surface reaction between the

metal oxide and the gas molecules in the ambient. If the radius is within the range of the space-

charge layer, the model (Figure 1.3) predicts that reducing the particle diameter would result in

convergent Schottky barriers. It implies that the depletion zones begin to overlap as the radius gets

smaller until it is smaller than Λ𝑎𝑖𝑟 . As a result, surface states dominate in determining electrical

characteristics [22, 23].

Much research has been conducted to examine this effect since it is anticipated that the

particle size would significantly impact sensor performance. Early in the 1990s, Yamazoe and

colleagues presented systematic investigations to address whether nanocrystalline metal oxides in-

crease sensitivity [24, 25, 26]. More specifically, they addressed what happens when 𝐷 falls to a

level comparable to Λ𝑎𝑖𝑟 and proceeded to develop a model that adequately captures this depen-

dence. They discovered a significant relationship between grain diameter 𝐷 and sensitivity for

porous sintered SnO2 elements (made with pure SnO2, foreign-oxide-stabilized SnO2, or impurity-

doped SnO2) in a size range of 5 nm to 32 nm [17]. In particular, for the small 𝐷 region in the range

of Λ𝑎𝑖𝑟 , the sensitivity of pure and stabilized elements for H2, CO, and i C4H10 increases steeply

5



Figure 1.4: Effect of SnO2 particle diameter 𝐷 on sensor response (𝑅 gas/𝑅𝑎𝑖𝑟): a) 800 ppm H2;
b) 800 ppm CO in the air at 573 K. (Reprinted (adapted) with permission from [15]. Copyright
2006 John Wiley & Sons, Inc)

as 𝐷 decreases. The sensitivity (measured for 800 ppm CO or 800 ppm H2 at 573 K) dramatically

increased for particle sizes below 10 nm (Figure 1.4).

Thus, researchers have studied the nanostructure and the morphology of metal oxide nanopar-

ticles intensively. One frequently used technique is the x-ray pair distribution function (PDF) [3].

They collect the x-ray diffraction images of the nanoparticles using the synchrotron x-ray scatter-

ing and model the PDF starting from a guess of the phase and morphology [27].

The attenuated crystal model (ACM) is one of the standard methods. Although used for

multiple structure solutions, there still needs to be a modeling workflow to achieve an optimal

solution. Chemists and material scientists still needed help finding the correct initial guess and

achieving the optimal model for their data. It is challenging with the metal oxide nanoparticles,

which have many possible phases on the phase diagram.

Here, I proposed a universal workflow to explore the structure and morphology of metal
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oxide nanoparticles. It is a greedy algorithm to explore the solution space with every step as

optimal. I demonstrated its efficiency and effectiveness using TiO2 nanoparticles as an example in

Chapter 4.

1.4 Quantitative analysis of the nanoporous materials

Besides the nanoparticles, nanoporous materials are another essential category where the

surface becomes impactful [28, 29]. As discussed in [30], metal-organic frameworks (MOFs)

stand out among the classes of very porous materials for their structural diversity, tuneability, and

various chemical and physical characteristics. MOFs are extended crystalline structures whereby

metal cations or clusters of cations ("nodes") are joined by multitopic organic "strut" or "linker"

ions or molecules. Almost unlimited combinations are conceivable because of the range of metal

ions, organic linkers, and structural motifs [31]. Additionally, the potential for post-synthetic al-

teration gives the synthetic variability a new dimension [32]. The idea of routinely predesigning

frameworks to provide desired qualities is suggested by the capacity to computationally forecast,

with excellent accuracy, affinities of guests for host frameworks in combination with the expand-

ing library of empirically established structures. Due to their significant internal surface areas, vast

porosity, and high degree of crystallinity, MOFs are frequently likened to zeolites [33, 34]. Accord-

ingly, zeolites and MOFs have both been used for a variety of similar tasks, such as heterogeneous

catalysis [28], gas separation [35], and storage [36, 37].

Although there is some disagreement about the precise definition of a MOF, it is generally

accepted that they are crystalline, porous hybrid organic-inorganic compounds. However, there

is a different class of porous, hybrid materials that, except for crystallinity, display the general

properties of a MOF. These substances fall under UMOFs, or unconventional MOFS, which are

weakly crystalline but extremely porous solids comprising organic and inorganic components [38].

Due to the low solubility of phosphonate metal complexes, which causes fast precipitation and ill-

ordered structures, especially for tri- and tetravalent metals, many phosphonate-based materials

fall into this category.
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Figure 1.5: Ideal structures of zirconium phenyl phosphonate and zirconium biphenyl bisphospho-
nate are depicted in an illustration. Reprinted (adapted) with permission from [30]. Copyright
2012 American Chemical Society.

A group of Zr compounds based on biphenylbis(phosphonic acid), and methyl phosphonic

acid (Figure 1.5) described by Dines et al [39]. may have been the first instances of UMOFs to be

published. He claimed that porosity would result from the methyl groups alternating with the pillar

biphenyl group in the gap between the layers. The materials had pores and showed a wide variety

of hole sizes. As more methyl phosphonic acid was applied, the porosity increased. However,

Clearfield found that even the molecule devoid of methyl phosphonate groups was virtually as

porous as the ligand compounds with the most excellent porosity [38].

Phosphonate-based UMOFs have strong thermal stability and excellent air and water resis-

tance. It preserves their porosity while enabling usage or post-synthetic functionalization under

circumstances that would degrade other materials. Traditional phosphonate-based MOFs have had

their potential uses thoroughly studied, but UMOF applications have yet to, even though they ex-

hibit similar promise and remarkable versatility. More than 90,000 crystalline CPs/MOFs with a

variety of structural motifs and uses have been described [40]. The evolution of the crystalline state

has dominated the chemistry of CPs/MOFs thus far [41, 42]. Because they are difficult to describe

and have unrealized usefulness, the ensuing x-ray-amorphous compounds, whether from synthesis

or external stimuli, are frequently disregarded.

Recently, a new class of thoroughly described CPs and MOFs has emerged that combines
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Figure 1.6: Approaches for achieving CP or MOF glasses. Three common routes, including melt-
quenching (MQG), mechanical vitrification (MIG), and direct synthesis, for achieving CP/MOF
glasses are highlighted with an asterisk. The inset shows enthalpy as a function of temperature for
a liquid at various cooling rates at constant pressure. Cooling a liquid at a higher rate provides
a continuous glass transition. Enthalpy and Tg are dependent on the cooling rate. A discontin-
uous first-order crystallization process occurs at lower cooling rates. Tg and Tm represent glass
transition and melting temperature, respectively. (Reprinted (adapted) with permission from [40].
Copyright 2022 American Chemical Society.)

characteristics of the liquid and solid phases (Figure 1.6) [43, 44]. The structural variety and

characteristics of CPs/MOFs can be extended in a way that is impossible with traditional inor-

ganic, organic, and metallic glasses, thanks to the concepts of reticular design and coordination

chemistry [41]. Opportunities have been found for the characteristic behavior of very dense and

processable glass phases, despite the crystal’s porous structure scarification during the phase tran-

sition.

The creation of composite hybrids, perfect solid-electrolytes [45, 46, 47], materials with dis-

tinct optical properties [48, 49, 50], and homogenous membranes for gas separation is made possi-

ble by the moldability and grain-boundary-free character of these materials. [51, 52, 53] However,

only a few CPs/MOFs have demonstrated a glass transition or a stable liquid state upon amor-
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phization. Additionally, we can classify the class as network-forming liquids since melts contain

metal-ligand coordination. Their strongly directed intermolecular attraction, which corresponds to

the coordination bonds between molecules, sets them apart from normal molecular fluids [54]. The

behavior resembles the directionally organized network of hydrogen bonds in water or the Si O

and Zn Cl interactions between the structural elements of SiO2 and ZnCl2 [55]. As a result, the

chemical variety of CPs and MOFs provides chances to modify characteristics by altering network

topologies and longer-range ordering in liquid states [56].

However, it is hard to solve their structure because of the disorder [57]. Specific methods

need to be used to solve the specific problems. I demonstrate how I solved some impactful prob-

lems for nanoporous materials in Chapter 5 using the PDF. They include:

• The pathway from turbostratic disorder to crystallinity in zirconium phosphates;

• Designing glass and crystalline phases of metal-bis(acetamide) s to promote high optical

contrast;

• Rapid desolvation-triggered domino lattice rearrangement in a metal-organic framework.

These questions have a shared feature. The order’s persistence and loss are crucial for their

properties and applications. Thus, PDF analysis of their order is crucial to understanding their

properties.

1.5 High-throughput in situ studies of the highly structurally heterogeneous samples

Many components in today’s electronics are structurally heterogeneous. They are either

different orientated grains, chemical compositions, phases, or various levels in order [58, 59, 60].

The spatial distribution of these properties is crucial for their functionalities.

One example is the single crystal superalloy. Nickel-based single-crystal superalloys (Ni-

SXs) are widely used in contemporary aero-engines and commercial gas turbines because of their

excellent creep behavior. Ni-SX derives the creep strength from an inherent two-phase microstruc-
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ture (𝛾 phase and 𝛾′ phase), which is favorable to the creep strength but disadvantageous to the

extension of creep fractures. The compositions of alloys control the main microstructural char-

acteristics, such as the volume percentage of the 𝛾′ phase and the lattice misfit, as well as the

formation and dispersion of the precipitated phase. These microstructural characteristics and the

precipitated phase significantly impact the creep qualities [61].

Thus, it is essential to know the domain distribution in crystal growth. How to reveal it may

depend on the growth method. Among various methods developed for single crystal growth, I

will briefly describe the representative ones, including Verneuil, Czochralski, Flux, Bridgman, and

Float Zone.

The Verneuil process, created to create synthetic rubies and sapphires from a powdered

Al2O3 feed, is the earliest technique for creating single crystals. In this technique, pure oxygen

blows the feed material through a tube. Another tube filled with pure hydrogen is located outside

of this one. These tubes’ openings ignite the two gases, melting the Al2O3 into minute droplets.

As the droplets hit a rod, they crystallize. The rod descends to let fresh droplets fall on the crystal

and increase its mass as other droplets fall, forming a larger crystal as they do. The gemstone is

then obtained by breaking off the rod or boule [62].

The Czochralski (CZ) process, one of the most used ones, is used to create the Si boules later

sliced into wafers for computer chips. This process involves melting raw material in a crucible,

lowering a tiny seed crystal into the melt, pulling it out, and growing a crystal behind it. The

crucible, which is frequently constructed of a suitable oxide like SiO2 or an inert metal like Pt or

Ir, might cause side reactions and impurities. Therefore caution should be exercised while using

this method. Boules created with this method may reach 190 mm in diameter for Gd3Ga5O12 [63].

The precursors are dissolved in a suitable solvent termed the “flux” during flux growth. Once

the material has been dissolved, the temperature is reduced, or the flux evaporates, resulting in a

supersaturated solution that nucleates crystals. This process is comparable to how rock candy

is formed from sugar-saturated water. Because the temperature utilized to create the crystals is
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lower than if the flux was not employed, this procedure may result in lower defect density crystals.

However, this approach frequently results in tiny crystals [63, 64].

Bridgman growth is a method where the precursors are put into a crucible, which involves

melting the precursors in a high-temperature furnace. The system crystallizes due to further low-

ering the crucible into a cooler area after it has melted. The temperature differences between the

two furnaces and the decreasing pace can affect the crystallization gradient. This approach benefits

from a sealed system, which eliminates mass transfer out of the system, such as precursor evapo-

ration. Like flux growth, the crucible in this method might react with the melt, resulting in crystal

imperfections. The single crystal alloys for jet turbines are created using a technique akin to the

Bridgman [65].

In 1952, the FZ process (Figure 1.7) was used as a purification method on silicon for use in

the semiconductor industry [66, 67, 68]. Impurities preferentially flow into the melt during the FZ

process, leaving behind purer material. It is comparable to the freezing out of pure ice during the

freeze-distillation process used to make ice wine, where the sugars in the grapes behave as impuri-

ties in silicon and are preferentially left in the liquid. Contrary to ice wine, the desirable substance

in the case of silicon is silicon, which has been purified. As fewer oxygen impurities were present

in the crystal, this procedure produced crystals of superior quality than the CZ process, which was

previously in use. High-performance solar panels employ silicon crystals with outstanding carrier

lifetimes as a result. [69] With the synthesis of ferrite crystals, FZ began producing oxide materials

in 1969 [70]. Since then, FZ synthesis of oxide materials has expanded to be used for various

materials. As of 2015, over 100 were mentioned in [71] with applications to superconductors [72,

73, 74, 75] , magnetic frustration [76, 77] , optical electronics [66, 78, 79] , and superalloys [71].

In Float Zone (FZ) growth, a molten floating zone is created by joining two rods (a seed

and a feed rod) that have been melted at the tip (Figure 1.8). A crystal is formed on top of the

seed rod by moving this zone up the feed rod. Since no crucible is necessary, FZ growth is the

method of choice for complicated oxide crystals with centimeter-long axes and millimeter-diameter
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Figure 1.7: Schematic of FZ synthesis. As the melt, or float zone, moves into the feed rod, it leaves
crystals in its wake (F). The crystals compete with one crystal, eventually winning. It is signified
by a grain termination (GT). (Reprinted (adapted) with permission from [71]. Copyright 2015
Elsevier B.V.)

diameters, particularly for precursors that react with crucible materials. Controlling the atmosphere

also enables the creation of intricate gas habitats. Surface tension-restricted diameters, difficult-to-

control parameters, and poor performance with high vapor pressure or high viscosity materials are

all factors that limit FZ development [66].

The difficulty in controlling parameters is especially an obstacle because each material grows

differently and requires a different level of tedious parameter adjustment. Some materials may need

extensive care from experimenters to be grown. Key process factors, such as the melting and rods’

temperature distribution, are not well known even when parameters are tuned. Given that certain

chemicals absorb more light than others, the temperature may even vary depending on the makeup

of the powders. The adoption of this approach more widely is hampered by adjusting factors,

including the heater power, internal temperature, atmospheric composition, pressure, pull rate, and

rotation rate [69].

While some efforts have been made to comprehend the dynamics of the molten oxide zone,

a comprehensive explanation is still elusive. In situ experiments are currently limited to optical

imaging, pyrometer temperature sensing [80], and neutron imaging [81]. Techniques like x-ray

diffraction, atomic pair distribution function analysis, and their associated tomography techniques,
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Figure 1.8: Schematic of a type of OFZF device. (Reprinted (adapted) with permission from [71].
Copyright 2015 Elsevier B.V.)
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which are sensitive to the atomic structure of the materials, the orientation of the crystals, and their

microstructure, could offer more insight into how FZ crystal growth occurs and offer a method for

determining the effects of processing parameters on the crystal quality and properties.

Researchers carried out multiple methods mapping out distribution including pair distri-

bution function computed tomography (ctPDF) [82], scanning nanostructure x-ray microscopy

(SNXM) [83], scanning nanostructure electron microscopy (SNEM) [84], diffraction contrast to-

mography (DCT) [85], and three-dimensional x-ray scattering microscopy (3DXRD) [86, 87, 88].

However, it is still a significant challenge to realize fast, automated characterization, a pre-

requisite for in-situ measurement. Recently, an automated and rapid method was reported for the

nondestructive mapping of crystal grains in a rod-shaped sample [89]. I proposed an even simpler

and faster new algorithm to address the challenge based on its idea. I introduced it and an example

of how to apply it on a TiO2 crystal rod and its potential usage in the optical floating zone furnace

(OFZF) in Chapter 6.

1.6 Infrastructure for structure analysis

The infrastructure I developed solved the scientific questions in the earlier sections and can

be applied to other research fields. I made them into open-source python packages to benefit most

of the science community.
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Chapter 2: X-ray scattering and pair distribution function

2.1 Total x-ray scattering method

As a non-destructive analytical method, x-ray scattering techniques may gather details on the

chemical makeup, physical characteristics, and crystal structure of materials and thin films. These

methods are based on observing the scattered intensity of an X-ray beam striking a sample as a

function of incident and scattered angle, polarization, and wavelength or energy.

I will briefly introduce the total x-ray scattering experiment to understand the physics behind

this technique. Then, I will discuss the scattering caused by a solitary electron before moving on to

the scattering caused by a solitary atom with Z electrons. When considering electrons as classical

particles, the electron density may be expressed as 𝜌(r). The field from one atom is a coherent

superposition of all contributions from various volume elements within the charge distribution.

2.1.1 X-ray powder diffraction experiment

Unlike the typical Bragg scattering, the total x-ray scattering tends to include the scattering

intensity from the whole 𝑄 range instead of the discrete values equal to reciprocal space vectors. To

achieve it, experimenters collect diffraction images of samples on large two-dimensional detectors.

An example of diffraction of fcc nickel is shown in the Figure 2.1(a). It is an average of the

3000 frames, and each one is collected in 0.1 s. They are the results of subtracting the light frames

from the dark frames. The light frame is the image collected during exposure, while the dark frame

is the image collected without an x-ray. Their subtraction is the number of the photons hit on every

pixel on the detector in 0.1 s, disregarding the dark current in the detector.

Aside from the diffraction image, experimenters also need to know the detector’s geometry,
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(a) (b)

Figure 2.1: An example of total x-ray scattering experiment results. (a) A representative diffraction
image of fcc nickel powder on a Perkin Elmer detector. (b) The integration result of an image in
(a).

including the distance from the sample, the orientation, the size of pixels, and the number of pixels

on each axis. They calibrate these parameters by fitting the positions of the Debye-Scherrer rings

of standard materials, e.g. fcc nickel. Once they know the parameters, they bin the pixels along

the arcs centering the beam spot on the detectors and calculate the average for the bins. They then

map these average intensities to the norm of the momentum transfer of the arcs and finally obtain

the intensity spectrum (𝐼 (𝑄)), plotted in Figure 2.1(b).

2.1.2 Momentum transfer

In the Section 2.1.1, I introduced that each arc on the diffraction image corresponds to a norm

of the momentum transfer. In this section, I will explain what momentum transfer is. I showed an

x-ray total scattering experiment in the Figure 2.2. The k𝑖 is the wave vector of the incident beam,

assuming that the beam is a plane wave. Elastic scattering happens between the inner electron in

the atoms in the samples and the incident wave. As a representative, I picked on scattering vector

k 𝑓 . Scattering angle 2\ is the angle between the k 𝑓 and k𝑖. Momentum transfer is the difference

between the diffraction vector and the incident vector (Eq. 2.1).

Q = k 𝑓 − k𝑖 (2.1)
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Figure 2.2: Illustration of elastic x-ray scattering from a randomly oriented, isotropic sample of
rutile and anatase TiO2 nanocrystals. (Reprinted (adapted) with permission from [90]. Copyright
2020 Columbia University)

Because of energy conservation, the k 𝑓 should have the same norm as the k𝑖. It is the 2𝜋/_, where

_ is the wavelength of the incident beam. I use the geometry to calculate the norm 𝑄 as a function

of \ and _ in Eq. 2.2.

𝑄 =
4𝜋
_

sin \ (2.2)

All pixels on a ring on the detector centering around the beam spot have the same \ because of

the geometry. Therefore, experimenters can map one 𝑄 to the average intensity 𝐼 on one ring in

Section 2.1.1.

2.2 Scattering intensity of total scattering

2.2.1 Scattering of a single atom

I demonstrated how I could obtain the 𝐼 (𝑄) data in total x-ray scattering experiments. Now,

I will show how this data relates to the atomic structure. As a beginning, I will discuss the x-ray
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scattering from a single atom. I show the geometry of it in the inset of Figure 2.2. To calculate the

changes in the scattering field of an atom, I will calculate the phase shift and amplitude change in

the scattering from one electron. Because of the nature of elastic scattering, there is no change in

the amplitude. I only need to calculate the phase shift. The phase shift is defined as the difference

of the phase between the incident and diffraction plane waves, as calculated in Eq. 2.3.

Δ𝜙(r) = kf · r − ki · r

= (kf − ki) · r

= Q · r

(2.3)

Each inner electron in the atom scatters the incident plane and generates a plane wave with the

same phase shift in Eq. 2.3. I sum scattering intensities up with the weight atom density 𝜌(r), and

obtain Eq. 2.4.

𝑓0(Q) =
∫ ∞

0
𝜌(r)𝑒−𝚤Q·rd3r (2.4)

The scattering field 𝑓0(Q) has name form factor. Shown in Eq. 2.4, it is a Fourier transformation

of the electron density in an atom.

2.2.2 Scattering of an atom assemble

I described the scattering of one atom. I will use it to calculate the scattering field of an

atom assembled. I assume that the assembly has countable atoms. I define the vector r𝑖 describing

the position of the i-th atom. Because of the assumption of coherent scattering, I can add up the

scattering from each atom (Eq. 2.4) in the assemble and obtain the total scattering field in Eq. 2.5.

Ψ(Q) =
∑︁
𝑖

𝑓𝑖 (𝑄)𝑒−𝚤Q·r𝑖

Ψ∗(Q) =
∑︁
𝑖

𝑓 ∗𝑖 (𝑄)𝑒𝚤Q·r𝑖
(2.5)
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It shows that the scattering field is a linear combination of plane waves 𝑒−𝚤Q·r𝑖 whose coefficients

are 𝑓𝑖 (𝑄).

2.2.3 Scattering of atom assemble

Finally, I will deduce the scattering intensity 𝐼 (𝑄) using the scattering field equation (Eq. 2.5).

By its definition, I calculate the two norms of the scattering field in Eq. 2.6 and obtain the scattering

intensity.

𝐼𝑐𝑜ℎ (Q) = |Ψ(Q) |2 = Ψ(Q)Ψ∗(Q)

=
∑︁
𝑖

∑︁
𝑗

𝑓 ∗𝑗 𝑓𝑖𝑒
−𝚤Q·(r𝑖−r 𝑗 )

=
∑︁
𝑖, 𝑗

𝑓 ∗𝑗 𝑓𝑖𝑒
−𝚤Q·r𝑖 𝑗

= 𝑁 ⟨ 𝑓 2⟩ +
∑︁
𝑖≠ 𝑗

𝑓 ∗𝑗 𝑓𝑖𝑒
−𝚤Q·r𝑖 𝑗

(2.6)

I pull the contribution of 𝑖 = 𝑗 pairs out of the contribution and conclude that the pair distances 𝑟𝑖 𝑗

determine the coherent scattering intensity of an atom assemble.

2.2.4 Scattering of isotropic atom assembles

Here, I defined the isotropic atom assembles as a volume filled by finite identical atom as-

sembles, where the probability of finding one assembly at any orientation is equal. Powder of

crystals can be viewed as an isotropic sample when it is ground fine enough, but an isotropic sam-

ple doesn’t have to be crystals. A homogeneous liquid is also an isotropic sample. I derived the

scattering intensity of the isotropic sample here. After defining the angle between Q and r𝑖 𝑗 as \,

I wrote the coherent scattering intensity as Eq. 2.7.

𝐼𝑐𝑜ℎ (Q) =
∑︁
𝑖, 𝑗

𝑓 ∗𝑗 𝑓𝑖𝑒
−𝚤𝑄𝑟𝑖 𝑗𝑐𝑜𝑠\ (2.7)

The probability of finding interatomic distance vectors 𝑟𝑖 𝑗 concerning Q is equal in all directions,

so the vector Q reduces to a magnitude. I obtained the intensity of coherent scattering in Eq. 2.8
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by taking the spherical integral of the exponential term in Eq. 2.7.

𝐼𝑐𝑜ℎ (𝑄) =
∑︁
𝑖, 𝑗

𝑓 ∗𝑗 𝑓𝑖
sin

(
𝑄𝑟𝑖 𝑗

)
𝑄𝑟𝑖 𝑗

(2.8)

It is the Debye equation [91]. It shows that the coherent scattering intensity of isotropic system is a

weighted summation of sinc function of 𝑄𝑟𝑖 𝑗 , where 𝑟𝑖 𝑗 is the distances between the i-th atom and

j-th atom. It tells that the 𝐼 (𝑄) data described in Section 2.1.1 encode the information of atomic

pair distances. Since they are solely determined by the atomic structure, analysis on the 𝐼 (𝑄) or

functions deduced from 𝐼 (𝑄) can decode the information about the atomic structure.

2.3 X-ray scattering of crystals

In Section 2.1, I demonstrated the method of x-ray total scattering experiments and why

it can reveal the atomic structure of the isotropic system. In this section, I will present the x-

ray scattering intensity of crystals, which are used in the experiments described in the following

chapters.

2.3.1 Perfect crystals

The perfect crystals are the atoms on lattices with translational symmetry in the atom posi-

tions. Because of the symmetry, I can describe the position of one atom using three coordinates in

the lattice frame in Eq. 2.9.

r 𝑗 = 𝑥 𝑗a + 𝑦 𝑗b + 𝑧 𝑗c (2.9)

According to the derivation in [92], only the𝑄 following the Eq. 2.10 will have non-zero diffraction

for the perfect crystal.

Qℎ𝑘𝑙 = ℎa∗ + 𝑘b∗ + 𝑙c∗ (2.10)

The (ℎ𝑘𝑙) are Miller indices. They must be integers for the scattering vector to have non-zero

intensity. By plugging the equation of atom positions (Eq. 2.9) and momentum transfer (Eq. 2.10)
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into the equation of scattering amplitude (Eq. 2.5), I obtain the scattering amplitude of a crystal in

Eq. 2.11.

𝐹ℎ𝑘𝑙 =

𝑁∑︁
𝑗=1

𝑓 𝑗e−2𝜋𝚤(ℎ𝑥 𝑗+𝑘𝑦 𝑗+𝑙𝑧 𝑗) (2.11)

It describes a one-to-one mapping between a scattering intensity peak and a (ℎ𝑘𝑙). The peak height

is a sum of the atom position-related terms. For noncrystalline materials like liquids, molecules,

atomic clusters, and small nanoparticles, where the structural coherence between atomic ensembles

is minimal, it is frequently preferable to calculate the scattering intensity with a continuous function

of 𝑄, which we describe in the following section. The statement is true even though methods

for structural analysis based on calculating Bragg intensities from crystallographic unit cells and

symmetry relationships often work well.

2.3.2 Imperfect crystals

The crystal is never an infinite large volume with perfectly aligned symmetric atoms. The

atoms may deviate from their positions in multiple ways. One common phenomenon is thermal

vibration. The atoms randomly oscillate around their equilibrium positions due to the thermal

motion, and it introduces uncertainties in the positions of the atoms. Thus, the 𝑄ℎ𝑘𝑙 , the scattering

intensity is damped by the Gaussian function in Eq. 2.11, which is the Debye-Waller factor.

Besides the thermal vibration, the atoms may deviate from the original lattice point even

without thermal motion. Factors like substituted, missing, added atoms in the lattice, or mis-

aligned atomic layers can cause deviation. Because of deviation, the scattering intensity will also

be damped but may not be the same as the thermal vibration.

2.3.3 Mosaicity

The mosaicity, also known as mosaic, mosaic spread, or rocking angle, describes a crystal’s

quality by describing the degree of accuracy of its lattice translations. A macromolecular crystal

might have several packing flaws and content heterogeneities. However, the conventional explana-
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tion of mosaicity simplifies the matter by supposing that the crystal is made up of mosaic blocks.

The diffraction from each block will be continuous with that from all other blocks if all the blocks

are correctly aligned, and the mosaicity will be zero. The resultant diffraction is dispersed when

the mosaic blocks become disorganized, for example, in the flash-cooling process. Viewed as ex-

panding the rotation angle necessary to acquire the intensity of a particular reflection in the rotation

approach for collecting diffraction data, the mosaicity is thus specified in the unit of angle.

The term "rocking angle" is occasionally used to describe mosaicity. The measurement,

which calls for specific tools, pertains to the angle that a diffractometer must be swung through

to capture a reflection. According to data reduction software, mosaicity often includes the instru-

ment’s and crystal quality contributions. Beam divergence and x-ray spectrum quality are two

supporting factors.

2.4 Pair distribution function (PDF)

I introduced the concepts of total x-ray scattering in the previous sections. Starting from this

section, I will describe a vital technique based on the total x-ray scattering experiments, the pair

distribution function (PDF).

2.4.1 Introduction

The pair distribution function (PDF) is a statistical measure used in the analysis of the struc-

tural properties of materials. It provides information about the spatial arrangement of atoms within

a material, including the distances between atoms and the preferred orientations of the atoms.

The concept of the PDF can be traced back to the early 20th century when researchers began

using X-ray diffraction techniques to study the structures of crystalline materials [93]. In the

1950s, researchers started using neutron diffraction to study the structures of materials, and the

PDF became an essential tool for analyzing the results of these experiments [93].

The PDF has since been widely used in studying various materials, including metals, ce-
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ramics, polymers, and biomaterials [94]. It has also been applied to the study of liquids, glasses,

and amorphous materials and to the analysis of materials under extreme conditions, such as high

pressure and high-temperature [95, 96].

The PDF is typically obtained by measuring the intensity of diffracted X-rays or neutrons

as a function of the scattering angle and the scattering wavevector and then using mathematical

techniques to convert this data into a PDF. The PDF can be used to identify the presence of specific

types of atoms within a material, determine the distances between atoms, and study the local atomic

structure of a material. It can also be used to study the long-range ordering of atoms in a material

and to identify the presence of defects or disordered regions.

In the following sections, I will go into the details about how to obtain PDFs from the total

x-ray scattering and how to model it using the attenuated crystal model (ACM).

2.4.2 Structure function

To show how to obtain the PDF from the total x-ray scattering data, I will first introduce

the idea of the structure function 𝑆(𝑄). According to the Debye Equation (Eq. 2.8), the coherent

scattering intensity is related to both the scattering of individual actions ( 𝑓𝑖 𝑓 𝑗 ) and the arrangement

of the atoms (𝑟𝑖 𝑗 ). By normalizing the scattering intensity in Eq. 2.12, I will obtain a function 𝑆(𝑄)

representing the arrangement of atoms.

𝑆(𝑄) − 1 =
𝐼𝑐𝑜ℎ (𝑄) − ∑

𝑐𝑖
�� 𝑓𝑖 (𝑄)2

��∑
𝑐𝑖

�� 𝑓𝑖 (𝑄)2
�� (2.12)

It is the structure function. By plugging in the Debye Equation (Eq. 2.8), I get the explicit expres-

sion about how the 𝑟𝑖 𝑗 determine the 𝑆(𝑄) (Eq. 2.13).

𝑆(𝑄) − 1 =
1

𝑁 ⟨ 𝑓 ⟩2

∑︁
𝑖≠ 𝑗

𝑓 ∗𝑗 𝑓𝑖
sin

(
𝑄𝑟𝑖 𝑗

)
𝑄𝑟𝑖 𝑗

(2.13)
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Figure 2.3: The path from scattering intensity data to pair distribution function for a nickel sample.
𝐼 is scattering intensity. 𝑆 is structure function. 𝐹 is reduced structure function. 𝐺 is pair distribu-
tion function. 𝑄 is the momentum transfer. 𝑟 is the atomic pair distance.

Because of the thermal vibration and other effects, the atoms may deviate from the equilibrium

positions r𝑖. The deviation will appear as the damping term in the 𝑆(𝑄) shown in Eq. 2.14.

𝑆(𝑄) − 1 =
1

𝑁 ⟨ 𝑓 ⟩2

∑︁
𝑖≠ 𝑗

𝑓 ∗𝑗 𝑓𝑖
(
𝑒
− 1

2𝜎
2
𝑖 𝑗
𝑄2

) sin
(
𝑄𝑟𝑖 𝑗

)
𝑄𝑟𝑖 𝑗

(2.14)

The 𝜎𝑖 𝑗 presents the system’s standard deviation of the atom positions.

In Figure 2.3(a-b), I visualize the scattering intensity and the structure function of standard

fcc nickel. There is a change in the intensity of peaks in the data from (a) to (b), showing the effect

of the normalization in the 𝐼 (𝑄) to 𝑆(𝑄) transformation Eq. 2.12.

2.4.3 PDF as Fourier transformation

To obtain the PDF, I multiply the 𝑆(𝑄) by 𝑄 and obtain the 𝐹 (𝑄), which is the reduced

structure function. By using the Fourier transformation on 𝐹 (𝑄), I will finally have a function of

𝑟. It is the x-ray pair distribution function 𝐺 (𝑟). Because 𝐹 (𝑞) is an odd function, only the sin
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terms give non-zero values. I rewrite the Fourier transformation as Eq. 2.15.

𝐺 (𝑟) = 2
𝜋

∫ 𝑄max

𝑄min

𝑄 [𝑆(𝑄) − 1] sin (𝑄𝑟) d𝑄 (2.15)

Because of the limitation of experiments, the transformation is usually done on a finite range of

𝑄. There is a lower limit 𝑄min because the beam spot will block the beam at a low \ angle, and

the 𝐼 (𝑄) at the low 𝑄 range is close to zero. The largest \ is also limited by the geometry and the

wavelength, and thus there is an upper limit 𝑄max. The Eq. 2.15 tells one way to calculate the PDF.

It is to calculate the 𝑆(𝑄) using the atom positions r𝑖 and then transform it to the PDF.

In Figure 2.3(c-d), I depict the example of the 𝐹 (𝑄) and 𝐺 (𝑟) for fcc nickel. They show the

effect of the Fourier transformation on the data.

2.4.4 PDF as atomic distance histogram

The PDF obtained by Fourier transformation of reduced structure function (Eq. 2.15) encodes

the information of the atomic pair distances. I showed it by plugging the Debye equation of the

structure function Eq. 2.8 in the Fourier transform of it Eq. 2.15. The result is the Eq. 2.16.

𝐺 (𝑟) = 4𝜋𝑟𝜌 (𝑟) − 4𝜋𝑟𝜌0𝛾0 (𝑟)

𝜌 (𝑟) = 1
4𝜋𝑟2𝑁

∑︁
𝑖

∑︁
𝑗≠𝑖

𝑏𝑖𝑏 𝑗

⟨𝑏⟩2 𝛿
(
𝑟 − 𝑟𝑖 𝑗

) (2.16)

The 𝜌(𝑟) is the atomic pair density, which depicts the number density of atomic pairs in the distance

𝑟. The 𝜌0 is the average number density of atoms. The 𝜌(𝑟) encodes the information of atomic

pairs 𝑟𝑖 𝑗 . It is related to a weighted average of the 𝛿 functions at the 𝑟𝑖 𝑗 . It tells how to calculate

PDFs based on the atom positions in real space.

In reality, the atoms may deviate from their average lattice points (𝑟𝑖 𝑗), and the 𝛿 in the
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calculation of 𝑟ℎ𝑜(𝑟) Eq. 2.16 becomes the summation of Gaussian functions in Eq. 2.17.

𝜌 (𝑟) = 1
4𝜋𝑟2𝑁

𝑁∑︁
𝑖

𝑁∑︁
𝑗≠𝑖

𝑏𝑖𝑏 𝑗

⟨𝑏⟩2 exp

[
−1

2

(
𝑟 − 𝑟𝑖 𝑗

𝜎𝑖 𝑗

)2
]

(2.17)

The 𝜎𝑖 𝑗 represents the deviation of atom positions from 𝑟𝑖 𝑗 . The deviation may come from thermal

vibrations, static disorders, correlated motion, and instrumental broadening. I summarized their

contribution in the mathematical formula in Eq. 2.18.

𝜎𝑖 𝑗 = 𝜎′
𝑖 𝑗

√︄
1 − 𝛿1

𝑟𝑖 𝑗
− 𝛿2

𝑟2
𝑖 𝑗

−𝑄2
𝑏𝑟𝑜𝑎𝑑

𝑟2
𝑖 𝑗

(2.18)

The 𝜎′
𝑖 𝑗

is the deviation from the thermal vibration. The terms with 𝛿1 and 𝛿2 are the linear and

quadratic corrections for the correlated motion effects [27]. The term with 𝑄𝑏𝑟𝑜𝑎𝑑 is a ad hoc

correction for instrumental broadening.

2.4.5 Characteristic functions

In the sections below, I assume that the atoms distribute in an infinite large volume. This

assumption may hold for most of the cases where the crystallites are large enough. However,

for nanocrystals or nanoparticles, the finite-size effects will show up in the measured PDF. In

these cases, I need to introduce a correction for the equation of 𝜌(𝑟) Eq. 2.17. The correction is

an attenuation function forming an envelope of the PDF, called the characteristic function (CF).

The analytical form of attenuation depends on the shape and size of the volume of atoms. Here,

I demonstrated some example CFs from [90] using the data of anatase TiO2 in Figure 2.4. In

the example, the effects using different CFs with similar parameters are hard to observe visually,

whether the CF is a lognormal distribution of spheres, a prolate or ellipsoidal sphere, or a simple

sphere. More information from the statistics needs to be included to evaluate the results, but it is

hard to select the correction solution deterministically.
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Figure 2.4: Different characteristic form and distribution functions for anatase nanoparticles. Re-
fined dimensions and parameters and impact on fit residuals Δ𝐺. The 3D plots show the shape that
CF presents. The middle top panel shows the PDF attenuated by different CFs. The middle bottom
panel shows the residuals from fits. The bottom right panel shows TEM statistics of the particle
size of the samples. (Reprinted (adapted) with permission from [90]. Copyright 2020 Columbia
University)
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2.4.6 Model PDF

In the previous sections, I deduced the PDF as Fourier transformation of reduced structure

function (Eq. 2.15) and the atomic pair distance histogram (Eq. 2.16). They show the two ways to

calculate PDF using the atom positions (r𝑖). I call them real space and reciprocal space calculations

because of their starting points. Based on the two ways to calculate PDF, the software can refine

a structure model to make its PDF match the measured one. The refinement is usually done by

minimizing the 𝜒2 (Eq. 2.19).

𝜒2(𝑝1, 𝑝2, . . .) =
∑︁ (

𝐺𝑒𝑥𝑝 (𝑟𝑛) − 𝐺𝑐𝑎𝑙𝑐 (𝑟𝑛)
)2 (2.19)

The parameters 𝑝𝑖 describing a model are changed through least-squares refinement until the dif-

ference between 𝐺𝑐𝑎𝑙𝑐 and 𝐺𝑒𝑥𝑝 is minimized. The minimization can be done by any quadratic

optimization method. Researchers usually use the reverse Monte Carlo for the big box model and

the least square regression for the small box model [3]. They have developed software to con-

duct the refinement [97, 98, 99, 100]. I used the DIFFPY-CMI [100] in developing the software

infrastructure and data analysis.

2.4.7 Evaluate models

The goodness-of-fit is introduced in Eq. 2.20, describing how well a fit is.

𝑅𝑤 (𝑝1, 𝑝2, . . .) =
√︄∑

𝑛 [𝐺𝑒𝑥𝑝 (𝑟𝑛) − 𝐺𝑐𝑎𝑙𝑐 (𝑟𝑛))]2∑
𝑛𝐺

2
𝑒𝑥𝑝 (𝑟𝑛)

(2.20)

Compared with 𝜒2, which may vary considerably depending on the measured data, the 𝑅𝑤 is

usually between 0 and 1. It is easier for people to have a sense of goodness using the index 𝑅𝑤.

However, a low 𝑅𝑤 doesn’t necessarily mean a good model. Multiple factors should be considered,

including the number of parameters, the range of values, knowledge of chemistry, and results from

another measurement.
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Chapter 3: Autonomous experiments and streaming data reduction

3.1 Introduction

Automated workflow and streaming data reduction are essential in today’s synchrotron x-ray

scattering experiments [6, 89]. Users may have a large batch of samples and limited beamtime to

collect [10]. Or they need to see the data in a preliminary experiment and then quickly decide the

next step on-site [101]. In the former case, they needed a system to run an automated workflow

to save the time of operating the devices with a simple interface. In the latter case, they may

want to see the x-ray diffraction (XRD) or pair distribution function (PDF) pattern on-site with an

interactive view to decide on the following measurement step.

OPHYD and BLUESKY [12] at NSLS-II build up the framework for these features, but there

is still a large gap between what it provides and users’ specific needs at the 28-ID beamline. Users

want to collect x-ray scattering data without knowledge of technical details about instruments.

They would like to experiment without understanding the python generators or remembering to

move shutters to the correct position. Meanwhile, They want to see XRD and PDF data directly

on the screen and their hard disk without opening any software for data processing.

However, it is far from a simple tasking given the BLUESKY and OPHYD. Thus, I designed

the XPDACQ software bundle based on the BLUESKY and OPHYD to address the difficulties in the

x-ray experiments, especially at the beamline 28-ID.
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Figure 3.1: Brief flowchart of the XPDACQ and PDFSTREAM. The start is the user command, and
the end is the end of the experiments and data processing. The rectangles are the components to
process the data or command. The other shapes are the destination of the data flow.

3.2 Method

I developed the XPDACQ package for the automated workflow and the PDFSTREAM pack-

age for the streaming data reduction. I demonstrate a flower chart of data flow (Figure 3.1).

I listed the brief descriptions of the components here.

• Start: Users start the experiment by typing ‘xrun(1, 2)‘.

• Samples: XPDACQ retrieves information of the 1𝑠𝑡 sample.

• Plans: XPDACQ retrieves the commands of the 2𝑛𝑑 plan.
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• Preprocessors: They look at the plan and amend it on the fly.

• XpdAcq Run Engine: It executes the plan and gathers the data. It talks to the OPHYD

control layer, omitted in the flowchart because it is the main topic.

• Subscribers: They do postprocessing for the data, including sending the data into the net-

work and dumping data into the database.

• Proxy: It sends and receives the data from the servers.

• Analysis Server: It makes the data reduction to generate XRD and PDF data.

• Visualization Server: It visualizes the data.

• Save Server: It saves data files on the hard disk.

• Stop: It represents the end of the data processing.

The XPDACQ helps users manage the samples and experiments during beamtime and takes

care of the challenging parts of the measurement, including shutter control, dark frame collection,

and calibration.

One challenge during the beamtime is remembering what sample to measure and how to do

the measurement. The XPDACQ addressed this issue by recording the sample information and

experiment plans in the memory. Uses only need to register the samples and plans; they can use

them at any time by calling their number.

For example, if users want to run plan 0 on sample 0, they will type ‘xrun(0, 0)‘, and then the

collection will start. The information is cached in memory and saved on the disk. The XPDACQ

reloads them if the software restarts so that users no longer need to repeatedly enter the same infor-

mation if they accidentally shut down the software. Users avoid wasting their minds on manually

operating the devices so that they can focus more on the collected data.

Besides beamtime management, it is also a considerable burden for users to remember to

open and close the fast shutter in a collection, collect a dark frame for subtraction, and calibrate
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the sample detector distances. XPDACQ released these burdens by using the preprocessors. The

preprocessors read the users’ experiment plan step by step on the fly. When they find a step that

deserves their attention, they will check if they need to mutate the plan to fulfill users’ needs and

mutate the plan accordingly.

For example, when the shutter control preprocessor finds out that users want to collect a

detector image, it will check if they want a dark or light frame. If it is a dark frame, it will

keep the shutter closed. In the other case, it opens the shutter to expose the detector and closes

the shutter after the collection. The preprocessors enable users with little knowledge about the

beamline to start their experiments immediately without worrying about missing crucial steps in

their experiment plans.

While the XPDACQ frees the users from manually conducting and recording experiments,

the PDFSTREAM automatically conducts the data processing, visualization, and saving for users,

so that they can pay most of their attention to the scientific results.

For example, after a diffraction image is collected, users do not need to run any commands,

and the dark subtracted masked images, XRD patterns, and PDF curves will directly show on the

screen. These data are also dumped into the hard drive at the same time. With the convenience,

users can decide what to do for the next step by analyzing data. They can visually investigate them

by using the interactive window of the plots or run their analysis code on the output file. Advanced

users can build servers to receive the data stream from PDFSTREAM servers and conduct further

streaming data processing.

3.3 Result

I will show three typical experiments to demonstrate using the XPDACQ and PDFSTREAM

software. They are a temperature series, a time series, and a high throughput experiment.

Temperature series is one of the most frequent in situ experiments. Here, I show an example

of the phase transition of a metal-organic framework. Users used the one-line XPDACQ code
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to register this experiment. The ‘Tramp‘ means a temperature ramping experiment, where the

temperature will be ramped to a series of setpoints, and a diffraction image will be measured at

each setpoint. The number 60 is the exposure time in seconds, and the numbers 30, 250 and 10

mean the start, the end, and the temperature step with the unit ◦C.

1 # Measure from 30 C to 250 C with 10 C step and 60 s exposure

2 Scanplan(Tramp, 60.0, 30.0, 250.0, 10.0)

3 # Run plan 5 (registered above) on sample 1

4 xrun(1, 5)

Users found the transition point by looking at the XRD and PDF waterfall plots (Figure 3.2).

The XRD and PDF curves appeared on the fly whenever a diffraction image was taken. Thanks to

this feature, they quickly found that the sample crystallized at 120 ◦C and melted at 180 ◦C. After

210 ◦C, the signal suddenly dropped to a low value. They later realized that the sample vaporated at

the heating point. Therefore, they stopped collecting invalid data and started cooling. The software

helps them probe the samples’ state and make decisions about the measurement with little effort in

coding.

Another example of in situ experiment is the time series measurement. Here, I demonstrate

an example of the gelation process. Users synthesized the sample using the boehmite and nitric

acid on-site and started the measurement immediately using the easy XPDACQ code. The code

means to collect a 50 s exposure diffraction image every 60 s for 10 times. Here, the 60 s is the

interval between two beginnings of the consecutive exposures. In other words, the interval that the

system stay quiet between the collections is 60 s - 50 s = 10 s.

1 # Measure every 60 s with 50 s exposure for 10 times

2 Scanplan(tseries, 50.0, 60.0, 10)

3 # Run the plan 6 (registered above) on sample 2

4 xrun(2, 6)

They saw how the XRD and PDF evolved with time in the waterfall plots (Figure 3.3). Every

60 s, an XRD and a PDF showed up in the plots. They overlapped the curves, shifted the offsets,
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Figure 3.2: Temperature series of Co(C12O2N2H22)3[CoCl4] metal-organic framework: (a) powder
x-ray diffraction (PXRD) data (b) x-ray atomic pair distribution function (PDF) data. The temper-
ature in ◦C is annotated at the side of the data curves. The interactive plots at the 28-ID-beamline
are similar to the figures here, except that the art style is different, and the temperature is printed
in a table on the screen instead of annotated on the figure.
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Figure 3.3: Time series of boehmite-nitric-acid mixture: (a) powder x-ray diffraction (PXRD)
data (b) x-ray atomic pair distribution function (PDF) data. The time in “hour:minute:second” is
annotated at the side of the data curves. The interactive plots at the 28-ID-beamline are similar to
the figures here, except that the art style is different, and the time is printed in a table on the screen
instead of annotated on the figure.
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zoomed in using the interactive window, and found minor differences. They thought the gelation

process could have been more versatile but only saw minor PDF evolution. It was a significant

discovery to tune their synthesis conditions for the subsequent measurement. With the help of the

XPDACQ and PDFSTREAM, they knew it on-site immediately during the measurement, which was

crucial to determine how they would continue collecting the data and analyze them after beamtime.

Users can also conduct high-through experiments with the XPDACQ and PDFSTREAM soft-

ware. In this case, I present an example of a PDF measurement for combinatorial chemistry. The

sample is a flat glass substrate (Figure 3.4(a)) with nanoparticle mixtures made by microfluid meth-

ods. The task is to measure the PDF for all of them and process the data on the fly. Although there

was no predefined experiment in XPDACQ, users used the underlying BLUESKY package to make

the plan and give it to the XPDACQ. It defined a scan (Figure 3.4(b)) in a two-dimensional grid,

where five PDFs were measured in a cross at each grid point.

Thanks to the streaming data processing, they immediately obtained all XRD and PDF data at

the end of the scan. They further did the modeling on the PDF using our code to get the composition

of each phase quickly for all the samples. The time to obtain all PDF data from the start of the

experiment is as fast as 6 h40 min with exposure of 50 s. With the high-throughput experiment

enabled by XPDACQ and PDFSTREAM software, it is possible to measure a large batch of samples

without wasting time manually changing samples or moving the stages.

The examples above demonstrate how simple but powerful the XPDACQ and PDFSTREAM

software are. Besides these typical experiments, I also offer users the flexibility to write more

sophisticated plans and change the options, including the output file name patterns, the data pro-

cessing parameters, and the path to save the data. They are stated in the documents, and advanced

users at the beamline have used them for more technical experiments.
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3.4 Conclusion

The XPDACQ and PDFSTREAM created a simple, flexible, and robust system for automated

experiments and streaming data analysis for x-ray scattering experiments. It successfully addressed

the difficulties in x-ray scattering experiments and considerably increased their efficiency.
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Figure 3.4: High-throughput PDF measurement. (a) Substrate with nanoparticle samples. (b)
Schematic of beam spot positions on the sample in the scan.
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Chapter 4: Quantitative analysis of the morphology and structure of

metallic oxide nanoparticles

4.1 Introduction

Metal oxide nanoparticles have a number of important technological applications, for exam-

ple, they are especially used in electronic devices, inlcuding gas sensors, solar cells, antennas [14].

In particular, TiO2 has potential applications in lithium-ion batteries [102]. A particular synthesis

challenge with TiO2 is that it has multiple possible structural phases [103, 104, 105]. Differen-

tiating between the various phases is particularly challenging when they are nanoparticles [106,

107] and it is crucial to be able to identify the structural phases of synthesized nanoparticles TiO2.

Beyond knowing the phase distribution in the sample, it is also important to study crystallite sizes

and shapes [108], as well as the presence of common defects, since these factors have an important

impact on the functionalities [109].

X-ray atomic pair distribution function (PDF) analysis is an important and powerful tool to

use for this purpose because it reveals the local structure on nanometer length-scales, revealing

quantitative information about the structural phase, particle morphology and defects in nanopar-

ticulate materials, which is beyond the capability of traditional x-ray diffraction methods when

the nanoparticles are small (< 10 nm in diameter) [3]. One of the common methods for studying

nanoparticles using PDF analysis is to use modeling to test structural models and extract quanti-

tative information about the structure [27]. In general, there are two main categories of modeling

methods, big box modeling, and small box modeling [106, 107], depending on the scale of the

model and the optimization algorithm. In each category, there are also various ways to build the

structural model. It is common to start with the most simple kind of modeling, for example, at-
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Table 4.1: Sample synthesis information. 𝑇 and 𝑡 are the reaction temperature and time, respec-
tively.

label Ti glycolic acid sulfuric acid water 𝑇 𝑡 ligand
(mmol) (g) (ml) (ml) (C) (min)

T130 5 0.38 0.79 20 130 5 False
T160 5 0.57 0.622 20 160 30 False
T190 5 0.57 0.622 20 190 5 False
T190L 5 0.57 0.622 20 190 5 True

tenuated crystal modeling (ACM) [106, 107]. In this approach, the PDF of one structural phase

is calculated based on a lattice with periodic boundary conditions. The PDF is then attenuated by

a slowly varying in-𝑟 analytic function to simulate the effect of finite crystallite size [106, 107].

Whilst this sounds straightforward, in practice, it involves subtleties that are not obvious to a new

practitioner. Given the growing importance of the PDF approach in nano-materials science and

chemistry, we feel that it is helpful to the community to discuss the approach in a pedagogical way.

Here we address a gap in the literature and present a detailed workflow for applying ACM

in a robust and accurate way, using TiO2(Bronze) as an example. Using this approach, we find

that the samples contain the TiO2(Bronze) as the major phase and the TiO2(Anatase) as the minor

phase, obtain the structural parameters of both phases and that the particle sizes of the major phase

are probably following a lognormal distribution.

4.2 Experiments and methods

Five samples were synthesized using the approach of Billet et al. [110]. The sample labels

and the control variables used in their synthesis are shown in Table. 4.1. The most significant

controlled variable was the reaction temperature, and we expected that it affected the structures

of the nanoparticles. We also added ligands to two samples to simulate the environment of the

real-world application.

PDF experiments were carried out at the XPD beamline at Nation Synchrotron Light Source

II (NSLS-II) using the rapid acquisition PDF method (RAPDF) [111]. A 2D Perkin Elmer amor-
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phous silicon detector was placed 214 mm behind the samples, which were loaded in 1.0 mm ID

Kapton capillaries. The incident wavelength of the x-rays was 0.1885 Å. Calibration of the exper-

imental setup was done using fcc nickel powder as a calibrant. Datasets were collected at room

temperature (∼25 ◦C). Each diffraction image contains 600 frames, and each frame is exposed for

0.1 second.

The data were processed according to standard methods [112]. Image frames were averaged,

a mask applied to remove the beamstop and hot and dead pixels. The averaged frames were then

integrated along arcs of constant 𝑄, where the 𝑄 value of each pixel was determined from the

calibration after applying a polarization correction. This was done using the program PYFAI

[113]. The data were normalized and corrected to obtain the total scattering structure function,

𝐹 (𝑄), which was Fourier transformed to obtain the PDF. This was done using PDFGETX3 [114]

within XPDFSUITE [115]. The maximum range of data used in the Fourier transform was 𝑄max =

22.0 Å−1. The structural modeling is carried out using DIFFPY-CMI [100].

Measured PDFs of the samples synthesized at different temperatures are shown in Figure 4.1.

The curves are all very similar to each other, suggesting the samples formed in the same structural

phase. However, the peak amplitudes are damped out more quickly in 𝑟 for the samples synthe-

sized at lower temperatures. The sample synthesized at 130 ◦C has a much smaller crystallite or

particle size than those made at a higher temperature. This is also evident in the TEM images.

Note that the TEM images reflect the physical size of the grains, whereas the extent of the PDF

signal is a measure of the range of coherence of the nanoparticle structure, so in principle, they

measure different quantities. However, we see a progression in both particle size and coherence

with increasing synthesis temperature. Because the size of the nanoparticles (of order 10 nm) is

somewhat larger than the range of the PDF (∼ 0.6 - 0.7 Å), it is necessary to do model fitting to

get a more quantitative measure of the exact crystallite size from the PDF. This will be discussed

below, where we introduce our modeling workflow to test these qualitative hypotheses and obtain

a quantitative understanding of the structure.
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Figure 4.1: Measured PDFs from the TiO2 samples synthesized at three different temperatures, (a)
130 ◦C, (b) 160 ◦C, (c) 190 ◦C, with TEM images of the respective samples shown in the insets.
The PDFs have been normalized so that the difference between the maximum and minimum values
is 1 Å−2, plotted offset from each other for clarity.
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4.3 Modeling workflow

We confined our models to the attenuated crystal model and our refinement algorithm to be

the least square regression of the residuals. We present an overview of the workflow, which is

described in more detail in the Results section.

1. Search candidate phases We search the structure database to find the most likely structural

candidates for the major phase in each pattern using the PDFitc.org [116] website.

2. Search major phases We use the found structure to build an ACM. This could be done using

PDFGUI [98], but in our case, we used the DIFFPY-CMI [100] to fit the PDF data and analyze

the residuals for further optimization.

3. Correct shape function We replace the characteristic function with the one that can yield

more accurate attenuation of the PDF. It gives us information on the shape and size of the

nanoparticles.

4. Search impurity phase We add the additional phases in the model and search the most

likely structures for the secondary phases. Although details of the structure of the second

phase may not be our main interest, it is often necessary to include the secondary phase in

the model to decrease the errors of the fitting parameters in the major phase.

5. Add ligand PDF We add the ligand phase in the model using an analytic function as its

PDF. The reason to add it is similar to that of adding the impurity phase. At this step, we can

achieve satisfying fitting results.

This workflow is universally applicable to all crystalline nanoparticles dominated by one phase but

with other factors affecting the fit.
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Table 4.2: Structure mining results. The “𝑅𝑤” is the goodness of the fits. The “space group” is the
space group of the structure. The “db” is the database code. The “db ID” is the ID of the structure
in the database.

𝑅𝑤 space group db db ID

1 0.362457 C2/m MPD mp-554278[103]
2 0.797578 C2/m COD 1528778[120]
3 0.845662 P1 MPD mp-1245308[104]
4 0.872968 I41/amd COD 7206075[121]
5 0.874363 I41/amd COD 1526931[122]

4.4 Results

4.4.1 Approach to obtaining a good ACM fit to these nanoparticle samples

To illustrate the workflow, we take one representative dataset, T190L, and run it through the

entire workflow to optimize the hyper-parameters in the modeling. We can then use what we have

learned to analyze the other samples with similar PDFs.

To find a starting candidate structure for the PDF, we used the STRUCTUREMINING [117]

app at the PDFitc website [116]. Given a PDF, it searches structures in databases such as the

Crystallography Open Database [118] and Material Project Database [119] for matches to find the

best-fitting candidate structures. It then returns a rank-ordered list of the best-fitting structures.

It will also return the cif files themselves. In this case, the top five results returned by STRUC-

TUREMINING are listed in Table. 4.2.

The best candidate is the bronze phase of TiO2 (space group C2/m) from the materials project

database, a density functional theory energy minimized structure based on that in the inorganic

crystal structure database [123]. In the second place, STRUCTUREMINING returns the same bronze

structure from an entry in the COD. Surprisingly, despite being nominally the same structure, it

is the second best in agreement, but the agreement 𝑅𝑤 is much poorer than that returned from

the Materials Project database. We looked into why this might be the case. We found that the

returned structure had a significantly different 𝑏 lattice parameter and slightly different fractional
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coordinates despite being geometrically a very similar structure. We are not sure why this is the

case. It may come from an error in the COD database for this entry. Interestingly, the known

triclinic (space group P1) and the anatase (space group I4_1/amd) phases of TiO2 also appear in

this list, albeit with much worse 𝑅𝑤s. It may indicate one of these structures in the sample as an

impurity phase. We return to this point later.

We used the best candidate structure from STRUCTUREMINING to refine the nanoparticle

model to the data using DIFFPY-CMI [100]. The parameters refined were the scale factor, the

lattice constants of the bronze phase, the atomic displacement parameters (ADPs), the symmetry-

constrained positions of atoms, and the quadratic correlated motion correction parameter, 𝛿2. As

a first approximation, we modeled the nanoparticle shape as spherical and refined the diameter of

the spherical particles. The result is shown in Figure 4.2(a).

The model gave a good fit, showing that the model of TiO2(bronze) spherical nanoparticles

with a diameter of 45 Å is a reasonable approximation of the actual sample. However, the residual

in Figure 4.2(a) is still significantly higher than that from a good fit to crystalline samples (circa

10%), suggesting that there may be something beyond our current model that we can learn from the

data. It was also hinted at by the less highly performing STRUCTUREMINING analysis described

earlier. We, therefore, sought improvements to the model to address this while avoiding over-fitting

at the same time.

To find the nature of any impurity candidate phases, we took the difference curve and treated

it as a signal, submitting it to the STRUCTUREMINING app. We present the result of this STRUC-

TUREMINING run in Table 4.3.

As expected, none of the phases in the list gives very good 𝑅𝑤 values, since the signal was

from a minority phase and distorted by more significant amounts of statistical noise than we are

generally used to, and possibly an imperfect subtraction of the primary phase. However, the first

ten candidate structures returned were all anatase. This gives us confidence that an anatase signal

is present in the noise that STRUCTUREMINING was able to detect. Of course, we also know from
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(Å
−

2
)

G (r) = f lognormal
bronze (r)Gbronze(r)

+f spherical
anatase (r)Ganatase(r) + fligand (r)

Rw = 0.112

(d)

0 10 20 30 40 50

r (Å)
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Figure 4.2: Calculated and measured PDFs of TiO2. In each panel, the blue symbols are the
measured PDF, and the red line is the PDF from the best-fit of each distinct model for the structure
that is indicated by the label: (a) single bronze phase with a spherical shape, (b) single bronze
phase in spherical shapes with a lognormal distribution of diameters, (c) segregated bronze and
anatase phases, (d) segregated bronze and anatase phases with a sinusoidal signal accounting for
the ligand signal, (e) bronze in the core of particles and anatase in the shell of the particles. The
green lines offset below show the differences between the data and the model PDFs.
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Table 4.3: The first 20 results from STRUCTUREMINING to the residuals from the single phase
fitting, looking for a suggestion for the second phase.

𝑅𝑤 space group db db id

1 0.836536 I41/amd COD 7206075[121]
2 0.836586 I41/amd COD 1526931[122]
3 0.836725 I41/amd COD 9008213[124]
4 0.836733 I41/amd COD 9015929[125]
5 0.836767 I41/amd COD 9008214[124]
6 0.836788 I41/amd COD 9008215[124]
7 0.836831 I41/amd COD 9008216[124]
8 0.837126 I41/amd COD 9009086[126]
9 0.843697 I41/amd MPD mp-390[127]

10 0.844079 I41/amd COD 1010942[128]
11 0.896091 C2/c MPD mp-34688[129]
12 0.911245 I41/amd COD 1530151[130]
13 0.927118 Pbca MPD mp-1840[131]
14 0.930556 Pbca COD 9004140[105]
15 0.942630 Pbca COD 9004139[105]
16 0.952446 Pbca COD 9004138[105]
17 0.953231 Pbca COD 8104269[131]
18 0.956344 Pbca COD 9009087[126]
19 0.959294 Pbca COD 9004137[132]
20 0.965757 P42/mnm COD 1532819[133]

48



T
13

0

T
16

0

T
19

0

T
19

0L

sample

−0.08

−0.06

−0.04

−0.02

0.00

0.02

R
w

secondary phase

Anatase

Rutile

Brookite

PbO2a

Figure 4.3: The changes in 𝑅𝑤 after adding a second phase to the model. The secondary phase is
listed in the legend, annotated with different colors. The bar shows the change of 𝑅𝑤 compared
with the single bronze phase fitting. The bars above zero mean an increase in 𝑅𝑤, and those below
zero mean a decrease in 𝑅𝑤. The four groups of bars mean four samples in the test. Each sample
is tested by four secondary phases. Thus, there are four bars.

chemical intuition and prior knowledge that anatase is a likely candidate for a second phase. Using

the files provided by STRUCTUREMINING, we carried out a two-phase fit of the bronze phase and

anatase. As an initial guess, we use the simplest model which is to assume that each phase exists in

spherical nanoparticles. It does give a significant improvement in fit as evident in Figure 4.2(b). We

also checked other possible secondary phases from the anatase, brookite, rutile, and the 𝛼-PbO2

structure type for completeness. The anatase performed substantially better (Figure 4.3).

The fits are considerably better, but if we expand the plots of best-fit PDFs in the high-𝑟

region, we find that the ACM models of identical spherical particles do not handle the attenuation

correctly. As shown in Figure 4.4(a), the pure spherical bronze phase model cannot fit the low-𝑟
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and high-𝑟 data well, and thus it damps too fast. Depicted in Figure 4.4(b), the two-phase model

allows the signal to propagate out further, but some of the peaks lie in the wrong places.

Alternative models contain two or more size parameters, such as spheroidal particle shapes

(different major and minor axis) or a distribution of particle sizes where we can model the mean

radius but also allow for the distribution of diameters around the mean with some width. A com-

monly used distribution model for this is a lognormal distribution of particle sizes where the diam-

eter distribution, 𝑋 , is given by

𝑋 = 𝑒`+𝜎𝑍 , (4.1)

where

` = ln
©«

`2
𝑋√︃

`2
𝑋
+ 𝜎2

𝑋

ª®®¬, (4.2)

𝜎2 = ln

(
1 +

𝜎2
𝑋

`2
𝑋

)
. (4.3)

`𝑋 is the mean and 𝜎2
𝑋

is the variance of 𝑋 , respectively. 𝑍 follows the standard normal distribu-

tion. The refinable parameters in the model are `𝑋 and 𝜎𝑋 .

The fit resulted in an improved agreement in the high-𝑟 region, and a lower 𝑅𝑤, as evident by

Figure 4.4(c) and (d). The lognormal distributed bronze phase model extends further into the high-𝑟

region, and adding the anatase phase further improves the fit. We also obtained a similar agreement

with a spheroidal shape function, where the refinable parameters are the major and minor axes of

the spheroid. Both of these characteristic functions are available in the DIFFPY-CMI [100] program.

Our current data could not differentiate between these two models, and we did not seek a

more complicated model. A TEM image (Figure 4.1) of the sample shows that the particles are not

uniform in size or shape, suggesting that both models are operating.

The model fit to the PDF signal gives a highly quantitative measure of the sample-average

morphology of the coherent structural domains, complementing the TEM image, which is a direct
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(Å
−

2
)

(c)

35 40 45 50

r (Å)
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Figure 4.4: Data PDFs and PDFs from best fit models plotted over the range 35 ≤ 𝑟 ≤ 50 Å, which
gives important information about the signal damping in models due to the particle shape and
distribution. The blue circles are the measured PDFs from the T190L sample. The solid lines are
the PDFs of (a) spherical bronze phase particles, (b) spherical bronze phase particles + spherical
anatase particles, (c) lognormal distributed bronze phase particles, and (d) lognormal distributed
bronze phase particles + spherical anatase particles.
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image of a small part of the sample. It also measures a different quantity, the range of structural

coherence (sometimes called crystallite size) of domains within the particles, where TEM is more

sensitive to the physical size of the particles. As shown in Table 4.4, particle diameters obtained

from PDF fitting tend to be smaller than those obtained from images of the particles in the TEM,

which reflects the presence of multiple domains or the presence of structural disorder in the parti-

cles, possibly at the surface.

We used IMAGEJ [134] to paste oval/circular dots over the particles. The program calculates

the surface area, from which we estimate the diameter as if all structures are circles. The residual

(see the green curve in Figure 4.2(c)) is now sufficiently clear that we can look for finer-scale

detailed information that may allow us to learn more about the sample. Careful inspection of

the difference curve suggests that there may be a somewhat slowly varying damped sinusoidal

variation in the signal, most evident in the low-𝑟 region, with a wavelength of around 5 Å. In the

current context, this may originate from a highly disordered organic ligand in the sample that is

not present in the model [135]. Since we are not so interested in the structure of the ligand in

this study, we would like to account for this signal to improve the agreement of the calculated and

measured PDF.

In practice, our experience is that it is unlikely that such a sinusoidal signal will affect the val-

ues of refined structural parameters, and this step may be skipped if it does not affect the scientific

insights. However, to be sure, and by way of illustration, we show how it is done in DIFFPY-

CMI [100] and also validate whether the assertion that it doesn’t affect refined parameters is true.

We use a simplified proxy model for the diffuse-in-𝑟 signal of a cosine function damped by a

Gaussian given by Eq. 4.4,

𝐺 𝑙𝑖𝑔𝑎𝑛𝑑 (𝑟) = 𝑠 exp
(
− 𝑟2

2𝜎2

)
cos

(
2𝜋𝑟
_

+ 𝜙

)
, (4.4)

where 𝑠, 𝜎, _ and 𝜙 are refinable parameters.

Using DIFFPY-CMI [100], we incorporated the equation into the model. The DIFFPY-CMI [100]
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scripts are available at https://github.com/Billingegroup/19st_tio2b_notebooks. Adding the damped

sine-wave proxy model results in a significantly improved fit, as shown in Figure 4.2(d), with

𝑅𝑤 = 0.112. The values of the refined parameters are presented in Table 4.4. There is still some

unaccounted-for residual, but the fit is now approaching the quality we expect from a well-ordered

sample rather than the lower 𝑅𝑤 values that have historically been considered acceptable from

nanoparticle samples [136].

The refinement returned that there was 10% (mole-fraction) of the anatase phase and 90%

of the bronze phase in the sample. Their contributions to the PDF are depicted in Figure 4.5(d).

The refined values of the parameters for the best performing model shown in Figure 4.2(d) and

Figure 4.5(c) are reproduced in Table 4.4 in the column labeled 190 ◦C L.

Table 4.4: Best fit values for parameters from the PDF refinements. We obtained the data in the
“TEM-diameter (mean)” row using The columns for the synthesis temperature, and “L” indicates
that the last sample has organic ligands while the others don’t.

parameter 130◦C 160◦C 190◦C 190◦C L

Bronze

mole-fraction (%) 96.064 96.065 90.870 90.175

diameter mean (TEM) (Å) 17.215 26.202 28.142 28.784

diameter mean (PDF) (Å) 30 55 75 75

diameter std (PDF) (Å) 8.234 9.948 11.811 11.698

a (Å) 12.189 12.182 12.186 12.181

b (Å) 3.747 3.746 3.747 3.750

c (Å) 6.493 6.495 6.502 6.497

𝛽 (deg) 1.867 1.867 1.868 1.868

B𝑖𝑠𝑜(Ti0) (Å2) 0.534 0.530 0.487 0.559

B𝑖𝑠𝑜(Ti1) (Å2) 0.610 0.488 0.468 0.444

B𝑖𝑠𝑜(O2) (Å2) 1.035 1.027 1.073 1.223
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B𝑖𝑠𝑜(O3) (Å2) 2.499 2.178 1.899 1.991

B𝑖𝑠𝑜(O4) (Å2) 1.024 0.959 1.090 1.012

B𝑖𝑠𝑜(O5) (Å2) 2.195 1.755 1.770 1.622

x(Ti0) 0.100 0.101 0.101 0.101

x(Ti1) 0.197 0.196 0.196 0.196

x(O2) 0.060 0.060 0.059 0.060

x(O3) 0.136 0.138 0.135 0.134

x(O4) 0.133 0.135 0.134 0.135

x(O5) 0.231 0.236 0.236 0.237

z(Ti0) 0.706 0.706 0.707 0.707

z(Ti1) 0.288 0.286 0.286 0.286

z(O2) 0.366 0.363 0.363 0.365

z(O3) 0.020 0.016 0.012 0.014

z(O4) 0.711 0.714 0.711 0.712

z(O5) 0.341 0.348 0.350 0.354

𝛿2 (Å2) 1.902 2.139 1.604 2.546

Anatase

mole-fraction (%) 3.936 3.935 9.130 9.825

diameter (PDF) (Å) 53.741 53.856 61.074 59.074

a (Å) 3.784 3.786 3.785 3.785

c (Å) 9.525 9.497 9.501 9.499

B𝑖𝑠𝑜(Ti) (Å2) 0.725 0.502 0.494 0.595

B𝑖𝑠𝑜(O) (Å2) 1.653 1.290 1.302 1.502

z(O) 0.213 0.237 0.213 0.212

𝛿2 (Å2) 3.414 2.216 3.479 6.189
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As discussed above, we do not expect that adding the ligand signal will significantly change

the refined structural parameters. To test this in Table 4.5 we compare the values of best-fit param-

eters with and without the ligand signal removed.

Table 4.5: Comparison between the models with and without ligands. The first and second columns
are refined parameters in the model without and with ligands, respectively. The last column is
the difference between the second and first columns. To make the coordinates changes easy to
comprehend, we multiply the fractional coordinates by lattice constants.

parameter w/o ligand w/ ligand w - w/o

Bronze

fraction (%) 91.621 90.175 -1.446

diameter mean (Å) 31.403 28.784 -2.619

diameter std (Å) 11.855 11.698 -0.157

a (Å) 12.186 12.181 -0.005

b (Å) 3.750 3.750 -0.001

c (Å) 6.490 6.497 0.007

𝛽 (deg) 1.868 1.868 -0.000

B𝑖𝑠𝑜(Ti0) (Å2) 0.522 0.559 0.037

B𝑖𝑠𝑜(Ti1) (Å2) 0.471 0.444 -0.027

B𝑖𝑠𝑜(O2) (Å2) 1.292 1.223 -0.069

B𝑖𝑠𝑜(O3) (Å2) 1.825 1.991 0.166

B𝑖𝑠𝑜(O4) (Å2) 1.133 1.012 -0.120

B𝑖𝑠𝑜(O5) (Å2) 1.417 1.622 0.205

x(Ti0) (Å) 1.234 1.231 -0.002

x(Ti1) (Å) 2.391 2.387 -0.003

x(O2) (Å) 0.759 0.737 -0.022

x(O3) (Å) 1.617 1.635 0.018

x(O4) (Å) 1.627 1.649 0.022
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x(O5) (Å) 2.959 2.891 -0.069

z(Ti0) (Å) 4.587 4.592 0.005

z(Ti1) (Å) 1.860 1.861 0.001

z(O2) (Å) 2.358 2.373 0.015

z(O3) (Å) 0.072 0.091 0.019

z(O4) (Å) 4.610 4.627 0.017

z(O5) (Å) 2.320 2.297 -0.023

𝛿2 (Å2) 2.983 2.546 -0.437

Anatase

fraction (%) 8.379 9.825 1.446

diameter mean (Å) 64.592 59.074 -5.518

a (Å) 3.786 3.785 -0.001

c (Å) 9.497 9.499 0.001

B𝑖𝑠𝑜(O) (Å2) 1.169 1.502 0.333

B𝑖𝑠𝑜(Ti) (Å2) 0.489 0.595 0.106

z(O) (Å) 2.019 2.011 -0.008

𝛿2 (Å2) 5.349 6.189 0.840

Ligand

𝑠 N/A 0.092 N/A

𝜎 (Å) N/A 7.020 N/A

_ (Å) N/A 4.051 N/A

𝜙 (rad) N/A -2.552 N/A

If the difference between the two sets of refined parameters is much less than the uncertainty

on those refined parameters, we can say that removing the ligand signal doesn’t affect our estimates

of the refined parameters significantly. Unfortunately, there is currently no reliable way to estimate
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the uncertainty of the parameters because of the unknown measurement errors (the experimental

setup does not allow us to estimate random counting statistics reliably) and model imperfections

(errors in the fit that come from things lacking in the model). The refinement code does report

uncertainties on each parameter, but these cannot be trusted because of these reasons. We thus

leave it up to the reader to assess if they consider the variability in the refined values with and

without the ligand to be a concern.

The variability in refined lattice parameters and of the positions of the Ti ions in the unit cell

are at the level of thousandths of an angstrom. They are at the level of hundredths of an angstrom

for the oxygen positions. They can be as high as 10% for the 𝐵iso values and the particle sizes.

Actually, this variability probably reflects the level of uncertainty we have on those refined param-

eters, with less reliable parameters (𝐵isos, diameters) having a higher variability than parameters

we expect to be more reliable (lattice parameters and Ti positions).

The presence of the anatase impurity phase raises questions about how it is distributed in the

sample. The result could be that a subset of nearly spherical nanoparticles is in the anatase phase.

However, it could also be that all the nanoparticles consist of some regions in the bronze phase

and others in the anatase phase, such as in a core-shell arrangement. The PDFs from these two

scenarios will look similar as the PDF is most sensitive to the local structure (i.e., whether a region

is locally bronze phase or locally anatase) rather than how those are arranged in space. Imaging

techniques, such as TEM, might help here, but we can also do more with the PDF data by modeling

the morphology of the nanoparticles using DIFFPY-CMI [100]. Here, we propose three hypotheses

about the distribution of the anatase phase that could be tested:

1. There are separated bronze and anatase particles. They are close to identical spheres.

2. The bronze and anatase are in the same particles. Bronze is the core, and anatase is the shell.

3. There are separated bronze and anatase particles, but the sizes are not the same.

We used the corresponding characteristic functions for each of these cases. The fits are
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shown in the Figure 4.5(a-c).

Compared with hypotheses (a) and (b), hypothesis (c) gave a better fit with the model cap-

turing well the high-𝑟 region of the PDF. We cannot rule out anatase being at the surface of the

bronze particles. For example, we didn’t try a model of a log-normally distributed set of core-shell

nanoparticles. We can say with certainty that anatase is present in the sample and that the anatase

signal extends over similar ranges to the bronze signal.

The fits to the 190L sample are now satisfactory, and we can apply the same approach to

studying the other samples.

4.4.2 Refining all samples with the same protocol

We used the same approach to study all the samples listed in Table 4.1. This resulted in good

fits in all cases, as shown in Figure 4.6. The refined parameters are shown in Table 4.4.

We first consider the effect of synthesis temperature, 𝑇synth, on the product. This varied

between 130 < 𝑇synth < 190 ◦C. Our modeling indicated aspects of the product such as phase

composition (bronze vs. anatase), size and shape of the nanoparticles, and other structural param-

eters such as lattice parameters and ADPs. We will therefore consider these aspects for samples

synthesized at different temperatures. All refined parameters can be seen in Table 4.4, and selected

parameters are plotted in Figure 4.7. The synthesis temperature may influence the proportion of

the nanoparticle’s anatase and bronze phases. The amount of anatase in the sample is low (4%)

for all samples synthesized up to 160 ◦C, but jumps to 9% for the 190 ◦C sample. This result is

reproduced for the second 190 ◦C sample, which contains ligands (Figure 4.7(a)). It suggests an

increased tendency for anatase formation with increasing temperature above 160 ◦C. The bronze

phase is not the thermodynamically stable phase and is presumably kinetically trapped during the

low-temperature synthesis [137]. Carrying out the synthesis at a higher temperature means there

will be a stronger thermal driving force to get from the local kinetically trapped bronze into the

anatase, which could explain this. A systematic study of how the transformation to anatase occurs
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Figure 4.5: PDFs in the high-𝑟 region from the best fit models to the T190L measured data and
different contributions. (a)-(c) PDFs in the high-𝑟 region from the best fit models to the T190L
measured data. Open blue circles are the data, and the solid red lines are the model PDFs. The dif-
ference curve is shown offset below. The three fits are (a) spherical bronze phase nanoparticles and
spherical anatase phase nanoparticles, (b) spherical core-shell nanoparticles with bronze structured
cores and anatase on the surface, (c) a mixture of spherical bronze phase particles whose size is
log-normally distributed and spherical anatase impurity phase particles. Different from Figure 4.4,
these all include ligands in the model. (d) The different contributions to the fit shown in (c) are
plotted separately.
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Figure 4.6: PDFs of the best fit models to the measured data for each sample. The blue circles are
the measured PDFs, the red lines are the calculated PDFs from the best fits, and the green lines are
the residuals. The samples are identified by synthesis temperature and reaction time in the figure
panels. We also report the goodness of fit 𝑅𝑤.
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Figure 4.7: Best fit parameters for samples synthesized at different temperatures. (a) mole-fraction
of anatase phase, (b) average diameter of bronze nanoparticles, (c) ADPs of Ti atom at position 1,
(d) ADPs of O atoms at positions 3 and 5. The error bars for 190 ◦C show the deviations between
the w/ ligand and w/o ligand samples.
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as a function of temperature and synthesis time was not conducted, but this preliminary result sug-

gests a temperature range where this process is beginning to occur on reasonable laboratory time

scales.

We expect that the synthesis temperature also affects the size of the particles. Using the

mean and the standard deviation of the lognormal distribution of the characteristic function from

the PDF measurements and the particle size estimates from TEM, we see a steady increase in the

size of the bronze-phase nanoparticle samples (Figure 4.7(b)), and an increase in the polydisper-

sity, with increasing synthesis temperature. We also note a divergence between the nanoparticle

size obtained from TEM and that obtained from the PDF, which suggests that for the higher syn-

thesis temperatures, the nanoparticles are developing an internal domain structure. In general, we

expect nanoparticle coarsening with increased temperature [138] due to the increased mobility of

atoms at higher temperatures. There is a small increase in the diameters of the anatase particles

also with temperature. We note that, at all temperatures, the minority anatase phase is more struc-

turally coherent (the signal extends higher in 𝑟) than the bronze particles. The increase in this

diameter with synthesis temperature is rather modest compared to that seen for the bronze phase.

The findings about temperature-dependent morphology are essential for the application of TiO2

nanoparticles in multiple applications, including phototoxicity [139], photoelectrode [140], and

photocatalysis [141].

Oxygen vacancies have been reported in the anatase [142] and bronze [143] phases, and the

synthesis temperature may affect the concentration of such vacancies in nanoparticles [144, 145,

146, 147]. In this case, we should find hints in the trends of lattice constants and ADPs with syn-

thesis temperature because the oxygen vacancies will make the size of the lattice deviate from that

of the perfect crystal and increase the uncertainty in the statistics of atom positions. Although we

do not find any trends in the lattice parameters (Table 4.4), there is some indication that the O3 and

O5 ADPs (and the Ti1 ADP) decrease with increasing synthesis temperature (Figure 4.7(c) and (d).

This suggests an increase in atomic scale order and, therefore, possibly fewer point defects with
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increasing synthesis temperature. In equilibrium, entropic arguments would suggest an increase

in point defects at higher temperatures [146]. Our observation, therefore, suggests that synthesis

at lower temperatures results in a metastable bronze phase that has an elevated number of defects.

Synthesis at higher temperatures results in more thermal energy to heal the excess defects during

the growth [146, 147].

4.5 Conclusions

The workflow works well for all TiO2(Bronze). It reveals all synthesis conditions in the Ta-

ble. 4.1 yield the nanoparticles in a major bronze phase and a minor anatase phase. The synthesis

temperature may have an influence on the proportion of impurity phase in the nanoparticles and the

size of the nanoparticles, but the structures all have similar lattice constant bronze phases synthe-

sized. This fast and robust workflow is universally applicable for most metal oxide nanoparticles

as long as there are hypothesized ACM models to use.
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Chapter 5: Quantitative analysis of the nanoporous materials

I will demonstrate how I used the infrastructure to study the transitions in nanoporous mate-

rials. I selected some of my impactful discoveries and summarized them in the Table 5.1. In the

following sections, I will introduce them individually.

5.1 Zirconium phosphate: the pathway from turbostratic disorder to crystallinity

The text, figures, and tables in this section are adapted from the thesis author’s article [148].

Copyright 2019 ACS

I show how the structural order of nanocrystalline zirconium phosphates (ZrP) is tuned by

synthetic methods and conditions through the use of synchrotron x-ray atomic pair distribution

function analysis. With the different synthetic routes and different phosphoric acid concentrations

in the synthesis, the product zirconium phosphates vary from turbostratically disordered nanoscale

structures to fully ordered ones. I show that a change in the structural order leads to different

ion-exchange properties.

Table 5.1: Summary of the transitions in nanoporous materials. “system” is the material system
studied. “state 1” and “state 2” are the begin and end states in transitions. They are mutable
because all transitions listed here are reversible. “Trigger”

system state 1 state 2 trigger

zirconium phosphate turbostratic crystalline ex situ temperature
Mn metal organic framework glass crystal in situ temperature
Al metal organic framework sql network kgm network polar solvent
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5.1.1 Introduction

Tetravalent metal phosphates, zirconium phosphates, in particular, have been extensively

studied because of their outstanding physical and chemical properties in both their amorphous and

crystalline phases [149, 150, 151]. The first published studies of zirconium phosphates appeared

in the mid-1950s, wherein they were investigated for their use as ion-exchange materials [152,

153]. They were typically studied as so-called amorphous materials until 1964, when Clearfield

and Stynes made the first report of crystalline zirconium phosphates, 𝛼-ZrP, with the formula

Zr(HPO4)2·H2O. Later, in 1978, the Alberti group reported the development of a related mate-

rial, 𝛼-zirconium phosphonates [154], with the general formula Zr(O3PR)2, where R is an organic

group.

After these first publications, efforts were then focused on the development of novel and un-

usual methods of synthesizing these materials. These studies have resulted in a variety of materials

with wide degrees of crystallinity, crystallite size, and other material characteristics that extended

the versatility of applications for zirconium phosphates and phosphonates [155, 156, 157].

Additional research efforts have mainly been focused on the study of different processes and

methods to modify the physicochemical properties of the material surface after exfoliation. Some

specific methods include adding suitable functional groups, covalently or electrostatically, to the

surface [158, 159, 160, 161, 162], Recent research has mainly focused on developing methods of

using these materials in applications such as ion exchange [163], catalysis [164, 165], polymer

composites [166, 167, 168], drug delivery [169], nuclear waste remediation [170, 171], fire re-

tardancy [172] lubrication [173, 174], proton conductivity [175, 176], and fuel cells [177] among

other applications [178, 179].

Nevertheless, the structural difference between the amorphous and crystalline states of the

metal IV phosphates and phosphonates and how they are related to the synthetic conditions are not

well-known. Herein, I investigated the differences in structure due to different synthesis methods

using pair distribution function (PDF) analysis of synchrotron powder x-ray diffraction data.
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5.1.2 Method

Zirconyl chloride octahydrate (≥ 90 %) was purchased from Advanced Materials. Phospho-

ric acid (wt 85 % H3PO4 in H2O) was purchased from VWR. The 0.1 N sodium hydroxide NaOH

standard solution was purchased from Acros, and sodium chloride from Aldrich. All chemicals

were used without further purification. All material syntheses were performed in a fume hood

using standard laboratory safety procedures and personal protective equipment.

An aqueous zirconyl chloride octahydrate solution (15 mL, 2.5 M) was added dropwise to

120 mL of a H3PO4 solution ( 1 mol, 2 mol, 4 mol, 5 mol, 6 mol, 7 mol, 8 mol and 14.7 mol) un-

der vigorous stirring. For the sample dubbed ZP1S, the P/Zr molar ratio in the reaction mixture

was 3.2:1; the theoretical ratio required for the synthesis was 2:1, and as such, the phosphate

was present in excess. The resulting gel was then stirred for 5 min, and then the gel, alongside

the remaining acid, was divided into five samples, each of which followed one of three different

treatments or methods of synthesis: dubbed rotary stirring (S), hydrothermal (H), and reflux (R).

In the rotary stirring method, the formed gel and acid were poured into a 50 mL centrifuge

tube and placed in a tube rotator at room temperature 𝑠𝑖𝑚25 ◦C for 48 h. For the hydrothermal

method, the formed gel and acid were poured into a Teflon pressure vessel and heated at temper-

atures of 90 ◦C, 145 ◦C and 200 ◦C for 48 h. For the reflux method, the gel and acid were poured

into a flask that was kept in an oil bath at 90 ◦C, where it was refluxed for 48 h.

The products that were obtained by these processes were washed with deionized water sev-

eral times until the wash solutions reached pH ∼ 3. The samples were then dried at 60 ◦C for 48 h.

The samples are identified by ZP, referring to 𝛼-zirconium phosphate, followed by a number rep-

resenting the molar concentration of the H3PO4 solution used, from 1 to 14, and then a letter that

refers to the synthesis method, with S for rotary stirring, H for hydrothermal, and R for reflux. In

the hydrothermal method, a number indicating the temperature is provided after the sample code,

and the names of the samples are given in Table 5.2.
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Table 5.2: Resume of 𝛼-ZrP Samples

sample name H3PO4(mol) method temp (◦C) molar ratio P/Zr

ZP1S 1 S 25 3.2
ZP2S 2 S 25 6.4
ZP4S 4 S 25 12.8
ZP5S 5 S 25 16.0
ZP6S 6 S 25 19.2
ZP8S 8 S 25 25.6
ZP14S 14 S 25 44.8
ZP2H90 2 H 90 6.4
ZP2H145 2 H 145 6.4
ZP2H200 2 H 200 6.4
ZP8H90 8 H 90 25.6
ZP8H145 8 H 145 25.6
ZP8H200 8 H 200 25.6
ZP14H90 14 H 90 44.8
ZP14H145 14 H 145 44.8
ZP14H200 14 H 200 44.8
ZP2R 2 R 90 6.4
ZP8R 8 R 90 25.6
ZP14R 14 R 90 44.8
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Synchrotron powder x-ray diffraction experiments were carried out at the XPD beamline

(28-ID-2) at the NSLS-II synchrotron at Brookhaven National Laboratory using the rapid acqui-

sition PDF method [111] during three beam times each for three sets of samples. The first set

contained samples 2, 7, 8, and from 9 to 19, the second set contained samples 1, 3, and 4, and the

third set contained sample 5. A 2D PerkinElmer amorphous silicon detector was placed 204 mm,

206 mm and 203 mm behind the samples, respectively. The samples were loaded into 1-mm-i.d.

Kapton capillaries. The incident wavelengths of the Xrays were 0.1848 Å, 0.1875 Å and 0.1877 Å,

respectively. Calibration of the experimental setup was done using nickel as a calibrant.

Data sets were collected at room temperature. The detector exposure time was 30 s. Raw

data were summed and corrected for polarization effects before being integrated along arcs of con-

stant scattering angle to produce 1D powder diffraction patterns using the program PYFAI [180].

Corrections were then made to the data and normalizations carried out to obtain the total scattering

structure function, 𝐹 (𝑄), which was Fourier-transformed to obtain the PDF using PDFGETX3 [114]

within XPDFSUITE [115]. The maximum range of data used in the Fourier transform was 𝑄max =

22.0 AA−1.

I describe here the models that I used for the structural modeling. They were based on the

𝛼 - ZrP crystal model [181] (Figure 5.1). It is a monoclinic crystal with atoms sitting in general

positions in the lattice. The crystal is formed by stacking atomic layers. Each layer consists of

zirconium atoms and phosphate anions. Water molecules are encapsulated between the layers.

Structure modeling was carried out using the program DIFFPY-CMI [100] and 𝑄broad. The

parameters for the instrument resolution were obtained by fitting a nickel PDF for each experi-

mental setup. For samples 1, 7 and 8 and 9 to 19, 𝑄damp = 0.0396 Å
−1

and 𝑄broad = 0.0189 Å
−1

.

For samples 2, 3 and 4, 𝑄damp = 0.0373 Å
−1

and 𝑄broad = 0.0126 Å
−1

. For samples 5 and 6,

𝑄damp = 0.0409 Å
−1

and 𝑄broad = 0.0176 Å
−1

.

The PDFs were first fitted by an attenuated-crystal (AC) model, where the model is con-

structed as a crystal using periodic boundary conditions, and the PDF is computed from this model
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Figure 5.1: Schematic of the 𝛼-ZrP structure. Green spheres and octahedra represent zirconium,
gray spheres and tetrahedra are phosphorus, and red spheres are oxygen. The disconnected oxygen
atoms in 𝛼-ZrP are the intercalated water molecules.

but attenuated by a characteristic function to simulate the effect of the nanoscale crystallites. The

misfit between the calculated and measured PDFs shows the possibility of the existence of de-

viations from the crystal structure, which I show is principally a turbostratic disorder in certain

samples. Following Terban et al, for the disordered samples, a discrete slab model is used to sim-

ulate the completely turbostratically disordered structure [135]. The model is a single-finite-size

covalently bonded slab extracted from the 𝛼-ZrP structure. Finally, a two-phase model is used in

the program DIFFPY-CMI [100] to fit PDFs from all samples. One phase is the AC model, and the

other phase is the discrete layer model. The initial values of the refinement parameters are set as

the fitting results from individual models. This is a low-computational cost approximate model for

simulating the coexistence of regions of material with more crystalline stacking of layers and more

turbostratically disordered regions.

5.1.3 Result

To reveal the structures of the samples and investigate their dependency on the synthesis con-

ditions, I analyzed PDF data from the synchrotron powder x-ray diffraction experiment. Figure 5.2

shows the measured PDFs of the S-series plotted offset from each other. In Figure 5.2(a), where the
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Figure 5.2: Experimental PDFs of the S-series samples: (a) low- 𝑟 region of PDFs and (b) high-r
region of PDFs, the scales of which are multiplied by 2.29.
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low- 𝑟 region of PDF is shown, all curves are similar, indicating that the local structures of all of

the samples are the same. There are differences in the high- 𝑟 region, as is evident in Figure 5.2(b).

The intensity of PDF peaks in the high-r region is lower in the low-acid-concentration samples,

suggesting a more disordered structure. They cross over to being more crystalline after the sample

ZP4S, indicating that the structure of the product 𝛼-ZrP changes from a disordered state to a more

ordered one when the acid concentration is between 5 mol and 6 mol.

This may be investigated in more detail by careful inspection of the PDFs of ZP1S-ZP5S

versus ZP6S-ZP14S, which also show differences in the relative peak intensities, indicating that

the structures are actually not the same between the disordered and ordered samples. For example,

the PDF peak doublet at around 8 Å is higher on the right in ZP1S-ZP5S and higher on the left

in ZP6S-ZP14S, and conversely, the doublet at around 11 A goes from being higher on the left

in ZP1S-ZP4S to being higher on the right in ZP6S-ZP14S. The sample ZP5S appears to have

intermediate behavior between these two cases, indicating that it may be between the ordered and

disordered structures.

To investigate this further, I took linear combinations of the two end-member PDFs, from

ZP1S and ZP14S, respectively, and fit them to the samples of intermediate acidity, varying the

fraction of each PDF curve to get the best agreement with the measured PDF. The results are

shown in Figure 5.3, which shows the proportion of crystalline component, Pc vs. molarity (M) of

H3PO4 for the S-series samples.

The linear combination fits all of the PDFs between ZP1S and ZP14S, with the largest 𝑅𝑤 of

the fitting being less than 0.15. As the phosphorous acid concentration increases, the crystallinity

gradually increases, with the intermediate PDFs being made up of a mixture of PDFs from well-

ordered and disordered structures until a sharp crossover in the crystallinity occurs. This sharp

crossover does suggest that there is a critical acid concentration necessary to achieve high crys-

tallinity. However, it should still be noted that before, during, and after the inflection point, I still

observe that the samples are well-described as a linear combination of the PDFs from end-point
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Figure 5.3: Proportion of the crystalline component, 𝑃𝑐 versus the concentration of H3PO4 during
synthesis. The line is added to show the general trend.

samples.

Having established that the measured PDFs from the S-series cross over between the end

members of the series, I turned to the model to learn more about the actual structures. I first con-

sidered the attenuated crystal model based on the defect-free 𝛼-ZrP structure [181], as described

in the Experimental Section. A representative fit is shown in Figure 5.4. It is clear that this model

gives a reasonably good fit for the well-ordered samples made at higher phosphonic acid concentra-

tions. This confirms that the well-crystallized samples are 𝛼−ZrP. This observation has been made

for all of the different synthetic methods, which allows us to conclude that the well-crystallized

samples in the other two methods are 𝛼-zirconium phosphates. In contrast, the structure model

does not fit the poorly crystalline material, except in the low-𝑟 region, where the crystalline and

less crystalline samples have the same signals. To model these patterns, I opted to turn to a model

that simulates turbostratically disordered layers. A discrete square slab of a single layer of the ZrP

structure was generated.

The PDF was then fitted with a series of single-layer models of a series of sizes to obtain the
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Figure 5.4: Representative fits of the attenuated 𝛼-ZrP model. The red and blue dots are experi-
mental PDFs of ZP14S and ZP1S, the cyan and yellow lines are the calculated PDFs from the best
fits, and the red and blue lines are differences between the experimental and calculated PDFs.
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Figure 5.5: Representative fits of the single-layer model to (top) ZP14S and (bottom) ZP1S. The
red and blue dots are experimental PDFs of ZP14S and ZP1S, the cyan and yellow lines are the
calculated PDFs from the best model fitting to the data, and the red and blue lines plotted offset
below the main curves show the difference between the experimental and calculated PDFs.

correct layer size. Representative fits are shown in Figure 5.5. In this model, the peaks in the high-

𝑟 region of the model PDF line up with those in the measured PDF from the disordered sample,

but this model yields a poor fit for the well-crystallized samples. I, therefore, concluded that the

disordered samples consisted of turbostratically disordered layers of ZrP. Besides the endpoints,

the samples are in a state between the totally turbostratically disordered structure and the well-

ordered one. This state can be simulated by an equivalent model, which is a linear combination of

PDFs from two phases. One phase is an attenuated bulk crystal, simulating crystallites with well-

ordered layers, and the other phase is a discrete slab model, simulating a stack of turbostratically

disordered phosphate layers.

The PDFs of the S-series are fitted to this two-phase model, with the fitting parameters being
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the relative proportion of the two PDFs, lattice constants of the bulk model, length, width, and

thickness of the single-layer model, atomic displacement parameters in both models, crystallite size

in the bulk model, and 𝛿 (a parameter for correlated atomic motion) in the single layer model. As

shown in Figure 5.6, all fitted PDFs are close to the experimental PDFs, and the residual differences

do not show obvious patterns, indicating that this two-phase model describes the structures of

nanocrystalline zirconium phosphates.

According to previous work reported by the Clearfield group for the amorphous, or tur-

bostratic, 𝛼 − ZrP, during ion exchange, the cations are organized uniformly throughout its struc-

ture, forming a complete solid solution. There are no inflection points, and the pH rises contin-

uously as H+is replaced by Na+. The solution composition varies along with the composition of

the solid, with the pH of the solution being determined by the composition of the solid. 45,50 They

attributed the lower capacity of the less crystalline 𝛼 - ZrP to steric factors. 45 The data gathered

here corroborate earlier pH titration data and show that the turbostratic samples do exhibit solid-

solution-type behavior with a near-linear increase in the pH during titration. The PDF structural

data show us that this behavior is likely due to the offset nature of the 𝛼-ZrP layers, which results in

a disordered arrangement of the cations within the materials. This shift in the layer structure is also

likely the cause of the lower ion capacity of the material because the offset 𝛼-ZrP layers should

indeed produce a steric impediment to the ion layer through the offset phosphate groups (Scheme

2). With the turbostratically disordered 𝛼 - ZrP, it appears that cation exchange takes place contin-

uously along the pH range. It is likely that the first protons exchanged are not only on the surface

but also in the larger cavities generated by the disordered layers. This explains the higher affinity

of larger ions such as Cs+in the turbostratically disordered 𝛼-ZrP than in the crystalline one. 49,51

This exchange further opens the layers and gives the sodium ions continuous access to the bulk of

the material. This process of opening layers takes place at different pH or potential values because

of their different orientations.

Figure 5.7 shows the refined crystallite size in the bulk model. In Figure 5.7, for the S-series,
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Figure 5.6: Experimental (dots) and fitted (lines) PDFs of the S-series samples with residual curves
below.
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Figure 5.7: Refined crystallite size as a function of the H3PO4 concentration in the synthesis of
stirring (red) and reflux (blue) methods.

the crystallite size increases with increasing H3PO4 concentration during the synthesis, quantitively

indicating that higher H3PO4 concentration yields more crystalline samples. The R-series is fit with

the two-phase model while the H-series is fitted by a single phase model because of the overall high

degree of crystallinity. The fitted crystallite size of the R-series is shown in Figure 5.7. The sample

is turbostratically disordered when synthesized at 2 MH3PO4 and crystalline when the H3PO4

concentration is larger than 8M.

On the other hand, the H3PO4 concentration dependence of the crystallite size in the H-series

does not follow a monotonically increasing trend. As shown in Figure 5.8, at the same annealing

temperature, the largest crystallite size is at H3PO4 = 8 M instead of 14M. Also, the variation of

the crystallite size with increasing H3PO4 concentration is smaller than those in the S and R-series.

The most crystalline sample in the H-series is produced under an acid concentration of 8M and

an annealing temperature of 145◦C, and the least crystalline sample is made at 2MH3PO4 and an

annealing temperature of 90◦C.
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Figure 5.8: Refined crystallite size as a function of the H3PO4 concentration at an annealing tem-
perature of 90 ◦C, 145 ◦C and 200 ◦C (blue, green, red) as a part of the hydrothermal method.

5.1.4 Conclusion

All of the products from synthesis are ZrP. However, PDF analysis has allowed us to resolve

the structural differences of 𝛼 − ZrP synthesized by stirring, hydrothermal, and reflux methods

under a variety of different synthesis conditions. These results show that the products all consist

of 𝛼 − ZrP layers, where the layer order varies from completely turbostratically disordered to the

presence of a 3D-ordered crystalline material. It quantitively confirms that as the concentration

of H3PO4 used in the stirring and reflux syntheses increases, so too does the 3 d stacking order

of the product 𝛼 - ZrP. On the basis of these results, the main influencer of the structural order

in 𝛼 − ZrP is the acid concentration. The hydrothermal method shows that increasing H3PO4

concentration at the same annealing temperature results in small and nonmonotonic variation in the

crystallinity. The fact that the 𝛼-ZrP samples consist of turbostratically disordered layers explains

their hydration behavior; because of steric factors, some water molecules are trapped within the

structure, requiring more thermal energy to leave the structure. The same steric factors explain the

slope behavior of the sodium ion exchange in the less ordered 𝛼 − ZrP. The more disordered solid
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solution behavior of the materials allows the cations to flow out more easily, with steric effects

making the exchange more energetically favorable. This causes a steady increase in the pH during

cation exchange because there is no additional enthalpic barrier preventing exchange like there is

in the well-ordered 𝛼 − ZrP samples.

5.2 Designing glass and crystalline phases of metal-bis(acetamide) s to promote high optical

contrast

The text, figures, and tables in this section are adapted from the thesis author’s article [182].

Copyright 2022 ACS

5.2.1 Introduction

Owing to their high tunability and predictable structures, metal-organic materials offer a

powerful platform for studying glass formation and crystallization processes and to design glasses

with unique properties. [183, 184, 185] Here, we report a novel series of glass-forming metal-

ethylenebis(acetamide) networks that undergo reversible glass and crystallization transitions be-

low 200 ◦C. The glass-transition temperatures, crystallization kinetics, and glass stability of these

materials are readily tunable, either by synthetic modification or by liquid-phase blending, to form

binary glasses. Pair distribution function (PDF) analysis reveals extended structural correlations

in both single and binary metal-bis(acetamide) glasses and highlights the important role of metal-

metal correlations during structural evolution across glass-crystal transitions. Notably, the glass

and crystalline phases of a Co-ethylenebis(acetamide) binary network feature a large reflectivity

contrast ratio of 4.8 that results from changes in the local coordination environment around Co

centers. These results provide new insights into glass-crystal transitions in metal-organic materials

and have exciting implications for optical switching, rewritable data storage, and functional glass

ceramics.

79



5.2.2 Method

Total scattering experiments were carried out on single and binary Mn(eba)3[ZnCl4] glasses

at the 28-ID-2 line at NSLS-II at Brookhaven National Laboratory using the rapid acquisition

PDF method (RAPDF) during the beamtime on May 16th - 18th, 2021 (Mn(eba)3[ZnCl4]) and

October 1st - 2nd, 2021 (Mn(eba)3[MnCl4] and 1-Mn/Co(Zn)). A 2D Perkin Elmer amorphous

silicon detector was placed 225 mm behind the samples, which were loaded in 1.5 mm borosil-

icate capillaries. The incident wavelength of the x-rays was _ = 0.1892 Å. Calibration of the

experimental setup was done using nickel as a calibrant. To prepare samples for total scatter-

ing experiments, M(eba)3[M’Cl4] crystals were ground finely with a mortar and pestle under a

N2 atmosphere and then loaded into borosilicate glass capillaries (Charles Supper #15-BG; OD

= 1.5 mm ). Glassy samples were then obtained by heating the sample in a sand bath under a

N2 atmosphere to above the melting temperature of each compound and quickly transferred to

a freezer (−35◦C) to allow glass formation upon rapid quenching. For 1-Mn/Co(Zn) samples,

Mn(eba)3[ZnCl4] and Co(eba)3[ZnCl4] were ground together, loaded into capillaries, and melt

quenched into glassy samples as described above. Total scattering data of the crystalline state was

collected for glassy samples that had been recrystallized by heating in situ. All capillaries were

flame-sealed under a vacuum to avoid air exposure. Total scattering data of an empty 1.5 mm

borosilicate capillary was collected to determine the background intensity, which was subtracted

from the sample intensity during data processing. All samples remained glassy over the 5-7 days

between preparation and measurement, as confirmed by the broad diffuse scattering peaks in the

raw intensity data.

During the variable temperature experiments, the glassy samples were heated using a flowing

nitrogen cryostream. Mn(eba)3[MnCl4] and 1-Mn/Co(Zn) were heated from 25 ◦C to 190 ◦C and

205 ◦C of the cryostream set point, respectively, to ensure complete melting. The temperature

ramp rate between measurements was 8 ◦C min−1. To capture the structural evolution across the

glasscrystal transition, x-ray scattering patterns were collected every 10◦C in a time series after an
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additional minute of isothermal holding to ensure temperature stabilization prior to each collection.

Mn(eba)3[ZnCl4] was heated from 25 ◦C to 117 ◦C, and x-ray scattering patterns were taken at

each temperature. The exposure time was 60 s for each collection. Due to the small size of the

cryostream, only a small portion of the capillary is in direct contact with the heat source, which

is expected to lead to a temperature gradient within the sample and a sample temperature that is

about 15 ◦C to 30 ◦C lower than the temperature setpoint of the cryostream depending on the exact

temperature.

Raw data were summed and corrected for polarization effects before being integrated along

arcs of constant angle to produce 1D powder diffraction patterns (𝐼 (𝑄)) using the PYFAI pro-

gram [180]. Corrections for air and Compton scattering were then made to the data, and normal-

izations were carried out to obtain the total scattering reduced structure function, 𝐹 (𝑄), which

was Fourier transformed to obtain the PDF (Figure 5.9) using PDFGETX3 [114] within XPDF-

SUITE [115]. The maximum range of data used in the Fourier transform (𝑄max), where 𝑄 =

4𝜋 sin \/_ is the magnitude of the momentum transfer on scattering) was 21.0 Å
−1

.

5.2.3 Result

The PDFs of M(eba)3[MCl4] networks provide insight into the structure of the disordered

glassy states (Figure 5.10). At short interatomic distances (0 Å to 5 Å), the glass-phase PDFs are

very similar to those of the crystalline phase, with sharp features that can be assigned to C−C,C−N,

and C−O bonds within the eba ligands and to M−O and M′−Cl bonds, suggesting minimal changes

to local coordination environments (Figure 5.11). This is consistent with ambient temperature

x-ray absorption fine structure (EXAFS) data for glassy Mn(eba)3[MnCl4], which can be well

modeled with half of the Mn centers coordinated to 4 Cl atoms-consistent with the [MnCl4]2– anion

being preserved in the glassy state-and half of the Mn centers coordinated to 4.4(1.2) O atoms of

the eba ligand. The average metal-ligand coordination number of 4.4(1.2) is comparable to that

of the molten phase of Co(bba)3[CoCl]4 (NCo−0 = 4.8(7)) and is well above the bond percolation

threshold of 2.0-2.4 that is required for a disordered network. This is consistent with the presence
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Figure 5.9: PDF of the room-temperature (RT) glassy state and high-temperature (HT) crystalline
state for a) Mn(eba)3[MnCl4]; b) Mn(eba)3[ZnCl4]; and c) 1-Mn/Co(Zn).
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Figure 5.10: Glass transition of Mn(eba)3[ZnCl4], Mn(eba)3[MnCl4], and 1-Mn/Co(Zn). (a)
Pair distribution function (PDF) of the ambient-temperature glass phase (dark traces) and high-
temperature crystalline phase (light traces) of Mn(eba)3[ZnCl4] (green), Mn(eba)3[MnCl4] (olive),
and 1-Mn/Co(Zn) (purple). An oscillatory signal indicative of extended-range ordering for each
glass is shown in the insets. (b) Variable-temperature PDFs of Mn(eba)3[MnCl4] (left) and 1-
Mn/Co(Zn) (right) as the temperature is increased through a glass-crystal and then crystal-liquid
transition.
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Figure 5.11: PDF comparisons of the high-temperature solid (dark solid line) and room-
temperature glass (light solid line) phases of Mn(eba)3[MnCl4], Mn(eba)3[ZnCl4], and 1-
Mn/Co(Zn) in 0 Å to 5 Å with important peak features assigned in a). In the range of 0 Å to 20 Å,
correlations that are consistent with nearest neighboring ((M-M)1) and second nearest neighboring
((M-M)2) metal-metal distances in the crystal structure are indicated in b).
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of an extended network of metal-ligand coordination interactions rather than discrete molecular

units-that spans the entire glass.

The intermediate-𝑟 and high-𝑟 regions of the PDFs of M(eba)3[MCl4] glasses further reveal

structural ordering reminiscent of the parent crystalline phases. For instance, calculations of PDF

patterns based on the crystalline phase show that peaks at 8.1 Å and 15.0 Å arise mostly from first-

and second-nearest-neighbor correlations between framework and counteranion metal centers (M-

M’), while peaks at 9.5 Å and 13.0 Å mainly arise from M-M and M-M’ correlations. Though de-

creased in intensity in the glassy phases, broad peak features centered at 7.8 Å and 14.5 Å suggest

structural correlations reminiscent of first- and second-nearest-neighbor metal-metal correlations

in the crystalline state, albeit with a much wider distribution of metal-metal distances (Figure 5.12).

In addition, a close examination of PDF patterns beyond 20 Å reveals an oscillatory signal that ex-

tends to 40 Å for all three M(eba)3[MCl4] glasses (Figure 5.10(a) inset). This oscillatory signal can

be attributed to density modulations that persist in the glassy state and produce a relatively sharp

feature at low- 𝑄 in the diffraction signal known as the first sharp diffraction peak (FSDP) [186,

187]. The FSDP is a common feature of network-forming liquids and amorphous solids, and its

position, 𝑄1, is correlated to the wavelength of the oscillatory signal, _, as described by Eq. 5.1.

_ = 2𝜋/𝑄1 (5.1)

The FSDP for glassy M(eba)3[MCl4] is at 0.9 Å
−1

to 1.0 Å
−1

, which corresponds to a density

modulation wavelength of 6.3 Å to 7.0 Å that is consistent with density modulation characteristic

of the crystalline network. This suggests that a network structure reminiscent of the parent crys-

talline phase is maintained within the glass. Interestingly, a larger amplitude of the oscillatory

signal that extends to higher 𝑟 is observed for Mn(eba)3[ZnCl4] relative to Mn(eba)3[MnCl4] and

1-Mn/Co(Zn) (Figure 5.10(a) inset; Figure 5.13). This implies that a higher degree of extended

structural ordering is present in Mn(eba)3[ZnCl4], which could contribute to its faster crystalliza-

tion kinetics.
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Figure 5.12: Partial PDF analyses for crystalline (top) and glassy (bottom) Mn(eba)3[MnCl4] in (a),
Mn(eba)3[ZnCl4] in (b), and 1-Mn/Co(Zn) in (c) at 7 Å to 11 Å (left) and 12.5 Å and 16.5 Å (right).
Red dotted lines represent experimentally and calculated M-M′, M-M, M′- M′ correlations and are
shown as orange, blue, and solid green lines, respectively. Metal-metal correlations significantly
contribute to the intermediate-range PDF features in both the crystalline and glassy states.
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Figure 5.13: Comparison between 𝐼 (𝑄) and 𝐺 (𝑟) of Mn(eba)3[MnCl4], Mn(eba)3[ZnCl4], 1-
Mn/Co(Zn). and (a) Normalized 𝐼 (𝑄) (background subtracted) of room-temperature glasses in
the range of 0.2 Å to 1.3 Å highlighting the first sharp diffraction peak (FSDP). (b) Expanded view
of the PDF of room-temperature glasses in the range of −0.02 Å

−2
to 0.06 Å

−2
, highlighting the

oscillatory signal indicative of extended-range ordering. Note that the PDFs of Mn(eba)3[ZnCl4]
and Mn(eba)3[MnCl4] are offset by 0.02 Å

−2
and 0.04 Å

−2
from the PDF of 1-Mn/Co(Zn), re-

spectively. In each plot, olive, light green, and blue solid lines corresponds to Mn(eba)3[MnCl4],
Mn(eba)3[ZnCl4], 1-Mn/Co(Zn), respectively. Mn(eba)3[ZnCl4] has the sharpest FSDP (as high-
lighted in the red dotted line), as well as the longest correlation length and oscillation amplitude in
the extended range.
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Figure 5.14: Variable-temperature FSDP fitting results of Mn(eba)3[MnCl4] including its position,
width, height, constants (a, b) for the linear baseline, and the goodness of fit (𝑅𝑤). Glass-crystal and
melting transitions occur upon heating, and the FSDP width decreases while the height increases
drastically upon crystallization. Poor fits (high Rw value) are observed during the transition due to
the coexistence of two phases.

While peaks at short interatomic distances remain largely unchanged upon heating each

glass, changes to intermediate and long-range PDF features provide insight into structural evolu-

tion across the glass-crystal transitions. Arising from metal-metal correlations in the intermediate

range, broad peaks centered at 7.8 Å and 14.5 Å significantly sharpen and increase in intensity

as metal-metal distances unify during crystallization (Figure 5.10(b)). To quantitatively analyze

how extended-range density modulations evolve upon heating, the position and width of the FSDP

were modeled as a function of temperature for Mn(eba)3[MnCl4] and 1-Mn/Co(Zn) (Figure 5.14

and Figure 5.15). As crystallization occurs in both compounds, the FSDP decreases in width and

increases in intensity, consistent with increased structural order.

The position of the FSDP is 0.91 Å
−1

in the glass state of Mn(eba)3[MnCl4], while the first
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Figure 5.15: Variable-temperature FSDP fitting results of 1-Mn/Co(Zn) including its position,
width, height, constants (a, b) for the linear baseline, and the goodness of fit (𝑅𝑤). Glass-crystal and
melting transitions occur upon heating, and the FSDP width decreases while the height increases
drastically upon crystallization. Poor fits (high 𝑅𝑤 value) are observed during the transition due to
the coexistence of two phases.
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Figure 5.16: Crystal structure of Mn(eba)3[MnCl4] at a) 298 K and b) 100 K with their respective
lattice directions indicated. Olive, green, red, blue, grey, and white spheres represent Mn, Cl, O,
N, C, and H atoms, respectively, and only N-H protons are shown for clarity. Mn1, Cl1, and Cl2
and corresponding Mn1 a-d, Cl1 a-d, and Cl2 a-d for the atomic position analysis are labeled in
the 298 K and 100 K structures correspondingly.

intense Bragg peak appears at a higher 𝑄 of 0.95 Å
−1

in the crystalline state, which suggests a

contraction in real-space density modulations during crystallization. Surprisingly, He pycnometry

shows that the density of the Mn(eba)3[MnCl4] glass is actually 3.0 % higher than that of the

crystal. We hypothesize that the slight increase in the glassy state density is mainly driven by a

reduction in tiny void spaces between ordered layers in the glass relative to the crystalline state,

which is not captured in the FSDP since it only reports on weakly ordered density modulations.

This is consistent with the dynamic disorder observed for [MCl4]2– anions (Figure 5.16), which

could reflect voids in between the coordination network layers that are eliminated in the glassy state

and regained upon the glass-crystal transition. Although not commonly observed for conventional

glasses, we note that there are several examples of metal-organic frameworks that form glasses that

are denser than the parent crystalline phase due to reduced residual void space. [188]
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5.2.4 Conclusion

The foregoing results demonstrate a strategy to increase the glass-transition temperatures of

metal-bis(acetamide) previously reported metal-bis(acetamide) networks can be attributed to a re-

duced entropy of fusion and increased molten-phase viscosity that results from the reduced confor-

mational flexibility of ethylenebis(acetamide) in comparison to longer bridging ligands. Moreover,

most M(eba)3[MCl4] compounds undergo reversible glass-crystal transitions, and the glass stability

can be enhanced by modifying the nature of the metal center in the counteranion site or by liquid-

phase blending of two M(eba)3[MCl4] networks. The highly reversible interconversion between

glassy and crystalline phases, well as the capacity for forming homogeneous binary glasses upon

liquid-phase mixing, were leveraged to design a new optical phase-change material with a high re-

flectivity contrast ratio of 4.8. Owing to their high tunability, metal bis(acetamide) networks offer

a promising platform for expanding the structural and chemical diversity of metal-organic glasses

with predictable thermophysical properties unobserved in conventional glassy materials.

5.3 Rapid desolvation-triggered domino lattice rearrangement in a metal-organic frame-

work

The text, figures, and tables in this section are adapted from the thesis author’s article [189].

Copyright 2019 Nature Portfolio

5.3.1 Introduction

Topological transitions between considerably different phases typically require harsh condi-

tions to collectively break chemical bonds and overcome the stress caused to the original structure

by altering its correlated bond environment. [190, 191, 192] This section presents a case system

that can achieve rapid rearrangement of the whole lattice of a metal-organic framework through

a domino alteration of the bond connectivity under mild conditions (Figure 5.17). The system

transforms from a disordered metal-organic framework with low porosity to a highly porous and
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Figure 5.17: Lattice rearrangement in an Al-MOF. a, From a topological view, the three-
dimensional net of sra (SrAl2) topology in AlTz-53 can be interpreted as comprising intercon-
nected sql nets, whereas the three-periodic AlTz-68 can be viewed as comprising interconnected
kgm nets. b, The reversible continuous lattice rearrangement as indicated by PXRD patterns (_ =
1.5418 Å). From bottom to top: AlTz-53-DEF after being immersed in toluene, refluxed, and then
dried at various temperatures while under vacuum; AlTz-68 after immersion in DMF (75 ◦C) for
various periods of time.
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crystalline isomer within 40 s following activation (solvent exchange and desolvation), resulting

in a substantial increase in surface area from 725 to 2,749 m2/g−1. Spectroscopic measurements

show that this counter-intuitive lattice rearrangement involves a metastable intermediate that re-

sults from solvent removal on coordinatively unsaturated metal sites. This disordered-crystalline

switch between two topological distinct metal-organic frameworks is shown to be reversible over

four cycles through activation and reimmersion in polar solvents.

5.3.2 Method

To further investigate the local structures, pair distribution function (PDF) analyses based on

total x-ray scattering were performed on AlTz-53-DEF, AlTz-53-DMF, and AlTz-68. Total scatter-

ing data for PDF analysis were collected at beamline 28-ID-2 (XPD) at the National Synchrotron

Light Source II (NSLS-II) at Brookhaven National Laboratory (BNL) using the rapid acquisition

PDF method (RAPDF). High energy x-rays (66.12 keV, _ = 0.1875 Å) were used in combination

with a Perkin-Elmer amorphous silicon-based area detector. The samples were loaded into Kapton

capillaries for PDF measurements under ambient conditions. Background was subtracted during

data processing by using PYFAI [180]. The PDFs were extracted from total scattering data using

PDFGETX3 [114] and XPDFSUITE to 𝑄max = 23.5 Å
−1

. For comparison with the experimental

data, PDFs based on crystal structure was simulated using PDFGUI [98] For comparison with the

experimental data, PDFs based on the crystal structure were simulated using PDFGUI [98]. The

simulation was based on all the nonhydrogen atoms (except solvents) in the AlTz-53-DEF structure

and all possible pairs were taken into account during the simulation. 𝑄max = 23.5 Å
−1

was used for

the simulation. Unit cell parameters and atom positions were based on the powder diffraction data

via Rietveld refinement using the AlTz-53-DEF crystal structural models reported in this article.

Pseudo-Voigt profile and lattice parameters were refined using the Rietveld refinement.
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5.3.3 Result

The PDF analysis reveals the local structures and indicates the disorders in network. The

PDF profiles of AlTz-53-DEF and AlTz-53-DMF (Figure 5.18) are very similar, while they are

somehow different from that of AlTz-68. The peaks corresponding to 1-2, 1-3, and 1-4 Al· · ·Al

pairs can be clearly observed, at 3.3 Å, 6.5 Å and 10.5 Å, respectively. These indicate that the

Al chains are preserved during the transformation. An increase of the distances for peaks corre-

sponding to the 1-3 Al· · ·Al pairs (Figure 5.19) is observed, from 6.2 Å for AlTz-68 to 6.5 Å for

AlTz-53-DEF. This is attributed to the missing ligands in the AlTz-53-DEF framework, as indi-

cated by IR and NMR. A structural model of AlTz-53-DEF with missing ligands (Figure 5.20) was

built, showing the flexibility of Al chains.

5.3.4 Conclusion

Desolvation can overcome the traditional challenges that come from having perfect structures

that are not a natural energy minimum during one-pot syntheses, thereby providing an alternative

method for producing perfect structures and achieving phase transitions that typically need extreme

conditions. The desolvation-triggered domino rearrangement of AlTz-53-DEF also points to dif-

ferent routes for the design and preparation of novel copolymers, high-crystalline covalent organic

frameworks, and metal alloys from volatile precursors, wherein monomers, functional groups or

other components could potentially enable such desolvation-triggered domino rearrangements.
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Figure 5.18: PDFs for AlTz-53-DMF, AlTz-53-DEF, and AlTz-68. The PDF profiles of AlTz-
53-DEF and AlTz-53-DMF are very similar, while they are somehow different from that of AlTz-
68. Comparing the PDFs for AlTz-53-DMF, AlTz-53-DEF, and AlTz-68, AlTz53 has a shorter
correlation length than AlTz-68, which agrees with the idea that the structure is more disordered.
In addition, all of them show a shoulder peak at 3.3 Å. As AlTz-68 has Al-chain structure, the
shoulder peaks at 3.3 Å indicate presence of 1 - 2 Al· · ·Al pairs. The PDFs show broadened and
overlapped peaks at a high 𝑟 range due to low crystallinity. However, considering the stronger
scattering of Al atoms, the similarity of strong peaks at high 𝑟 range in different PDFs somehow
indicates a similar long-range Al local environment.
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Figure 5.19: Comparison of experimental PDF for AlTz-53-DEF with that simulated using an
average AlTz-53 crystal model in which the atomic displacement parameters are set to different
values for low-r and high-r region. The peak at 1.4 Å is assigned to the C-C and C-N bonds
in the TzDB ligand, the peak at 1.8 Å to Al-O bonds (Al-carboxylate, Al-oxo, Al-hydroxo, and
Al-water), the peaks at 2.4 Å and 2.8 Å to C· · ·C, C· · ·N and N· · ·N distances within the same
TzDB molecule. Comparison of experimental PDF for AlTz-53-DEF with that simulated using
an average AlTz-53 model shows a good agreement at a low 𝑟 range. The slightly long 1-2 Al-
Al distances of AlTz-53-DEF compared to simulation are attributed to the flexibility of Al chains
(Figure 5.20).
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Figure 5.20: Proposed structural model of AlTz-53-DEF, showing displacements of AlO4 tetrahe-
dra in the chains caused by missing ligands. In an ideal structure of AlTz-53, all the Al atoms are
located on the green dashed line. The ligand missing causes displacements of AlO4 tetrahedra and
longer Al· · ·Al distances.
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Chapter 6: High-throughput in situ studies of the highly structurally

heterogeneous samples

6.1 Introduction

Many components in real devices are highly heterogeneous and can consist of large single

crystals coexisting with multi-crystal, polycrystalline, and amorphous regions in intimate contact

with each other. It is, therefore, essential to have tools that can map out and characterize the char-

acteristics of the materials as a function of position in a spatially resolved way. It is also interesting

to do this mapping at high rates to watch devices in in situ and operando experiments. Diffraction

yields quantitative information about the structure and local structure. There are multiple efforts

to carry out diffraction, and local structure measurements in a spatially resolved way, including

pair distribution function, computed tomography (ctPDF) [82], scanning nanostructure x-ray mi-

croscopy (SNXM) [83], scanning nanostructure electron microscopy (SNEM) [84], diffraction

contrast tomography (DCT) [85], and three-dimensional x-ray scattering microscopy (3DXRD)

[86, 87, 88]. In all these cases, a significant challenge is a rapidly automated reduction of the

high dimensional data to a scientifically relevant form and the rapid interpretation and extraction

of scientific information from the structural maps on the timescale of the experiment.

I invented a simple, rapid, and robust method named crystal mapping to generate 2D crystal

maps, 1D rocking curves, and other kinds of mapping. Its computational cost is cheap and does not

require a high-resolution detector. Thus, it is applicable for the quasi-real-time on-site data analy-

sis, where users can get the results soon after the experiment and tune the experiment plan accord-

ingly. One possible use case is to monitor grain growth in in-situ synthesis. I recently demonstrated

the results from this method on the product of an optical floating zone furnace (OFZF) growth [69].
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Here, I report on an open-source software package using an improved algorithm for the case of

rapid mapping of crystal locations and orientations. I demonstrate its use to map the crystal mor-

phology, crystallinity, and crystal quality in boules that are the product of an optical floating zone

furnace (OFZF) growth. I recently demonstrated the results from this method in an ex situ experi-

ment on the product of an optical floating zone furnace (OFZF) growth [69]. Here, I report on an

open-source software package using an improved algorithm for the case of rapid mapping of crys-

tal locations and orientations. I demonstrate its use to map the crystal morphology, crystallinity,

and crystal quality in boules that are the product of an optical floating zone furnace (OFZF) growth.

The software is available at https://github.com/st3107/crystalmapping.

6.2 Method and Design

6.2.1 Algorithm

There are three primary phases in the algorithm, as listed below.

• Feature Detection Find where QOIs are on the images.

• Mapping Map the time-tagged QOIs to the position coordinates.

• Visualization Visualize the QOIs in curve plots or color meshes.

The most complex part is the feature detection phase. The feature detection phase consists of three

steps.

• (1) Calculation of the pixel-wise maximum (“maximum image” in Figure 6.1(a)), the pixel-

wise minimum (“minimum image” in Figure 6.1(b)) and their subtraction (“subtracted im-

age” in Figure 6.1(c)).

• (2) Auto-detection of the diffraction spot positions on the dark subtracted light image and

the automatic selection of regions of interest.

• (3) Calculation of the average intensities in regions of interest (ROIs) and the generation of
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(a) Maximum image (b) Minimum image (c) Subtracted image

Figure 6.1: The visualization of the immediate results in the algorithm: (a) the pixel-wise maxi-
mum (abbreviated as “maximum image”); (b) the pixel-wise minimum (abbreviated as “minimum
image”); (c) The difference between maximum image and minimum image (abbreviated as “sub-
tracted image”).

the “crystal maps”.

In step (1), the maximum image shows peaks captured in one scan, and the minimum image

records the baseline, mostly the air scattering. The difference between the two images is a “family

photograph” of Bragg peaks without the air scattering, as shown in Figure 6.1(c).

In step (2), I use a particle tracking algorithm [193] to find the centers of all the Bragg peaks

on the “family photograph”. Once I allocate the spot centers, I select a square region around each

peak center, as shown in Figure 6.1. These regions are ROIs. Users can handle the RoI size, so

they are large enough to include the center Bragg peak but not too big to involve the other Bragg

peaks.

In step (3), I calculate the average scattering intensity in the ROIs and tag it with the image

index. I obtain a 2D tensor whose element 𝐼 (𝑖, 𝑗) is the average scattering intensity in 𝑖-th ROI in

𝑗-th image. Then in the mapping phase, I map the image index to the sample positions based on

the metadata, so I finally produce crystal maps. For example, if I scan the sample in a 2D grid, the

crystal maps will be a 3D tensor, whose element 𝐼 (𝑖, 𝑥 𝑗 , 𝑥 𝑗 ) is the average scattering intensity in
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𝑖-th ROI on the image collected at
(
𝑥 𝑗 , 𝑦 𝑗

)
position on the sample.

The algorithm is fast because only step (2) needs time-consuming image processing, but it

is only for one image, and steps (1) and (3) are simple matrix operations. It can be as fast as three

shots from a dexela detector per second using only one core on the workstation at the beamline

28-ID at NSLS-II, whose time is limited by the I/O time for the image. Since the processing for

one image doesn’t depend on the result from the other, steps (1) and (3) can be parallelized for the

batch data, which further increases the speed.

The algorithm is also robust under several tests. Even when the beam is weak, the frame rate

is as quick as 0.1 sec/frame, and the noise together with dark current on the detector is relatively

high, it can still produce accurate results, like those shown in Figure 6.3 and Figure 6.4. I plot the

RoI on the axes. These axes can be the horizontal or vertical positions, rotation angles, or other

spatial quantities. For the example experiment, I plot them in Figure 6.3 and Figure 6.4. There is

one crystal map per RoI.

Although I only demonstrate the crystal maps and rocking curves, the software can process

diffraction images in a scan of any axes as long as it can read the number of data points and the

extent of the axes in the metadata.

6.2.2 Python Package

I implemented the algorithm in a python package. The package includes three essential

functionalities.

• Automated Experiment Run automated x-ray microscopy experiments at National Syn-

chrotron Light Source II (NSLS-II).

• Streaming Processing Start a server to automatically produce half-processed data at the

beamline.

• Batch Analysis and Visualization Rapidly analyzes the data in batch mode after the exper-
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iment, with user inputs and visualization.

I will demonstrate its usage in an example of crystal grown in an OFZF.

6.3 Example: Study Optical Float Zone Furnace Crystal Growth

Here I describe an application of the approach to study the distribution of crystal grains in

a rod that has undergone growth in an optical float zone furnace. Details of the sample prep,

initial experiments, and prior analysis of the grain distributions are described in [89]. I show how

novel insights are obtained about the crystal quality as will as the positional distribution of the

grains studied before. In particular, in the previous study, intensity variations from point to point

within the grains are evident. Here I used CRYSTALMAPPING to show that these originated from

a strongly spatially dependent crystal texture and were an artifact of the original measurement.

6.3.1 Spatially Resolved Experiment

The experiments were carried out at beamline 28-ID-D at NSLS-II on the same samples as

used in [89]. The x-ray energy was 67.3 keV (_ = 0.184 Å) with a square beam of size 0.25 mm ×

0.25 mm. The rod was mounted vertically and perpendicular to the beam. It was aligned so it could

be translated horizontally and vertically in the plane perpendicular to the beam. The high energy

x-rays are penetrating enough to go through the sample, and a large area Dexela 2923 detector with

square pixels of size 0.075 mm× 0.075 mm was placed 565 mm behind the sample in transmission

mode. Diffraction images are taken with a 1 sec exposure at a series of (𝑥, 𝑦) positions in a grid

pattern. It was also possible to rotate the rod about the rod axis, allowing data to be collected at

fixed but variable angles, or with the rod rotating during the exposure. A schematic of the setup

is shown in Figure 6.2. The horizontal length of the grid is around 6 mm, the vertical height is

approximately 30 mm, and the step size is about 0.25 mm. CRYSTALMAPPING stores metadata

automatically during the experiment, capturing the sample 𝑥, 𝑦 and 𝜙 (Where 𝜙 is an angular

displacement of the sample about the 𝑦-axis) positions for each image as well as the start, end, and

number of points in each grid-scan
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detector

z

x

y

incident x-ray

diffraction x-ray sample

Figure 6.2: Schematic of the experimental setup. The sample is moved in 𝑥 and 𝑦 directions. It
can also be rotated along the axis of the rod (the laboratory 𝑦-axis). The stacked diffraction images
represent a time series of measurements at different (𝑥, 𝑦) positions and/or rotation angles.
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In general, the diffraction images can contain diffraction spots from a single grain, multiple

grains, a smooth ring coming from a powder pattern, or just air scattering because the beam missed

the sample. The algorithm has to handle this diversity of images automatically and rapidly. An

example diffraction pattern is shown in Figure 6.2 where, in this case, it has the signal from multi-

ple crystals. At NSLS-II, the instrument control software saves metadata in a MongoDB database.

The metadata can be accessed using the DATABROKER software package. CRYSTALMAPPING is

able to pull the images from the database and feed them to the data pipeline along with relevant

metadata to automate the analysis process. In practice, many users prefer to save their data as files

on the filesystem with the images in the form of TIFF or EDF files and a text based output (for

example in YAML format) for the metadata. For example, this is a standard output of the XPDACQ

software running at the 28-ID-1 and 28-ID-2 beamlines at NSLS-II. Directly pulling information

from the database is more efficient, but CRYSTALMAPPING is also able to take data from external

files on the user’s filesystem also.

A code snippet showing how the CRYSTALMAPPING links to the database is shown in Snip-

pet 6.1.

1 from crystalmapping.crystalmapper import CrystalMapper, MapperConfig

2 config = MapperConfig(image_data_key=’dexela_image’)

3 cm = CrystalMapper(config)

4 cm.load_bluesky_v2(crystal_mapping_data)

5 cm.auto_process()

6 cm.save_dataset(’crystal-maps.nc’)

Snippet 6.1: Example python code to create crystsal maps

The CrystalMapper class handles the functionality of doing the mapping. It will take a stream of

detector images and metadata associated with them that come in the form of Bluesky event docu-

ments [194]. The documents are in the form of sets of key-value pairs (e.g., Python dictionaries),

and the mapper needs to be configured so that it knows the interesting fields for it to do its work.

In this case, the detector used was a Dexela 2923 detector, and its images are labeled with the key
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’dexela_image’ in the database. By default, it also reads the 𝑥 and 𝑦 positions on the sample.

The cm.load_bluesky_v2 method will load a given dataset from the database and pass it as an

attribute to the cm CrystalMapper object. The data is then processed using the auto_process()

method, which follows the algorithm described in Section 6.2.1. A status bar will show up to indi-

cate the progress. The results are also saved as attributes of the cm object. They can be written to a

file on the filesystem with the cm.save_dataset method.

6.3.2 Discovery: Missing Parts of the Grains

Although there are multiple packages for data visualization, users may want an easy and

direct way to look at the crystal maps. It is realized by the visualize method (Snippet 6.2).

1 cm.visualize()

Snippet 6.2: Example python code to create crystsal maps

Without needing additional settings, the CrystalMapper examines the data and metadata and de-

termines that the data is crystal maps due to its dimensions. It will reshape the data into an array

of crystal map images and show them in color meshes, which are the visualized crystal maps.

The result from the experiment described in Section 6.3.1 is shown in Figure 6.3. Users can also

choose what to plot by specifying the data names. For example, in the Snippet 6.3, users used the

x=’y’, y=’x’ to switch the x and y axes.

1 cm.visualize(x=’y’, y=’x’)

Snippet 6.3: Example python code to measure a rocking curve

A detailed interpretation of similar images from float-zone grown boules can be found in

[89]. In the OFZF growth process, multiple small crystals nucleate at the initiation of the growth.

As the boule is drawn through the hot zone, the nucleated crystals grow, with some growing at the

expense of other crystals allowing the successful crystals to grow in size until only one crystal is

left, which is the desired single-crystal. Moving up in the image, I then expect to see small crystals

at the bottom, growing in size as I move up the boule, as is evident in Figure 6.3. Exactly how
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Figure 6.3: The crystal maps of the TiO2 rod generated by the CRYSTALMAPPING package. Each
panel is the visualization of the distribution of the intensity of a Bragg peak from a region in the
sample on the XY plane in Figure 6.2. The yellowish color means higher intensity. These maps
show how different grains distribute in the rod on the XY plane.
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this happens depends on details of the growth conditions, and so in principle, such studies make it

possible to understand experimental factors that affect different grain structures in the product.

The approach clearly shows the positions within the boule of each crystal. However, as

reported in [89] and observed here in Figure 6.3, I find strong intensity variations with position

within a single crystal grain. In [89] it was hypothesized that crystal mosaicity could explain this

observation. To test this hypothesis, I would like to adapt the experiment design to carry out a

rocking curve measurement for each Bragg peak at each point on the map. Here I describe how

this new situation could be straightforwardly accommodated within CRYSTALMAPPING. In this

measurement, I want to measure the intensity of a Bragg reflection while rotating the sample to

different rotation angles, 𝜙, along its axis. The rotation steps I took were 0.001 degrees through an

angular range of −1.0 ≤ Δ𝜙 ≤ 1.0 ◦.

As I hypothesized, the non-uniform crystal mosaicity in the rod causes a strong variation in

the intensity of crystal maps. This can be seen by looking at rocking curve plots (intensity of a

particular Bragg peak vs. 𝜙). Because there are many Bragg peaks and many crystal positions, I

would like a way to automate this process, so I incorporated this functionality into CRYSTALMAP-

PING. First, I collect the data in rocking_curve mode. In this mode, I fixed the (𝑥, 𝑦) position of

the rod and rotated 𝜙 according to a fixed angle with constant step size, as described above. At each

angle, I collect a diffraction image. For completeness, I include the code snippet in Snippet 6.4.

1 from crystalmapping.plans import grid_scan_nd

2

3 rocking_curve = grid_scan_nd(

4 [pe1c],

5 mPhi,

6 -1, 1, 0.001

7 time_per_point=0.1,

8 time_per_frame=0.1,

9 shutter=fast_shutter,

10 shutter_open=’Open’,

107



11 shutter_close=’Closed’

12 )

13 RE(rocking_curve)

Snippet 6.4: Example python code to measure a rocking curve

The grid_scan_nd is a predefined plan in CRYSTALMAPPING to conduct a scan in multiple di-

mensions. The required arguments are the detector list, the motor that will be scanned, and the

beginning, end, and step size of the scan (in the default units of that motor). Here I were using a

Perkin-Elmer detector whose software object is called pe1c. I also set up rocking_curve to make

0.1 second frame exposures for a total exposure time per point of 0.1 s. Other optional arguments

tell the Bluesky run engine which shutter to open and close and some information about its state.

The user then simply runs the cm.visualize() command and CRYSTALMAPPING detects that the

data are in rocking_curve mode by reading the value of the ’shape’ key in the metadata. Be-

cause the loaded bluesky object always has exactly one scan, this method to determine dimensions

works. It contains information on the dimension of the scan. The CrystalMapper will read that

attribute and plot the rocking curves.

I show an example of the output of cm.visulaize for a set of rocking curves taken on all

the Bragg peaks it identified at the position (62 mm, 15 mm) on the large grain shown in peak 38 in

the Figure 6.3. An example is shown in Figure 6.4. If users would like to specify the data range or

the style of the plots, they can use different options for the method to customize the visualization.

For example, they will use cm.visualize(peaks=3) to only plot the first three peaks or use cm

.visualize(col_wrap=2) to show only two panels in a row. They can also get the returned

matplotlib figure object and set more detailed parameters using its methods.

As is evident in the plots in Figure 6.4, there are significant variations in intensity with

𝜙. This shows not only that the crystal grains do have significant mosaicity, but also that the

highly parallel synchrotron beam samples this with a high resolution. I adapted the software to

accommodate rocking curve scans as the input in Snippet 6.5.
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Figure 6.4: Rocking curves from a point (62 mm, 15 mm) on the large grain shown in peak 38 in
Figure 6.3, automatically generated by the rocking_curve mode of the cm.visualize() method
in the CRYSTALMAPPING package. Each panel depicts the intensity of a Bragg peak as a function
of the rotation angle, 𝜙, about the 𝑧-axis (shown schematically in Figure 6.2).

1 from crystalmapping.crystalmapper import CrystalMapper, MapperConfig

2 config = MapperConfig(image_data_key=’dexela_image’)

3 cm = CrystalMapper(config)

4 cm.load_bluesky_v2(rocking_curve_data)

5 cm.auto_process()

6 cm.save_dataset(’rocking-curves.nc’)

Snippet 6.5: Example python code to create rocking curves

The methods are the same as what I used to produce the crystal maps. It is because I designed the

CrystalMapper so that it could understand the dimension of the data using the information in the

metadata and used it in the reshaping. It can process the scan on any number of axes using the

same methods for greater fine-tuning.

When the code is being run on data read from the filesystem rather than the database the

code, the users should enter the path to the folder of tiff files and a yaml file. In the tiff files, the

file names should be indexed in the order of the measurement. In the yaml file, it should contain

the keys ’shape’, ’extent’, and ’snake’ like the ones in the database header. Usually, users
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don’t need to enter theses metadata because they are automatically recorded at NSLS-II. However,

if they are using other sources, they need to the write this yaml file and enter the values according

to their knowledge of the experiments.

The figure shows many peaks in a small range of rotation. The grain I measured has a high

mosaicity. I can compare the “rocking curve” to assess the quality of the samples. The summed

crystal map is best for showing the physical location of grains, and I may use the individual maps

(“rocking curves”) to get an idea about crystal mosaicity. I noted that I could obtain summed

crystal maps in a standard one-image-per-location mode if I dynamically rocked the sample during

the exposure at each physical location during data acquisition.

6.4 Conclusion

I implement a fast and robust algorithm in a python package CRYSTALMAPPING. It obtains

the oriental and spatial distribution of single crystal grains in the samples rapidly and robustly

in simple x-ray powder diffraction. I released the package on Conda (https://anaconda.

org/conda-forge/crystalmapping), published the source code for the public on GitHub

(https://github.com/st3107/crystalmapping), and built a documentation website

(https://st3107.github.io/crystalmapping) for reference.
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Conclusion

In this work, I presented advanced tools for analyzing the structures of nanocrystalline,

nanoporous, and heterogeneous functional materials. These materials have unique physical and

chemical properties at the nanoscale that make them useful in a range of applications, but their

complex internal structures make them difficult to study using traditional methods.

I developed an automated platform for x-ray scattering experiments and a streaming data

pipeline to produce pair distribution functions, and used these tools to study the disorders in a

variety of nanoporous materials, including metal oxide nanoparticles, metal-organic frameworks,

and zirconium phosphates. Our results showed that these tools are accurate and reliable, and have

contributed to important scientific discoveries in probing, analyzing, and controlling the disorders

in these materials.

In addition, I developed a systematic workflow for analyzing the phases and morphologies

of metal oxide nanoparticles and proposed a simple but effective algorithm for studying the grain

distribution and mosaicity in heterogeneous crystalline materials. Our work has demonstrated the

potential to tune the disorder in nanoporous zirconium phosphates using phosphoric acid

concentration, revealed evidence of polar solvent-induced lattice arrangement in an aluminum

metal organic framework, and supported the reminiscent correlation of metal sites in binary metal

organic framework glasses.

Overall, this work has contributed to the understanding of the structures of nanocrystalline,

nanoporous, and heterogeneous functional materials and has established a foundation for future
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research in this area and the potential application in photocatalysis, optical or gas sensing,

radioactive waste storage, and the metallurgical industry.
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