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Abstract

Learning Video Representation from Self-supervision

Brian Chen

This thesis investigates the problem of learning video representations for video

understanding. Previous works have explored the use of data-driven deep learning approaches,

which have been shown to be effective in learning useful video representations. However, obtaining

large amounts of labeled data can be costly and time-consuming. We investigate self-supervised

approach as for multimodal video data to overcome this challenge. Video data typically contains

multiple modalities, such as visual, audio, transcribed speech, and textual captions, which can serve

as pseudo-labels for representation learning without needing manual labeling. By utilizing these

modalities, we can train deep representations over large-scale video data consisting of millions of

video clips collected from the internet. We demonstrate the scalability benefits of multimodal

self-supervision by achieving new state-of-the-art performance in various domains, including video

action recognition, text-to-video retrieval, and text-to-video grounding.

We also examine the limitations of these approaches, which often rely on the association

assumption involving multiple modalities of data used in self-supervision. For example, the text

transcript is often assumed to be about the video content, and two segments of the same video share

similar semantics. To overcome this problem, we propose new methods for learning video

representations with more intelligent sampling strategies to capture samples that share high-level

semantics or consistent concepts. The proposed methods include a clustering component to address



false negative pairs in multimodal paired contrastive learning, a novel sampling strategy for finding

visually groundable video-text pairs, an investigation of object tracking supervision for temporal

association, and a new multimodal task for demonstrating the effectiveness of the proposed model.

We aim to develop more robust and generalizable video representations for real-world applications,

such as human-to-robot interaction and event extraction from large-scale news sources.
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Chapter 1: Introduction

1.1 Background

Video understanding is a challenging area of research in computer vision that aims to analyze

and reason about the content in videos. While images contain static frames, videos offer a wealth

of information, including motions, dynamic scenes, and various viewpoints. However, processing

videos requires significant computational and storage resources due to their large volumes high-

dimensional data. Representations for videos are crucial for these understanding tasks, as they allow

us to recognize high-level concepts in the video, such as different actions performed by various

objects and temporal relations between events.

Recent advances in deep learning, specifically convolutional neural networks, have achieved

great success in learning the encoding of videos, formally known as deep representations. These

models extract useful properties of the input data that represent the general nature of the video.

However, most state-of-the-art models for video representation rely on large, carefully labeled

datasets for training. Additionally, video annotation is expensive and time-consuming, as it is

difficult to annotate temporal boundaries and define label classes of events.

To overcome these limitations, self-supervised learning has emerged as a promising direction

for video understanding [1, 2, 3]. Rather than relying on human-annotated labels for specific tasks,

self-supervised learning aims to learn representations through pretext tasks, such as predicting parts

of the data that have been withheld or discriminating pairs of data associated with each other from

data that are randomly paired. The hypothesis is that by accomplishing these tasks, the model

develops a certain visual understanding ability that results in meaningful representations, which

in turn can be used for various downstream tasks. This approach allows for larger-scale training,

accessibility to different domains, and avoids the ambiguity of labels [4].
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1.2 Motivation for multimodal video self-supervised learning

Recently, self-supervised learning in images has achieved great success and has been shown to

outperform supervised pre-training in various downstream tasks, such as image classification and

object detection [5, 6]. However, learning from images has its limitations for several reasons. First,

images are static, which means they cannot capture causal and temporal information. Additionally,

images serve as a unimodal representation where the data itself may be corrupted or noisy in the real

world. Furthermore, image self-supervised learning often relies on some forms of human-defined

data augmentations such as cropping, rotation, and blurring, which means its supervision does not

exist naturally.

In contrast, videos capture temporal dynamics with naturally existing multimodal supervision,

such as optical flow, audio, and ASR text. Videos on the internet, such as YouTube, provide

audio and ASR captions which can be used to define self-supervised tasks involving content from

multiple modalities. Learning from such multimodal supervision has become a promising learning

pipeline to train neural networks from scratch without human annotation. Furthermore, learning

from multimodal data has the benefit of creating a common space across modalities, some of which

such as speech and text offer an opportunity to capture a higher level of semantic concepts. With

the recent success of a multi-modal representation, CLIP [7], it is possible to perform recognition

tasks for free, by matching the visual content and possible labels in the shared common space.

In this thesis, we focus on developing models for learning such multimodal common spaces,

where the model is free from fine-tuning of human-defined labels. We aim to leverage the self-

supervision across multiple modalities available in videos to improve the robustness and generaliz-

ability of the models in real-world scenarios.

1.3 Overview of learning from multimodal self-supervision

This thesis is primarily focused on the task of learning representations through multi-modal

self-supervision. In this section, we will discuss the state of the art in this field and how our work
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Figure 1.1: Key Ideas for Improvement in Multi-Modal Self-Supervision.

relates to it. Self-supervised learning is a powerful approach for learning representations from

data. However, as shown in Figure 3.1 there are several key components that need to be considered,

including the data, model, learning objective, and downstream evaluation.

Data. There are two important aspects we need to consider about data for self-supervised learning -

data transformations (augmentation) and learning from different domains. Data transformations

are key to image-based self-supervised learning [6] where different data augmentations are applied

to images such as random cropping, gaussian blur, rotations, and color jittering. The model will

treat different transformations of the same datapoint as an identical instance. The objective of the

self-supervising task is to map transformed data to the original data in the learned representation

space. In the video, different speeds [8] and shuffling data order [9] may serve as the additional

transformation of data. These data transformations serve as priors on the types of invariances

and distinctiveness to encode in the learned representation. This thesis explores the rich space of

data transformations that are possible for video data and uses it for multi-modal self-supervised

representation learning. One key data transformation we explore is the viewpoint variation and

occlusion of an object captured from video input (chapter 4). We also explore how other modalities,

such as automatic speech recognition outputs (chapter 2,3,5), audio (chapter 2,3), and corresponding

articles (chapter 5), can be used as powerful data augmentation for representation learning.

We also explore the use of different data domains for representation learning. Previous works pri-

marily focused on learning video representations from video datasets with a fixed set of pre-defined

label classes such as Kinetics-400 [10] and Audioset [11]. In addition, we investigate the potential of

large-scale multimodal datasets such as HowTo100M [12] and WebVid-2M [13] for representation

3



Figure 1.2: Multimodal self-supervised learning pipeline.

learning. In particular, the HowTo100M dataset [12] collects videos with corresponding audios and

generates the text transcript by YouTube ASR API back in 2019 automatically, where the ASR tool

had a word error rate (WER) of 28% [14]. In this thesis, the text transcript used in the experiments

for (chapter 2 and 3) are from the ASR provided in the HowTo100M dataset [12]. In addition, we

sampled video segments with ASR output, and the start/end time was bounded by ASR, resulting

in a 3-10 seconds video following [2, 12]. Through the use of multi-modal self-supervision, we

are able to bypass the need for collecting semantic labels for these datasets and instead utilize

the free supervision present in the audio and text modalities. In particular, we explore the News

domain where the text is less likely to be related to the video and show that with a sufficiently

large data scale, we can perform representation learning on an open-domain dataset to train video

representation achieving strong performance for event and argument role labeling (chapter 5)). In

this dataset, we applied the YotTube ASR in 2021, where the WER is 20.6% [15].

Models. The model maps the input data into a data representation. In the case of multimodal self-

supervision, there are usually tokenizers that are used to process the video into patches and sentence

to words, followed by encoders for each modality, as shown in Figure 1.2. Traditionally, video

representations were extracted in frame-based encoding using 2D convolutional neural networks

[16] , aggregated over time by average pooling or NetVLAD [17] to acquire the frame-based features

over time. Recently, video representations were extracted by 3D convolutional neural networks [18]

to encode short-term temporal dynamics. Both architectures aim to encode the video’s short- and
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long-term temporal information. In this thesis, we applied widely used video encoder backbone

S3D [19], R(2+1)D [20], C3D [21] for multimodal self-supervied learning. For the text model,

word2vec [22] and BERT models [23] are widely used to encode both word and sentence level

representations. For the audio model, raw audio [3] or log-mel spectrograms [24] are used as input

to ResNet [2] and DaveNet [25].

Transformers [26] have achieved great success in the natural language processing (NLP) field by its

multi-head attention and encoder-decoder architecture to compute contextualized representations

from a sequence. In this thesis, we demonstrate that multimodal learning can benefit from using

a joint multimodal transformer (chapter 5) for computing multimodal contextual representations

for video and text rather than disjointed encoders from each modality. We showed the transformer

architecture is useful for encoding temporal information on top of extracted visual representations

for better multimodal representation in event extraction (chapter 2) and common space learning in

zero-shot tasks (chapter 2). The learned representation from the encoder can be represented by a

single vector [1]. In Transformer model encoders, the representation mostly maintain consistent

dimensions between the spatio-temporal representation for video and the representation for text

[27].

Followed by the encoder for each modality, we learn networks that project the representation from

each modality to a common space to let the representations to be directly comparable as shown in

Fig 1.2. This network was usually implemented as one or two linear layers for projection [28, 1, 3].

Loss Function. The choice of the loss function is extremely important for learning a strong

video representation. The loss function drives the learning process and is a key component of the

self-supervised learning pipeline. Traditionally, the binary cross-entropy or triplet (max-margin)

objectives [29] were used in the multimodal self-supervised learning setup. These losses encouraged

the representation to discriminate visual and aural data pair from the same video segment from other

pairs. Recently, noise contrastive training [30] has gained popularity to learn self-supervised image

representations [6, 5], where the model learns the discriminability by pulling the same instance

with different data augmentation to be close and pushing different instances away. In this thesis, we
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explore how noise contrastive training can be adapted in the multimodal setting both for video-text

(chapter 5) and video-audio (chapter 2 and 3) representation learning. We show that this loss is

crucial for learning strong video representations across a variety of domains and tasks (chapter 5).

Cluster based representation learning, on the other hand, is to learn an embedding on a unit-

sphere that optimizes clusters while maximizing the selected objective function. In [31], a simple

alternating procedure was developed to train a model by switching between training a model

on pseudo labels derived from clustering results and assigning pseudo labels based on k-means

clustering. Incorporating transformations like those mentioned earlier allows the network to become

invariant to such transformations and is usually implemented by extracting and amplifying the

initial feature extractor (a randomly initialized neural network). In this thesis, we build on this work

by extending to multimodalities, where we learn to predict multimodal cluster centroids for better

common space learning (chapter 2).

Performance evaluation. Generally, there are two differente ways of evaluating a trained model

[32]: by finetuning the weights or keeping the weights of the model frozen. For the former, the

pretrained model is further optimized on some human-labeled datasets such as UCF-101 [33],

HMDB-51 [34] and Kinetics-400 [10] for action classification where the accuracy was reported. For

the latter, the trained model is frozen, and typically only a weak model, such as a linear classifier,

is added and trained on some labeled dataset. For video datasets, evaluation is conducted on the

UCF-101 [33] and HMDB-51 [34] and includes also nearest neighbor based class retrieval. It is also

possible to evaluate without further training a linear layer: the individual representations are saved

and k-nearest neighbor (kNN) retrieval [35] is performed. In the multimodal scenario where video

and text are available, both the encoder and projection layer can be frozen and perform text-to-video

retrieval in datasets such as MSR-VTT [36], VATEX [37], YouCook [38], and typically performance

at various neighborhood levels is reported. Note that during evaluation, instead of feeding the ASR

transcript to the text branch as training, the human-annotated text description where provided. In

the Video M2E2 dataset we have developed (see chapter 5), the event extraction and argument role

labeling can be done by feature similarity computation across modalities (chapter 5). Also, we
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can perform grounding from text to spatio-temporal regions using the frozen models without any

finetuning (chapter 3).

1.4 Technical challenges of learning from mulitmodal self-supervision.

One of the key assumptions of learning from multimodal self-supervision is that the association

across modalities is correct. For example, it is assumed that the ASR transcript is about the video

content in the same time frame. This assumption leads to the widely used contrastive loss approach,

where associated pairs are pulled closer and misaligned pairs are pushed apart, regardless of their

semantic meanings. However, this assumption is not always true, as information in ASR may not be

relevant to what’s shown in video or refer to video content at different times. [1].

In this thesis, we explore various directions to reduce the noise that may have been introduced by

this association assumption, with an aim to provide better supervision for self-supervised learning.

In chapter 2, we design a clustering component to alleviate the false negative pairs introduced by

multimodal paired contrastive learning. In chapter 3, we propose a novel sampling strategy to find

visually groundable video-text pairs for better self-supervised grounding supervision. In video-only

self-supervised learning, previous works have explored temporal association across time, where

it is assumed that visual instances across time are the same. In chapter 4, we investigate object

tracking supervision to ensure that the temporal association focuses on the same visual concept.

In the last chapter 5, we propose a new multimodal task to demonstrate our model, which learns

the multimodal common space from self-supervision, resulting in better video event extraction and

argument role labeling performance compared to traditional contrastive loss methods with that rely

on the noisy association assumption.

1.5 Thesis Outline and Contributions

In this thesis, we present several novel methods for improving multimodal self-supervised

learning in the context of video understanding. Our main contributions are summarized as follows:

Chapter 2: We propose a multimodal self-supervised learning approach that utilizes video, text,
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and audio as input modalities. We demonstrate the scalability of this approach by training on a

large-scale video dataset, the HowTo100M, consisting of over 120 million video clips. We also

aim to alleviate the problem of false negatives in noise contrastive learning by adding a clustering

loss to the learning objective. By forcing the model to predict the cluster center of multimodal

representation across video, audio, and text embeddings, we guide the model to capture high-level

semantics shared among different modalities.

Chapter 3: We demonstrate the benefits of using representations with finer granularity (region

level) in multimodal self-supervised learning for spatio-temporal grounding. By incorporating

both global and local representations learned from multimodal data, we show that these two types

of representations from multiple modalities are complementary with each other, guiding each

other for better representation. We also propose a new sampling strategy where we select visually

groundable pairs for computing the contrastive loss for higher quality supervision. Additionally, we

introduce a new dataset, GroundingYoutube, a multimodal instructional video dataset with both

spatial and temporal annotations for video grounding evaluation. Finally, we show that our model

can generalize to datasets in other domains besides YouTube instructional videos, such as VGG

Sound, without learning from human-annotated data.

Chapter 4: We propose PreViTS, a contrastive pre-training strategy that utilizes unsupervised

video object tracking for learning video representations. We show that such tracking supervision

allows us to focus on the visual semantics of the same object across time, which sets state-of-the-art

performance on various video action recognition datasets. Our representation learned various video

invariances such as occlusion and viewpoint. We also demonstrate that our representation focuses

more on the foreground actions in the video, less biased towards background information.

Chapter 5: We propose a novel task of Video Multimodal Event Extraction, which aims to auto-

matically extract events and argument roles from video article pairs utilizing video self-supervised

learning with multimodal common space. We demonstrate our multimodal self-supervised model

learned from video and ASR text can perform multimodal event coreference resolution. Our model

is able to select video segments and sentence pairs that refer to the same event. In addition, our
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transformer model can perform multimodal event extraction/argument role labeling by jointly decod-

ing the event/argument from both modalities. We show that a model trained with self-supervision

can achieve comparable results to a supervised model in extracting events by multimodal common

space. Furthermore, we demonstrate that the learned common space can adapt to new domains

without human annotation. This approach has the potential to greatly improve the scalability and

accessibility of video understanding tasks, as it does not rely on human-annotated data.
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Chapter 2: Learning Video Representation from Video, Audio, and Text

2.1 Introduction

To robustly learn visual events and concepts, humans seldom rely on visual inputs alone. Instead,

a rich multimodal environment is utilized for understanding by combining multiple sensory signals

along with various language representations. Many recent techniques have attempted to mimic this

paradigm to train efficient computer vision models, especially those that learn from videos where

multiple modalities are naturally present [2, 39, 40].

Learning on multimodal video data has both benefits and challenges. It is beneficial that each

video instance has information available in multiple modalities. Textual information corresponding

to the spoken narrations in the video, for example, provides a valuable language modality in addition

to the visual and audio modalities [41, 25, 42]. In this work, we focus on the problem of learning a

joint embedding space across multiple modalities. Given that the features from different modalities

are often not comparable, the goal is to learn the projections into a common space where features

from different domains but with similar content are close to each other to allow for a direct retrieval

across modalities. However, creating an effective joint multimodal embedding space is not easy.

First, each of those modalities is different, i.e., with respect to its source, how it is sampled and

processed, and its resulting feature representation. Additionally, in real-world data, the supervision

available to learn these projections from each of the modalities is unfortunately weak, as e.g., audio

sequences can be misaligned to their visual representations and corresponding narration might or

might not be present in the same time interval [39, 1].

To deal with multimodal data of this nature, several recent approaches use a contrastive loss [43,

44] to learn e.g. feature representations in a joint embedding space. The goal is to bring samples

drawn from the same temporal instance closer to each other while keeping samples from different
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Figure 2.1: The Multimodal Clustering Network (MCN) combines a contrastive loss that learns
feature representations to be close across different modalities such as video, audio, and text (blue
box), with a clustering loss that draws instances that are semantically related together, e.g., scenes
depicting the same semantic concept (e.g., chopping or frying) from different videos or different
clips. (yellow box).

times apart. Recent works [2, 1] show that such training is useful for pretraining models on

large-scale data without additional supervision and that the resulting models achieve competitive

performance on several tasks, e.g., in action classification when fine-tuned on various datasets.

One problem arising from the contrastive loss is that this criterion does not consider the samples’

semantic structure and similarity at different times: two samples are treated as a negative pair as long

as they occur at different times regardless of their semantic similarity. This can have a considerable

adverse impact on the learned representation. In a different formulation for learning representations,

instead of comparing individual instances, clusters of instances are first created using a certain

clustering algorithm [39, 45, 46, 47]. This approach encourages samples semantically similar to

each other (namely, samples in the same cluster) to be close in the embedding space. However,

if we cluster features from multi-modalities, those clusters would likely emerge only within the

modalities separately, clustering audio instances with audio instances, visuals to visuals . Therefore,
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a mechanism that pulls the instances from different modalities together is crucial to cluster features

from different modalities in a joint space. This leads to our proposed method that treats these two

approaches as reciprocal information.

We present a multimodal learning framework that learns joint representations by training cross-

modal projection heads from the visual, audio, and language modalities and accounts for the

semantic similarity of embedding using a large corpus of naturally narrated videos. The proposed

Multimodal Clustering Network (MCN) adopts a novel architecture to combine promising ideas

from both representation learning paradigms described earlier: learning via the contrastive loss at

the instance level and the semantic consistency at the cluster level. As another novel feature of

our approach, we explore joint clusters using multimodal representations instead of clusters using

separate modalities. The result features allow us to do retrieval across different modalities in linear

time. Figure 3.1 provides a high-level overview of our approach.

To evaluate our proposed method, we address the challenging problem of zero-shot learning in

two contexts: multimodal video retrieval and multimodal temporal action localization. We train our

system on the HowTo100M dataset [12] and evaluate its retrieval capabilities on the YouCook2 [48]

and MSR-VTT [36] dataset and its temporal action localization on the task of action detection on

the CrossTask [49] dataset and on the task of temporal action segmentation on the Mining YouTube

[50] dataset. Using only features from pretrained backbones, MCN significantly outperforms the

best text-to-video retrieval baseline over absolute 3% in recall and outperforms the temporal action

localization baseline over 3.1% in recall, both in zero-shot settings.

The contributions of this chapter are threefold: (i) We propose a novel method by combining

the benefits of contrastive loss and clustering loss for multimodal joint space learning. Unlike

prior works that create clusters using separate modalities, our method shows the important benefits

of using multimodal joint clusters. (ii) We show that the proposed model can learn across three

modalities (video, audio, text) in a joint space. (iii) We demonstrate significant performance gains

on multiple downstream tasks in the zero-shot setting. These results show that the learned common

space representations can improve state-of-the-art results without any additional training on the
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target datasets.

2.2 Related Work

Learning from Multimodal Data. Instead of collecting new annotated datasets [51, 52] for

building various state-of-the-art visual recognition models, current approaches leverage large

amounts of videos available on multiple social media platforms. When specific language resources

like automatically generated speech recognition captions are available in narrated video datasets

such as How2 [53] or HowTo100M [12], an appropriate proxy task that leverages these resources is

instead used. Such visual caption pairs have been widely used in self-supervised models in vision

and language tasks recently [54, 55, 56, 57, 58, 59, 60, 61]. In other approaches like [39, 4, 62,

25, 63, 24], the need for these language transcripts is avoided by using just the corresponding raw

speech signal. More recently, models that trained from scratch from the narrated video along with

generated speech captions have also been successfully developed [1]. The three modalities naturally

present in videos, the visual, audio, and language streams, are further integrated via a multimodal

variant of this learning framework in [2]. Unlike these works, our goal in this paper is to learn a

joint embedding in three modalitites for zero-shot multimodal downstream tasks where we create

an embedding space which the features across different modalitites are directly comparable.

Contrastive Learning. A technique central to several state-of-the-art self-supervised representation

learning approaches for images is instance-wise contrastive learning [64, 65]. In this paradigm, a

model is trained to place samples extracted from the same instance, e.g., transforms or crops of

an image, close to each other while pushing samples from different instances further apart. Given

its similarity to noise contrastive estimation (NCE), where two samples are treated as a negative

pair as long as they are drawn from different time segments, in MIL-NCE [1], the benefits of

both multiple instance learning and NCE are combined. An advantage of this approach is that it

now allows for compensation of misalignments inherently found in videos and corresponding text

captions. One inherent drawback of the instance-wise contrastive learning described above is that it

is agnostic to the inherent semantic similarity between the samples when positive and negative pairs
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Figure 2.2: Cross-domain Clustering vs. Joint Clustering. (a) Previous methods such as XDC
perform clustering at separate spaces and use pseudo-labels as supervision to other domains. (b)
Our method performs clustering across features from different modalities in the joint space to learn
multimodal clusters. Best viewed in color.

are constructed. In our work, we alleviate this problem by relaxing the instance level similarity

across modalities to semantic level similarity by introducing a clustering component that learns

semantic similarity among multimodal instances within the batch.

Deep Unsupervised Clustering. Given the high cost of computing all pairwise comparisons

in a large dataset, instead of applying the contrastive learning paradigm discussed above on each

individual instance, a more practical solution is to discriminate between groups of instances during

training. This is done by first pre-training a model to derive suitable feature representations of the

data in a simple cascaded approach. Keeping the representations fixed, a clustering algorithm is

then used to group instances before the weights of the model are updated using the derived class

assignments as supervision [31, 66]. In contrast, instead of keeping the clustering step independent

of the representation learning phase, more recent techniques jointly learn visual embeddings and

cluster assignments [45, 4, 46, 67]. While both these approaches can produce interpretable clustering

results that benefit downstream tasks by integrating global information across the entire dataset,
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running a clustering algorithm over a large data set slows down training. However, this issue

can be addressed by performing the clustering in an online fashion [46]. These online models

simultaneously learn to cluster and represent image data. To improve the performance of clustering,

it is, however, also essential to leverage the correlated yet very complementary information available

in the various modalities present in narrated videos [45]. To learn better feature extractors for

audio and video, recent works, XDC [39] and SeLaVi [45] extend this clustering idea to the

multimodal space. While these approaches focus on learning better feature extractors for each

domain separately, our goal is to learn a joint multimodal embedding. As shown in Figure 2.2, these

cross-domain clustering methods (left) create separate clusters and use cross-domain pseudo-labels

as the supervision for each feature extractor. In contrast, our model (right) creates a common

embedding space across all modalities and performs clustering jointly.

2.3 Learning to Cluster Multimodal Data

To effectively construct a joint representation space from unlabeled narrated videos, we start

with 𝑛 narrated video clips. Each video clip is associated with its corresponding visual representation,

audio representation and text narration. Given this input, the joint embedding space is learned,

where the embeddings of video clips with semantically similar visual, audio, and text content are

close to each other and apart when the content is dissimilar, as illustrated in Figure 3.1.

Using the notation in [1], for each clip, let video 𝑣 ∈ V denote its visual representation,

𝑎 ∈ A represent its corresponding audio and 𝑡 ∈ T , its matching text narration generated using an

automatic speech recognition (ASR) system. Given a set of 𝑛 tuples of associated video, audio and

text narrations {(𝑣𝑖, 𝑎𝑖, 𝑡𝑖)}𝑛𝑖=1 ∈ (V × A × T)𝑛, as shown in Figure 2.3 (a), we first construct three

parametrized mappings that derive embedding representations from the original video, audio and

text signals. Transform 𝑓 : V → R𝑑 derives a 𝑑-dimensional embedding representation 𝑓 (𝑣) ∈ R𝑑

from a video clip 𝑣, transforms 𝑔 : A → R𝑑 and ℎ : T → R𝑑 , produce similar 𝑑-dimensional audio

and text embeddings: 𝑔(𝑎) = 𝑧 ∈ R𝑑 and ℎ(𝑡) ∈ R𝑑 . In this work, 𝑓 takes as input pre-extracted 2D

and 3D features from a fixed-length clip, the input for 𝑔 are log-mel spectrograms extracted from
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the audio segments, and for ℎ, we use a sentence based neural model that transforms a set of words

into a single vector. More details about model architectures are in Section 2.4.

Next, we introduce three loss functions to guide and properly situate these embeddings in the

joint embedding space. A contrastive loss 𝐿𝑀𝑀𝑆 is used to ensure that the representations from each

of the three modalities are comparable. A second clustering loss 𝐿𝐶𝑙𝑢𝑠𝑡𝑒𝑟 encourages representations

from semantically similar samples across all modalities to remain close in the learned embedding

space. A third reconstruction loss 𝐿𝑅𝑒𝑐𝑜𝑛𝑠𝑡𝑟𝑢𝑐𝑡 regularizes the multimodal common space features

for more stable clustering training. The final model is trained to minimize sum of these losses.

𝐿 = 𝐿𝑀𝑀𝑆 + 𝐿𝐶𝑙𝑢𝑠𝑡𝑒𝑟 + 𝐿𝑅𝑒𝑐𝑜𝑛𝑠𝑡𝑟𝑢𝑐𝑡 (2.1)

Figure 2.3: Illustration of our proposed framework. Our framework comprises four parts: (a)
Extracting features from several modalities and projecting them into joint space. (b) Calculating
contrastive loss pairwise to pull the features close across modalities. (c) Performing multimodal
clustering across features from different domains in a batch. (d) Performing joint prediction
across features to multimodal centroids to bring together semantically similar embeddings. (e)
Reconstruction loss for regularization. Best viewed in color.

2.3.1 Contrastive Loss for Learning Joint Spaces

To learn a joint space for the three modalities, we compute a contrastive loss on all pairs of

modalities, (𝑣, 𝑡), (𝑡, 𝑎), (𝑎, 𝑣), as shown in Figure 2.3 (b). This loss maximizes the similarity

between representations corresponding to any two modalities from the same instance (video clip)
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while minimizing the similarity of imposter pairs from the two modalities from one clip of video to

another. In this work, we use the Masked Margin Softmax (MMS) function [68], which defines the

similarity between representations from two modalities in terms of their learned embedding vectors’

dot product within a batch 𝐵. Features from each of the three modalities {𝑉, 𝐴, 𝑇} are assembled

for each batch. The total contrastive loss 𝐿𝑀𝑀𝑆 is the sum of pairwise losses using each of the three

modalities:

𝐿𝑀𝑀𝑆 = 𝐿𝑡𝑎 + 𝐿𝑣𝑡 + 𝐿𝑣𝑎 (2.2)

where 𝐿𝑡𝑎, 𝐿𝑣𝑡 , 𝐿𝑣𝑎 represent the loss associated with pairwise modalities (𝑡, 𝑎), (𝑣, 𝑡), (𝑎, 𝑣) re-

spectively. For a pair of modalities, for example the text and audio modalities, the individual loss

𝐿𝑡𝑎 is in turn given as:

𝐿𝑡𝑎 = − 1
𝐵

𝐵∑︁
𝑖=1

[(
log

𝑒ℎ(t𝑖)·𝑔(a𝑖)−𝛿

𝑒ℎ(t𝑖)·𝑔(a𝑖)−𝛿 +
𝐵∑
𝑘=1
𝑘≠𝑖

𝑒ℎ(t
𝑖𝑚𝑝

𝑘
)·𝑔(a𝑖)

)
(2.3)

+
(

log
𝑒ℎ(t𝑖)·𝑔(a𝑖)−𝛿

𝑒ℎ(t𝑖)·𝑔(a𝑖)−𝛿 +
𝐵∑
𝑗=1
𝑗≠𝑖

𝑒
ℎ(t𝑖)·𝑔(a𝑖𝑚𝑝𝑗

)

)]

where 𝑎𝑖𝑚𝑝
𝑗

represents imposter pairs from two modalities that are sampled from a batch but do not

co-occur. As can been seen in the 𝐿𝑡𝑎 case, this loss attempts to discriminate between positive or

true embedding pairs and imposter or negative pairs within each batch. Using two separate parts, the

space of positive and negative samples is enumerated separately: in one case, a given text sample

is paired with various negative audio samples. In the second case, an audio sample is paired with

various negative text samples. (𝑖, 𝑗 , 𝑘) are various indices of video clips in a given batch. 𝛿 is a

margin hyperparameter that is empirically selected. By projecting all features to the same space and

ensuring that their similarities are maximized pairwise, this formulation of the pairwise contrastive

loss ensures that the features across different modalities are comparable.
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2.3.2 Clustering Multimodal Features

To ensure that representations of semantically related instances are close in the learned joint

multimodal space, in addition to contrastive loss described above, a self-supervised clustering step

is included as part of the training process.

Online K-means clustering. We applied standard clustering algorithm 𝑘-means that takes a set of

vectors as input, in our case, the features 𝑀 produced by the fused multimodal feature:

𝑀 = ( 𝑓 (v) + 𝑔(a) + ℎ(t))/3 (2.4)

where we take the mean over embeddings from three modalities to represent a multimodal instance.

We cluster them into 𝑘 distinct groups. More precisely, it outputs a 𝑑 × 𝑘 centroid matrix 𝐶 =

{`1, .., `𝑘 } and the cluster assignments 𝑦𝑛 of each multimodal instance 𝑛 are defined by solving the

following problem:

min
𝐶∈R𝑑×𝑘

1
𝑁

𝑁∑︁
𝑛=1

min
𝑦𝑛∈{0,1}𝑘

∥𝑀𝑛 − 𝐶𝑦𝑛∥2
2 (2.5)

We then acquire a centroid matrix 𝐶∗ and a set of assignments (𝑦∗𝑛)𝑛≤𝑁 . Unlike pseudo-labels-based

methods [31] that only make use of the assignments (labels), we make use of the centroid matrix for

semantic learning. To cover variant semantic information for clustering, we use features from the

previous batches to gather sufficient instances for online learning.

Semantic centroid learning. To learn the features closer to its multimodal semantic centroids. We

proposed to use the centroid as a contrastive loss reference target. This target pulls the features

from three modalities closer to the centroid that is close to their multimodal instance feature 𝑀𝑛

and pushes the features far away from the other centroid. For each modality, for example, the text

modalities, the individual loss 𝐿𝑡 is in turn given as:

𝐿𝑡 = − 1
𝐵

𝐵∑︁
𝑖=1

log
𝑒ℎ(t𝑖)·`

′−𝛿

𝐾∑
𝑘=1

𝑒ℎ(t𝑖)·`𝑘
(2.6)
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where `′ is the nearest centroid for the multimodal instance feature 𝑀𝑖 and `′. We later sum over

the loss from three modalities:

𝐿𝐶𝑙𝑢𝑠𝑡𝑒𝑟 = 𝐿𝑣 + 𝐿𝑎 + 𝐿𝑡 (2.7)

In the end, the projected features learn to be closer to its centroid feature among the three and

also learns to be closer in similar semantics.

Multimodal features reconstruction. Reconstruction can help in capturing features that are

suppressed by contrastive learning/clustering [69]. In a video of chopping onions, with both

the sound of chopping in the background as well as the speech/text with the word onion in the

foreground, it is possible that contrastive learning/clustering will focus more on associating the

video with either the sound (background) or the speech (foreground), but not both. We hypothesize

that the reconstruction loss will force the capture of features from both background and foreground,

which is important for retrieval/other downstream tasks. Reconstruction is also an auxiliary task

that helps regularize training and improve generalization [70]. We performed a reconstruction loss

on top of the common space features from three modalities to stabilize the feature training during

clustering. For each modality, for example, the visual modalities, the individual loss 𝐿𝑣′ is in turn

given as:

𝐿𝑣′ = − 1
𝐵

𝐵∑︁
𝑖=1

∥ 𝑓 ′(v) − 𝑓 (v)∥2 (2.8)

where 𝑓 ′(v) represented the reconstructed features by feeding v into two linear layers as encoder

and decoder. We then sum the loss over each modality:

𝐿𝑅𝑒𝑐𝑜𝑛𝑠𝑡𝑟𝑢𝑐𝑡 = 𝐿𝑣′ + 𝐿𝑎′ + 𝐿𝑡′ (2.9)

2.4 Experiments

2.4.1 Implementation details

For the visual branch of the proposed MCN model we follow [12] and use pre-trained 2D

features from a ResNet-152 model [71] trained on ImageNet [72] to extract features at the rate of
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one frame per second, along with pre-trained 3D features from a ResNeXt-101 model [73] trained

on Kinetics [51] to obtain 1.5 features per second. The video clip features were computed by

concatenating the 2D and 3D features into a 4096 dimension vector and max-pooling the features

over time. For the audio branch of the network, we compute log-mel spectrograms and use a

DAVEnet model [25] to extract audio features. For the textual branch, the feature extraction process

proposed in [12] is adopted to extract text representations: a GoogleNews pre-trained Word2vec

model [74] provides word embeddings, followed by a max-pooling over words in a given sentence

to extract a sentence embedding. Note that all backbones are fixed, and they are not fine-tuned

during training. Each feature extraction branch is followed by a separate fully-connected layer

and a gated unit for projecting the features in a common embedding space. To allow for pairwise

comparisons, features from each of the different modalities are set to be 4096-dimensional vectors.

More details can be found in the supplement. We use an Adam optimizer [75] with a learning

rate of 1e−4 and cosine learning rate schedule [76]. The model is trained for 30 epochs on four

V100 GPUs over a period of about two days. Various hyperparameters in our experiments are set as

follows: margin hyperparameter 𝛿 = 0.001 , and a batch size of 𝐵 = 4096 video clips and cluster

size is set to be 256.

2.4.2 Datasets

Training Dataset. Our models are trained on the HowTo100M [12] instructional video dataset,

which contains 1.2M videos along with their corresponding audio that consists of speech and

environmental sound and automatically generated speech transcriptions.

Downstream Datasets. The YouCook2 [48] dataset contains 3.5K cooking instruction video clips

with text descriptions collected from YouTube. Unlike Howto100m dataset, text descriptions in

YouCook2 are human-annotated. The MSR-VTT [36] dataset contains 200K human annotated

video clip-caption pairs on various topics. We use the same test set with 1K video clip-caption pairs

constructed in [12] in our experiments. The CrossTask [49] dataset contains 2.7K instructional

videos that cover various topics.The action steps and their order for each task were collected from
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YouCook2 MSRVTT

Method Mod Model TR R@1 R@5 R@10 R@1 R@5 R@10

Random - - 0.03 0.15 0.3 0.01 0.05 0.1
Miech [12] VT R152+RX101 N 6.1 17.3 24.8 7.2 19.2 28.0
MDR [54] VT R152+RX101 N - - - 8.0 21.3 29.3
MIL-NCE* [1] VT R152+RX101 N 8.1 23.3 32.3 8.4 23.2 32.4
MCN (ours) VAT R152+RX101 N 18.1 35.5 45.2 10.5 25.2 33.8

MDR [54] VT R152 N - - - 8.4 22.0 30.4
ActBERT [61] VT R101+Res3D N 9.6 26.7 38.0 8.6 23.4 33.1
SSB [59] VT R(2+1)D-34+R152 N - - - 8.7 23.0 31.1

MMV FAC [2] VAT TSM-50x2 Y 11.7 33.4 45.4 9.3 23.0 31.1
MIL-NCE [1] VT I3D-G Y 11.4 30.6 42.0 9.4 22.0 30.0
MIL-NCE [1] VT S3D-G Y 15.1 38.0 51.2 9.9 24.0 32.4

Table 2.1: Comparison of text-to-video retrieval systems. Mod indicates modality used, where V:
video, A: audio, T: text. TR indicates if a trainable backbone is used or not.

wikiHow articles with manual annotation for each frame. The Mining Youtube [50] dataset focuses

on YouTube videos for five simple dishes.The test set contains 250 cooking videos, 50 of each task,

that are densely annotated, i.e., each frame is labeled with its respective action class.

2.4.3 Downstream Tasks

To demonstrate the effectiveness of the proposed model, we evaluate embeddings derived from

the network in two downstream tasks: text-to-video retrieval and temporal action localization. We

focus on the zero-shot task because we want to access the quality of the cross-modal semantic

embedding that was learned during training. When performing retrieval using our model, we

compare the query text features with the video and audio features by computing similarity for both

and using the average. For action localization, we compute the same distance of the video-audio

pair of each frame to each respective label embedding and are so able to align video frames to each

of the provided action steps.

Text-to-Video Retrieval. The goal of this task is to retrieve the matching video from a pool of

videos, given its ground truth text query description. The model is tested on two video description

datasets and evaluated on recall metrics: R@1, R@5, R@10. These evaluations are used to
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CrossTask MYT

Method Mod Model TR Recall IOD IOU Recall IOD IOU

CrossTask [49] VT R152+I3D N 22.4 - - - - -
CrossTask [49] VT R152+I3D N 31.6 - - - - -
Mining: GRU [50] VT TSN N - - - - 14.5 7.8
Mining: MLP [50] VT TSN N - - - - 19.2 9.8

Miech [12] VT R152+RX101 N 33.6 26.6 17.5 15.0 17.2 11.4
MIL-NCE* [1] VT R152+RX101 N 33.2 30.2 16.3 14.9 26.4 17.8
MCN (ours) VAT R152+RX101 N 35.1 33.6 22.2 18.1 32.0 23.1

ActBERT [61] VT R101+Res3D N 37.1 - - - - -
ActBERT [61] VT + Faster R-CNN N 41.4 - - - - -

MIL-NCE [1] VT I3D-G Y 36.4 - - - - -
MIL-NCE [1] VT S3D-G Y 40.5 - - - - -

Table 2.2: Evaluation of temporal action localization systems.

demonstrate the effectiveness of the contrastive loss and learned joint embedding space across three

modalities.

Text-to-Full Video Retrieval. The conventional text-to-video retrieval task attempts to match a

caption (or ground-truth text query) to a single video clip. Since a single caption can refer to many

individual clips within a dataset, this task is limiting. To this end, we propose the task of text-to-full

video retrieval where the goal is to match a set of captions (or text queries) describing multiple parts

of a video to an entire video. This is a more realistic task than single clip retrieval since various

real-world applications require retrieving entire videos from complex textual queries. We evaluate

on YouCook2 dataset with recall metrics: R@1, R@5, R@10.

Temporal action localization. We further evaluate our model on two temporal action localization

tasks. The CrossTask [49] dataset considers the task of clip level action detection. Here, an

unordered set of action labels is given for a set of clips of the same video, and clips have to be

classified with the respective action labels. The performance is reported as recall and computed as a

ratio of the correctly predicted clips over the total number of clips in the video as used in [49]. The

MiningYoutube [50] dataset considers the task of frame-level temporal action segmentation.Here,

each test video is provided together with the respective actions and their ordering, including the
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background. The goal is to find the correct frame-wise segmentation of the video given the action

order. We follow the inference procedure outlined in [50] to compute the alignment given our

similarity input matrix. The dataset employs two evaluation metrics: intersection over detection

(IoD) [77], defined as 𝐺∩𝐷
𝐷

: the ratio between the intersection of ground-truth action 𝐺 and

prediction 𝐷 to prediction 𝐷, and the Jaccard index, which is an intersection over union (IoU) given

as 𝐺∩𝐷
𝐺∪𝐷 .

2.4.4 Comparison with State-of-the-art Methods

Zero-shot Video Retrieval. We first examine the results of the text-to-video retrieval task on the

YouCook2 and MSR-VTT datasets (Table 2.1). We compare only with baseline models that were not

fine-tuned on the respective dataset for a fair comparison. To allow comparability between different

approaches, we use a fixed visual feature extraction backbone as described in [12] whenever possible.

For the baseline MIL-NCE* [1], we apply their training strategy on the same visual feature set we

use, ResNet-152 (R152) and ResNeXt-101 (RX101) [12]. On YouCook2, our model significantly

outperforms prior works on the same architecture and shows even competitive results compared

to models with trainable visual backbone (TR). Our method also performs better than the other

baselines on MSR-VTT. The gains are, however, not as significant as on YouCook2. We attribute

this to the fact that neither the available audio nor the textual description is instructional in nature

and, therefore, semantically further away from our training set.

Zero-shot Action Localization. We examine the action localization tasks on the CrossTask and

the MiningYouTube dataset in Table 2.2. For CrossTask, given each frame in the video, we perform

a zero-shot classification of the given labels and calculate the recall. In this zero-shot setting, the

model computes video text similarity to localize action step labels similar to [12]. Our method

outperforms state-of-the-art approaches for self-supervised learning [1, 12] and a fully supervised

approach [49] especially in the IOU and IOD metrics, which also consider false-positive predictions

from the background class as an action step. Approaches in [12] and MIL-NCE* [1] are directly

comparable with our method since they use the same feature extractor as us. In contrast, MIL-NCE
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[1] uses a stronger video backbone and [61] uses additional feature modalities such as region features

along with a stronger language model. We also evaluate our model on the MiningYoutube [49]

temporal action localization benchmark. Our method outperforms state-of-the-art approaches for

both self-supervised [1, 12] and weakly supervised [50] learning. More settings, including data and

computing resources for each model, are in the supplement.

Clustering Metrics. To better evaluate our learned features, we use the k-means clustering

algorithm and calculate various clustering metrics based on ground-truth labels on the CrossTask

[49] and MiningYouTube [50] tasks. In this case, the number of clusters k, also corresponds to the

number of possible steps assigned to the temporal action localization task for each video during test

time.

We follow the evaluation protocol and notations used in [45] and report performance based on

the following standard clustering metrics: normalized mutual information (NMI) [78], adjusted rand

index (ARI) [79], and accuracy (Acc). These results are obtained after matching the estimated k-

means pseudo-labels to the ground truth targets using the Kuhn–Munkres/Hungarian algorithm [80].

We also report the mean entropy per cluster :

⟨𝐻⟩ = 1
𝐾

∑︁
𝑘∈𝐾

𝐻 (𝑝(𝑦 | �̂�𝑘 = 𝑘)), (2.10)

where �̂� corresponds to the psuedo-labels generated by clustering and 𝑦 relates to the ground-truth

labels. In this formulation 𝑝(𝑦 | �̂�𝑘 = 𝑘) denotes the distribution of ground-truth labels that fall in the

generated clusters 𝑘 , while 𝐻 (𝑈) represents the entropy given as −∑|𝑈 |
𝑖=1 𝑃(𝑖) log(𝑃(𝑖)). In ideal

conditions, the perfect mean entropy will be zero.

We also report the the mean maximal purity per cluster,

⟨𝑝max⟩ =
1
𝐾

∑︁
𝑘∈𝐾

max(𝑝(𝑦 | �̂�𝑘 = 𝑘)), (2.11)

In ideal conditions, the perfect mean purity will be 100%.

By using the various metrics described above, the clustering result on MiningYoucook dataset
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CrossTask

Method NMI ↑ ARI ↑ Acc. ↑ ⟨H⟩ ↓ ⟨pmax⟩ ↑
Random 3.2 3.2 9.4 1.30 47.5
Miech et al. [12] 61.8 46.1 57.0 0.39 81.5
MIL-NCE* [1] 62.0 45.6 56.7 0.37 82.4

MCN (ours) 65.5 48.5 57.6 0.34 83.8

Table 2.3: Performance on clustering metrics on the CrossTask dataset evaluated by GT text
annotations on video segments.

was shown in Table 2.3. The overall results show a similar pattern with the experiment shown in

the main paper using CrossTask dataset. Results are shown in Table 2.3. It shows that our learned

multimodal features are closer to the ground-truth distribution and have higher purity within the

cluster.

2.4.5 Full Video Retrieval

To address the problem of full video retrieval from a set of captions, we divide each video into a

set of clips, which are compared with the queries. We evaluate three different methods: In majority

vote over clip predictions, we obtain the top-k predictions of each clip/caption pair as votes and

select the video which has the majority of votes. For majority vote over videos, the maximal

prediction over all the clips of a video is taken for each caption to obtain video/caption pairs. Then,

the top-k of these predictions are selected as votes, and the video with the most votes is predicted.

Lastly, our caption averaging method involves obtaining the maximal prediction over all the clips

of a video is taken for each caption and then averaging over the set of captions in a query. This

gives a single prediction for the entire video.

We examine the results of the text-to-full video retrieval task on the YouCook2 dataset (Table

2.5). Of the three methods to obtain full video predictions, the caption averaging achieves better

results than both majority voting schemes. Furthermore, we find that our method outperforms prior

works on this task with a 6.8% improvement on R@1. Since we obtain full video predictions, we

also perform full-video classification on the CrossTask dataset using the set of sub-task labels as the
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YouCook2

Method Mod Model FT R@1 R@5 R@10 Median R

Random - - 0.03 0.15 0.3 1678
Miech [12] VT R152+RX101 Y 8.2 24.5 35.3 24
MCN (ours) VT R152+RX101 Y 11.3 28.2 38.4 20
MCN (ours) VAT R152+RX101 Y 28.2 53.0 63.7 5

Table 2.4: Comparison of text-to-video retrieval systems on finetune setting. FT indicates if it is
finetuned on the downstream dataset.

set of query captions, where we achieve a top-1 accuracy of 68.7%.

2.4.6 Zero-Shot Action Recognition

We also test our method’s performance for the downstream task of zero-shot action recognition.

For these experiments, we follow the evaluation protocol of [81] and test on the full UCF-101

and HMDB datasets. We present the top-1 and top-5 accuracies on both datasets in Table 2.6.

Although MCN is trained using instructional videos, we find that the joint video/text space it learns

is sufficient for the task of zero-shot action recognition. Furthermore, our method can be further

improved by training on action-related videos; by removing various video categories - ’food and

entertaining’, ’computers and electronics’, ’cars and other vehicles’, ’home and garden’, and ’health’

and training on a subset of the HowTo100M dataset, we find MCN is able to achieve state-of-the-art

Top-5 accuracy on both datasets. The baseline, [81], is a method designed specifically for zero-shot

action recognition and is trained using labeled action videos from Kinetics-700, leading to strong

top-1 accuracy.

2.4.7 Finetune results

We show our model’s performance on the finetune setting in Table 2.4, which means we also

train on an additional training set provided by the Youcook [48] dataset. Although the finetune

setting, which requires ground-truth labels, isn’t our main focus, we obtain significant improvement

over the current baseline.
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Method Prediction R@1 R@5 R@10

Random - 0.23 1.15 2.32

MCN (ours) MV-Clip 38.8 67.4 76.8
MCN (ours) MV-Video 38.8 67.7 78.4
MCN (ours) Caption Avg. 53.4 75.0 81.4

Miech et al. [12] Caption Avg. 43.1 68.6 79.1
MIL-NCE* [1] Caption Avg. 46.6 74.3 83.7

Table 2.5: Comparison of Text-to-Full Video retrieval systems on the YouCook2 dataset. The
prediction column denotes the method used to obtain video-level predictions: majority vote over
clips (MV-Clip), majority vote over videos (MV-Video), and caption averaging (Caption Avg.).

UCF-101 HMDB
Method Top-1 Top-5 Top-1 Top-5

Brattoli et al. [81] 37.6 62.5 26.9 49.8

MCN (ours) 33.0 62.3 20.9 48.4
MCN-actions (ours) 33.9 63.7 22.5 51.5

Table 2.6: Zero-shot action recognition performance on the UCF-101 and HMDB datasets. MCN-
actions is the MCN method, which has been “fine-tuned" on a subset of the HowTo100M dataset
which contains action-related videos.

2.4.8 Ablation Studies

To better understand the contributions of various algorithmic design choices used to build

the proposed MCN model, we perform a set of ablation studies on the following downstream

tasks: YouCook2 R@10 (YR10), MSR-VTT R@10 (MR10), CrossTask average recall (CTR)

and MiningYoutube IOU (MY-IOU). For each setting, we use the same feature extractor for three

modalities as described in Sec 4.1 for a fair comparison. More ablations are in the supplement.

Selection on different losses. In our first set of experiments, we find the proposed clustering is

crucial not only for clustering-related tasks but also for retrieval (MSR-VTT) tasks as shown in

Table 2.9. This validates our hypothesis that semantically close instances should be clustered closely

in the joint embedding space. Also, the selection of contrastive loss (MMS) shows better results in

our model.

Different choices of clustering methods. We evaluate the performance of (1) Selection of different

27



Loss YR10 MR10 CTR MYT-IOU
NCE 39.2 33.5 33.9 21.5
MIL-NCE 40.0 33.0 33.7 21.1
MMS 43.7 32.9 34.3 22.1
MMS + Cluster 44.3 33.7 34.5 22.6

MMS + Cluster + Reconstruct 45.2 33.8 35.1 23.1

Table 2.7: Ablation study on different loss including the selection of contrastive learning loss, the
additional clustering, and reconstruction loss.

Method Target Labels YR10 MR10 CTR MYT-IOU
Sinkhorn Swap hard 39.0 33.4 33.6 21.1
Sinkhorn Swap soft 41.8 33.9 34.5 22.1
Sinkhorn Joint hard 44.4 33.4 34.6 21.1
Sinkhorn Joint soft 43.6 32.4 34.1 21.6
K-means Swap hard 41.3 32.8 33.2 21.0
K-means Joint hard 44.3 33.1 34.6 21.4

K-means Centroid hard 45.2 33.8 35.1 23.1

Table 2.8: Ablation study on different clustering pipelines with various methods, loss prediction
target, and label types.

clustering methods such as Sinkhorn clustering [4] and K-means [82]. (2) Different prediction

targets such as using swap prediction, which uses the pseudo label of other modalities for prediction

target as [46, 39]. Or using the mean feature pseudo label as a joint prediction for three modalities.

Also, using the centroid of the cluster as the target. (3) Different prediction labels, including hard

labels (one-hot) or soft labels (continuous). Clustering method. The goal of this analysis is to

create various kinds of pseudo-labels as prediction targets. If a pseudo-label can be thought of as

a certain semantic representation of a cluster, two instances that have the same pseudo-label, can

then be considered as semantically similar. The K-means method follows the deep clustering [31]

approach which utilizes K-means clustering to create pseudo labels as prediction targets. These

targets are then used for single modality learning on ImageNet [83]. The Sinkhorn clustering

method follows the SeLa [4] technique that utilized a trainable network to replace the K-means

clustering for generating pseudo-labels. The method also applies an optimal transport sinkhorn

algorithm [84] to guarantee uniform distribution over different cluster labels, which in turn prevents

the learnable clustering network (2 layers MLP) from learning a degenerated solution. More details

28



Loss YR10 MR10 CTR MYT-IOU
Miech et al. [12] 24.8 28.0 33.6 11.4
MIL-NCE* [1] 40.0 33.0 33.7 21.1

MCN 45.2 33.8 35.1 23.1

Table 2.9: Ablation study on different loss including the selection of contrastive learning loss, the
additional clustering, and reconstruction loss.

YouCook2 MSRVTT

Method Mod R@1 R@5 R@10 R@1 R@5 R@10

MMS T−→V 7.4 20.0 29.3 8.8 23.2 32.2
MIL-NCE* T−→V 8.1 23.3 32.3 8.4 23.2 32.4
Ours T−→V 8.6 24.1 33.4 9.6 23.4 32.1

MIL-NCE* + audio A−→V 16.2 36.6 43.7 13.2 28.4 33.3
Ours A−→V 19.4 41.3 50.9 14.8 30.1 39.0

NCE T−→VA 14.5 32.1 39.2 8.8 24.1 33.7
MIL-NCE* + audio T−→VA 15.1 31.9 40.0 9.0 23.3 33.0
MMS T−→VA 16.1 33.9 43.7 9.5 23.3 32.9
Ours T−→VA 18.1 35.5 45.2 10.5 25.2 33.8

Table 2.10: Comparison of retrieval across different modalitites.

of this sinkhorn clustering approach can be found in [4, 46]. Prediction Target. We investigate two

sources of pseudo-labels as prediction targets. In the first approach, the swap prediction utilizes a

pseudo-label created from a different domain as a prediction target. As shown in the yellow box of

Figure 2.4 (c), pseudo-labels from the audio (orange) and text (green) domains are used as prediction

targets for the visual feature (blue). This mechanism is similar to XDC [39] except that we perform

this approach on projected features a in common space. In the joint prediction method, a mean

feature from the features of three modalities is first computed as a multimodal feature representation.

Later, its pseudo-label will be the prediction target for the three separate feature instances and will

be used to guide the features to be close across modalities and semantics. As shown in Figure 2.4

(d), the pseudo-label of the mean feature is used as the prediction target for features of each of the

three modalities. Label type. We have two kinds of labels: hard labels that represent discrete labels

and soft labels that represent continuous, probabilistic labels. Since K-means assigns each instance
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YouCook2 MSRVTT

Cluster size 𝑘 R@1 R@5 R@10 Median R R@1 R@5 R@10 Median R

64 17.8 34.7 43.4 17 10.1 25.3 34.1 27
128 17.3 34.8 44.2 19 10.5 24.5 33.5 29
256 18.1 35.5 45.2 16 10.5 25.2 33.8 27
512 18.3 35.3 44.4 19 10.4 24.6 33.5 26.5

1024 17.9 34.6 43.5 17 9.4 25.8 34.6 25

Table 2.11: Comparison of text-to-video retrieval systems on different number of cluster size in
K-means

to one of the centroids, it will only produce hard labels. The outputs from the Sinkhorn clustering

are from a learnable network. We can use the softmax operator to transfer these outputs into

probabilities over different labels (soft) or use the arg-max function to derive discrete labels (hard).

When we perform soft-label prediction over the Sinkhorn pipeline as shown in (a), it will be similar

to Swav [46], but we perform this over multiple modalities and treat the different modalities as a

kind of data augmentation. As shown in Table 2.8, our method encourages each modality feature

to move closer to the semantic centroid, which improves performance by explicitly encouraging

semantically close features from different domains to cluster together.

Ablation of modalities. We perform ablation experiments on the use of modalities in Table 2.10.

From these experiments we find audio information to be crucial in bridging the gap between video

and text while learning a joint space across the three modalities. The improvement on MSR-VTT is

not significant compared to Youcook2. We attribute this performance difference to the domain gap

between the various datasets. Both HowTo100M and Youcook are based on instructional videos

where the text modality has a strong correlation to the video and audio modalities. In HowTo100M,

the text is based on ASR transcripts. In Youcook2 and MSR-VTT, the query texts are hand-annotated

captions. While Youcook2 captions describe single cooking steps, MSR-VTT captions are general

descriptions of the scene, with captions. These captions are often not close to instructional ASR

and also less related to what is being said in the audio.

Different number of clusters Table 2.11 shows the results using different number of cluster sizes

for K-means. The result shows similar performance across different datasets and evaluation metrics.

30



Figure 2.4: Comparison of different clustering pipelines. We investigate different clustering
pipelines in replace of the clustering loss in our main paper. (a) Performs a sinkhorn clustering
folloing a swap prediction. The loss was calculated between the clustered features and pseudo
labels. (b) Replaces the swap prediction to joint prediction by performing the clustering on the
mean feature. The loss was calculated by the mean pseudo label and the projected feature in Figure
3a. (c) Performs K-means along with swap prediction. (d) Performs K-means on the mean features
and performs joint prediction.

2.4.9 Qualitative Analysis

We perform a qualitative analysis with the model’s ability to do zero-shot text-to-video retrieval

shown in Figure 2.5. Given an open-vocabulary caption, our model can retrieve the correct

corresponding video segment. We also visualize the efficacy of using multimodal embeddings

(concatenated video and audio representations) over using only visual embeddings. Representations

from the CrossTask dataset are visualized using t-SNE plots. We observe that with multimodal

features as Figure 2.6 (b), semantically related instances (based on ground truth classes) tend to

be more tightly related than uni-modal visual features trained from contrastive loss (a) that appear

more spread out. Also, multimodal features are clearly more separable for different actions. We

also perform a qualitative analysis with the model’s temporal action localization results on the

MiningYoutube task. One interesting observation is shown in Figure 2.7. We observed that our
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Figure 2.5: Qualitative results for the text-to-video retrieval task on YouCook2. Top-ranked clips
show a high similarity to the described task as well as among each other without being too visually
similar.

Figure 2.6: t-SNE visualizations on the CrossTask dataset for the task of "Make French Toast". Best
viewed in color.

model performs well in distinguishing action steps from the background scenes. We attribute this

improvement to the proposed clustering component, which we observe has separated the background

frames from various action classes. Background class instances are often placed as outliers with

respect to the various action step clusters.

2.5 Summary

In this chapter, we have developed a novel self-supervised multimodal clustering network that

learns a common embedding space by processing local (via a contrastive loss) and global (via a

clustering loss) semantic relationships present in multimodal data. The multimodal clustering net-

work is trained on a large corpus of narrated videos without any manual annotations. Our extensive
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Figure 2.7: Temporal action localization example from the first minute of the video "Vegan Blueberry
Quinoa Pancakes" in the MiningYouTube dataset. Given the video and the action step sequence, the
goal is to align the step temporal boundaries.

Figure 2.8: Text-to-video retrieval examples. The retrieved video clips show a similar pattern.

experiments on multiple datasets show that creating a joint video-audio-language embedding space

with a clustering loss is essential for self-supervised learning of good video representations. Our

approach can be extended to more modalities such as optical flow or sentiment features and applied

to other multimodal datasets for learning joint representation spaces without human annotation.
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Chapter 3: Self-supervised Spatio Temporal Grounding

3.1 Introduction

The problem of multimodal self-supervised learning from videos has gained increased research

interest in the last few years. Starting from the initial approach by Miech et al. [12] that leveraged

video and respective automatic speech recognition (ASR) text captions from large-scale instruc-

tional videos for training, recent approaches learn high-level representations using complementary

modalities such as video, ASR text, and audio without human annotation [1, 2, 3, 85]. Beyond

achieving state-of-the-art performance on various tasks after fine-tuning, the resulting models also

show great capabilities for zero-shot tasks such as cross-modal video retrieval or classification,

and especially allow for zero-shot temporal action segmentation and detection [49, 50, 86, 85, 87].

They are thus able to detect events in videos without labeled training data and based on referential

expressions only.

At the same time, another line of research emerged focusing on the problem of label-free spatial

grounding from multimodal data, mainly image-caption [88, 89, 90, 91, 92, 93] or video-caption

pairs [94, 95]. Here, the goal is to correctly localize a referential expression in an image or in each

video frame, e.g., via a bounding box or a heatmap. The underlying assumption is that the evaluated

expression is visible in the image or all video frames. Those methods are thus not optimized to

detect whether an event is present in a video.

The following work aims to bring together those two streams of work to address the task of

spatio-temporal action grounding from multimodal supervision in untrimmed videos. Namely, we

propose a grounding approach that uses video-text pairs based on ASR transcripts in instructional

videos and learns the spatial representation of free-text events as well as their temporal extent as

shown in Figure 3.1. To this end, we leverage two different representations of the visual data, a
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Figure 3.1: Spatio-temporal grounding in untrimmed videos: Given an input video, we perform
spatio-temporal grounding using an action description such as “crack egg” as a query. The model
needs to localize both the action’s temporal boundary and spatial region in the long untrimmed
video. We visualize the heat-map from the annotation points as well as derived bounding boxes.

global feature representation based on full-frame information to define the temporal extent of an

event, and a local representation based on frame-wise grid features for spatial localization.

The motivation for this separation is that the local representation captures the spatial correlations

between vision and text input, but this can be too fine-grained to learn a holistic representation

of the frame at the same time. The global representation can thus be assumed to capture a more

compact, aggregated view compared to local data and thus to provide a more reliable cue for the

task of temporal localization. However, compared to the clean image-caption setup of most spatial

grounding methods, the ASR text is not precisely aligned with the described activities since actions

and events may occur before or after being described or being scattered over multiple frames [1, 96].

Therefore, we need to refine selection of frames and capture those useful for training. To this end,

we look for frames that actually match the vocabulary of the respective text, leveraging a selection

strategy by Sinkhorn optimal transport [84]. This allows us to train a model that can localize action

instructions and semantic concepts in space and time within videos without labeling supervision.

To evaluate the task of spatio-temporal grounding in untrimmed videos, we annotated a new

benchmark based on the existing Mining YouTube dataset [50] and extended it with spatio-temporal
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localization information. This setup differs from other datasets [94, 97, 98] in two ways: first, we

specifically focus on the spatial-temporal grounding of actions compared to e.g. objects, second, the

dense annotations allow us to benchmark action grounding in long, untrimmed videos compared to

existing temporally pre-clipped data. We provide a labeling for 512 different event types throughout

the entire video including background class, resulting in over 5𝐾 spatio-temporal event annotations

as shown in Figure 3.1.

To evaluate the proposed method as well as the new benchmark, we train the system on the

HowTo100M dataset [12] and compare it to state-of-the-art methods for spatial and temporal

grounding, as well as combined spatio-temporal grounding tasks. It shows that existing methods are

usually doing well in one of the two aspects, spatial or temporal grounding, but not on both, while

the proposed method is able to detect actions spatially and temporally based on semantic concepts

without label annotation during training. We summarize our contributions as follows1:

(1) We propose the new task of spatio-temporal grounding in untrimmed videos based on weakly

aligned multimodal supervision. (2) To address this task, we leverage a combination of global

representation learning to encode temporal information and local representations to learn the spatio-

temporal extent of actions in instructional videos. (3) We provide a new benchmark and annotations

to evaluate this challenging problem on real-world instructional video data.

3.2 Related Work

Multimodal Self-supervised Learning. Multimodal Self-supervised methods aim at learning

data representations by leveraging a large amount of unlabeled data with multiple co-occurrences

of modalities. Early work [99, 100] proposed to project images and text into a joint visual-

language embedding space where image and text embeddings of semantically-similar pairs are

close. Following this idea, CLIP [7] learned representations leveraging 400 million image-text pairs

publicly available on the internet. Other approaches [101, 102, 103, 104] exploit correspondence

between the visual and the audio streams to learn representations from unlabeled videos. Miech

1We will make the code and the annotations publicly available.
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et al. [12] trained an effective video-language embedding space by introducing the HowTo100M

dataset with 1.2 million instructional videos collected from YouTube paired with text descriptions

from ASR. Learning representations from text, visual, and audio modalities has also been studied [41,

105]. In this context, [2, 3, 24, 85] recently showed that using videos without annotation enables an

effective multimodal embedding space via contrastive learning.

Spatial Video Grounding. Spatial video grounding, as a special category of multimodal self-

supervised learning, aims to identify spatial locations corresponding to text descriptions. This task

is mostly studied in the context of video object detection in supervised learning [106, 107, 108] or

weakly supervised learning scenarios without temporal tracking detection capability [98]. Among

object grounding benchmarks, the YouCook2-BoundingBox [98] dataset provides bounding box

annotations for the visible objects in the YouCook2 [38] dataset of cooking videos. Recent work

proposed the YouCook-Interactions dataset [94] together with an approach for the spatial grounding

of objects and actions with multimodal self-supervision from HowTo100M videos. All of those

works focus on spatial grounding only and assume that the video is temporally clipped with respect

to the grounding phrase.

Temporal Video Grounding. Temporal video grounding aims to determine the set of consecutive

frames corresponding to a text query in an untrimmed video [109, 110, 111, 112, 113]. In the

context of actions, temporal boundaries of action instances are predicted. Previous work can

be categorized into proposal-based and proposal-free approaches. Proposal-based approaches

employ a propose-and-rank pipeline framework to localize the temporal boundaries of the target

segment [114, 115, 116, 117, 118, 119, 120, 121]. These methods are computationally expensive and

rely on proposal quality. Among proposal free methods, [122, 123] uses attention-based grounding

and [124, 125] proposed reinforcement learning for regressing start and end times of target video

segments. However, the majority of methods are trained on curated datasets with temporal boundary

annotations in fully supervised settings and lack spatial localization ability [126, 127].
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Figure 3.2: Spatio-temporal localization model. (a) We first select most relevant words on the
sentence using the [CLS] sentence embedding. (b) We then select frames with possible groundable
objects by matching the selected, projected word features with respective frames features utilizing
the Sinkhorn optimal transport. (c) Based on the selected frames, we learn a local representation
to ground the action description to the spatial region and (d) a global representation to allow for
temporal localization.

3.3 Method

The goal of our method is to construct two representation spaces from unlabeled videos, a local

and a global one. We start with narrated video clips, each associated with a corresponding visual

representation and text narration. Given this input, the joint embedding spaces for both global and

local representations are learned via contrastive loss by bringing the embeddings of semantically

similar visual and text content closer together for both representations. For each clip X = {V,S},

let V stand for the video clip and S for the text narration sentence generated by the automatic speech

recognition (ASR) system. Each video clip V consists of 𝑇 × 𝑁 spatio-temporal tokens {𝑣𝑡,𝑛},

where 𝑡 ∈ {1, ..., 𝑇} represents the number of frames in the video and 𝑛 ∈ {1, ..., 𝑁} represents

the number of spatial grid region tokens or features in a frame. The text sentence S consists of 𝐾

words {𝑠1, ..., 𝑠𝐾}. We represent localized features by the tokens from each modality, and the global

features {𝑉, 𝑆} are acquired either by mean-pooling over the local features or by using the classifier

token from the transformer as in [7]. We learn transformations 𝑓 : 𝑉 → R𝑑 to a 𝑑-dimensional

representation 𝑓 (𝑉) ∈ R𝑑 from the global representation 𝑉 , and 𝑔 : 𝑆 → R𝑑 , to produce similar

𝑑-dimensional text global embeddings: 𝑔(𝑆) ∈ R𝑑 . Similar to { 𝑓 , 𝑔}, we note { 𝑓 ′ , 𝑔′} to be the

transform for localized features, where local features {𝑣, 𝑠} are also projected as d-dimensional

representations. In this work, 𝑓 takes as input S3D [128] or CLIP transformer [7] features from
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a fixed-length clip, and the inputs for 𝑔 are from a sentence-based neural model that transforms a

set of words into a single vector. In our method, a global contrastive loss L𝐺𝑙𝑜𝑏𝑎𝑙 is used to ensure

that the representations from each of the modalities at the global level are comparable. A second

localized attention contrastive loss L𝐿𝑜𝑐𝑎𝑙 encourages representations from finer granularity, e.g.,

spatial regions and words, to be close in the embedding space.

3.3.1 Representations guided frame sampling

Learning representations from multimodal self-supervision is challenging since the narration is

very likely to be not aligned with the video [96, 1], which is one of the key differences between

weakly supervised vision-caption grounding and multimodal self-supervised grounding. Motivated

by this, we pursue a frame selection strategy when sampling videos while training to learn better

object grounding and temporal alignment. We start from a longer sequence𝑈, where𝑈 > 𝑇 , which

includes the video frames before and after the ASR boundaries that might contain actions or objects

in the sentence. Our goal is to find 𝑇 frames out of the𝑈 frames that are most relevant to the actions

and objects in the sentence S. To this end, we start by selecting 𝑇 words from the sentence S and

utilize each word as the query to pick the 𝑇 relevant frames in the untrimmed video. Hence, the

selected frames contain certain object/action concepts from each word. All words are ranked by

the feature similarity between each word in the sentence and the global sentence-level feature, e.g.

the [CLS] token in case of a transformer model, selecting the top 𝑇 words that best represent the

sentence for our grounding target as shown in Figure 4.2(a). We assign the selected 𝑇 words to 𝑇

out of 𝑈 frames by formalizing it as an optimal transport problem utilizing the Sinkhorn-Knopp

algorithm [84].

Optimal transport for word to frame assignment. To acquire the optimal assignment from word

features to video frames, we compute an assignment matrix Q from each video and ASR pair. This

cross model self-labelling mechanism is applied to create labels Q from the projected cross-model

similarity P between word tokens and each video frame, where P = 𝑔(S)
⊗

𝑓 (V𝑡)𝑇 ∈ R𝑇×𝑈 .

We reuse the projected layer from the global representation in Figure 4.2(d), which will project
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multimodal features into a common space for feature similarity calculation. To ensure that the

word-to-region assignment contains more diversity instead of just identical assignments for each

word, we add a constraint that requires label assignments to be equally distributed across various

spatio-temporal regions [4, 46]. This is achieved by restricting Qv to a transportation polytope Q𝑣:

Q =
{
Q ∈ R𝑈×𝑇+ | Q1𝑇 = 1

𝑈
1𝑈 ,Q⊤1𝑈 = 1

𝑇
1𝑇

}
, (3.1)

which enforces the pseudo-assignment distribution Q to assign equal marginal probability to each

of the𝑈 frames, instead of converging to a single frame. The vector 1𝑈 represents one vector with

dimension𝑈 × 1.

The next goal is to enforce this transportation polytope Q. A solution for Q is now computed

using the optimal transport Sinkhorn-Knopp algorithm [46, 84] as shown in Figure 4.2 (b). The

Sinkhorn-Knopp algorithm also normalizes the distribution of P as:

Q = Diag(𝛼) exp
(

P
Y

)
Diag(𝛽), (3.2)

where 𝛼 and 𝛽 are scaling vectors that restrict Q to have a uniform distribution across region

assignment. Y is a parameter that controls the smoothness of the mapping [46].

We later select the 𝑇 frames in the corresponding assignment from the words for further training.

Note that our selection part P is from a trainable projection. While acquiring a better word-to-region

projection during training, we hypothesize that the frame selection also benefits. We ablate the

respective frame selection strategy in Table 3.6a.

3.3.2 Local representations for spatial localization

To capture multimodal interaction with finer granularity, we apply the widely used attention

mechanism to learn the projection between tokenized features as shown in Figure 4.2(c). We

extract spatio-temporal region features 𝑣𝑡𝑛 from the video. Also, we extract word features 𝑠𝑘 which

represents the feature from word 𝑘 . All tokenized features are projected through a linear layer. To
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compute attention between the tokenized features, we stacked two cross-modal attention layers

with a self-attention layer in the middle, as illustrated in Figure 4.2 (c). Cross-modal attention is

computed similar to the standard attention mechanism [129]. Given a spatio-temporal token 𝑣𝑡𝑛

from a video, we compute the attention score to all of the words 𝑠𝑘 , where 𝑘 ∈ {1, ..., 𝐾} in the

ASR sentence S by 𝛼𝑡𝑛𝑘 =
exp(𝑒𝑡𝑛𝑘)∑𝐾
𝑘=1 exp(𝑒𝑡𝑛𝑘)

in the same video clip, where 𝑒𝑡𝑛𝑘 = 𝑐𝑜𝑠𝑖𝑛𝑒(𝑣𝑡𝑛, 𝑠𝑘 ). We

then acquire a contextual video token feature �̄�𝑡𝑛 =
∑𝐾
𝑘=1 𝛼𝑡𝑛𝑘 𝑠𝑘 , which encoded text contexual

information. Note that the contextual vector is represented by aggregating the representations from

the other modality. We follow the standard self-attention computation [26] where 𝐾 , 𝑄, 𝑉 represent

the features for the keys, queries, and values represented as:

𝐴𝑡𝑡𝑛(𝐾,𝑄,𝑉) = softmax
( (𝑄⊤𝐾)√

𝑑𝑘

)
𝑉 (3.3)

where 𝑑𝑘 is the dimension of the key. In our case, we feed each contextual features {�̄�𝑡𝑛,𝑠𝑘 } right

after the first cross-attention layer to be the 𝐾 , 𝑄, 𝑉 to acquire its self-attended representation. The

localized attention model was trained using the contrastive loss.To represent the video clip V and

ASR sentence S, we mean-pool over the spatio-temporal tokens in video �̄� = 1
𝑇𝑁

∑𝑇𝑁
𝑟=1 �̄�𝑟 , and

words 𝑆 = 1
𝐾

∑𝐾
𝑘=1 𝑠𝑘 respectively. Let

(
�̄� (𝑙) , 𝑆(𝑙)

)
be the 𝑙-th training example pair. We adapt the

Noise Contrastive Estimation (NCE) loss [30] and the localized attention losses L𝐿𝑜𝑐𝑎𝑙 :

L𝐿𝑜𝑐𝑎𝑙 = − 1
𝐵

𝐵∑
𝑙=1

[(
log 𝑒�̄�𝑙 ·𝑆𝑙−𝛿

𝑒�̄�𝑙 ·𝑆𝑙−𝛿 +
𝐵∑
𝑘=1
𝑘≠𝑙

𝑒�̄�
𝑖𝑚𝑝

𝑘
·𝑆𝑙

)
(3.4)

+
(

log 𝑒�̄�𝑙 ·𝑆𝑙−𝛿

𝑒�̄�𝑙 ·𝑆𝑙−𝛿 +
𝐵∑
𝑘=1
𝑘≠𝑙

𝑒�̄�𝑙 ·𝑆
𝑖𝑚𝑝

𝑘 )

)]

where 𝐵 stands for the batch. �̄�
𝑖𝑚𝑝

𝑘
and 𝑆

𝑖𝑚𝑝

𝑘
represent imposter samples, and 𝛿 is a margin

hyperparameter.
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Figure 3.3: Spatio-temporal inference. We utilize both temporal and spatial representation
during inferencing for spatio-temporal grounding. We start from predicting the action boundary on
untrimmed videos. Spatial grounding is then performed using the predicted label as query to find
corresponding regions.

3.3.3 Learning multimodal global representations

We learn to project the global representation of a whole video clip and a sentence by contrastive

loss as shown in Figure 4.2(d). This loss pulls the representations of the two modalities from the

same instance closer while pushing the imposter modality pairs sampled from different videos

further away. We use the NCE loss function [30]. The global contrastive loss L𝐺𝑙𝑜𝑏𝑎𝑙 follows the

same formulation as Equation 3.4 while uses the global representations 𝑉 and 𝑆, which is the [CLS]

tokens from both modalities in this case, instead of the local representations. Projecting the global

features to the same space ensures that the features across different modalities are comparable.

Since global representations encode information from the entire video, it is essential in encoding

temporal information for the later downstream tasks. The final model is optimized by the sum of

both losses.

Inference for spatio-temporal grounding. To perform spatio-temporal grounding on untrimmed

videos, we start from temporal action description as shown in Figure 3.3. Given the possible action

descriptions and an untrimmed video, we perform feature similarity matching using the global

representation ([CLS] token) per frame with a threshold 𝜏 to filter backgrounds. We pick the class

with the largest similarity score per frame. Later, we use the predicted label and feed it into the
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local representation branch to compute spatial grounding. We follow attention rollout [94, 130] to

compute feature similarity between visual tokens and text tokens through the cross-attention and

self-attention. In the end, we acquire an attention heatmap for later downstream evaluation.

3.4 GroundingYoutube Benchmark

Current downstream datasets either provide spatial [94, 95] or temporal annotation [49, 50, 86].

These datasets do does not provide the opportunity to evaluate both aspects, spatial and temporal

grounding, together. We therefore extend one of the current benchmarks, MiningYouTube [50],

which already provides dense temporal annotations and we annotate video clips in the dataset with

spatial information.

Annotating the spatio-temporal extent of actions can be challenging as there is no clear visible

outline as in object annotation, nor is there a unique signal to indicate the temporal begin and end

points. Similarly, grounding systems do not usually produce pixel-exact bounding boxes but rather

indicate regions of interest. Detector-free spatial grounding models [89] address this fuzziness by

relying on pointing game accuracy, thus only using the center point of the heat map for evaluation.

Lending on this idea, annotators were asked to mark the presumed center point of the action.

Compared to bounding boxes, center point annotation can be advantageous because annotators are

not visually distracted by object outlines, so it is more likely that the most important region will be

selected. We capture five annotations per frame, resulting in a density-based heat map.

Starting from 5,091 clips showing one of the 512 action classes, we adopt the methodology used

for temporal action localization developed in [131] and label one frame per second, resulting in

26, 987 frames. We annotated all frames with five repeats per image, resulting in 134, 935 point

labels in total. Following the previous evaluation setting using bounding boxes [132], we get the

union of all annotated points in a single frame with an additional distance for constructing the

bounding box.
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3.4.1 GroundingYoutube Annotation

The data annotation was divided into three phases: During Phase I (Sec. 3.4.2, a graphical user

interface (UI) and the task description were developed. In Phase II, the dataset was given to the

annotators to generate the key points (Sec. 3.4.2). In Phase III, a manual quality control step was

performed (Sec. 3.4.3).

3.4.2 Development of the graphical user interface and task description

The annotation of a large amount of data is often one of the most expensive aspects of a machine

learning pipeline design, which is why the annotation time per datum should be kept as short as

possible. There are two points that can be optimized, (1) the training or the task “message” for the

annotators and (2) the graphical user interface by minimizing interaction times.

Figure 3.4: A screenshot of our simplified annotation interface. On the top, the annotation task
is described in simple and short words to save reading time. To make interacting with the UI as
intuitive as possible, actions are limited to simple button clicks and setting the key point by clicking
on the image.
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While tasks are usually formulated in such a way that no ambiguities arise, i.e. all possible edge

cases are somehow covered, and simple words are used, in this case, we made a conscious decision

to choose questions as short as possible, and that would give the annotator room for interpretation.

We did this because it was hard to predict where people would actually locate actions in images. We

also created a 1 min 30 sec long user training video where we demonstrate the task using exemplary

keypoint annotations and explain how to use the UI.

Our annotation UI was designed with a special focus to keep it as intuitive as possible and

reducing the interaction time. Our UI only provided five functionalities (set/unset a keypoint, undo

the last image, image can’t be solved, and image is corrupt) which were clearly described in text

buttons (see Figure 3.4). Further, to reduce the cognitive load of our workers, our images were

labeled in the form of work packages, each containing 25 images. Hence, we could ensure that

completing a task would take no longer than 6 minutes.

The annotation of all 26, 987 images was performed with five distinct repeats per image, resulting

in 134, 935 labels in total. All labels were generated by 13 professional annotators in total, which

took them 5𝑠 in average per image. However, it should be noted that the number of images where an

annotator placed a keypoint differs along all the workers (see Figure 3.5) and that the vast majority

of all images have been answered by five annotators only. Examples are shown in Figure 3.6.

During the annotation, professional annotators were given a short instruction video at the

beginning and then asked to click on the center of the given action without additional instructions.

They were further free to choose “can’t answer" if they could not locate the action, e.g., at the

beginning and end of the clip. Thus, the number of available key points per image differs, and we

choose majority voting to determine whether an action is present, resulting in new, refined temporal

boundaries compared to the original annotation.

We found that the point-wise annotation resulted in roughly three distinct patterns, which depend

on the captured scenario, as shown in Figure 3.7. In the case of half portrait or even wider shots in

Figure 3.7a, annotations are highly locally centered. We further found that in some cases, the point

annotation can also represent the flow of the action, e.g., pouring oil in Figure 3.7b, or even split
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Figure 3.5: Number of keypoints per image. It can be seen that 48% of the data has all 5 key
points and 19% has not a single annotation

into two separate clusters in Figure 3.7c.

3.4.3 Quality control

Since the label quality of the datasets used is a critical factor in the performance of machine

learning models, we verified the correctness of a subset of our images using an experienced

annotation specialist for 1, 026 randomly selected frames. To evaluate the data quality, we evaluate

the agreement between the annotation specialist and the annotations provided by the annotators. To

this end, we considered an annotation as a false positive if three annotators or more have set a key

point, although no action can be seen in the image, and as a false negative if three annotators or

more have not set a key point, even though an action can be seen in the image. The entire sample

was assessed using these criteria, with the specialist disagreeing with the annotators in only a total

of 1.1% ± 3% (FP: 0.7% ± 3%, FN: 0.4% ± 3%). We also found that annotations significantly

diverted in terms of spread. Namely, wider shots tend to be highly centered, whereas zooming in

together with the usage of larger objects such as a pan or a spatula results in more widespread key
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(a) Can’t solve (b) Single point

(c) Four points (d) Five points

Figure 3.6: Sample annotations. The purple point represents the center point of the annotations in
the frame. 48% of the data has all 5 key points, and 19% has not had a single annotation.

(a) Wider shot (b) Flow action (c) Split to two

Figure 3.7: Example of keypoint annotations under different conditions.

points. We also analyzed how often those cases occur and found that 14.0% of the selected frames

show a widespread pattern.

Sample size calculation

To this end, we first needed a representative subset of 𝑁𝑆 images of our data. We calculated the

required sample size based on the following two formulas:

𝑁0 =
𝑧2

𝜖2 · 𝑝 · (1 − 𝑝) (3.5)

where 𝛼 is the confidence interval, 𝑝 the expected probability of the appearance of a quality aspect

(e.g., widespread answers), 𝑒𝑝𝑠𝑖𝑙𝑜𝑛 is the accepted error margin, and 𝑄(𝛼) is the percent point

function of a normal distribution and 𝑧 = 𝑄(1 − 𝛼
2 ).

As 𝑁0 would be the required sample size for an infinitely large population, we applied the finite
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Figure 3.8: Visualization on automatic bounding box generation from points.

population factor that results from sampling without replacement from a finite population.

𝑁𝑆 =
(𝑁0 · 𝑁)

𝑁0 + (𝑁 − 1) (3.6)

where 𝑁 is the total number of images.

We set 𝛼 = 95%, 𝑒𝑝𝑠𝑖𝑙𝑜𝑛 = 3%, and our sample size of 𝑁 = 26, 987. As the probability of

the quality aspect is unknown, we set 𝑝 = 50%, which resulted in 1, 026 being checked for quality

control.

3.4.4 Dataset usage for evaluation

Bounding box generation: For evaluation purposes, we get the union of all annotated points in a

single frame with additional distance respect to the height 𝐻 and width𝑊 as shown in Figure 3.8.

We manually check the auto-generated bounding boxes and adjust the bounding box when needed.

3.5 Experiments

3.5.1 Experimental setup

In our method, we tested on CLIP[7] and S3D-word2vec[1] models. The following is the

experiment setup and inferencing details.

CLIP models. For visual and text backbone, we use the pretrained weights from CLIP [7] with

transformer ViT-B/32 and fix the encoder. Both the visual and text encoder has an embedding size
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YouCook-Inter GroundingYoutube V-HICO Daly

Method Backbone Data Super. Mod. Acc Acc mAP Acc mAP Acc mAP

MIL-NCE [1] S3D-word2vec HT100M Self VT 23.67 27.45 8.21 12.65 11.23 13.84 24.23
CoMMA* [94] S3D-word2vec HT200K Self VT 48.63 47.68 23.38 40.97 21.45 54.48 33.39
Ours S3D-word2vec HT200K Self VT 53.98 60.62 44.93 44.32 24.31 66.35 45.93

CLIP [7] CLIP HT200K Weak IT 14.10 12.50 3.49 29.23 12.51 18.02 27.28
CoMMA† [94] CLIP HT200K Self VT 52.65 47.56 36.42 55.20 34.54 61.06 44.37
GLIP [91] Swin-L Cap24M Weak IT 52.84 53.62 24.73 66.05 41.17 - -
Ours CLIP HT200K Self VT 57.10 55.49 43.12 60.71 39.28 70.08 50.56

Table 3.1: Video spatial grounding. We evaluate using pointing game accuracy and mean aver-
age precision. Models learning global representations (MIL-NCE, CLIP) don’t perform well on
localization tasks, while our model outperforms other grounding methods. We listed CNN-based
methods on top and transfomer-based methods at the bottom. Our method generalized well on both
architectures. (Mod. indicates the modality used, where V: video, I: image, T: text. Super. indicates
supervision.)

Method Backbone Data Super. IoU IoD

Mining: MLP [1] TSM MiningYT Weak 9.80 19.20
CoMMA* [94] S3D-word2vec HT200K Self 2.05 5.63
MIL-NCE [1] S3D-word2vec HT200K Self 18.69 26.74
Ours S3D-word2vec HT100M Self 19.18 27.65
Ours CLIP HT200K Self 19.88 28.50

Table 3.2: Action step alignment on MiningYoutube. Spatial-focused model CoMMA is not
trained to learn temporal representations, which results in lower performance. Our model is trained
along with global representation and frame selection strategy, which achieved better temporal
localization.

of 512. The sample rate is 1 frame per second with 𝑇 = 8 frames in total. We set the number of

possible frames𝑈 as described in Section 3.1 to be selected to 16. The decision choice experiments

are in Table 3.4. We set a batch size of 𝐵 = 64 video clips.

S3D-word2vec models. For the video backbone, we follow [94] and use S3D initialized by MIL-

NCE on HowTo100M [1] at the rate of 5 frames per second and fix the video encoder. The global

video clip features were max-pooled over time and projected into embeddings of dimension 512.

For the text feature, we follow [12] to use GoogleNews pre-trained word2vec model [74] and

max-pooling over words in a given sentence to acquire the text global feature. We set a batch size

of 𝐵 = 96 video clips.

With both backbone settings, we use an Adam optimizer [75] with a learning rate of 1e−4. For
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inferencing in temporal grounding, as shown in Figure 3a, we first normalize the global feature for

video and text, and we set a temporal threshold \ = 0.5 to determine the background label. In spatial

grounding, we acquire an attention heatmap using the attention rollout [130] described in Section

3.3. We set a spatial threshold 𝜏 = 0.01 to create the mask, as shown in Figure 3b. The decision

choice is shown in Table 3.3. In the ablation study Table 4e, we add the audio modality into training.

For the audio branch, we compute log-mel spectrograms and use a DAVEnet model [25] initialized

by MCN on HowTo100M [85] to extract audio features. We extend the global and local loss pairs

from VT to VT, VA, and AT following [87]. The model is trained for 10 epochs on 4 V100 GPUs,

which takes about one day.

Treshold Backbone 0.1 0.05 0.01 0.005 0.001

CoMMA* S3D-word2vec 0.76 0.90 0.93 0.91 0.86
Ours S3D-word2vec 15.35 15.88 16.22 16.34 16.12

CoMMA† CLIP 0.88 0.92 0.99 0.94 0.91
Ours CLIP 15.93 16.33 17.10 17.05 16.24

Table 3.3: Threshold for attention score on GroundingYoutube mAP@0.4

GLIP baseline inference. In spatial grounding, we are given a text query and need to localize it in

the frame. GLIP predicts multiple bounding boxes corresponding to the text query. We select the

predicted bounding box with the highest confidence score as the prediction result. We use the center

point of the predicted bounding box for the pointing game evaluation as the model prediction. For

mAP evaluation, we use the predicted bounding box to compute IoU with the ground truth bounding

box. In spatio-temporal grounding, we input all possible action description labels as candidates

similar to Figure 3a. We pick the class with the highest confidence score as the predicted label. If

the model made no prediction, we would predict as “background”. The spatial inference is the same

as the spatial grounding setting.

MIL-NCE, CLIP baseline inference. Both models are trained for global representations where

we can compute sentence-to-video frame similarity to perform the temporal grounding for Figure

3a. We follow the same process as our method for temporal grounding. For spatial grounding, we

compute sentence-to-region feature similarity. Both visual backbones produce a 7x7 grid feature.
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We normalize the sentence, and region features, then select a spatial threshold 𝜏 = 0.5 to create the

mask for mAP evaluation.

# of frames 12 16 20 24 28

YouCook-Inter 56.3 57.1 56.8 56.7 55.9
GroundingYoutube 16.4 17.1 17.0 16.8 16.1

Table 3.4: Ablation of # of frames used for selection

3.5.2 Datasets

Training Data: We follow [94] and train on a subset of the HowTo100M dataset, comprising

250K randomly selected video clips from the Food and Entertaining category.

Downstream Datasets: YouCook2-Interaction: To evaluate the spatial grounding abilities of

our system, we use the recently proposed YouCook2-Interaction dataset [94], an extension of a

subset of the YouCook2 dataset [38] for cooking instruction, which provides bounding boxes for

6K selected frames. The bounding boxes usually comprise the hand and the tool mentioned in

the respective sentence-wise annotation. MiningYoutube: To evaluate the temporal grounding

abilities, we leverage the MiningYoutube [50] dataset, as it provides temporal annotation and,

similar to YouCook-Interaction, is limited to the domain of cooking instruction videos. The dataset

features 250 full instructional videos, which are annotated with 512 action classes and temporal

boundary information. Here, temporal alignment, the task of finding the right temporal boundaries

given the sequences of actions, is used during evaluation to relax the task of temporal detection.

GroundingYoutube: To finally address the problem of spatio-temporal grounding, we leverage the

extended version of the MiningYoutube dataset with dense spatio-temporal location information

for 512 verb-noun phrases. All occurrences of the specific phrase in the test video are hence

annotated, allowing us to evaluate spatio-temporal grounding in full untrimmed videos. To further

benchmark on different domains besides cooking, we test spatial grounding on the V-HICO dataset

[133] with 6.5k videos with human-object interaction bounding boxes annotations that have been
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semi-automatically curated from sentence captions, as well as on the Daly action dataset [134],

featuring videos consisting of daily actions such as “brushing teeth” and “cleaning windows”.

3.5.3 Baseline methods

We compare the proposed system with other multimodal self-supervised methods to evaluate the

approach and related data annotation. Namely, we choose MIL-NCE [1] as the standard baseline for

this task, which utilizes S3D[128] and word2vec[74] to project two modalities into a common space.

We include CoMMA [94] as the best performing model for spatial representations in self-supervised

learning. We noted as CoMMA* to represent the model uses weights shared by the author2. CLIP

[7] is an image-text model trained with transformer architecture on image caption pairs which shows

great results on multimodal video tasks [135]. We further apply CLIP as the backbone and train

with [94] to construct CoMMA†. GLIP[91] is a state-of-the-art model to combine the grounding

task and object detection work. We include GLIP as a baseline to represent the SOTA image-text

transformer model trained on large-scale image caption pairs. Such supervision is consider as weak

supervision since the captions were written by humans and are well-aligned with the image, which

is a cleaner supervision than untrimmed video-ASR signal. For the models using S3D[128] visual

backbones, we follow [94] using the pre-trained weights from MIL-NCE [1] for initialization. For

the models using S3D-word2vec features, we follow [1] to use the max-pooled word embedding

to represent the sentence (global representation) since there is no [CLS] token. Also, the sentence

feature is used for the query word selection instead of the [CLS] token. We used the mean-pooled

S3D spatio-temporal features to represent the global representation of the video following the S3D

architecture [128]. For CLIP[7] backbones, we use the pretrained transformer ViT-B/32. More

implementation details and experimental settings are in the supplementary.

2We thank the authors for providing code and weights.
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GroundingYoutube

Method Backbone DataSet Supervision Modality IoU+Point
mAP

0.1 0.2 0.3 0.4 0.5 0.1:0.5

MIL-NCE [1] S3D-word2vec HT100M Self VT 4.67 33.94 25.16 12.65 3.42 0.41 15.11
CoMMA* [94] S3D-word2vec HT200K Self VT 1.02 2.18 1.72 1.11 0.93 0.37 1.26
Ours S3D-word2vec HT200K Self VT 9.12 42.70 35.49 25.16 16.22 10.05 25.92

CLIP [7] CLIP HT200K Weak IT 3.59 29.54 22.15 9.16 2.48 0.39 12.74
CoMMA† CLIP HT100M Self VT 1.68 3.51 2.32 1.88 0.99 0.40 1.82
GLIP [91] Swin-L Cap24M Weak IT 1.24 2.83 2.10 1.52 0.96 0.37 1.56
Ours CLIP HT100M Self VT 10.09 42.81 36.05 25.84 17.10 11.35 26.63

Table 3.5: Spatio-temporal localization on full videos. Since our model learns global represen-
tations encoding global information and spatial correspondences across modalities, it achieves a
better performance in spatio-temporal evaluation compared to models trained on only spatial or
temporal grounding. (V: video, I: image, T: text.)

3.5.4 Comparison with state-of-the-art methods

We considered the following downstream tasks to evaluate spatio-temporal grounding abilities

of various models:

(i) Spatial grounding: The task is given a text query description to localize the corresponding

region in the trimmed video. We use Youcook-Interaction, GroundingYoutube, V-HICO, and Daly

for evaluation. This task is evaluated using the pointing game accuracy. Given the query text

and video, we compute the attention heatmap on the video as described in Figure 3.3(b). If the

highest attention similarity score lies in the ground truth bounding box, the result counts as a “hit"

and counts as “miss" otherwise. The final accuracy is calculated as a ratio between hits to the

total number of predictions # hits
# hits+# misses . We report the mean average precision (mAP) following

the settings from V-HICO [133] of the Known Object setting. Given a human-object interaction

category as the text query, we aim to localize the spatial location in the video frame. The predicted

human and object location is counted as correct if their Intersection over-Union (IoU) with ground

truth human and object bounding boxes is larger than 0.3. Since we do not use any bounding box

proposal tools or supervision, we create an attention heatmap as described in Figure 3.3(b) to create

a mask for IoU computation. We follow [133] and compute the mAP over all verb-object classes.

As shown in Table 3.1, models trained with global representations such as MIL-NCE and CLIP
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were not able to localize the text description compared to models learning local representations

such as CoMMA, GLIP, and our approach. In the cooking domain, we achieved the best result

among all methods. In the open domain, such as V-HICO and Daly, our method also achieved

competitive results, showing the generalizability of our model to other domains. We attribute this to

the transformer architecture in the text branch inheriting knowledge from the open domain during

large scale training, while in contrast the model’s performance using word2vec dropped in these

datasets. In the Daly dataset, the classes are verbs, which are not detectable by the object-focused

model GLIP.

(ii) Temporal grounding: In this setting, each test video is provided together with the respective

actions and their ordering, including the background. The goal is then to find the correct frame-wise

segmentation of the video, given the action order. We follow the inference procedure outlined in

[50] to compute the alignment given our similarity input matrix. The dataset employs two evaluation

metrics: intersection over detection (IoD), defined as 𝐺∩𝐷
𝐷

the ratio between the intersection

of ground-truth action 𝐺 and prediction 𝐷 to prediction 𝐷, and the Jaccard index, which is

an intersection over union (IoU) given as 𝐺∩𝐷
𝐺∪𝐷 . As shown in Table 3.2, we found the global

representations played an important role in representing temporal information.

(iii) Spatio-temporal grounding in untrimmed video: In the main evaluation on our annotated

GroundingYoutube dataset, we combined the spatial and temporal grounding as before to form the

spatio-temporal evaluation. The entire video and the respective action instructions were provided.

The model needs to localize each action step in temporal (start-time/end-time) and spatial (location

in the video) as described in Figure 3.3. We evaluate in two metrics: IoU + Pointing game combines

the evaluation setting from the spatial grounding and temporal grounding metrics. The frame in the

video is counted as correct when the predicted class is correct. Also, given the predicted class as a

query, the maximum point of the heatmap lies within the desired bounding box. We then compute

the IoU over all the predictions with the GT to acquire the final score. We also follow previous

spatio-temporal evaluations, which compute video mAP [131], where we set IoU threshold between

GT and predicted spatio-temporal tubes. A prediction is counted as correct when it surpasses the
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Figure 3.9: Visualization on GroundingYoutube dataset. The red box is the annotation and heatmap
is the prediction from the model.

IoU threshold. We then compute the mean over the Average precision over all classes. We form a

3D prediction mask following Figure 3.3 and compute IoU between our 3D heatmap and 3D tube.

As shown in Table 3.5, our method outperforms the other baselines by a significant margin. The

result demonstrates our model’s ability to incorporate both global (temporal) and local (spatial)

representations to perform untrimmed video spatio-temporal action localization. Models designed

for trimmed videos [94] or trained with aligned image-text [91] failed to capture the temporal

dynamics, while models without specific loss designs for spatial grounding [1, 7] were not able to

ground the action in the correct region.

3.5.5 Ablation study

We perform a set of ablation studies on the spatial grounding using YouCook-Interaction pointing

game and spatio-temporal grounding on GroundingYoutube using mAP with IoU@0.4.

Frame selection strategy. We perform an ablation on the frame selection strategies in Figure 4.2(b).

In Table 3.6a, None directly uses the ASR boundary as our video training data. Global uses the

sentence feature [CLS] token as the query to rank the top 𝑇 similar frames as the selected frames

for training. Local uses the selected words in Figure 4.2(a) as a query and selects the frames with

closest feature distance. We have shown that selecting frames based on possible groundable objects

improves overall performance, leading to better supervision.

Number of frames for training. We tested different video lengths 𝑇 used for training. As shown

in Table 4.8b, selecting less frames for training significantly causes the performance to drop. We

hypothesize that not only does the model fail to capture the temporal dynamics with less frames, but
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Frame Sampling None Global Local Sinkhorn

YouCook-Inter 55.5 55.4 56.3 57.1
GroundingYoutube 15.1 15.7 15.6 17.1

(a) Effect of different frame selection strategy.

Frame length 1 4 8 16 24

YouCook-Inter 31.1 48.2 55.5 57.1 56.1
GroundingYoutube 5.2 9.5 16.1 17.1 16.5

(b) Effect of # video frames used for training

Loss w/o global loss w/o local loss w/ both loss

YouCook-Inter 54.3 32.5 57.1
GroundingYoutube 5.7 7.6 17.1

(c) Effect of global and local loss functions

Dataset HT200k HT370k HT100M

YouCook-Inter 57.1 56.8 57.0
GroundingYoutube 17.1 17.3 17.4

(d) Effect of different training dataset

Train/test supervision VT/VT VAT/VT VAT/VAT

YouCook-Inter 53.9 53.6 53.8
GroundingYoutube 16.2 16.8 17.0

(e) Effect of audio supervision in training and testing

Table 3.6: Ablations for training: We isolate the effects of our training components. We find
that (a) frames selected by the Sinkhorn strategy result in better supervision for grounding. (b)
increasing the video length during training improves the performance, but decreases when the video
length is too long since it includes irrelevant signals. (c) both loss contributes to final loss, the
existence of global loss helps localization task itself. (d) training with more data improves slightly
or no improve. (e) training with audio help us learn temporal information.

loses some frames with groundable objects in the sentence while training. We also found that when

the number of frames increases, more irrelevant frames might be selected during training, which

decreases the performance.

Global and local loss. As mentioned in the spatio-temporal evaluation, global and local features

both contribute significantly to the final grounding result. We test the model by ablating out each loss.

In the spatial grounding result, as shown in Table 4.8c, adding the global loss improves the ground

performance. This results also shows that spatial grounding benefits from global representation
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learning. In the spatio-temporal setting, the performance without a global or local loss outperforms

other baselines.

Dataset for training. As mentioned in Section 3.5.2, we trained models with data with food

categories. In Table 4.8d, we also tested our model trained with a larger set of food and entertaining

called HowTo370K used in [96]. The full set of HowTo100M contains a total of 1M long videos,

which is five times the size of our dataset. We found training with our 200K videos reaches similar

performance with much less training hours.

Affect of audio in training and testing. Unlike text which describes a discrete concept as a

target to ground, audio serves as a continuous representation that is highly relevant to the temporal

information. For example, we can determine an action started when we hear a “cracking” sound. In

Table 3.6e, we tested our model using the additional audio modality by expanding our architecture

and loss from VT to VAT. We found when training and testing with audio, the spatio-temporal result

increases while the spatial-only result remains the same. This validates our assumption that audio

contributes more to temporal understanding. When we trained on audio and tested without audio,

the performance increases over the VT model, showing that the audio serves as useful supervision

for better video/text representations. More details are presented in the supplement.

3.5.6 Design choices

Frames used for selection. As shown in Table 3.4, we perform an ablation study on the number

of candidate frames 𝑈 used for training. We found that selecting 16 frames achieved the best

performance, balancing the useful video information in training. Also, it doesn’t include too many

irrelevant concepts that are different from the action/object in the ASR sentence.

Threshold for attention mask. As shown in Figure 3.3, we apply a threshold to create a mask

from the result of attention rollout. Note that this threshold 𝜏 is not a hyperparameter that affects

the training or the model but simply serves as a means to an end to compute the mAP scores.

We didn’t systematically optimize this threshold but instead chose it as giving the most plausible

qualitative results. We tested different thresholds for attention scores among each model using the
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spatio-temporal grounding mAP IoU@0.4 on our GroundingYoutube dataset as shown in Table

3.3. We find 0.01 to be a reasonable threshold among all models. We will add the numbers to our

supplement.

(a) Frying egg.

(b) Flip pancake.

Figure 3.10: Visualization of spatio-temporal grounding on 3D tube. The green tube is the GT
box, and the line in the figure is the point with the max value in the attention heatmap.

3.5.7 Qualitative results

We visualize our spatio-temporal result on the GroundingYotube dataset as shown in Figure 3.9.

For the GLIP model, we output the bounding box with the highest confidence score and visualize its

center point. We found GLIP model focuses on the salient object while our model focuses more on

58



human-object interaction. We also include visualization using the tool provided by [136] 3 shown in

Figure 3.10. We found that our result achieves the best performance by combining the ability to

predict the action description label and the spatial localization correctly.

3.6 Summary

In this chapter, we introduce the task of multimodal spatio-temporal action grounding and a new

dataset: the GroundingYoutube annotations. We propose a method that jointly learns global repre-

sentations, which encodes temporal information and local representations while learning multimodal

interaction between video and text. Our experiments reveal that global and local representations

serve as reciprocal information for better spatio-temporal grounding in our proposed architecture.

We extensively evaluate our method on various downstream tasks, including untrimmed video spatio-

temporal grounding, video spatial grounding, and action step alignment. Our approach achieves

state-of-the-art performance in instruction videos and generalized well with open vocabulary human

object interaction datasets.

3https://github.com/psmmettes/spatial-aware-object-embeddings.
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Chapter 4: Self-supervision from Video Tracking

4.1 Introduction

Self-supervised learning (SSL) of visual representations [137, 138, 139, 140, 5, 64, 141, 142]

has become a competitive alternative to supervised learning, without requiring manually annotated

labels. A key component of SSL from images is contrastive learning, a learning objective that

pulls different data augmentations from the same instances (known as query and key) to be closer

to each other and pushes data augmentations from different instances away. However, not all of

the commonly used augmentations in images reflect the visual variability that we see in the real

world. In contrast, videos provide a natural source of data augmentation, with objects undergoing

deformations and occlusions, along with changes in viewpoints and illumination as shown in Figure

4.1a. As a result, recent work has tackled SSL from videos to seek more natural augmentations and

meaningful semantics [143, 144, 145, 146, 147, 148, 149, 150, 151, 152, 153].

A common approach [154, 8] is to randomly sample nearby clips in videos as query and key as

a natural way of data augmentation that represents the same instance since frames that are close in

time are likely to share similar content. However, this sampling strategy for augmentation suffers

from a few problems, as shown in Figure 4.1b and 4.1c. First, when sampling instances from a

longer span of the video, the content might change substantially, resulting in samples containing

totally different semantic concepts. This sampling strategy results in an imperfect supervisory signal

that does not encourage semantic understanding. Second, when sampling clips from the same video,

the background in the two clips are often quite similar, which allows the model to cheat by looking

at the background for minimizing contrastive loss [155] as shown in Figure 4.1d. This sampling

strategy leads to models learning spurious background correlations and context, which could make

them less transferable and potentially biased [156].
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(a) Temporal transformations in videos provide a natural source of data augmentation, making them attractive
for self-supervised learning (SSL).

(b) Randomly selected query and key clips in contrastive video SSL may lead to missing objects.

(c) Query and key clips may also contain different visual concepts altogether.

(d) Since many videos contain a fixed background, SSL models can cheat by focusing on the background.

Figure 4.1: Current methods for contrastive video self-supervised learning receive an imperfect
supervisory signal and can rely on background correlations when learning representations. We
propose a new approach based on video tracking and Grad-CAM supervision to tackle these
problems.
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To alleviate these problems, we propose Pretraining with Video Tracking Supervision (PreViTS).

PreViTS consists of an intelligent method to select query and key clips, which utilizes unsupervised

tracking for videos. Using this freely available form of supervision, we design a temporal constraint

for selecting clips that ensures that the query and the key contain the same object. In addition, using

tracking information on the spatial extent of the object, we design spatial constraints to mask the

background. Taken together, these spatial-temporal constraints result in better supervisory signals

for contrastive learning from videos. After selecting more informative query and key clips, we train

the model to learn to localize specific regions in query and key that represent the same concepts

using a Grad-CAM [157]-based attention loss.

We pretrained a momentum contrastive encoder (MoCo) [5] with PreViTS on Image and Video-

based SSL backbones using VGG-Sound and Kinetics-400 datasets. Evaluation on image and video

downstream tasks, including image classification, object detection, instance segmentation, and

action recognition, shows that PreViTS-trained models learn more accurate visual representations.

In particular, training with PreViTS shows state-of-the-art performance on video action classification.

Due to its ability to localize objects, PreViTS-trained models can perform unsupervised tracking

across arbitrary lengths of videos, as shown by our experiments on the DAVIS challenge [158].

Additional experiments on image and video datasets with background changes show that models

trained with PreViTS are less dependent on background correlations and more robust to background

changes in visual classification.

In sum, our work shows that existing methods for contrastive SSL from videos do not efficiently

use temporal transformations of objects. By designing a better clip sampling strategy and a loss

function that encourages object localization, we are able to learn more accurate visual representations

from the video that are robust to background and context changes.

4.2 Related Work

Self-supervised representation learning (SSL). Contrastive SSL approaches learn image repre-

sentations [159, 160, 140, 161, 64, 76, 162] by forming positive and negative pairs, and maximizing

62



the similarity of positive pairs as compared to negative pairs. Positive pairs are generated from a

single image instance through artificial data augmentations such as random cropping, resizing, color

distortion, and Gaussian blur [64]. Going beyond learning representations from images, different

frames of videos provide natural viewpoint changes and temporal information which can help

learn better representations in a self-supervised manner [163, 164, 143, 146, 165, 166, 167, 168,

169]. Saliently, contrastive learning-based methods [154, 152, 153, 170, 171] that sample positive

pairs from the same video have shown that view-point invariant representations can be learnt from

videos. Unlike previous methods [164, 152] that sample positive pairs from unsupervised proposals

with bounding boxes, we introduce an approach for sampling pairs based on spatial and temporal

constraints obtained using unsupervised saliency maps, coupled with Grad-CAM supervision [157]

to learn better grounded representations.

Grounded Representation Learning. Our work is also related to recent work on learning better

grounded representations. Henaff et al. [172] introduced DetCon, a self-supervised objective which

tasks representations with identifying object-level features across different image augmentations.

Mo et al. [173] introduced a technique to mix backgrounds of different images during contrastive

pretraining and showed that it leads to models learning reduced contextual and background biases.

Xie et al. [174] propose an object-level pretraining approach for learning from complex scenes.

CAST [175] learns visually grounded representations through saliency supervision. FAME [176]

extracts moving foreground by frame difference and color statistics to alleviate background bias.

4.3 Method

We propose Pretraining with Video Tracking Supervision (PreViTS) to learn visual represen-

tations from videos by utilizing unsupervised object tracking. PreViTS is generalizable to both

image and video models. First, we will review the standard image and video representation learning

framework and then discuss our approach.
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Figure 4.2: Pretraining with Video Tracking Supervision (PreViTS): Given an input video, we
perform unsupervised tracking and apply temporal constraints to extract continuous frames that
contain the tracked object region. We then apply IoU based spatial constraints to sample query
and key video clips along with their masks. The encoder representations for the query and key are
aligned through a contrastive loss. We then mask the key and use Grad-CAM to localize the regions
in the query that maximize the (key foreground, query) similarity. We then supervise Grad-CAM
with the tracked query mask using a cosine distance loss to encourage models to rely on appropriate
salient object regions during contrastive pretraining.

4.3.1 Pretext-tasks in video self-supervised learning

When performing contrastive learning on videos, the positive pairs are clips from the same video

selected from different times, while the negative pairs are formed with clips taken from other videos.

In this work, we build our approach on top of the Momentum Contrast (MoCo) [5] model, which

uses the InfoNCE [139] objective and stores the negative samples in a dynamic memory bank with

a moving average encoder. Formally, given a video 𝑉 , we learn feature representations for query 𝑞

and key 𝑘 sampled from the same video. The goal is to pull the feature distance of the positive pairs

𝑞 and 𝑘 to be closer and push the features of query 𝑞 away from a negative set of features from

other videos 𝑁 = {𝑛1, 𝑛2, ..., 𝑛𝑚}. The MoCo loss is:

LMoCo = − log
exp (𝑞 · 𝑘)/𝜏)∑

𝑛∈{𝑁,𝑘} exp (𝑞 · 𝑛)/𝜏) , (4.1)

where 𝜏 is the temperature constant. In our image-based model, we apply MoCo with this sampling

strategy and set the length of query and key to 1 frame to extract individual frames from the same

video as positive pairs.
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In the video model, in addition to the MoCo contrastive loss, we also use the relative speed

prediction task which has been found to be beneficial to understand the relative speed between

the video segments proposed in RSPNet [8]. We sample three video segments, with two segments

having the same speed and another with a different speed. The goal is to pull the feature distance

for segments with the same speed closer together while pushing the features for the segment with

different speed away. A triplet loss [177] is applied as follows,

L𝑆𝑝𝑒𝑒𝑑 = max(0, 𝛾 − (𝑝𝑎𝑖𝑟+ − 𝑝𝑎𝑖𝑟−)), (4.2)

where the distance of positive pairs 𝑝𝑎𝑖𝑟+ should be larger than the negative pairs 𝑝𝑎𝑖𝑟− by a margin

𝛾 > 0.

4.3.2 Unsupervised tracking in videos

In order to select query and key clips from the same video that contain the same visual concepts,

we propose to use unsupervised object tracking to guide clip selection. To acquire unsupervised

tracking information from the video we first use Deep-USPS [178], an unsupervised saliency

prediction algorithm, to obtain a saliency map for the initial frame in the video. We use this saliency

map as the target object for tracking and apply SORT [179], a tracking algorithm which checks the

IOU constraint across continuous frame masks to track the target object through the video. Formally,

given an input video 𝑉 with height ℎ, width 𝑤 and temporal length 𝑡, we acquire the video object

segmentation map 𝑀 ∈ {0, 1}ℎ×𝑤×𝑡 , where 𝑀𝑖 𝑗 𝑘 = 1 indicates pixel (𝑖, 𝑗 , 𝑘) is salient, and area of

salient region in time 𝑡 is 𝐴𝑡
𝑀
=

∑
𝑖, 𝑗 𝑀𝑖, 𝑗 . The saliency map is a binary mask. Since a large majority

of the web videos (and as a result, videos in vision datasets) are centered on a single object, we only

utilize one (the largest) salient region in the video for tracking and do not consider multiple objects

in this work.

4.3.3 Spatial-temporal cropping based on video tracking:

Once we obtain the tracking tube for the video, we constrain our random sampling to video

segments covered by the tracking tube as shown in left half of Figure 4.2, where 𝐴𝑡
𝑀

≠ 0. This
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ensures our sampled query and key clips will contain meaningful instances of the same object in the

video. In addition to this temporal constraint, we set a spatial constraint (Figure 4.2): the random

crop for the query or key should have at least ` ∈ [0, 1) IOU with the tracking mask. This spatial

constraint tries to ensure that the query and key contain the same object for contrastive pretraining.

In sum, we acquire two 3D masks for the video segment 𝑀𝑞 and 𝑀𝑘 , which represent the mask of

the query and key containing salient regions.

4.3.4 Pretraining with Video Tracking Supervision (PreViTS)

PreViTS aims to encourage the model to learn to localize specific regions within the query and

key that represent the same concept. We first determine the regions that the network relies on when

matching the object regions in the key, 𝑥𝑘 with that of the query, 𝑥𝑞. To obtain the object regions in

key, we mask the key with the video segmentation mask, 𝑀𝑘 , as a filter to get the key foreground,

𝑥𝑘𝑚 = 𝑥𝑘 ∗ 𝑀𝑘 . To understand the importance placed by the network on specific crop regions when

contrastively matching their representations, similar to CAST [175], we compute Grad-CAM [157]

in a contrastively-trained fashion. We do this by first forward propagating the key foreground, 𝑥𝑘𝑚 ,

and the query, 𝑥𝑞, through the respective encoders to get 𝑘𝑚 and 𝑞. To get the regions that would

help maximizing their similarity, we take their dot-product and compute the gradients wrt the last

convolution layer activations of the query encoder, 𝑓𝑞, as follows:

𝛼𝑞 =

global pooling︷︸︸︷∑︁
𝑖, 𝑗

𝜕𝑞 · 𝑘𝑚

𝜕𝐴
𝑓𝑞

𝑐𝑜𝑛𝑣5︸    ︷︷    ︸
gradients via backprop

(4.3)

where the 𝛼𝑞 represents the last convolutional layer neurons’ importance for maximizing the

similarity of the query and the key foreground representations. Through a weighted combination

of 𝛼𝑞 with the last convolutional layer activations 𝐴 𝑓𝑞
𝑐𝑜𝑛𝑣5 and clipping them at zero, we can get

Grad-CAM maps, G𝑞.
G𝑞 = 𝑅𝑒𝐿𝑈

(∑︁
𝑛

𝛼q𝐴
𝑓q

𝑐𝑜𝑛𝑣5

)
︸             ︷︷             ︸
linear combination

. (4.4)
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Higher values in G𝑞 represents the regions the network relies on when mapping query to key

foreground.

We would ideally want the network to only rely on the tracked object regions in the query that

are highlighted in the key foreground. Therefore, we apply a cosine-distance based attention loss to

encourage the Grad-CAM heatmap G𝑞 to be close to tracked object mask in the query segment 𝑀𝑞.

This enforces the model to learn similar representations for the object irrespective of the viewpoint

and transformation changes that might be present in the clips when the frames are temporally far

away. The Attention loss is defined as:

Latt = 1 −
𝐺𝑞 · 𝑀q

∥𝐺𝑞 ∥ ∥𝑀q∥
. (4.5)

Our full model is trained to minimize the sum of the losses described above. For image-only

models, we apply MoCo loss and Attention loss:

LImage = LMoCo + _LAtt. (4.6)

For video models, we also add the speed loss 𝐿Speed.

4.4 Experiments

We aim to show that training video self-supervised models with PreViTS leads to better represen-

tations that obtain improved transfer learning performance with reduced dependence on background

signal and context. We validate this by pretraining representations on two datasets and transferring

them to various image and video tasks.

4.4.1 Implementation details

We pretrain our models on two datasets independently, both of which consist of 10 second-long

videos at 25 FPS: (1) The training set of VGG-Sound [180], which contains 200k videos collected

from YouTube. VGG-Sound was collected with the objective of creating an audio-visual dataset

with diverse sounds and contains 300 classes as defined by audio labels. It contains a wider variety
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Method Dataset
VOC07 clf. IN-1k clf. PASCAL VOC Detection COCO Instance Segmentation

mAP Top-1 acc. APbbox
all APbbox

50 APbbox
75 APbbox

all APbbox
50 APbbox

75 APmask
all APmask

50 APmask
75

1) Random Init – – 33.8 60.2 33.1 36.7 56.7 40.0 33.7 53.8 35.9
2) ImageNet Fully Sup – – 53.5 81.3 59.1 38.9 59.6 42.7 35.4 56.5 38.1

3) MoCo K400 69.3 47.3 50.6 78.0 55.1 40.5 58.9 41.9 35.1 55.6 37.3
4) + Tracking Con. Sampling K400 70.4+1.1 48.2+0.9 51.2+0.6 78.4+0.4 56.1+1.0 40.8+0.3 59.5+0.6 42.6+0.7 35.8+0.7 56.8+1.2 38.3+1.0
5) + PreViTS K400 71.2+1.9 48.6+1.3 51.8+1.2 78.3+0.3 56.0+0.9 41.0+0.5 59.4+0.5 42.8+0.9 35.6+0.5 57.2+1.6 38.4+1.1

6) MoCo VGG Sound 68.3 46.9 48.3 76.5 52.6 38.4 58.7 41.9 35.0 55.8 37.2
7) + Tracking Con. Sampling VGG Sound 70.3+2 48.1+1.2 49.0+0.7 77.1+0.6 52.7+0.1 38.3−0.1 58.7+0.0 41.7−0.2 35.0+0.0 55.9+0.1 37.6+0.4
8) + PreViTS VGG Sound 73.0+4.7 50.6+3.7 52.5+4.2 78.7+2.2 55.1+2.5 39.4+1.0 59.8+1.1 43.0+1.1 35.7+0.7 56.8+1.0 38.2+1.0

Table 4.1: Transfer Learning on Image Downstream Tasks: On tasks using linear probes (VOC
and ImageNet classification) and finetuning (VOC Detection, COCO Segmentation), PreViTS
outperforms baseline MoCo when evaluated on models pretrained on VGG-Sound and Kinetics-400.
We color the difference ≥ 0.5 to show improvement over the baseline MoCo models (row 3 and 6).

of object classes and higher object-centricity as compared to action classification datasets common

in the video understanding literature. (2) The Kinetics-400 dataset [10], which consists of around

240k training videos with 400 human action classes. Kinetics-400 is a widely-used dataset, which

enables us to compare PreViTS’s performance to prior methods.

For experiments with the image model, we use the ResNet-50 backbone and sample one frame

with 224 × 224 spatial sizes for each clip. For experiments with the video model, we use an

S3D-g backbone and sample 16 continuous frames with 224 × 224 spatial sizes for each clip. We

perform standard data augmentation on clips, including random Gaussian blur, and random color

jitter [64]. All models are trained with 200 epochs with SGD and a batch size of 256. We apply a

cosine learning rate scheduler with an LR of 0.03 for the image model and 0.5 for the video model.

Following He et al. [5], we set 𝜏 = 0.07, 𝐾 = 65535, 𝛾 = 0.15, ` = 0.3, _ = 3. We train PreViTS

with 16 A100 GPUs. The training time is two days for pretraining VGG-Sound and three days for

pretraining on Kinetics. We will release the code for replicating our work upon publication. For

both image and video tasks, we compare with the following baselines: (1) Random Init of weights

without pretraining, (2) MoCo/RSPNet to demonstrate standard self-supervised model performance

for image (MoCo) and video (RSPNet), (3) MoCo/RSPNet + Tracking Constrained Sampling to

evaluate our unsupervised tracking-based spatial-temporal sampling strategy.

Image model is from MoCo, video model is from RSPNet. For experiments with the image

model, we use the ResNet-50 backbone and sample one frame with 224 × 224 spatial sizes for
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each clip. For experiments with the video model, we use an S3D-g [128] backbone and sample

16 continuous frames with 224 × 224 spatial sizes for each clip. We perform standard data

augmentation on clips, including random Gaussian blur, and random color jitter [64]. To compare

with other baseline methods, we also trained on R(2+1)D[20], and C3D[18] backbone following [8].

We followed [8] to train our model with 200 epochs with SGD and a batch size of 256. We apply a

cosine learning rate scheduler with an LR of 0.03 for the image model and 0.5 for the video model.

Following He et al. [5], we set 𝜏 = 0.07, 𝐾 = 65535, 𝛾 = 0.15, ` = 0.3, _ = 3. The training time is

two days for pretraining VGG-Sound and three days for pretraining on Kinetics. For both image

and video tasks, we compare with the following baselines: (1) Random Init of weights without

pretraining, (2) MoCo/RSPNet to demonstrate standard self-supervised model performance for

image (MoCo) and video (RSPNet), (3) MoCo/RSPNet + Tracking Constrained Sampling to

evaluate our unsupervised tracking-based spatial-temporal sampling strategy.

4.4.2 Image recognition tasks

We evaluate our learned features on four downstream image recognition tasks: (a) PASCAL

VOC [181] linear classification, (b) ImageNet-1k [72, 83] linear classification, (c) PASCAL VOC

object detection, and (d) COCO [182] instance segmentation. Following [183, 175], for (a, b), we

perform linear classification by using the SSL model as a frozen feature extractor and training a

classifier on top. For (c, d), we use the SSL model as weight initialization for fine-tuning on the

labeled datasets. Detailed experimental settings can be found in the supplementary.

Our results in Table 4.1 show that training PreViTS outperforms baseline MoCo training on all

tasks, obtaining robust gains in VOC and ImageNet classification, along with VOC detection and

COCO instance classification. Notably, the performance gains when pretraining on VGG-Sound are

larger as compared to those on Kinetics-400, even though Kinetics-400 is 20% larger in terms of

the number of videos. We speculate that due to VGG-Sound containing a more diverse collection of

objects as compared to Kinetics-400, which is primarily human action-centric, VGG-Sound benefits

more from being able to learn object-focused representations when training with PreViTS. The
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performance improvement over baseline is especially large on the VOC detection task, aided by the

improved ability to localize objects during pretraining. Finally, while it is typically challenging to

obtain comparable performance to supervised ImageNet pretraining using video SSL pretraining

on image recognition tasks [152], due to the larger domain shift, MoCo models trained with

PreViTS still obtain comparable or better performance to ImageNet-fully supervised training on

VOC detection and COCO instance segmentation tasks.

Method Dataset UCF-101

RSPNet VGG Sound 86.4
+ Tracking Constrained Sampling VGG Sound 87.5+1.1

+ PreViTS VGG Sound 88.9+2.5

RSPNet K400 87.6
+ Tracking Constrained Sampling K400 89.1+1.5

+ PreViTS K400 91.8+4.2

Table 4.2: Video Action Classification: Training with PreViTS obtains significant performance
gains on the commonly-evaluated downstream task of UCF-101 action recognition.

4.4.3 Video tasks: Action recognition

To evaluate the performance of PreViTS-trained models on video classification tasks, we perform

action recognition on the UCF-101 dataset [33]. Following Xu et al. [191], in all experiments,

we finetune our pretrained model on labeled videos with 50 epochs using a learning rate of 0.05.

We drop the projection head and replace it with a randomly initialized fully-connected layer. We

report top-1 accuracy on the UCF-101 dataset when pretraining with PreViTS on VGG-Sound

and Kinetics-400 datasets (Table 4.2). Training with PreViTS obtains a substantial improvement

over RSPNet on both pretraining datasets. Notably, the model pretrained on Kinetics-400 had

better performance with RSPNet and a larger absolute improvement with RSPNet + PreViTS (4.2%

versus 2.5%), over VGG-Sound. We speculate that since human actions are better represented in

Kinetics-400, the representation learnt using these videos transfers better to UCF-101, and also

benefits more from training with PreViTS. Finally, we compare the performance of RSPNet +

PreViTS pretrained with Kinetics-400 with other state-of-the-art video SSL methods [8] in Table
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Method Input size Params Backbone UCF-101

RSPNet [8] 112 × 112 33.4M C3D 76.7
CACL [184] 112 × 112 33.4M C3D 77.5
PreViTS 112 × 112 33.4M C3D 78.7

Pace [185] 112 × 112 14.4M R(2+1)D 77.1
STS [186] 112 × 112 14.4M R(2+1)D 77.8
VideoMoCo [187] 112 × 112 14.4M R(2+1)D 78.7
RSPNet [8] 112 × 112 14.4M R(2+1)D 81.1
PreViTS 112 × 112 14.4M R(2+1)D 81.9

SpeedNet [162] 224 × 224 9.6M S3D-g 81.1
CoCLR [188] 224 × 224 9.6M S3D-g 87.9
STS [186] 224 × 224 9.6M S3D-g 89.0
RSPNet [8] 224 × 224 9.6M S3D-g 89.6
ASCNet [189] 224 × 224 9.6M S3D-g 90.8
PreViTS 224 × 224 9.6M S3D-g 91.8

Table 4.3: Comparison to prior work on UCF-101 performance: Our best-model trained
with PreViTS outperforms all existing methods for video self-supervised learning on UCF-101
downstream performance, when using comparable training resources.

4.3. With the same architecture, computational budget, epoch, batch size, and pretraining data for a

fair comparison, our approach outperforms prior work and obtains state-of-the-art performance.

4.4.4 Video tasks: Video Retrieval

We also evaluate our video retrieval task on the UCF-101 dataset. Given a video as a query, we

search the most relevant video by cosine distance using the nearest neighbor search. Following [8],

we evaluate our method on the split 1 of UCF101 dataset and apply the top-𝑘 accuracies (𝑘=1, 5,

10, 20, 50) as evaluation metrics. As shown in Table 4.4, our model outperforms the other baselines

by a large margin, showing the effectiveness of the proposed training process.

4.4.5 Backgrounds challenge

We expect feature representations obtained using PreViTS to be less dependent on object

backgrounds and context. To quantify this, we utilize the “backgrounds challenge” [192] on both

image and video classification tasks as shown in Table 4.5.
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Method
Top-𝑘

𝑘 = 1 𝑘 = 5 𝑘 = 10 𝑘 = 20 𝑘 = 50
Pace [185] 31.9 49.7 59.2 68.9 80.2
RSPNet [8] 36.0 56.7 66.5 76.3 87.7
STS [186] 39.1 59.2 68.8 77.6 86.4
CACL [184] 43.2 61.1 69.9 78.2 88.2
TCLR [190] 48.6 67.6 75.5 82.5 -
PreViTS 53.4 69.4 77.8 85.5 93.0

Table 4.4: Video retrieval results on UCF101. Our model outperforms other baselines using the
same architecture C3D backbone.

MoCo-VGG Sound
Image Backgrounds Challenge [192]

Original Mixed-Same Mixed-Rand Mixed-Next Only-FG No-FG Only-BG-B Only-BG-T

Default 77.9 53.3 37.8 33.8 40.9 24.6 9.7 13.5
+ PreViTS 81.0+3.1 56.9+3.6 42.0+4.2 38.0+4.2 53.0+12.1 28.0+3.4 8.8−0.9 13.0−0.5

RSPNet-K400 Video Backgrounds Challenge

Default 70.7 40.7 30.3 29.5 20.9 49.1 35.2 28.6
+ PreViTS 74.0+3.3 48.0+7.3 35.9 +5.6 32.7+3.2 27.8+6.9 51.9+2.8 33.7−1.5 28.3−0.3

Table 4.5: Robustness to background changes. On image and video Backgrounds Challenge
datasets, PreViTS outperforms baselines where the foreground was included (columns 1-5), es-
pecially the Only-FG setting. Also, PreViTS-trained models are less accurate when foreground
information is entirely eliminated (columns 7, 8), showing their reduced reliance on background
information.

Image Backgrounds Challenge. First, we evaluate our model on the original Backgrounds

Challenge [192], which was designed to test a model’s robustness to various background changes.

It contains 9 ImageNet classes with 450 images for each class. We evaluate our model along with

the baseline model pretrained on VGG-Sound and train a linear layer with ImageNet-1K. Results

show that pretraining with PreViTS achieves significant improvement on all tasks defined in the

Backgrounds Challenge. Examples of different settings can be found in Figure 4.3. In the Only-FG

setting, where the background is set to black, PreViTS obtains an absolute improvement of 12.1%,

showing that it is less dependent on background information. When backgrounds are swapped

(Mixed-Same, Mixed-Rand, Mixed-Next), PreViTS obtains an absolute improvement of 3.6− 4.2%,

indicating that representations learnt with PreViTS reduce the reliance on background correlations.

There is a slight increase in performance in the No-FG setting, likely due to the model learning

contour information from videos. However, in settings where no information from the foreground
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Figure 4.3: Video Background Challenge: We evaluate PreViTS by introducing a Video Back-
grounds Challenge to evaluate background-robustness of video models. FG = foreground, BG =
background. Foreground-background combinations include: Only-BG-B (FG: Black, BG: Unmodi-
fied), Only-BG-T (FG: Tiled background, BG: Unmodified), Mixed-Same (FG: Unmodified, BG:
Random BG of the same class), Mixed-Rand (FG: Unmodified, BG: Random BG of a random
class), and Mixed-Next (FG: Unmodified, BG: Random BG of the next class.)

is provided (Only-BG-B, and Only-BG-T), PreViTS obtains lower accuracy than baseline, which

reinforces that it is less dependent on the background signal.

Video Backgrounds Challenge (JHMDB). Taking inspiration from the image Backgrounds

Challenge, we construct a new Video Backgrounds Challenge to test background-robustness on

videos. We use the JHMDB dataset [193]—consisting of 21 HMDB [34] action recognition classes

with 50 videos per class—for which the ground truth foreground mask is available. We follow

Xiao et al. [192] to construct 8 foreground-background combinations (Figure 4.3) for JHMBD. We

evaluate performance using a model trained on Kinetics-400 and finetuned on UCF-101. Models

trained with PreViTS outperform the baseline model (RSPNet) in all settings. Similar to the trends

on Image Backgrounds Challenge, PreViTS obtains significant improvement in settings where the

background is set to black or is replaced by background from another video. In settings where the

foreground is removed, we find the accuracy drop to be higher for PreViTS compared to baseline

(22.1 vs. 21.6). Video representation learning models have been shown to suffer from over-reliance
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on background information, called representation bias [194] or scene bias [156]. Training with

PreViTS can help mitigate this bias.

Video Backgrounds Challenge (mini-Kinetics). In addition to the video backgrounds challenge,

we also evaluate robustness to background signal on the mini-Kinetics dataset [195], a subset of

Kinetics-400 designed to study if video classification models depend on the background signal

for scene classification. This dataset contains foreground bounding boxes computed by a person

detection model. We utilize the bounding boxes to mask the foreground object to analyze if the

model depended on scene features when performing action classification. The model with PreViTS

achieved an accuracy of 55.24% in the Original setting compared to 47.18% for the baseline RSPNet.

When the foreground was masked (No-FG), the accuracy for PreViTS drops by 6.9%, as compared

to a drop of 2.71% for the baseline model, indicating that the PreViTS-trained model relies less on

the background signal.

Method Occlusion Viewpoint Illumination Dir. Illumination Color Instance Instance+Viewpoint
Top-10 Top-25 Top-10 Top-25 Top-10 Top-25 Top-10 Top-25 Top-10 Top-25 Top-10 Top-25

MOCO 83.25 76.45 84.83 75.31 85.09 74.74 99.42 95.88 48.99 43.55 51.23 46.83
Region Tracker [152] 83.26 76.52 84.97 76.18 88.30 79.34 99.77 97.70 48.81 44.38 53.31 49.04
PreViTS 85.11 78.84 89.35 81.28 91.66 83.94 99.92 98.89 55.45 49.09 56.97 51.70

Table 4.6: Invariances of Video representations: The representation learned by PreViTS is
more invariant to various transformations as compared to baseline MoCo, as shown by the top-k
Representation Invariance Score (RIS) [152]. The large improvement in viewpoint invariance
is likely due to our strategy of sampling tracked objects with different viewpoints. The large
improvement in instance invariance shows that PreViTS is better at learning object concepts instead
of low-level pixel similarities. Improved invariance is useful for object recognition tasks. See
Section 4.4 for details of RIS.

4.4.6 Invariances captured by PreViTS.

We expect representations learnt by PreViTS to have better invariance to various transformations

(occlusion, viewpoint, illumination, instance), due to more effective use of object instance informa-

tion during contrastive learning. Following [152], we measured the representation’s invariances

when predicting classes using the top-k Representation Invariance Score (RIS). We selected top-

10/25 neurons from encoder with similar activation behavior between transformations and computed
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its mean score. PreViTS is significantly more invariant to transformations than other baselines

(Table 4.6).

Region Similarity J Mean M ↑ Recall O ↑ Decay D ↓

MoCo 0.315 0.638 0.025
+ PreViTS 0.544 0.769 -0.014

Table 4.7: Unsupervised Tracking on DAVIS 2016: We show that through our grounding
supervision, we are able to better track objects across videos of arbitrary lengths given just the first
frame and its associated segmentation map.

4.4.7 Video tracking evaluation

To demonstrate grounding and tracking ability, we evaluate our model on the single object

video tracking dataset [158] in Grad-CAM attention fashion. In the original video tracking task,

the input is the first frame of the video along with the foreground segmentation mask. The goal

is to predict the pixel-level mask of the foreground in the later video frames. In our setting, we

utilize our pipeline as shown in Figure 4.2 to perform tracking. We feed the first frame and its

segmentation to acquire the key foreground. Then, we feed the later frames as queries and compute

the Grad-CAM attention heatmap to localize the corresponding region in the later frames. Since

the attention heatmap resolution is 7 × 7, we cannot perform pixel-level prediction. Our evaluation

metrics follow [158] and compute: Region similarity (J ), which represents the IOU between the

predicted foreground mask and GT foreground mask; Mean (M) is the average value of J ; Recall

(O) evaluates the fraction of sequences scoring higher than a threshold; Decay (D) evaluates the

averaged performance drop over time, e.g., Jt=4−Jt=1. As shown in Table 4.7, PreViTS outperforms

the baseline MoCo by a significant margin, which demonstrates our model’s ability to localize

objects in dynamic videos. Figure 4.4 shows how PreViTS is able to localize objects while the

baseline fails when the object appears in a novel viewpoint (Figure 4.4(d)).
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Figure 4.4: Unsupervised Object tracking. Using Grad-CAM attention and the query-key frame-
work, PreViTS-trained model can be used to track objects across the video given the first frame and
corresponding segmentation map of the object to track. PreViTS is able to localize objects under
viewpoint changes, while the baseline model is unable to do so.

4.4.8 Ablation Studies

Next, we conduct an ablation study on the effect of different design decisions on performance.

We evaluate the image model trained on the VGG-Sound dataset for 200 epochs and evaluate the

video model trained on the Kinetics-400 dataset for 50 epochs following [9].

Temporal distance constraint between positive pairs: First, we investigate the effect of different

temporal sampling strategies in Table 4.8a. We define 𝛿 to be the temporal distance between

the query and key segment. 𝛿 = 0 uses the same sample segment for query and key with image

augmentation. Constant 𝛿 samples query and key in a fixed length of 1.7 sec, which ends up as an

easier task for the model to learn and does not generalize to the downstream task. Varying 𝛿 does

not constrain the distance between the clips. We find this setting to perform the best as it enables

the network to localize regions across the clips irrespective of their temporal distance.

Effect of area threshold `: We apply spatial constraint when sampling our positive pairs where

the crop should cover at least ` IOU of the tracking object area. Here, we investigate the different
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Temporal Sampling Varying 𝛿 Constant 𝛿 𝛿 = 0

VOC07 73.0 72.4−0.6 67.5−5.5
UCF-101 84.5 83.7−1.8 84.3−0.2

(a) Effect of different temporal sampling strategy.

Spatial area threshold ` = 0.0 ` = 0.2 ` = 0.3 ` = 0.4

VOC07 71.5−1.5 72.1−0.9 73.0 72.8−0.2
UCF-101 83.7−3.7 85.1+0.6 84.5 84.2−0.3

(b) Effect of Area threshold ` (Fixing ` = 0.3)

Loss weighing factor _ = 0.0 _ = 2.0 _ = 3.0 _ = 4.0

VOC07 70.3−2.7 72.4−0.6 73.0 72.6−0.4
UCF-101 80.8−3.7 83.4−2.1 84.5 84.1 −0.6

(c) Effect of loss weighing factor _ (Fixing _ = 3.0)

Tracking supervision No Tracking Unsupervised Supervised

VOC07 68.3−4.7 73.0 75.0 +2.0
UCF-101 79.0 −5.5 84.5 86.1 +1.6

(d) Effect of different tracking supervision

Table 4.8: Ablations for PreViTS training: We isolate the effects of our training components. We
find that (a) randomly sampling without temporal distance constraints leads to the best performance,
(b) adding some amount of spatial constraints based on IoU with tracking mask ensures that different
clips contain common salient regions and this improves performance, (c) increasing weights on
attention loss increases the downstream performance up to a certain point, (d) replacing unsupervised
video tracking supervision with supervised tracking improves downstream performance slightly.

values of ` in the range 0 to 0.4. Results in Table 4.8b demonstrate that adding spatial constraint

helps the model focus on meaningful objects in the video, but enforcing a very strict constraint hurts

the performance as it limits the variation while sampling. We find ` = 0.3 to be optimal.

Effect of loss weight _: We test different loss weights _ to balance between the two losses. Results

from Table 4.8c show that non-zero values of _ outperform _ = 0.0, indicating that attention loss is

important in PreViTS. Higher _ improves performance up to a point—performance improves with

_= 2.0, 3.0, and slightly degrades with _= 4.0. We find _ = 3.0 to be optimal.

Supervised v.s. unsupervised tracking supervision: To understand the effect of the quality

of tracking supervision, we evaluate our model using the tracking information provided by a

supervised model [196] in Table 4.8d. The model trained with this supervision has better downstream
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Figure 4.5: Visual Grounding for Action Classification. PreViTS provides better visual grounding
as shown by Grad-CAM attention maps of pretrained models finetuned on UCF-101. In (a), our
model focuses on the human and bike while the baseline model attends to seemingly irrelevant
regions, including the road in the background. In (b), our model attends to the man and the ball in
the air in addition to the basketball court while the baseline model focuses mostly on the court.

performance, but the performance drop by switching to unsupervised tracking is still acceptable.

4.4.9 Visual grounding and localization

Finally, we visualize the grounding and localization ability of PreViTS-trained models finetuned

on UCF-101 using Grad-CAM. Our model has a better grounding ability as compared to the baseline

and focuses on foreground objects instead of background scenes (Figure 4.5). In Figure 4.6, we

provide a query with two different segmentation corresponding to the different foreground objects.

We feed the query and the key foreground into the PreViTS-trained model to compute the Grad-CAM

attention heatmaps. Given the different key foreground, our model can localize the man and ball,

respectively. At the same time, the attention heat map in the baseline is more spread out and cannot

generate discriminative attention of the two objects. Note that even though PreViTS hasn’t seen

multi-object masks during pretraining, it is still able to localize multiple concepts discriminatively.

More visualizations for UCF-101 action recognition in Figure 4.7, Video Backgrounds Challenge in

Figure 4.8, and DAVIS video object segmentation in Figure 4.9 and 4.10.

4.5 Limitations and potential impact:

Our method has a few limitations. First, acquiring and utilizing unsupervised tracking requires

additional computational resources. Also, since our current tracking method captures the most

78



Figure 4.6: Discriminative localization of objects. When provided query with two different
segmentation corresponding to different foreground objects and the key foregrounds, PreViTS-
trained model is able to localize them accurately, capturing class-specific semantic discrimination
between objects.

salient object in the video, we do not model multi-object interaction in the video, which is an

interesting future work direction. Moreover, our pretraining datasets are relatively cleaner than

random videos on YouTube. It is unknown if our method can generalize to the different genres

such as news and gaming. Finally, our pretraining datasets may contain unintended societal, gender,

racial, and other biases, whose effect was not examined in the current work.

4.6 Summary

In this chapter, we propose a novel visual self-supervised network that learns to localize

foreground objects present in video data utilizing unsupervised tracking supervision. Experiments

on various image and video downstream show that guiding the model to focus on the foreground

region is beneficial for accurate video representations self-supervised learning. Also, we demonstrate

different properties of our learned features, which capture viewpoint, occlusion, and deformation

invariances and have a better grounding ability. We hope our approach can enable robust and

accurate visual representation learning from large-scale uncurated video data from the internet.
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Figure 4.7: Grad-CAM Visualization for UCF-101 Action Classification.

Figure 4.8: Grad-CAM Visualization for Video Backgrounds Challenge.
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Figure 4.9: Grad-CAM Visualization for DAVIS Video Object Tracking and Segmentation.

Figure 4.10: Grad-CAM Visualization for DAVIS Video Object Tracking and Segmentation.
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Chapter 5: Multimodal Event Extraction

5.1 Introduction

Traditional event extraction methods target a single modality, such as text, images, or videos.

However, real-world multimedia (e.g. online news) features content in multiple modalities which

collectively convey a cross-modal narrative. As a consequence, components of events described

by the document may lie jointly or solely in either the textual or visual modalities. By randomly

watching 100 videos and associated articles from BBC Official YouTube Channel, we find that 45%

of videos contain event arguments that are not explicitly mentioned in the article.

Event extraction is a well-studied problem in the natural language processing community [197,

198, 199, 200]. Similarly, methods focusing on event argument extraction have likewise been

proposed [201, 202]. However, all of these methods solely target the text modality and ignore

the contribution of visual media. A related line of research has emerged in the computer vision

community focusing on the extraction of purely visual events [203, 204, 205, 206]. While a few

methods have sought to transfer visual knowledge from images to improve text-only event extraction

[207, 208], these do not detect multimodal events, whose arguments span multiple modalities.

[209] propose a method for extracting multimodal events from text and images jointly. However,

[209]’s method does not handle videos. Extending [209] to the video domain is non-trivial because

localizing events in videos requires first identifying temporal boundaries of the event, which is a

challenging vision problem in its own right [210, 211, 212]. Moreover, while [209] transfer existing

image and text event extraction resources to the multimodal domain, there are no datasets containing

event argument localization in videos, thus [209]’s method cannot be directly trained for multimodal

text and video event extraction as it was for images.

We argue that multimodal event extraction from videos is important for several reasons. For
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Input: Multimedia News Document
In Tennessee, the building that houses 

Nashville’s City Hall was set on fire. Officers
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Stage 1: Multimodal Event Coreference Resolution

Figure 5.1: We introduce the problem of video multimedia event extraction. Given a multimedia
document containing a text article and a video, the goal is to jointly extract events and arguments.
Our method first performs multimodal event coreference resolution to identify which sentences and
video segments refer to the same event. Our novel multimodal transformer then extracts multimedia
event frames from coreferential sentence and video segment pairs. Our method is able to resolve
coreference and extract multimodal event frames more accurately than existing approaches.

one thing, images contain snapshots of events, but may not capture all arguments or participants of

the event in a single snapshot. In contrast, videos often contain more action events and may reveal

additional event arguments that can be extracted as events evolve over time that may be missing

from any single frame. Finally, we find some event argument roles are hard to determine from

single images, while video provides additional context which helps disambiguate the roles different

arguments play in the event.

In this paper, we propose the first model that extracts multimodal events and arguments from text

and videos jointly. Specifically, we propose a new task called Video M2E2 (Video MultiMedia Event

Extraction). Given a document with an accompanying video, our goal is to jointly extract the events

and argument roles appearing in both data modalities. Because of the lack of an existing dataset for

this task, we introduce a new multimodal video-text dataset with extensive annotations covering
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event and argument role extraction, coreference resolution, and grounding of event arguments

(bounding boxes).

We tackle this task in a two-stage manner: first we find a coreferential sentence-segment

pair and then we jointly extract events from it. For multimodal event coreference resolution, we

propose a self-supervised model to find video segment-sentence pairs describing the same event.

These coreferential cross-modal pairs are then used to perform event classification and argument

role labeling. To do so, we propose a novel multimodal transformer architecture which learns to

perform event and argument role prediction jointly from video and text. We show that this system

substantially outperforms unimodal approaches, while allowing us to discover event arguments

lying solely in one modality.

To summarize, we make the following contributions. We propose the novel problem of video

multimodal event extraction and contribute a high-quality benchmark dataset for this task containing

extensive annotations of event types, event arguments and roles, argument grounding, and cross-

modal coreference resolution of events in text and videos. We propose a self-supervised training

strategy which allows us to find coreferential sentence and video segment. We introduce a novel

multimodal transformer architecture leveraging modality-specific decoders for joint text and video

event and argument extraction. We present extensive experimental results demonstrating that our

proposed approach significantly outperforms both unimodal and multimodal baselines for event

coreference resolution, event extraction, and argument role labeling.

5.2 Related Work

Learning multimodal common space. Instead of learning representations in single modalities

(text, visual), there have been various works that tried to learning representation from textual and

visual modalities jointly and acquire a common space where the features from different modalities

are directly comparable [12, 1, 85]. In the task such as weakly supervised grounding also tries to

find a common space for text and visual where we can find the correct region given a text query

[88, 213, 214]. These works usually learn in a weakly supervised manner where human-annotated
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image/video caption pairs were given. In our multimodal event coreference resolution task, we try

to learn in a self-supervised manner where only the video and its ASR were given.

Text Event Extraction. Recognizing and extracting events in text is an important information

extraction problem that has been thoroughly studied. Both document-level [215, 216] and sentence-

level [217] methods have been proposed. Classic work by [218] and [219] leverage manually

designed features for the task and formulate event extraction as a classification problem. More

recent event extraction methods have leveraged neural models such as recurrent networks [197, 198],

convolutional networks [220], graph networks [199, 221], joint neural model [222], conditioned

generation [216] and transformers [200] to automatically learn task-relevant features.

A related line of work has focused on the problem of event argument extraction, where the goal

is to predict event argument roles of entities in text to fill the roles of predicted event frames. [201]

propose a hierarchical event argument extraction model leveraging modular networks to exploit

argument role concept correlation. [202] propose a sampling-based method for jointly extracting

events and arguments. Other methods have attempted to leverage zero-shot learning [223] and weak

supervision [224] to further improve performance on both event and event argument extraction.

While impressive progress has been made in recent years, all of these methods exclusively focus

on text and forego the oftentimes complex and complementary information found in visual media.

In contrast, we propose to extract both events and event arguments from both text and video.

Visual event extraction. Event recognition has also been studied by the computer vision com-

munity, where it is commonly termed “situation recognition” [203, 206]. Analogous to textual

event extraction methods, the goal of visual situation recognition is detecting events occurring in an

image, the objects and agents involved, and identifying their roles. Most work in this space [203,

204, 205, 206] relies on the FrameNet [225] ontology derived from text which defines frames for

each verb, along with semantic roles of arguments.

Seminal work by [203] introduced the SituNet dataset of images labeled with visual verbs and

argument roles. Follow-up approaches have leveraged structured prediction mechanisms [204, 226]

and attention [227] to further improve performance on SituNet. [206] extend SituNet with bounding

85



box annotations of event arguments and introduce a model for localizing event arguments in images.

None of these target the video domain as we do or perform multimodal event extraction. More

related to our work is [228], which introduces the video semantic role labeling dataset and task,

where the target is to extract events and generate language description for arguments. Unlike [228],

we propose to extract multimodal events and localize arguments, where components in the extracted

event frame may appear in either modality.

Multimodal Event Extraction. Some prior work has leveraged multimodal information for text-

only event extraction. [207] propose a method which learns to transfer visual knowledge from

multimodal resources to text-only documents to improve event extraction. [208] supplement existing

event detection benchmarks with image data and show significant performance gains by leveraging

multimodal information for trigger disambiguation.

Most relevant to our work is [209]’s method which introduces the task of multimedia event

extraction, where event frames are comprised of both visual and textual arguments. [209] leverage

single-modality training corpora and weak supervision to train a cross-modal method, without

any annotations. Our work has several important differences from [209]. First, we target the

video modality, while [209] target images. This problem is significantly more challenging because

video event extraction requires understanding the rich dynamics in videos. Additionally, because

no datasets of video event argument role localization exist, we can not directly borrow existing

image event extraction resources like [209]. Finally, we propose a novel multimodal transformer

architecture for this task.

5.3 VM2E2Dataset

5.3.1 Dataset Collection

We introduce the VM2E2dataset which labels (1) Multimodal event coreference (2) Events and

argument roles from 860 video article pairs.

Event types. The Linguistic Data Consortium (LDC) has created document-level event ontology

based on previous LDC-supported ontologies ERE and ACE. These have been made publicly
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Event Type
CastVote (26) Disaster.FireExplosion (60)
Contact.Broadcast (359) Life.Injure (78)
Contact.Correspondence (75) Justice.ArrestJail (31)
Contact.Meet (196) ManufactureAssemble (44)
Conflict.Attack (147) Movement.Evacuation(23)
Conflict.Demonstrate (242) Movement.PreventPassage (43)
DamageDestroy (50) Movement.Transport (287)
DetonateExplode (62) Transcation.ExchangeBuySell (36)

Table 5.1: Event types in VM2E2. Numbers in parentheses represent the counts of visual events.

availble online1. The event types covered by the LDC ontology focus on issues related to disasters,

attacks and activities from international news. We found that this ontology provides good coverage

of many events found in world news and thus adopt it for our system. Because not all event types in

the ontology are visually detectable, we manually selected event types defined in the LDC ontology

that are: (1) Visually detectable: events that can be visually seen, and (2) Frequent: events that have

a frequency > 20 in our dataset. This resulted in a set of 16 event types, which we show in Table 5.1.

The full event type and argument role definition are included in the supplementary.

Candidate Video/Article Filtering. Given the 16 event types, we build a data collection pipeline.

First, we use the event types and news source names as keywords to search on Youtube. We harvest

from VOA, BBC, and Reuters. We choose these sources because we they are trustworthy and

usually contain articles under the video such that the content is about the same event as the video.

Second, we filter out videos that are longer than 16 minutes to avoid extra-long videos. Third, we

check each video to make sure it contains at least one visual event. Starting from 1.2K videos, we

end up with 860 video article pairs containing multimodal events. For the dataset, we will release

the YouTube URLs that contains the video and article along with the annotations. We do not own

the copyright of the video and the researcher shall use the data only for non-commercial research

and educational purposes. More information about the Fair Use Notice will be included in the

supplement.

1https://tac.nist.gov/tracks/SM-KBP/2018/ontologies/SeedlingOntology
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5.3.2 Dataset Annotation Procedure

In order to collect annotations, we perform the following steps for videos and text. First,

annotators watch the entire video to identify all event instances in the video. Next, for each event

instance, the temporal boundary, event type, and co-referential text event (if existent) is annotated

and three keyframes within the temporal boundary are selected. Then, for each selected keyframe

all arguments are identified. Finally, for each argument, the argument role type, entity type, and

co-referential text event (if existent) is annotated. We extensively annotate the videos and sampled

keyframes with bounding boxes for argument roles to ensure none are missed.

5.3.3 Annotation interface

Our data annotation interface for video is shown in Figure 5.2. Each annotator needs to walk

through the whole video and corresponding articles. As shown in the figure, we have a list of event

types for the annotators to label the start time and end time. The same event can appear multiple

times in the same video. We also allow overlap between different events.

Event Type Argument Role
CastVote Voter,Candidate,Ballot,Result,Place
Contact.Broadcast Communicator, Recipient, Instrument, Topic, Place
Contact.Correspondence Participant, Instrument, Topic, Place
Contact.Meet Participant, Topic, Place
Conflict.Attack Attacker, Target, Instrument, Place
Conflict.Demonstrate Demonstrator, Demonstrator, VisualDisplay, Topic, Target, Place
DamageDestroy Damager, Artifact, Instrument, Place
DetonateExplode Attacker, Target, Instrument, ExplosiveDevice, Place
Disaster.FireExplosion FireExplosionObject, Instrument, Place
Life.Injure Victim, Injurer, Instrument, BodyPart, MedicalCondition, Place
Justice.ArrestJail Jailer, Detainee, Crime, Place
ManufactureAssemble ManufacturerAssembler, Artifact, Components, Instrument, Place
Movement.Evacuation Transporter, PassengerArtifact, Vehicle, Origin, Destination
Movement.PreventPassage Transporter, PassengerArtifact, Vehicle, Preventer, Origin, Destination
Movement.Transport Transporter, PassengerArtifact, Vehicle, Origin, Destination
Transcation.ExchangeBuySell Giver, Recipient, AcquiredEntity, PaymentBarter, Beneficiary, Place

Table 5.2: Event types and argument roles in VM2E2.
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Figure 5.2: Annotation interface of the video. We annotate the event temporal of each video event.
Also, we will annotate the multimodal event coreference between the video event and text event.
For the argument role, we select 3 frames to annotate the bounding box.

5.3.4 Event type

The event type along with its argument roles are shown in Table 5.2. We followed The Linguistic

Data Consortium (LDC) ontology defined for the AIDA program. These have been made publicly

availble online2.

5.3.5 Event Proposal Generation

To acquire the temporal boundary of the video event, we use the Boundary Sensitive Network

[229] for temporal proposal generation in the video clips. We fine-tune the network with the

VM2E2training set to better capture the action semantics within the dataset. Table 5.3 shows the

proposal generation results for VM2E2test set. Similar to [229, 230], we evaluate the improvement

in the ability of BSN to generate proposals which have high temporal overlap with ground truth

2https://tac.nist.gov/tracks/SM-KBP/2018/ontologies/SeedlingOntology
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proposals. To quantify this improvement, we measure the recall (AR) over multiple temporal-IoU

thresholds (0.5 to 0.95 with an increment of 0.05) for a fixed number of proposals(N). We also

measure the area under(AUC) average recall(AR) at different number of proposals(N) curve.

Although we use ground truth proposals for event extraction and argument role labelling section

of the experiments in the current work, our method can be extended to work with automatically

generated proposals. Hence, our method combined with any proposal generation technique, can be

considered as an end-to-end solution to multimedia event extraction given a video-article pair.

Training AR AUC
@1 @100

ActivityNet 0.11 0.52 38.52
ActivityNet + VM2E2 0.18 0.67 54.94

Table 5.3: Fine-tuning the BSN pipeline with VM2E2shows significant improvement in proposal
generation and retrival performance.

5.3.6 Quality control

We train fourteen NLP and computer vision researchers to complete the annotation work with

two independent passes. After annotation, two expert annotators perform adjudication. For the

multimodal event coreference resolution, we sampled 10% of annotations and reached an Inter-

Annotator Agreement (IAA) of 84.6%. For the event and argument role labeling, we sampled 10%

of annotations and reached an Inter-Annotator Agreement (IAA) of 81.2%.

Type 1-to-1 1-to-n n-to-1 n-to-n Total

Count 202 104 260 286 852

Table 5.4: Multimodal event coreference link types found in VM2E2.

Document Event Mention Argument Role
Sentence Video Textual Visual Textual Visual
13,239 860 4,164 2,702 18,880 5,467

Table 5.5: Annotated VM2E2 data event and argument role statistics.
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Figure 5.3: Self-supervised multimodal event coreference resolution by considering the possible
argument roles that participate in the event.

5.3.7 Dataset statistics

Overall, we annotated 852 multimodal event coreference links between video segments and

sentences. Table 5.4 breaks down the annotations into relation categories: 1-to-1, where one text

event is only coreferential with a single video event, and n-to-n, where multiple text events and

video events are corerefential. We also provide data statistics for the event extraction and argument

role annotations in Table 5.5.

5.4 Method

5.4.1 Problem Formulation

In Multimodal Event Coreference Resolution, given 𝑀 sentences and 𝑁 video segments in a

multimedia document, the system is required to predict the coreference 𝑐𝑖 𝑗 ∈ {0, 1} between a

sentence 𝑥𝑖 and a video segment 𝑦 𝑗 . In Joint Multimodal Event Extraction and Argument Role

Labeling, given a text sentence 𝑥𝑖 and a video segment 𝑦 𝑗 , the system is required to predict the

multimodal event type 𝑒, the text mention 𝑡𝑒, the text mention 𝑡𝑎𝑘 and the bounding box 𝑏𝑏𝑜𝑥𝑎𝑘 for

each argument role 𝑎𝑘 .
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5.4.2 Multimodal Event Coreference Resolution

We aim to learn a common space across the video and text modalities such that the embeddings

across these modalities are close if they represent the same event. This is a particularly challenging

task since in an unannotated multimodal document, we don’t know which video segment aligns with

which article sentence. Inspired by multimodal self supervised methods learning from instructional

videos [12], we learn the common space across the two modalities from our unannotated video clips

using their auto-generated ASR transcripts as supervision. To accomplish this, we use a standard

noise contrastive loss (NCE) [231] L𝑁𝐶𝐸 :

max
𝑓 ,𝑔

𝑛∑︁
𝑖=1

log
©«

𝑒 𝑓 (𝑥𝑖)
⊤𝑔(𝑦𝑖)

𝑒 𝑓 (𝑥𝑖)⊤𝑔(𝑦𝑖) + ∑
(𝑥′,𝑦′)∼N𝑖

𝑒 𝑓 (𝑥′)⊤𝑔(𝑦′)

ª®®¬
where 𝑥 represents a sentence and 𝑦 a video clip. 𝑓 and 𝑔 are the two learnable networks that project

the two features into a common space. The loss learns to pull the positive pairs (𝑥𝑖, 𝑦𝑖) that co-occur

in time while pushing mis-matched pairs in the batch away.

Additionally, we find the region information (arguments that participate in the event) to be

crucial in finding coreferential events between video and text. For example, when we see an Attack

event in the text, we might find the objects “van” or “protester” in the video to be important

since they participate in the event as shown in Figure 5.3. In order to learn such correspondences

between text and object regions, we introduce the Multi-Instance Learning from Objects L𝑀𝐼𝐿𝑂

loss:

max 𝑓 ,ℎ
∑𝑛
𝑖=1 log ©«

∑
(𝑥,𝑧) ∈P𝑖

𝑒 𝑓 (𝑥 )
⊤ℎ (𝑧)∑

(𝑥,𝑧) ∈P𝑖
𝑒 𝑓 (𝑥 )⊤ℎ (𝑧)+∑

(𝑥′ ,𝑧′ )∼N𝑖
𝑒 𝑓 (𝑥′ )⊤ℎ (𝑧′ )

ª®¬
where 𝑧 represents the regions in the video clip and ℎ is a projection layer. Given a specific video

instance 𝑖, P𝑖 represents the positive region/sentence candidate pairs (i.e. the region and sentence

co-occur in time, see Figure 5.3) while N𝑖 represents the set of negative region/narration pairs

that were sampled from different time frames. The learning objective takes all possible region

92



Video Decoding Head

Text Decoding Head

Sentence-Segment 
Pair

Video Feature Extractor
O

bject D
etector

Israeli security forces 
and Palestinian 
protesters clashed in 
the West Bank city of 
Hebron, Thursday, 
February 8.

Target Sequence

Attack 
Text_Offset

Attacker
Text_Offset 

BBox_Coordinate
Instrument 
Text_Offset 

BBox_Coordinate
Attacker

Text_Offset 
BBox_Coordinate

Place
Text_Offset 

BBox_Coordinate

Tokenization & 
Em

bedding Layer

Video-level Feature
Object Label

Region Feature
Bounding Box

Identification

Trigger

Entity

C
lassification 

& D
ecoding

Transformer 
Decoder

Transformer 
Encoder

Figure 5.4: Multimodal transformer for joint event extraction and argument role labeling. In the
target sequence, blue-gray and light orange are for textual and visual decoding heads, respectively.

information into consideration by summing over all the pairs. The model learns in a multi-instance

fashion to select the regions that are most important for multimodal event coreference resolution.

Our final multimodal coreference loss combines both global and local constraints:

L𝑚𝑚𝑐𝑜𝑟𝑒 𝑓 = L𝑁𝐶𝐸 + L𝑀𝐼𝐿𝑂 .

5.4.3 Joint Multimodal Event Extraction and Argument Role Labeling

Inspired by recent work [232] on leveraging multimodal transformers to jointly process text

and visual information, we propose a joint multimodal transformer (JMMT) to extract events and

arguments from a paired text sentence and video clip. The proposed JMMT has an encoder-decoder

structure: the encoder extracts and fuses information from both modalities (text and video), while

the decoder is more complex. The decoder consists of two heads: one for detecting trigger words,

event types, and arguments from text, and the other for classifying video event types and predicting

bounding boxes for visual arguments. With this joint encoder, JMMT can effectively leverage
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contextual information to extract events and label argument roles.

As shown in Figure 5.4, JMMT takes text and visual tokens as input. For text tokens, we

follow [233] to embed text tokens. For visual tokens, we use four feature types to comprehensively

represent both global and local information: 1) video-level features extracted from the whole

video segment capture the global event context; 2) frame-level object labels produced by an object

detector; 3) frame-level region features extracted from bounding boxes detected by the object

detector provide fine-grained argument information; 4) frame-level object coordinates also provided

by the object detector for localization of arguments. Note that we sample 𝑡 frames and for each

frame, we sample 𝑘 objects with the highest confidence scores. The text and visual tokens are then

stacked as a sequence and input to the encoder for joint processing.

Our encoder and decoder are initialized from transformers pretrained on text corpora [233].

Our decoding head for text event extraction is borrowed from [234]’s state-of-the-art text event

extraction model. For text decoding, we take encoder outputs as input and first merge these

multimodal contextualized embeddings of word pieces to obtain a representation for each word in

the input sequence. Then we process these word representations for identification, classification

and decoding, following [234]. For the video decoding head, we leverage the decoder from [233]’s

pretrained text transformer and cast the task as a sequence-to-sequence prediction problem. We

set the target sequence as {𝑒, 𝑎1, 𝑏𝑏𝑜𝑥, 𝑎2, 𝑏𝑏𝑜𝑥, ..., 𝑎𝑛, 𝑏𝑏𝑜𝑥}, which begins with event type 𝑒 and

then goes through each argument role 𝑎𝑖 to produce the bounding box coordinates 𝑏𝑏𝑜𝑥 on the

sampled key frames.

Each decoding head is supervised by its own loss term and the gradients are both back-propagated

to the encoder. The text decoding head is supervised based on the objective L𝑡𝑒𝑥𝑡 proposed in [234]

and the video decoding head is trained using a standard teacher-forcing strategy with cross-entropy

loss [233] L𝑣𝑖𝑑𝑒𝑜. The overall objective is

L𝐽𝑀𝑀𝑇 = L𝑡𝑒𝑥𝑡 + L𝑣𝑖𝑑𝑒𝑜 .
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Input Model
Text Evaluation Video Evaluation Multimedia Evaluation

Event Mention Argument Role Event Mention Argument Role Event Mention Argument Role
𝑃 𝑅 𝐹1 𝑃 𝑅 𝐹1 𝑃 𝑅 𝐹1 𝑃 𝑅 𝐹1 𝑃 𝑅 𝐹1 𝑃 𝑅 𝐹1

Text OneIE 38.5 52.1 44.3 16.6 21.8 18.8 - - - - - - 38.5 52.1 44.3 16.6 21.8 18.8

Video JSL - - - - - - 24.1 17.1 20.0 2.2 2.8 2.4 24.1 17.1 20.0 2.2 2.8 2.4
JMMTVideo - - - - - - 26.6 29.2 27.8 8.9 10.1 9.5 26.6 29.2 27.8 8.9 10.1 9.5

Multimedia WASE 33.6 53.8 41.4 15.2 22.1 18.0 20.4 14.0 16.6 2.8 1.3 1.7 34.0 54.0 41.8 15.3 22.1 18.1
JMMT 39.7 56.3 46.6 17.9 24.3 20.6 32.4 37.5 34.8 9.2 10.6 9.9 41.2 56.3 47.6 18.8 24.7 21.3

Table 5.6: Event and argument extraction results (%). We evaluate three categories of models in
three evaluation settings. By jointly leveraging multimodal context, JMMT significantly improves
multimedia event extraction from video segments and sentences.

In this way, the proposed JMMT can effectively fuse multimodal information and jointly extract

events and arguments.

5.5 Experiments

5.5.1 Dataset

Event coreference resolution. Our model is trained on our unannotated dataset, which contains 3K

videos and corresponding automatically generated speech transcriptions. We test our model on the

annotated dataset, which contains 860 videos and their articles from YouTube.

Event extraction and argument role labeling. We split the annotated 860 video-article pairs into

645 and 215 for training and testing, respectively. To focus on joint multimedia event extraction, we

sample all the coreference segment-sentence pairs for training and evaluation.

5.5.2 Evaluation Setting

Event coreference resolution. We evaluate our model on the annotated event coreference data by

predicting whether every possible sentence-video segment pair from the same multimodal document

is coreferential or not. We perform feature similarity between the text and video features within the

learned joint space and predict the pair as coreferential if their similarity surpasses a threshold. We

adopt traditional link prediction metrics, i.e. precision, recall, F1, and accuracy for evaluation.

Event extraction and argument role labeling. We evaluate models on text-only, video-only, and
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multimedia event mentions in the VM2E2dataset. We follow the common event extraction metrics,

i.e. precision, recall, and F1. For a text event mention, we follow [209] to only consider it as correct

if its trigger offsets and event type both match a reference trigger. Similarly, a textual argument is

only considered as correct when its offsets, event type, and role type all match a reference argument.

Analogously, a video event mention is considered correct if its segment and event type match a

reference segment. A video argument is considered correct if its localization, event type and role

type matches a reference argument. A visual argument is correctly localized if its Intersection over

Union (IoU) with the ground truth bounding box is greater than 0.3. Finally, a multimedia event

mention is considered correct if its event type and trigger offsets (or the video segment) match a

reference trigger (or the reference segment). Arguments of multimedia events with either a correct

textual or visual argument mention are considered correct.

5.5.3 Baseline methods

Event coreference resolution. We compare our method against several self-supervised models

that learn a joint visual text space. Specifically, HowTo100m [12] learn a joint video-text space

using a max-margin ranking loss [235]. NCE loss [231] trains a classifier to discriminate between

real instances and a generated noise distribution. MIL-NCE [1] further extends NCE by explicitly

considering the misalignment of the video segment and ASR transcript to design a multi-instance

loss. We do not compare to retrieval methods that require fine-tuning.

Event extraction and argument role labelling. 1) Text-only baseline: We re-implement a state-

of-the-art method, OneIE [234]. For a fair comparison, we use the same text encoder [233] as our

JMMT. 2) Video-only baseline: As no existing method addresses the problem of event extraction

and argument role labeling from videos, we adopt the state-of-the-art method for grounded image

event extraction, JSL [206], to extract events and arguments from each annotated key frame. 3)

Multimedia baseline: As previous multimedia event extraction methods only consider image-text

pairs, we borrow one of the best performing models on M2E2 [209], WASE [209], as our baseline

for multimedia event extraction. Note that we rebuild WASE to extend from its ontology to our
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VM2E2Event Type SWiG Verb Class
CastVote Voting
Contact.Broadcast Speaking
Contact.Correspondence Calling, Dialing, Phoning, Telephoning
Contact.Meet Communicating, Interviewing, Talking, Discussing, Shaking
Conflict.Attack Attacking, Punching, Kicking, Striking, Shooting
Conflict.Demonstrate Protesting, Marching, Displaying, Gathering
DamageDestroy Breaking, Destroying
DetonateExplode -
Disaster.FireExplosion Flaming, Erupting, Burning
Life.Injure -
Justice.ArrestJail Detaining, Restraining, Arresting
ManufactureAssemble Assembling
Movement.Evacuation -
Movement.PreventPassage Blocking, Guarding
Movement.Transport Driving, Boating, Disembarking, Landing, Piloting, Steering,

Taxiing, Commuting, Riding, Boarding, Biking
Transaction.ExchangeBuySell Paying, Selling

Table 5.7: Mapping used to convert the SWiG verbs to VM2E2events. Note that 3 events do not
have any mapping. We do not evaluate the JSL baseline over these events.

ontology. SWiG (Situations with Grounding) dataset provides the annotations corresponding to the

visually groundable verbs and the nouns associated with them. To evaluate the JSL[234] model on

VM2E2dataset, we map the SWiG verb classes onto the VM2E2event classes as described in Table

5.7. Note that some classes in SWiG do not have any verb corresponding to the VM2E2event. Hence,

these events are never predicted by the JSL model. For fair comparison, we calculate the precision

and recall with respect to the remaining classes only. In a similar manner, we reformulate the

mappings used in WASE [209] to extend the ontology of Image M2E2[209] to the VM2E2ontology

and retrain WASE as our baseline.

5.5.4 Implementation details

For the visual branch of the multimodal event corerefence resolution model we follow [12] and

use pre-trained 2D features from a ResNet-152 model [71] trained on ImageNet [72] and 3D features

from a ResNeXt-101 model [73] trained on Kinetics [51]. For the textual branch, a GoogleNews
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pre-trained Word2vec model [74] provides word embeddings, followed by a max-pooling over

words in a given sentence to extract a sentence embedding. We use Faster R-CNN [236] pre-trained

on the Visual Genome dataset [237] as our object detector. For selecting the number of objects, we

sort by the confidence score of each object and select the top 5 as possible argument roles. Also, we

uniformly sample 3 frames in each video segment and end up with 15 objects for each segment. For

each feature extraction branch (text, video, object), we apply separate fully-connected layer and a

gated unit for projection to common space. We use an Adam optimizer [75] with a learning rate of

1e−4. The batch size is set to 256 video clips. The model is trained for 50 epochs on one NVIDIA

TITAN RTX for about 2 hours. We further split the 860 video data into 200 video article pairs for

the validation set and 660 for testing the performance. The parameter search for the threshold was

done in the validation set by selecting the highest F1 score, and the similarity score above 0.13 will

be viewed as positive pairs for prediction.

For event extraction and argument role labeling, we use the same video-level feature and object

detector. We use T5-base [233] with pre-trained weights provided in HuggingFace [238] for

initialization. For video-level features and region features, we separately use a fully-connected

layer to project them into 768-D space to be aligned with text embeddings. We directly use text

embedding layer to embed bounding box coordinates. For the text decoding head, we borrow

implementations from the official implementation3 of OneIE and use the same hyper-parameters.

The video decoding head uses Beam Search for decoding in inference, with a beam width of 5.

During training and evaluation, we sample annotated 𝑡 = 3 frames and extract 𝑘 = 15 objects for

each frame. We use a batch size of 6 examples per GPU, and distribute the training over 4 NVIDIA

V100 GPUs. We use Adam with a learning rate of 1e−4 to optimize our models. We train our

models for 150 epochs.

3http://blender.cs.illinois.edu/software/oneie
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Results on Current Keyframe WASE JMMT (Ours)

Event DamageDestroy Justice.ArrestJail

Role None Jailer Detainee







 

Previous Keyframe Future Keyframe

Ground truth Jailer

Ground truth Detainee

Jailer Detected by JMMT
Face Masks

Figure 5.5: Visualization of event extraction results on one video segment. We mask faces (orange
boxes) for privacy.

Method Visual Model TR 𝑃 𝑅 𝐹1 𝐴𝑐𝑐

HowTo100M R152+RX101 N 32.2 62.8 44.3 55.2
NCE R152+RX101 N 35.5 68.3 45.5 47.5
Ours R152+RX101 N 38.4 76.4 51.5 59.6

MIL-NCE S3D-G Y 37.8 75.0 50.6 59.2

Table 5.8: Multimodal event coreference resolution results. Our method outperforms all baselines,
including one with a more powerful and trainable visual backbone (indicated by TR).

5.5.5 Quantitative Performance

Event coreference resolution. We first examine the results of the multimodal event coreference

resolution task in Table 5.8. All the methods we compare share the same text feature extractor.

For visual feature extraction, HowTo100M, NCE, and our method apply ResNet-152 (R152) and

ResNeXt-152 (RX101) followed by [12]. MIL-NCE uses a more advanced video feature extraction

backbone, S3D-G [19]. Our model significantly outperforms all previous methods using the same

architecture, as well as those models with a trainable (TR) and more powerful visual backbone [1].

Event extraction and argument role labeling. The proposed JMMT significantly improves

the event extraction performance over baseline methods as shown in Table 5.6. Compared to

text-only OneIE or video-only JSL baselines, the JMMT produces at most 74% relative gain

in event extraction, which demonstrates the importance of leveraging multimodal information

for understanding complex events. Compared to previous methods on image-text multimedia

event extraction, the superior performance of JMTT verifies 1) the effectiveness of the powerful

transformer model for multimodal information fusion and 2) the importance of modeling dynamics
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Figure 5.6: Event coreference resolution visualization. The bold sentence is correctly selected as
coreferential within the article by the model.

in videos.

Table 5.9: Self-supervised event extraction and argument role labeling.

Self-supervised event extraction and argument role labeling. Instead of utilizing supervised

annotation as the JMMT model shown above, we explore the multimodal common space by video-

to-ASR text self-supervision to train our Multimodal Clustering Network proposed in chapter 2.

As shown in Table 5.9, result demonstrates that we achieved comparable results with the SOTA

transformer model in event extraction tasks. We assume the performance drop in argument role

labeling is due to the lack of bounding box supervision, which is not provided in the self-supervision

model.
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5.5.6 Qualitative Analysis

We visualize results from our event coreference resolution model in Fig 5.6. We observe that

the model correctly selects the most appropriate sentence for a given video segment. Also, we find

that the model learns to associate object regions to the words in the sentence. For example, the first

sentence had a high similarity score with the object ’Crane’ since it mentioned ’building some new

island’.

We also visualize results of event extraction. As shown in Fig. 5.5, the center frame is very hard

to extract events from due to the occlusion of arguments. With only this image as input, WASE fails

to extract events and arguments. However, our JMMT successfully recognizes the event and detects

“Jailer” in the image with the help of video-level dynamics and the context of the previous and next

frames. This example illustrates both the importance and difficulty of multimedia event extraction

from videos and articles. We also observe that our JMMT fails to recognize the “Detainee” because

of occlusion. This indicates the possibility of leverage entity tracking to further improve VM2E2

which we leave as future work.

5.6 Limitation

Dataset. Our method was based on our collected dataset, which might contain unintended societal,

gender, racial, and other biases when deploying models trained on this data. Also, our problem

formulation assumes the video and article are about the same topic. This assumption leads our

method to work on news videos and instructional videos. If we didn’t constrain the videos to these

genres, we might collect videos without articles or videos with unrelated articles such as music

videos and animated videos on YouTube.

Evaluation. Our proposed pipeline could be combined as a two-step approach, starting from raw

videos and articles and then acquiring both modalities’ event and argument roles. However, in

our evaluation, we only evaluate the argument roles on annotated keyframes since we don’t have

the annotation for every video frame due to the expense of annotation. End-to-end evaluation
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for all frames is not practical because the chosen frames from the multimodal event coreference

resolution model are not guaranteed to be the ground truth frames on which we have annotations.

Consequently, we cannot evaluate the predictions of our multimodal event extraction model (stage

2) when we use predicted frames as input since we do not have annotations on the frames on which

predictions are made (thus, the results in those frames could be correct or incorrect).

5.7 Summary

In this chapter, we have introduced a novel task VM2E2- given a video with a paired article,

our first goal is to find coreferenced events across modalities. Also, our task requires extracting

the event type and argument roles from both modalities. 860 video-article pairs were labeled to

support this task. We developed a novel self-supervised multimodal network that learns a common

embedding space by processing local (object region) and global (video level) semantic relationships

to perform multimodal event coreference resolution. In addition, we present a new architecture

JMMT that jointly extracts events and arguments from both modalities using an encoder-decoder-

based multimodal transformer. Our extensive experiments on multiple settings show that considering

region information and a joint transformer for both modalities is essential for good performance on

the two subtasks in VM2E2. Our dataset collection pipeline and approach can be extended to more

scenarios such as instructional videos and other videos that contain video-article pairs for extracting

multimodal events across both modalities.
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Chapter 6: Conclusion

6.1 Summary of Contributions

In this thesis, we present various contributions to improve representation learning performance

from unlabelled multimodal data. Our main focus was on Learning Representations with Multi-

Modal Self-Supervision. Our key contribution, MCN (Chapter 2), served as the foundation for the

majority of the work in this thesis, where we explored the importance of using three modalities,

audio, video, and text, in large-scale data pretraining for multimodal common space. Additionally,

we used a combination of noise-contrastive (NCE) training and clustering objectives for multimodal

self-supervision. The success of this approach in MCN inspired us to explore each of these axes

further in subsequent chapters, such as spatio-temporal grounding (Chapter 3) where we saw similar

gains in performance on the video-text retrieval task. Overall, our work has inspired a few other

works in the literature to leverage large-scale multimodal video data to improve common space

representations for further zero-shot settings [24, 27], where human annotation is not needed

throughout the pipeline.

Besides learning to represent video by a single vector, we have presented a novel approach

for multimodal representation learning by combining single vector representation learning with

token-level (video region and words) representation learning, which we have called spatio-temporal

grounding. Our work on MCN (Chapter 3) highlighted the need for finer granularity information

from both visual and textual features in multimodal representation learning. While previous works

have focused on learning a single vector representation for a video segment or sentence, our

approach accounts for the spatial and temporal dimensions of the video, making it better suited

for modeling complex human-object interactions. Through our experimentation and evaluation,

we have shown that this approach improves representation learning performance for instructional
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videos. We believe that this spatio-temporal grounding approach will be an important component

in future multimodal representation learning research, particularly in the context of instructional

videos.

We have explored ways to improve the performance of contrastive learning for representation

learning from video data. Specifically, we have examined how incorporating tracking supervision

and an attention loss can help alleviate the strong instance discrimination assumption in the sampling

strategy. Our findings, presented in chapter 5, demonstrate the effectiveness of this approach in

improving video representation learning and reducing the bias towards background information. We

have also shown that this approach requires unsupervised video object tracking to be implemented.

Overall, our research in this area has the potential to make a significant impact on the field of

representation learning from video data.

In the end, we proposed a new task Video Multimodal Event Extraction (VideoM2E2) which

motivated the need for multimodal common space from multimodal self-supervised learning. By

training video-text representations with video and article pairs on Youtube videos, we showed

that this approach can improve performance compared to single-modality training. Furthermore,

we demonstrated that visual and textual information can serve as reciprocal information without

specifically paired supervision. To encourage further research in this area, we have publicly released

a new dataset, Video M2E2, which provides event and argument role annotation from both video

and article pairs in Youtube News videos. Multimodal event extraction is an exciting research

direction as it can open up opportunities to train better video-text representations and make video

and text content on the Internet more accessible and comprehensive to a wider population.

6.2 Open Issues

Here we present a few areas that are exciting directions for our work:

Training with more modalities. In this thesis, we have investigated the use of pairs of modalities,

specifically video-audio and video-text, for multi-modal self-supervised representation learning.

Previous research has utilized combinations of video, audio, and text modalities for this purpose [3,
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2]. However, we believe there is potential to further improve representation learning by incorporating

additional modalities such as optical flow and depth. These added modalities have the potential

to capture different semantic features of the input, leading to a better representation if the model

can effectively correlate the signals. However, it is also challenging to learn from an excessive

number of modalities due to differences in semantic strengths, granularity, and learning speeds.

Furthermore, there are technical challenges in training multiple modality encoders end-to-end using

GPU memory. Advances in chip development may provide a solution to this problem.

Training with absent modalities. In this thesis, we have investigated the use of three modalities,

video, audio, and text, for multi-modal self-supervised representation learning. However, in certain

scenarios, some modalities may be absent. For instance, some videos may not have accompanying

audio or the audio may be irrelevant noise and background music. Additionally, in certain languages,

the automatic speech recognition (ASR) system may not be well-developed, resulting in missing

the text modality or inaccurate text transcripts [96]. Investigating the training of multi-modal

representations in the presence of missing modalities is an exciting new direction that aims to

construct a more robust system that can adapt to different inputs. This research direction also

aims to explore how different modalities contribute to the overall performance of the learned

representations [27], or develop a more intelligent way of weighting useful modalities for learning

better representations.

Unpaired training. In this thesis, we demonstrate the effectiveness of utilizing paired video

segments and automatic speech recognition (ASR) text for self-supervised contrastive learning.

However, a more challenging setting is to learn from unpaired data, where there is no direct

correlation or distance supervision between the video and text [239]. To tackle this problem,

previous works have attempted to retrieve video-text pairs as pseudo pairs, while others aim to

leverage weaker supervision, such as using long video-article pairs instead of video segment-to-

sentence pairs.

Joint Video and Image representations. We have examined the potential of using video data for

representation learning in this thesis. The temporal dimension of video provides multiple viewpoints
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of objects, and its rich multimodal information offers the opportunity to learn highly semantic

representations. However, previous research has not yet succeeded in achieving state-of-the-art

performance in the image domain using video-based representations. Learning joint image and

video representations from video data that can be applied to both image and video tasks is still a

significant challenge. However, recent developments in transformer architecture may provide a

solution as it allows for consistent tokenization of image and video data, enabling mixed dataset

training.

Learning from multimodal for multilingual understanding. In this thesis, we have focused

on the video data with English Automatic Speech Recognition (ASR) text. However, there is a

significant potential to expand our research to other languages, particularly those with low resources

[240]. One potential avenue for exploration is to use visual data as a universal language while

learning in a multi-lingual setting. This approach could potentially enhance performance on lower

resource language datasets by pre-training on large-scale English datasets.
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