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Abstract: Tomato Leaf Disease is one of the common things for farmers in 

growing tomatoes. Tomatoes are one of the popular crops that can grow in 

low and high areas but are susceptible to disease. For this reason, farmers 

take precautions by looking at the characteristics and texture of tomato 

leaves. However, this requires more time and money and a long process. One 

of the efforts that can be made is to classify tomato leaf diseases. This 

research aims to classify using the Support Vector Machine and K-Nearest 

Neighbor methods. The dataset used is tomato leaf image data with 4 classes 

of leaves affected by disease and 1 healthy leaf. We evaluate and analyze all 

models using 5-Fold, 10-Fold, and 20-Fold Cross Validation with accuracy, 

precision, and recall for the best accuracy. The best results of this study are 

accuracy in the SVM method of 0.953 or 95.3%, Precision of 0.953 or 95.3%, 

and Recall of 0.953 or 95.3% with 10-Fold Cross-Validation. Compared to 

the K-NN method, it only obtained an accuracy of 0.907 or 90.7%, a 

Precision of 0.908 or 90.8%, and a Recall of 0.907 or 90.7% with 10-Fold 

Cross-Validation. 

Keywords: Support Vector Machine, K-Nearest Neighbor, Tomato, Tomato 

Leaf Disease, Classification 

 

INTRODUCTION 

Tomatoes are one type of plant that produces healthy fruit. Tomatoes or Solanum Lycopersicum 

grow in various mediums and land elevations (Gemilang & Lubis, 2022). Tomato plants are widely 

consumed by the community and are one of the vegetable commodities that have increased from year 

to year. Tomato plants are vulnerable when attacked by disease, coupled with a lack of care that causes 

the quality of tomatoes to be poor (Khultsum & Subekti, 2021). Disease attacks on tomato plants can be 

recognized visually through the leaves of the plant because they have unique texture and color 

characteristics. Disease attacks on tomatoes are caused by fungi, bacteria, viruses, pests, and insects. 

Tomato plants that are attacked by disease experience changes in the shape of the characteristics and 

texture of the leaves of tomato plants (Putri, 2021). When farmers detect diseases on tomato leaves, they 

have leaf shape characteristics that are similar to the plant disease. So farmers are sometimes mistaken 

in using drugs when controlling disease in tomato plants. 

Along with technological developments, one of them in agriculture is trying to develop techniques 

for overcoming problems in plants. In overcoming problems in tomato plants, one of detecting leaf 

disease in tomatoes is by using classification on tomato leaf images (Ashok et al., 2020). Pattern 

recognition or characteristics of the characteristics and texture of tomato leaves is an important step in 
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identifying tomato plant diseases correctly and efficiently. With a technique that can recognize tomato 

leaf disease, control efforts can be made so that tomato leaf disease can be overcome. 

Classification techniques now use sophisticated technology to find solutions to every problem, 

namely with Artificial Intelligence (AI). Classification methods that will be used are Support Vector 

Machine and K-Nearest Neighbor methods. The Support Vector Machine method is a method that works 

by identifying the boundary between two classes with the maximum distance from the closest data. This 

method is attractive for analyzing gene expression, able to handle large data sets and feature spaces 

(Rizal et al., 2019). The K-Nearest Neighbor method is the oldest and most popular NN-based method 

(Prahudaya & Harjoko, 2017). This method looks for groups of k objects in the training data that are 

closest (similar) to objects in the testing data used (Tangguh Admojo & Ahsanawati, 2020).  

This research compares the Support Vector Machine and K-Nearest Neighbor methods by finding 

the best accuracy value (Fawzy et al., 2020). We will compare the accuracy values of the two methods 

to conclude the best method for classifying tomato leaf diseases. Previously, this research was based on 

previous research with the same background, namely tomato leaf disease. Previous research used the 

Convolutional Neural Network method with a resulting accuracy of 98% with a dataset of 10 categories 

of tomato leaf disease (Ashok et al., 2020). So we conducted research with different methods to get 

comparative results. 

 

LITERATURE REVIEW 

Previous related research with the object under study and the method used. One of the studies related 

to the Support Vector Machine (SVM) method is face classification research using the Support Vector 

Machine method. The dataset used is a face image with a tilt angle of the subject's face with an image 

size of 640 x 480 pixels. The number of samples used is 200 samples with 60% as training data and 40% 

as testing data. The results of this study obtained very good accuracy with an average true detection of 

90% and false detection of 10% in classifying faces (Rizal et al., 2019).  

In contrast to previous research that used the Support Vector Machine method in classifying 

pneumonia. Where the study used a dataset of 5853 lung X-ray images divided into 2 types of X-ray 

images, namely normal lungs and pneumonia lungs. The classification method used in the study was 

Support Vector Machine (SVM) and Gray Level Co-Occurrence (GLCM) for the extraction method. 

The results of the study showed that the best accuracy obtained was 62.66% (Wati et al., 2020). 

This is also different from previous research that uses the K-Nearest Neighbor method in classifying 

guava quality using the K-Nearest Neighbor method based on color and texture features. The research 

dataset uses 80 guava sample images with images taken from two sides of the guava. The classification 

is divided into 4 quality classes, namely superclass, class A, class B, and outside quality. From the test 

results obtained classification with the K-Nearest Neighbor method obtained the best accuracy at k = 3 

with an accuracy of 91.25% (Prahudaya & Harjoko, 2017). 

And there are other studies that use a comparison of the Support Vector Machine and K-Nearest 

Neighbor methods in classifying breast cancer abnormalities. The research dataset uses Mammography 

Image Analysis Society (MIAS) data. The results showed that the accuracy of the SVM method was 

better than the K-Nearest Neighbor method with an accuracy of 93.88% (Harefa & Pratiwi, 2016). And 

there are also other studies in the comparison of Support Vector Machine and K-Nearest Neighbor 

methods, namely in classifying liver disease. The research dataset was 583 sample data with 20% of the 

data as testing data and 80% of the data as training data. The results of this study obtained an accuracy 

of 82.90% for the SVM method and 72.46% for the K-NN method (Assegie, 2021). 

There are other related studies that use the object of tomato leaf disease but use methods that are 

different from our research. The study used the Convolutional Neural Network method with a dataset of 

10,000 training data with 50 images from each class of 10 classes with 1 class of healthy tomato leaves. 

The research results were obtained with an average accuracy of 91.2% (Agarwal et al., 2020). Based on 

previous related research, we conducted tests to compare the accuracy results using the Support Vector 

Machine and K-Nearest Neighbor methods with tomato leaf disease data. We used these two methods 

because they can classify images with good accuracy. 
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METHOD 

In this research, we use a dataset obtained from the website www.kaggle.com with data on tomato 

leaf diseases. We use image data of tomato leaf diseases with 5 types, namely early blight, healthy, late 

blight, mosaic virus, and yellow leaf curl virus. This research was conducted using Support Vector 

Machine and K-Nearest Neighbor methods. The following is an example of a sample image of tomato 

leaf disease in Figure 1: 

 

 
Figure 1. Sample data of tomato leaf diseases 

The tools we use in this research are Tools Orange for testing classification data using the Support 

Vector Machine and K-Nearest Neighbor methods. The stages of this research can be seen in Figure 2: 

 

 
Figure 2.  Research Flow with Flowchart 

 

We can see Figure 2, explains the flow of research conducted. Processing stages in the figure explain 

the process of preparing data processing by dividing data into training data and testing data. Then from 

the data that has been prepared, classification is carried out using the Support Vector Machine and K-

Nearest Neighbor methods. After that, evaluation is carried out by testing based on 5-Fold, 10-Fold, and 

20-Fold Cross Validation and getting accuracy. The last stage is the results using both methods, with 

the best accuracy and validation.  
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Support Vector Machine is a classification method in the form of a feature vector to obtain testing 

predictions (Neneng et al., 2021). The mapped vectors will be calculated where the furthest distance 

will be used as a hyperplane as a class separator. The Hyperlane equation is a classification equation 

that can be seen in equation (1) with the classification parameters w and b as the weight and bias values 

in equations (2) and (3). 

𝑓𝑠𝑣𝑚(𝑥) = 𝑤. 𝑥 + 𝑏          (1) 

𝑤 =  ∑ 𝑎𝑖𝑦𝑖𝑥𝑖
𝑛
𝑖=1           (2) 

𝑏 =  −
1

2
 (𝑤. 𝑥+ + 𝑤. 𝑥−)         (3) 

 

K-Nearest Neighbor is a method that classifies objects based on training data that is closest to the 

object. The best k value in this method depends on the data where a high k value will reduce the effect 

of noise on the classification problem. For classification problems, it is used based on the closest training 

data or what is called the nearest neighbor. The Euclidean Distance method is the most widely used 

distance calculation formula for researchers in the K-Nearest Neighbor method. 

𝑑(𝑥, 𝑦) =  √∑ (𝑥𝑖 − 𝑦𝑖)2𝑛
𝑖=1          (4) 

 

RESULT 

The steps in this research using the Support Vector Machine and K-Nearest Neighbor methods can 

be seen as follows: 

1. Training process, where this stage will be carried out training data that has been prepared using 

Support Vector Machine and K-Nearest Neighbor.  

2. Testing Process, where this stage will be tested from data that has previously been trained. The 

prepared testing data will be tested for classification. 

3. Evaluation, where this stage will display a comparison of the accuracy of the two methods used 

by changing Cross-Validation. 

This research uses 5000 data for 5 types of tomato leaf characteristics and shapes. With the division 

of each type of tomato leaf totaling 1000 images. The training data used for each type is 800 data and 

the testing data used for each type is 200 data so the total training data is 4000 data and the testing data 

is 1000 data. Here are sample images for each type of tomato leaf shape: 

 

 
Figure 3.  Image Samples and image division 
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This research conducts a comparison of tests to provide the most accurate and effective results to be 

applied. We use 3 types of Cross Validation to get accurate results, consisting of 5-Fold, 10-Fold, and 

20-Fold Cross-Validation. 

a. 5-Fold Cross Validation 

The results of testing with 5-Fold using the Support Vector Machine and K-Nearest Neighbor 

methods to classify tomato leaf diseases can be seen as follows: 

 

Table 1.  K-NN Confusion Matrix Results with 5-Fold 

 Predicted 

A
ct

u
al

 

  

Early 

Blight 

Late 

Blight 

Yellow Leaf Curl 

Virus 

Mosaic 

Virus 

Health

y Σ 

Early Blight 851 56 12 39 42 
100

0 

Late Blight 157 775 9 26 33 
100

0 

Yellow Leaf Curl 

Virus 
22 7 941 20 10 

100

0 

Mosaic Virus 9 5 1 980 5 
100

0 

Healthy 7 3 2 12 976 
100

0 

Σ 
1046 846 965 1077 1066 

500

0 

 

 

Table 2.  SVM Confusion Matrix Results with 5-Fold 

 Predicted 

A
ct

u
al

 

  

Early 

Blight 

Late 

Blight 

Yellow Leaf Curl 

Virus 

Mosaic 

Virus 

Health

y Σ 

Early Blight 866 108 6 11 9 
100

0 

Late Blight 152 842 1 2 3 
100

0 

Yellow Leaf Curl 

Virus 
15 3 979 2 1 

100

0 

Mosaic Virus 3 0 0 997 0 
100

0 

Healthy 5 2 0 1 992 
100

0 

Σ 
1041 955 986 1013 1005 

500

0 

 

Based on Table 1 and Table 2, the results of the Confusion Matrix of the Support Vector 

Machine and K-Nearest Neighbor methods obtained classification accuracy, Precision, and 

Recall which can be seen in Table 3. 

 

Table 3.  Classification Results with 5-Fold 

Method AUC CA F1 Precision Recall 

kNN 0,982 0,905 0,904 0,906 0,905 

SVM 0,994 0,935 0,935 0,936 0,935 
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b. 10-Fold Cross Validation 

The results of testing with 10-Fold using the Support Vector Machine and K-Nearest Neighbor 

methods to classify tomato leaf diseases can be seen as follows: 

 

Table 4.  K-NN Confusion Matrix Results with 10-Fold 

 Predicted 

A
ct

u
al

 

  

Early 

Blight 

Late 

Blight 

Yellow Leaf Curl 

Virus 

Mosaic 

Virus 

Health

y Σ 

Early Blight 853 56 10 37 44 
100

0 

Late Blight 154 783 8 25 30 
100

0 

Yellow Leaf Curl 

Virus 
20 8 942 19 11 

100

0 

Mosaic Virus 11 5 1 980 3 
100

0 

Healthy 8 4 2 9 977 
100

0 

Σ 
1046 856 963 1070 1065 

500

0 

 

Table 5.  SVM Confusion Matrix Results with 10-Fold 

 Predicted 

A
ct

u
al

 

  

Early 

Blight 

Late 

Blight 

Yellow Leaf Curl 

Virus 

Mosaic 

Virus 

Health

y Σ 

Early Blight 907 69 5 11 8 
100

0 

Late Blight 106 885 2 3 4 
100

0 

Yellow Leaf Curl 

Virus 
11 3 983 2 1 

100

0 

Mosaic Virus 3 1 0 996 0 
100

0 

Healthy 4 2 0 2 992 
100

0 

Σ 
1031 960 990 1014 1005 

500

0 

 

 

Based on Table 4 and Table 5 the results of the Confusion Matrix of the Support Vector Machine 

and K-Nearest Neighbor methods obtained classification accuracy, Precision, and Recall which 

can be seen in Table 6. 

Table 6.  Classification Results with 5-Fold 

Method AUC CA F1 Precision Recall 

kNN 0,984 0,907 0,906 0,908 0,907 

SVM 0,996 0,953 0,953 0,953 0,953 

 

 

c. 20-Fold Cross Validation 

The results of testing with 20-Fold using the Support Vector Machine and K-Nearest Neighbor 

methods to classify tomato leaf diseases can be seen as follows: 
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Table 7.  K-NN Confusion Matrix Results with 20-Fold 

 Predicted 

A
ct

u
al

 

  

Early 

Blight 

Late 

Blight 

Yellow Leaf Curl 

Virus 

Mosaic 

Virus 
Healthy 

Σ 

Early Blight 856 55 8 37 44 1000 

Late Blight 152 789 8 24 27 1000 

Yellow Leaf Curl 

Virus 
20 6 944 19 11 1000 

Mosaic Virus 10 5 1 982 2 1000 

Healthy 8 4 2 10 976 1000 

Σ 1046 859 963 1072 1060 5000 

 

Table 8.  SVM Confusion Matrix Results with 20-Fold 

 Predicted 

A
ct

u
al

 

  

Early 

Blight 

Late 

Blight 

Yellow Leaf Curl 

Virus 

Mosaic 

Virus 
Healthy 

Σ 

Early Blight 888 90 6 10 6 1000 

Late Blight 145 846 2 4 3 1000 

Yellow Leaf Curl 

Virus 
12 3 980 4 1 1000 

Mosaic Virus 2 1 0 997 0 1000 

Healthy 3 1 0 2 994 1000 

Σ 1050 941 988 1017 1004 5000 

 

Based on Table 7 and Table 8 the results of the Confusion Matrix of the Support Vector Machine 

and K-Nearest Neighbor methods obtained classification accuracy, Precision, and Recall which 

can be seen in Table 9. 

 

Table 9.  Classification Results with 20-Fold 

Method AUC CA F1 Precision Recall 

kNN 0,984 0,909 0,909 0,911 0,909 

SVM 0,995 0,941 0,941 0,941 0,941 
 

Based on the results of the 5-Fold, 10-Fold, and 20-Fold Cross Validation described earlier, we 

display a classification comparison table of the results of all tests which can be seen in table 10 below. 
 

Table 10. Classification Comparison Results 

K-Fold 
KNN SVM 

CA PRECISION RECALL CA PRECISION RECALL 

5 fold 0,905 0,906 0,905 0,935 0,936 0,935 

10 fold 0,907 0,908 0,907 0,953 0,953 0,953 

20 fold 0,909 0,911 0,909 0,941 0,941 0,941 

 

Table 10 explains the comparison results of classification testing using the Support Vector Machine 

(SVM) and K-Nearest Neighbor (K-NN) methods to conclude which method has good accuracy. 
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DISCUSSIONS 

Based on the results of testing the classification of tomato leaf disease datasets in table 10, the 

classification results obtained by the Support Vector Machine (SVM) method are better than the K-

Nearest Neighbor (K-NN) method. This is evidenced by the results of Classification Accuracy both with 

5-Fold, 10-Fold, and 20-Fold Cross Validation testing. For 5-Fold Cross Validation testing, SVM gets 

an accuracy of 0.935 or 93.5%, while K-NN gets an accuracy of 0.905 or 90.5%. For 10-Fold testing, 

SVM gets an accuracy of 0.953 or 95.3%, while K-NN gets an accuracy of 0.907 or 90.7%. For 20-Fold 

testing, SVM gets an accuracy of 0.941 or 94.1%, while K-NN gets an accuracy of 0.909 or 90.9%. For 

further research, it is recommended to add types of tomato leaf diseases in order to get better 

classification results and accuracy. 

 

CONCLUSION 

The conclusion of this research is that the Support Vector Machine and K-Nearest Neighbor 

methods can classify tomato leaf diseases. The results of the Support Vector Machine method are better 

than K-Nearest Neighbor, this is evidenced by the 10-Fold Support Vector Machine test being able to 

produce accuracy in the SVM method of 0.953 or 95.3%, Precision of 0.953 or 95.3%, and Recall of 

0.953 or 95.3% with 10-Fold Cross-Validation. Compared to the K-NN method, it only obtained an 

accuracy of 0.907 or 90.7%, a Precision of 0.908 or 90.8%, and a Recall of 0.907 or 90.7% with 10-

Fold Cross-Validation. 
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