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Short communication 

A low-dissipative and accurate method of simulating the unsteady 
mixing process 

Yunhu Gao a,*, Zhongnan Wang b, Zhihong Xu c,* 

a Department of Engineering, University of Cambridge, Trumpington Street, CB2 1PZ Cambridge, UK 
b College of Engineering and Physical Sciences, University of Birmingham, Edgbaston, B15 2TT Birmingham, UK 
c Suzhou Sicui Institute of Isotope Technology Company, Ltd., Fuyu Road, 215522 Suzhou, China   

A R T I C L E  I N F O   
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A B S T R A C T   

Micro/milli-reactors have been widely used because of their advantages, e.g., intrinsic safety, fast heat transfer 
and exquisite control of the reaction conditions. However, the mixing efficiency in microreactors is often limited 
by slow molecular diffusion in steady laminar flow. The mixing efficiency is higher in the unsteady state, but the 
lack of an accurate simulation method for unsteady mixing limits the development of highly efficient mixers. 
Thus, this work establishes a new method to precisely simulate the unsteady mixing process, without being 
affected by numerical diffusion, based on the Lagrangian scalar transport equation. The method is validated by 
experimental results. Sensitivity analyses are conducted to confirm the simulation results. The accurate simu
lation of the mixing process will reduce the number of experiments, hence accelerating the development of 
highly efficient mixers.   

1. Introduction 

Continuous flow micro/milli-reactors are widely used in various 
applications, e.g., smart material synthesis, sensors and organic syn
thesis, owing to the following advantages provided by their small sizes: 
fast heat transfer, less waste, and intrinsic safety [1–3]. Despite the small 
diameter of the reactors, the performance of the reactors is often subject 
to the mixing efficiency, since the mass transfer in the radial direction is 
controlled by slow molecular diffusion rather than convection in steady 
laminar flow. For example, the selectivity of rapid intramolecular 
rearrangements can be tuned by efficient mixing [4]; the size of active 
pharmaceutical ingredients nanoparticles can be reduced at a high 
mixing efficiency to achieve higher solubility [5]; the size of nano
particles is adjusted by manipulating the mixing efficiency in micro
reactors [6–8]. 

Mixing efficiency has been studied by both experimental and nu
merical approaches. The concentration profiles on cross-sectional planes 
of the channel can be captured by planar laser-induced fluorescence 
[9–11]. But the technology is expensive and time-consuming. The 
Villermaux-Dushmann (VD) reaction is a well-known model reaction 
whose selectivity is sensitive to mixing efficiency [12,13]. The VD re
action is used to compare the efficiency of different mixers, however, 

insight into the fluid field is not available. Numerical methods are 
widely adopted to gain more understanding of the mixing processes at a 
low cost. However, the simulated mixing efficiency by commercial 
software is highly overestimated because of numerical diffusion, arising 
from the truncation errors in representing the flow field in a discretised 
form [4,14]. A method based on the Lagrangian species transport 
equation was developed by Matsunaga et al. to accurately simulate the 
mixing efficiency in micromixers [15]. However, this method is limited 
to the steady state. In other words, Re number is limited to a small range. 
Taking a T-mixer with a rectangular cross-section for example, Dreher et 
al. pointed out that the flow field in the T mixer is steady when Re is 
smaller than 237, exhibiting strictly laminar flow, Dean vortex and 
engulfment flow at different Re numbers. As Reynolds number further 
increases, the flow field develops from the steady state to a transient 
state with periodic fluctuation and quasi-periodic fluctuation before 
turbulence [16–18]. The mixing efficiency can also be accurately 
simulated by the random walking particle tracking method based on the 
Lagrangian scalar transport equation [19–21], which is more compu
tationally expensive than Matsunaga’s method [15,20] and is not used 
for the simulation of unsteady mixing process in microreactors yet. This 
mixing efficiency in the T mixer has been experimentally recorded by 
Zhang et al. [22], whose results are used to validate our simulation in 
this study. It is worth noting that a higher mixing efficiency is achieved 
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in an unsteady mixing process at a higher Re number as convection is 
intensified, compared with the mixing process at the steady state. Thus, 
the accurate simulation of the dynamic mixing process is vital to develop 
more efficient mixers. 

In this paper, a new method is proposed to accurately simulate the 
concentration distributions in a T mixer under the unsteady state, in the 
absence of numerical diffusion for the concentration field. The method 
discretizes the unsteady flow field to simulate convection based on the 
Lagrangian scalar transport equation and adopts Matsunaga’s method to 
estimate diffusion. The method is validated by experimental results. 
Then sensitivity analyses are conducted to confirm the simulation 
results. 

2. Simulation methods 

The mixing process inside a T mixer (Fig. 1) is simulated. The T mixer 
has two inlets with equal flowrates for fresh water and 0.15 mg/L 
Rhodamine 6G, respectively. This method simulates the concentration 
distribution of the tracer, Rhodamine 6G, in the unsteady mixing process 
in the T mixer (Fig. 1) without taking chemical reactions into account. 
The T-mixer is of the same size as the experiment by Zhang et al. [22]. 
The origin of the coordinate system is in the middle of the channel 
(Fig. 1a). Reynolds number, Re = ρdu/μ, at the inlet is 237 in both the 
experiment and the simulation. Since the tracer concentration is very 
low, the physical properties of the fluid are set as these of water at 15 ◦C. 

Three steps are needed to accurately simulate the unsteady dynamic 

Nomenclature 

A Area of the cross section, m2 

CA Concentration of the tracer Rhodamine 6G, mol/m3 

CA Average concentration of the tracer, mol/m3 

D Diffusion coefficient of Rhodamine 6G, m2/s 
d Channel width, m 
f Normalized concentration of the tracer 
MI Mixing index 
MP Mixing potential, m2/m3 

Ni The number of sampling particles in the z direction 
Nj The number of sampling particles in the x direction 
nT,ff The last saved flow fields for nτ,con 
NT,ff The number of all saved flow fields 
nτ,con The number of concentration profile being calculated 
Nτ,con Total number of frames in the video 
p Pressure, Pa 
Re Reynolds number 
t Time, s 
Ti,j The travelling time of particle (i,j) 
u The average velocity at the inlet, m/s 
u→ Velocity vector, m/s 
uw
̅→ Water velocity vector, m/s 

up The velocity component perpendicular to the cross section, 
m/s 

V̇ Volumetric flowrate, m3/s 
x X direction 
y Y direction 
z Z direction 
δ Layer thickness of the laser source, mm 
μ Viscosity, Pa⋅s 
ρ Density, kg/m3 

σ2 Concentration variance on the cross section, mol2/m6 

ΔT The time interval between two saved flow fields 
Δτ The time interval between two concentration profiles in 

the video 

Subscript 
con Concentration 
i The sequence of sampling particle in the z direction 
j The sequence of sampling particle in the x direction 
npar The total number of sampling particles 
τ The time to capture concentration profiles on the 

interested cross section 
T The time of flow field  

Fig. 1. A) The size of the T mixer and illustration 
of backward particle tracking through a series of 
time steps and flow fields. b) An exemplary array 
of sampling points (8 × 4) set on the interested 
cross-sectional plane. c) The simulated concen
tration distribution by convection (sampling 
points 300 × 150) at Re 237 and y = 25 mm. d) 
The calculated concentration distribution with 
the contributions of convection and diffusion. 
Conditions: water temperature 15 ◦C, the diffu
sion coefficient of Rhodamine 6G 2.1 × 10− 10 

m2/s, inlet Re 237, sampling points 300 × 150, 3 
million grids.   
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mixing process: i. simulate the unsteady velocity field; ii. obtain the 
convection contributed concentration profile simulated using backward 
particle tracking; iii. estimate the contribution of molecular diffusion. A 
flow diagram is present in Fig. 2 to illustrate the method. 

Firstly, the unsteady flow field is simulated by solving the incom
pressible Navier-Stokes equations (Eqs. (1) and (2)). The hexahedral 
mesh with 3 million grids is drawn by ICEM. The fully developed ve
locity distribution at the inlet is provided by user-defined functions [23]. 
Non-slip boundary conditions are adopted. The outlet pressure is set as 
0 gauge pressure. The SIMPLE algorithm is used to iterate the velocity 
and pressure field [24] and the least squares cell based spatial dis
cretization scheme to calculate the gradient. The second order scheme 
and third order QUICK scheme are adopted to discretise pressure and 
momentum, respectively. The second order implicit scheme is used for 
time discretization. Given that the simulated period of fluctuation is 
1.72 s at Re 237, the time step is set as 0.01 s, and the velocity field is 
saved every-five steps, implying a time interval ΔT of 0.05 s between 
two saved velocity fields. 

∇ • u→= 0 (1)  

ρ D u→

Dt
= − ∇p+ μ∇2 u→ (2)  

where, ρ is the density of water, 999.19 kg/m3 at 15 ◦C, μ denotes vis
cosity of water, p is pressure, t represents time. 

To avoid the numerical diffusion arising from the truncation errors in 
representing the flow field in a discretised form, the Lagrangian scalar 
transport equation (Eq. (3)) is solved by the discrete phase model rather 
than the Eulerian scalar transport equation. This is essential to control 
the effect of numerical dissipation. 

DCA

Dt
= D∇2CA (3)  

where, CA is the concentration of Rhodamine 6G, D denotes the diffusion 
coefficient of Rhodamine 6G. 

Secondly, a time series of convection-contributed concentration 
profiles (total number of frames: Nτ,con) are obtained from the unsteady 
flow simulation. The time interval Δτ between two captured concen
tration profiles is 0.1 s in the experimental measurement [22]. The 
concentration is calculated with the same time interval of Δτ at an 
interested cross-sectional plane. For each concentration profile, an array 
of sampling particles (total number of sampling particles: Nj × Ni = 300 
× 150, Fig. 1b) is set at the interested cross-sectional plane at moment 
Tff. The initial concentrations of the sampling particles are obtained by 
tracking them backward to their sources, through a series of velocity 
fields saved in step 1 (flow simulation), with a fixed time interval ΔT 
between two velocity fields of 0.05 s. During each time interval, the drag 
force on a sampling particle, Fd

→, is calculated by reversing the direction 
of the velocity of water, uw

̅→, adopting the discrete phase model and user- 
defined functions, as shown in Eq. (4). The diameter of the sampling 
particles, dp, is set as 1 % of the channel width (0.1 mm), and the density 
of the particle, ρp, is set as that of water at 15 ◦C, 999.19 kg/m3 [15]. The 
acceleration rate of the particle, a→, is calculated by the dividing the drag 
force by the particle mass in Eq. (5). Thus, the velocity of the particle can 
be calculated by integrating the acceleration rate of the particle. 
Furthermore, the position of the particle is calculated by integrating the 
velocity with the discrete phase model. For each velocity field, each 
sampling particle is tracked 100 steps, with the Runge-Kutta scheme 
(accuracy 10− 5), to ensure that most of the sampling particle have a 
longer traveling time than 0.05 s. After the particle tracking in period n, 
the pathlines of the sampling particles are exported by Fluent and ana
lysed by an in-house Matlab code. In the time period between Tn and 
Tn+1, the velocity and position of the sampling point at Tn are linearly 
interpolated by the velocities and positions at Tk

n+1 and Tk+1
n+1 shown in 

Fig. 2. Flow diagram of the algorithm. Nτ,con is the total number of concen
tration profiles in the video. Δτ is the time interval between two frames in the 
video. NT,ff represents the total number of the simulated flow field adopted for 
backward particle tracking. ΔT is the time interval between two saved flow 
fields. i and j denote the number of sampling particles in the z and x direction, 
respectively. Ni and Nj represent the total numbers of sampling particles for 
each frame in the z and x direction, respectively. 

Y. Gao et al.                                                                                                                                                                                                                                     



Chemical Engineering Journal 460 (2023) 141760

4

Fig. 1a, assuming thatTk
n+1 < Tn < Tk+1

n+1. Then, the velocities and posi
tions of sampling particles are recorded in a file and imported into 
Fluent for the backward particle tracking in period n with the next flow 
field. If a sampling particle is tracked until x = 20 mm in the fresh water 
inlet channel, the initial Rhodamine 6G concentration of a sampling 
particle, CA

0 , is 0. Similarly, if a sampling particle is tracked until x =
− 20 mm in the Rhodamine 6G inlet channel, CA

0 is 0.15 mg/L. Fig. 1c 
shows an exemplary convection contributed concentration profile with 
300 × 150 sampling particles. The total traveling time of each sampling 
particle, Ti,j, is also recorded. 

Fd
̅→

= 3πμdp(− uw
̅→ − up

→) (4)  

a→=
dup
→

dt
=

Fd
̅→

m
=

3πμdp(− uw
̅→ − up

→)
1
6 πd3

pρp
(5)  

where, up
→ is the velocity of the particle, m is the mass of the sampling 

particle, which is the product of the particle volume and density (Eq. 
(5)), dp and ρp are the sampling particle diameter and density. 

After one frame of convection-contributed concentration profile is 
obtained, another array of sampling points is set on the same cross- 
sectional plane and tracked back with the time interval Δτ of 0.1 s to 
simulate the next frame, which is done by starting with a different ve
locity field saved a time interval Δτ before the previous starting velocity 
field. 

Lastly, the contribution of diffusion is estimated by integrating the 
Lagrangian scalar transport equation, as shown in Eq. (6). Theoretically, 
if both the initial concentration of a sampling particle and the diffusion 
rate along the pathline are known, the concentration can be solved. 
However, the diffusion rate is not known since the concentration field is 
not known. Thus, the overall diffusion rate is estimated by the diffusion 
rate on the interested cross-sectional plane [15]. The diffusion rate of a 
sampling particle with four neighbouring sampling particles is dis
cretised as Eq. (7). The concentration of a sampling particle in the corner 
(shown in Fig. 1b) is set as the average concentration of two neigh
bouring particles as shown in Eq. (8). The concentration of a sampling 
point on the edge is set equal to its neighbour as shown in Eq. (9). Thus, a 
group of linear equations is established and solved by Matlab as shown 
in Eqs. (10) and (11). 

CA = C0
A +D

∫

∇2CAdt ≈ C0
A +DTi,j(

∂2CA

∂x2 +
∂2CA

∂z2 ) (6)  

∂2CA

∂x2 +
∂2CA

∂z2 =
Ci+1,j + Ci− 1,j + Ci,j+1 + Ci,j− 1 − 4Ci,j

dl2 (7)  

Cp,q =
(
Cp− 1,q +Cp,q− 1

)/
2 (8)  

Cm,n = Cm,n+1 (9)  

where, dl is the distance between two sampling particles as shown in 
Fig. 1b, Cp,q, Cp− 1,q, Cp,q− 1, Cm,n and Cm,n+1 are shown in Fig. 1b. 

Cnpar×1 = C0
npar×1 +Anpar×nparCnpar×1,

with Cnpar×1 =

⎡

⎢
⎢
⎣

C1
C2
⋮

Cnpar

⎤

⎥
⎥
⎦

C0
npar×1 =

⎡

⎢
⎢
⎢
⎢
⎢
⎢
⎣

C0
1

C0
2

⋮
C0

npar

⎤

⎥
⎥
⎥
⎥
⎥
⎥
⎦

(10)  

Cnpar×1 = (Inpar×npar − Anpar×npar)
− 1C0

npar×1 (11)  

where, npar denotes the number of sampling points, Cnpar*1 is the vector 
of concentrations of all sampling points, while C0

npar×1 denotes the initial 
concentrations, Anpar×npar is the coefficient matrix determined by Eqs. 
(6)–(9), Inpar×npar is an identity matrix. The matrices are set as sparse 
matrices to accelerate the calculation. 

Mixing index and mixing potential are adopted to quantify the 
mixing efficiency. Mixing index (MI) is estimated by Eq. (12) [6,25]. MI 
has a range from 0 to 1, where 0 indicates two totally segregated 
streams, while 1 suggests a perfectly mixed status. Mixing potential is 
used to quantify the specific contact area between two streams by Eq. 
(13), with a unit of m2/m3 [26]. 

MI = 1 −

̅̅̅̅̅̅̅̅̅
σ2

σ2
max

√

, with σ2 =

∫
up*(CA − CA)

2dA
∫

up*dA
(12)  

MP =

∫
‖∇f‖dV̇
∫

dV̇
=

∫
up*‖∇f‖dA
∫

updA
with f =

CA

CA,max
(13)  

where, σ2 is the concentration variant, σ2
max represents the maximum 

concentration variant before mixing, V̇ is the volumetric flowrate, f is 
the normalized concentration, up denotes the velocity component 
perpendicular to the plane, A indicates the area of the cross-sectional 
plane. 

3. Model validation and sensitivity analyses 

The evolution of the concentration profile of the tracer inside the T 
mixer with two inlets is simulated by the proposed method based on the 
Lagrangian scalar transport equation. Reynolds number of two inlets is 
set as 237, implying the mixing process enters an unsteady regime [22]. 

In order to gain more understanding of the flow field, the velocities 
of three representative points, namely (0,0,0) mm, (0,5,0) mm and 
(0,20,0) mm, are monitored with time. Fig. S1a in the Supplementary 
Information shows that the calculated period of fluctuation is ~1.72 s, 
while the experimental results suggest that the period of fluctuation is 
about 1.9 s [22]. The difference in the period of fluctuation may come 
from the deviation from simulation and experimental conditions, since 
the rotameters have 2.5 % accuracy, or inaccuracy in simulating the flow 
field led by numerical dissipation. 

To cover more than one period of the fluctuation, 20 frames (Nτ,con =

20) of concentration distributions are simulated for planes y = 5 mm, y 
= 25 mm and y = 45 mm, respectively. The time interval Δτ between 
two frames is 0.1 s, and the time interval between two flow fields during 
backward particle tracking, ΔT, is 0.05 s. The third order Monotonic 
Upstream-centred Scheme for Conservation Laws (MUSCL) method is 
also adopted coupling with the flow field to simulate the concentration 
profiles based on the Eulerian scalar transport equation, for comparison. 
The simulation results from the two methods are compared with the 
experimentally measured concentration distributions. 

A time instant is selected in Fig. 3 to illustrate the accuracy of the 
method based on backward particle tracking. Fig. 3a-c show that the 
laminar structure captured by the camera is also reflected in the new 
approach. In contrast, the simulation results based on third order 
MUSCL highly overestimate the mixing efficiency due to numerical 
diffusion. Fig. 4c shows that the MI at y = 25 mm calculated by the new 
approach (300 × 150 sampling particles) is 0.044 ± 0.009, while the MI 
calculated by third order MUSCL is overestimated as 0.37 ± 0.06. Since 
the interface between the two streams is blurred by the third order 
MUSCL, the mixing potential simulated by the third order MUSCL is 
obviously lower than the MP from the new approach as shown in Fig. 4d. 
To further validate the simulation, the simulated concentrations along 
A-A′ at y = 5 mm and B-B′ at y = 25 mm are compared with experimental 

Y. Gao et al.                                                                                                                                                                                                                                     



Chemical Engineering Journal 460 (2023) 141760

5

results, which has a layer thickness, δ, of 0.5 mm determined by the laser 
source [22]. Thus, taking A-A′ for example, the average concentration of 
the simulated concentrations at y = 5 − δ/2 mm, y = 5 mm and y = 5 +
δ/2 mm is used for comparison. Fig. d and e show that the concentration 
distributions simulated by the new approach reasonably correlate well 
with the experimental results, identifying the laminar structures and 
enabling the estimation of mixing potential, while the third order 
MUSCL by Fluent highly overestimated diffusion and disabled the 
quantification of mixing potential. The discrepancy between experiment 
and simulation is partially attributed to the residual Rhodamine 6G on 
the wall which absorbs light in the experiment, with the lowest 
normalized concentration being ~0.2. 

Note that the video of Fig. 3 is available in the online version, where 
20 frames of experiments, the new approach and Fluent are compared. 
Again, the novel approach shows higher accuracy than the third order 
MUSCL by Fluent. 

Fig. 4 a and b show that as the fluid travels from y = 5 mm to y = 25 
mm and y = 45 mm, both the mixing index and mixing potential in
crease. There are two rotation centres in the channel because of the 
Kelvin-Helmholtz instability, which effectively blend two streams and 

increase the contact area between two streams. At y = 5 mm, MI within a 
period of fluctuation is 0.012 ± 0.002, and MP is 572 ± 111 m2/m3. At 
y = 45 mm, MI increases to 0.091 ± 0.011, and MP increases to 2309 ±
218 m2/m3. 

It is important to note that the flow pattern and mixing efficiency in 
the T-mixer depend on Reynolds number. Thus, the flow fields and 
mixing efficiencies at 25 mm at a series of Reynolds number are simu
lated by the proposed method. As Re at the inlet channel increases from 
10 to 100 and 150, the flow field is steady, and the flow pattern changes 
from strictly laminar flow at Re 10 to symmetric vortex flow at Re 100, 
and engulfment flow at Re 150, which is consistent with Dreher’s study 
[16]. Further increase of Re to 200 and 237 leads to the unsteady pe
riodic fluctuation. MIs at 25 mm are affected by both the mixing po
tential and average residence time. As shown in Fig. 5, MI decreases as 
Re increases from Re 10 to Re 100 due to the shorter average residence 
time, before MI increases to 0.039 ± 0.004 at Re 200 and 0.044 ± 0.009 
at Re 237, respectively. Although the average residence time decreases 
as Re increases in the investigated range, the mixing potential increases 
from 68 m2/m3 to 138 m2/m3, 889 m2/m3, 1328 ± 189 m2/m3 and 
1658 ± 241 m2/m3, respectively. It is expected that the high mixing 

Fig. 3. Validation of the simulation method. a) Experimentally captured concentration profiles at a series of positions of the channel by planar laser-induced 
fluorescence, reprinted from [22], with permission from Elsevier. b) Simulation results by the novel approach based on backward particle tracking. c) Simulation 
results of the third order MUSCL scheme by Fluent. Comparison of experimentally captured concentration distribution of Rhodamine 6G ( ) [22] and simulated 
concentration distributions by the new approach (□) and Fluent ( ) d) along A-A′ at cross section y = 5 mm and e) along B-B′ at cross section y = 25 mm. Conditions: 
water temperature 15 ◦C, the diffusion coefficient of Rhodamine 6G 2.1 × 10− 10 m2/s, the Re at the inlets is 237, number of sampling points: 300 × 150, timestep 
0.05 s, 3 million grids. 
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potential benefits diffusion in the downstream. 
Sensitivity analyses are conducted to test the effects of four impor

tant factors on the simulated mixing index and mixing potential: the 
number of sampling particles, the diameter of sampling particles, the 
time interval ΔT between two flow fields during the backward particle 
tracking and the number of grids. 

To test the effect of the number of sampling particles on simulated MI 
and MP, 200 × 100, 300 × 150, and 360 × 180 sampling particles are set 
on y = 25 mm, respectively. Other factors are kept constant: the time 
interval between two frames, Δτ, is 0.08 s, and the time interval between 
two flow fields during backward particle tracking, ΔT, is 0.04 s. Fig. 4c 
shows that the simulated mixing index and mixing potential by 200 ×
100 sampling particles are smaller than 300 × 150 and 360 × 180. 
Indeed, the concentration profile by 200 × 100 sampling particles is 
actually coarser than the other two cases, as shown in Fig. S2. As the 
number of sampling particles increases to 300 × 150, MI and MP are 
similar to those simulated by 360 × 180 sampling particles, and the 
concentration profile by 300 × 150 is similar to that by 360 × 180 
sampling particles. Considering the computational time, 300 × 150 
sampling particles are selected for the other simulations. 

To test the effect of the sampling particle diameter on simulation 
results, the diameter of sampling particles is set as 0.09 mm and 0.11 
mm on y = 25 mm, respectively, except for the original 0.1 mm. Fig. 4e 
and f show that the simulated MI and MP with 0.1 mm and 0.11 mm 
sampling particle are similar with each other, while the 0.09 mm sam
pling diameter leads to a simulation uncertainty for MP. Thus, 0.1 mm 
sampling particle diameter is selected for the other simulations. 

In order to test the effect of the time interval, Δτ, between two flow 
fields during backward particle tracking, 30 concentration profiles with 
time intervals Δτ 0.08 s and ΔT 0.04 s are simulated firstly. Then, 10 
concentration profiles with ΔT of 0.02 s (Δτ 0.08 s) and 0.06 s (Δτ 0.12 
s) are simulated, respectively. Thus, the frames at a series of moments 

can be compared directly, taking advantage of the same series of saved 
velocity fields with ΔT of 0.04 s. 

Fig. 4g and h indicate that the simulated mixing indices and mixing 
potentials by different time intervals of backward particle tracking are 
similar, suggesting that 0.06 s time step is small enough to accurately 
simulate the results. Indeed, similar concentration profiles simulated 
with different time steps are presented in Fig. S3. Thus, 0.05 s time step 
for backward particle tracking is used to simulate the dynamic mixing 
process in Fig. 3. 

To test the effect of the number of grids, 1.0 million, 3.0 million and 
6.0 million cells are adopted respectively to simulate the flow field. 
Fig. S1b–d show that a small deviation is found between the velocities of 
three representative points calculated by 1.0 million and 3.0 million 
grids, while those by 3.0 million and 6.0 million are close. Thus, 3.0 
million cells are adopted for all other simulations. 

For the simulation of 30 concentration profiles at y = 25 mm with Δτ 
= 0.08 s and Δt = 0.04 s, a computer with 8 G memory and an I3 pro
cessor (3.6 GHz) takes about 60 h after the velocity field is solved. A 
considerable amount of time is spent on importing and exporting files by 
Fluent and Matlab, implying the potential to further reduce the time if 
the functions are integrated within one software. 

In this study, the mixing efficiency inside an unsteady T mixer with a 
channel width of 20 mm at Re 237 is simulated. The method is valid for 
the simulation of diluted species mixing process if the incompressible 
Navier-Stokes equations apply. As the size of the mixer decreases to 
micrometers, both the mixing potential and pressure drop increase [23]. 
However, the high pressure drop may impede the endeavor to achieve 
the high mixing efficiency at unsteady state. 

The method can be used to simulate the concentration profiles of 
diluted species at target cross sections, considering the physical mixing 
processes and ignoring chemical reactions. To simulate the whole con
centration field, it is necessary to divide the volume to layers of volume 
pixels and run the simulation for each layer. Further work is required to 
simulate chemical reactions accurately. 

4. Conclusions 

The wide application of microreactors is partially attributed to the 
fast mixing performance. However, the mixing efficiency is difficult to 
quantify accurately, especially when the flow field is unsteady at high 
Re. In this paper, a novel method is developed to accurately simulate the 
unsteady mixing process in a T-mixer. The simulation method is based 
on the Lagrangian scalar transport equation solved by backward particle 
tracking. The simulation results are validated by experimentally 
measured tracer concentration profiles, and show much higher accuracy 
than the third order MUSCL based on the result of directly solving the 
Eulerian scalar transport equation. The method is expected to accelerate 
the development of highly efficient mixers, especially at unsteady 
laminar state, to satisfy material syntheses requesting fast mixing. It also 
paves the way for the establishment of simulation methods for the 
concentration field and reactions. 
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Fig. 4. Sensitivity analyses of the factors. a) Mixing indices and b) mixing potentials at y = 5 mm ( ), y = 25 mm ( ) and y = 45 mm ( ), simulated with the 
following parameters: 300*150 sampling points, 0.04 s timestep ΔT. c) Mixing indices and d) mixing potentials of different frames calculated by different numbers of 
sampling points (200 × 100 ■, 300 × 150 , 360 × 180 ) on plane y = 25 mm, with a timestep ΔT of 0.04 s. The results of third order MUSCL by Fluent ( ) are 
presented for comparison purposes. e) Mixing indices and f) mixing potentials of different frames on plane y = 25 mm calculated by different sampling particle 
diameters (0.09 mm , 0.1 mm , 0.11 mm ) for backward particle tracking, with 300*150 sampling points. The results from Fluent ( ) are presented for 
comparison purposes. g) Mixing indices and h) mixing potentials of different frames on plane y = 25 mm calculated by different time steps ΔT (0.02 s , 0.04 s , 
0.06 s ) for backward particle tracking, with 300*150 sampling points. The results from Fluent ( ) are presented for comparison purposes. Conditions: water 
temperature 15 ◦C, the diffusion coefficient of Rhodamine 6G 2.1 × 10− 10 m2/s, the Re at the inlets is 237, the time interval between two frames, Δτ, is 0.08 s, 3 
million grids. 

Fig. 5. Mixing indices (■) and mixing potentials ( ) at y = 25 mm as a 
function of Reynolds number at the inlet channel. The error bars represent the 
standard deviation of the values at unsteady state. Conditions: water temper
ature 15 ◦C, the diffusion coefficient of Rhodamine 6G 2.1 × 10− 10 m2/s, 3 
million grids. 
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