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Abstract 

 

Hippocampal CA3 is a region of the brain essential for memory processing. Neuromodulators, such as 

acetylcholine and noradrenaline, are released into the hippocampus during particular behavioural states 

and are suggested to modulate hippocampal circuitry to enable the encoding of memories during novel 

and salient experiences.  

 

In this thesis, I used a combination of biophysical neuron modelling, ex vivo whole-cell patch clamp 

and optogenetic techniques to assess the impact of acetylcholine on synaptic transmission and dendritic 

integration in CA3 pyramidal neurons.  

 

NMDA-mediated nonlinear integration was investigated in a biophysical multi-compartment model of 

a CA3 pyramidal neuron. Increasing the number of stimulated synaptic inputs within individual 

dendritic branches generated nonlinear increases in the dendritic response amplitude, with lower 

thresholds for nonlinearity in the distal SLM dendrites, due to increased dendritic input resistance. 

Simulation of acetylcholine, via inhibition of specific potassium channels, reduced the threshold for 

NMDA-mediated nonlinear synaptic integration to a greater extent in the proximal SR dendrites 

compared to the SLM dendrites.  

 

In ex vivo hippocampal slices, bath application of a cholinergic agonist reduced CA3-CA3 recurrent 

transmission, via a pre-synaptic mechanism, and increased CA3 neuron excitability. On the other hand, 

noradrenaline had no impact on CA3 recurrent transmission or on neuron excitability. In contrast, 

optogenetic stimulation of cholinergic fibres in the CA3 region did not affect this recurrent transmission 

or synaptic transmission from perforant path stimulation. Endogenous acetylcholine did however reduce 

inhibitory inputs to CA3 pyramidal neurons, suggesting a disinhibitory action, with the primary impact 

of increasing CA3 excitability.    

 

Overall, the ability of acetylcholine to increase CA3 neuron excitability and reduce the threshold of 

dendritic nonlinearity indicates potential mechanisms for cholinergic facilitation of synaptic plasticity 

and memory encoding within the CA3 network. 
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Chapter 1 Introduction 

 

1.1 Hippocampal/CA3 circuity and function 

1.1.1 Learning and memory 

 

The ability to form and retrieve memories is essential for functioning in everyday life. Conditions such 

as dementia, in which memory is impaired, can severely affect a person’s independence and quality of 

life. It’s important for us to understand the biological mechanisms that underpin learning and memory 

so that we can understand how it is affected in disease and develop appropriate therapeutic 

interventions.  

 

There are several types of memory as well as different stages of memory processing. Each type and 

stage occur via different mechanisms and in different regions throughout the brain. Memory can be 

categorised as either declarative or non-declarative (Squire and Dede, 2015). Declarative memory is the 

main type processed by the hippocampus (Eichenbaum, 1999) and includes remembering facts and 

events (Tulving, 1972). On the other hand, non-declarative, or implicit, memory (Schacter, 1987) 

includes motor memory of learned skills and habits and is thought to be processed by the cerebellum, 

striatum, neocortex and the limbic system. Memory can also be classified by its different timespans. 

For example, short term memories last for seconds to minutes, whereas long term memories can be 

stored and recalled for years. Furthermore, the different stages of memory processing, as well as the 

different timespans (Norris, 2017), occur via distinct mechanisms in the brain. Encoding is the initial 

learning stage where a new memory is formed; consolidation of the memory enables long-term memory 

storage; memory retrieval allows the stored memory to be accessed at a later time.  

 

The discovery of the hippocampus’ role in memory processing arose with the case of patient H.M. 

(Scoville and Milner, 1957). Removal of the patient’s medial temporal lobe, in the hope of curing their 

epilepsy, led to anterograde amnesia meaning the patient was incapable of forming new memories. They 

also suffered from temporally graded retrograde amnesia, in which they couldn’t remember events one 

to two years before the surgery. However, their longer-term memory as well as non-declarative memory 

was intact. This suggested that the hippocampal region was important for the formation and initial 

storage of declarative memories but not required for the retrieval of consolidated long-term or non-

declarative memories. This was the initial case study that led to further investigations into the 

hippocampus’ involvement in memory processing.   
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As well as memory processing, another key function associated with the hippocampus is spatial 

processing and navigation. A novel cell type was discovered in the rat hippocampus in 1971 that 

provided evidence for the importance of the hippocampus in spatial processing and navigation (O’Keefe 

and Dostrovsky, 1971). These cells, termed place cells, expressed location-specific firing fields when 

animals moved around an arena, suggesting the hippocampus may convey a spatial map of an 

environment and possibly encode the “place” component of a memory. In fact, more recently, a direct 

link between place cells and spatial memory has been shown (Robinson et al., 2020). Specifically 

activating place cells encoding a reward area in a different location caused the mice to lick for the 

reward in this new location, suggesting that the mice’ memory of the reward zone location was 

influenced through the manipulation of place cells.  

1.1.2 Synaptic transmission and plasticity  

Synapses allow neurons to communicate and form circuits. Neurotransmitters released from the pre-

synapse bind to receptors on the post-synapse and either excite or inhibit the post-synaptic neuron. 

Excitatory synapses are mediated by glutamate signalling (Biscoe and Straughan, 1966; Nadler et al., 

1976) and when an action potential arrives at the pre-synapse, glutamate is released into the synaptic 

cleft and binds to α-amino-3-hydroxy-5-methyl-4-isoxazolepropionic acid (AMPA) and N-methyl-d-

aspartic acid (NMDA) receptors on the post-synaptic neuron (Traynelis et al., 2010). AMPARs are 

predominantly permeable to sodium and potassium ions and elicit fast responses in the post-synaptic 

neuron. On the other hand, NMDARs are permeable to both sodium and calcium and generate a slower 

rise and decay. NMDARs also contain a magnesium block within the channel and therefore require 

post-synaptic depolarisation to remove the magnesium block before ions can flow through (Nowak et 

al., 1984). Inhibitory neurons release the neurotransmitter γ-aminobutyric acid (GABA) (Biscoe and 

Straughan, 1966) which binds to GABAergic receptors on the post-synaptic neuron (Sigel and 

Steinmann, 2012). These channels are permeable to chloride ions which hyperpolarize the neuron, 

reducing the likelihood of the cell firing an action potential.      

 

It is believed that synaptic plasticity is a mechanism as to how memories are encoded and stored within 

brain circuitry. Synaptic plasticity refers to the strengthening or weakening of synaptic connections 

between neurons and can have short-term or long-term effects. Long-term potentiation (LTP) is the 

most associated with memory formation and storage and was first evidenced in the hippocampal region 

in 1973 (Bliss and Lømo, 1973). Since then, multiple different types and induction protocols have been 

discovered in different neuron populations throughout the brain and plasticity can occur from pre- or 

post-synaptic mechanisms. When pre- and post-synaptic neurons are active close in time, the connection 

between them can strengthen, forming an association, which is thought to represent a learned memory 

(Hebb, 2005; Caporale and Dan, 2008).   
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1.1.3 Hippocampal/CA3 circuitry 

As explained above, the hippocampus, located in the medial temporal lobe, is known for its importance 

in learning, memory, and navigation. It is divided into subregions and information transfer is mostly 

unidirectional via a tri-synaptic loop from the main input region, the entorhinal cortex (EC), to the 

dentate gyrus, (DG), CA3 and CA1 (Figure 1-1). From CA1, neurons project back to deep layers of the 

EC via the subiculum. Neurons in the EC also project directly to CA3 and CA1 bypassing the DG via 

the perforant path.  

 

Figure 1-1: Entorhinal – hippocampal circuitry. Arrows represent direction of information transfer. MEC = medial 

entorhinal cortex, LEC = lateral entorhinal cortex, DG = dentate gyrus, MF = mossy fibres, AC = associational-commissural, 

SC = Schaffer collaterals, Sub = subiculum, PP = perforant path. 

 

CA3 pyramidal neurons receive glutamatergic inputs from: the dentate gyrus (DG) granule cells via 

mossy fibres; cells in layer II of the entorhinal cortex (EC) via the perforant path; neighbouring CA3 

neurons via recurrent collaterals, exclusive to the CA3 region (Figure 1-1). These inputs are received 

in segregated regions of the dendritic tree architecture (Figure 1-2). Mossy fibres from DG cells synapse 

close to the soma in the stratum lucidum (SL) layer where they form complex spines known as thorny 

excrescences. CA3 recurrent collaterals synapse in the stratum radiatum (SR) and oriens (SO) layers 

and EC neurons onto the most distal dendrites in the stratum lacunosum-moleculare (SLM).   
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Figure 1-2: Inputs to dendritic regions of a CA3 pyramidal neuron. CA3 neuron reconstructed by and taken from (Hemond 

et al., 2008). Distances on left represent average size of dendritic regions but this can vary between cells. Numbers in brackets 

on right represent average synapse numbers from each pathway in rat CA3 (Treves and Rolls, 1992). SLM = stratum 

lacunosum-moleculare, SR = stratum radiatum, SL = stratum lucidum, SP = stratum pyramidale, SO = stratum oriens, PP = 

perforant path, AC = associational-commissural, MF = mossy fibres, ECII = entorhinal cortex layer 2, DG = dentate gyrus.  

 

As well as excitatory inputs, CA3 pyramidal neurons also receive inputs from feedforward and feedback 

GABAergic inhibitory neurons (Figure 1-4). Feedback inhibitory neurons form a local feedback loop 

with CA3 pyramidal neurons (Figure 1-3) to regulate CA3 firing and prevent overexcitability within 

the recurrent network (Miles and Wong, 1987; Fortunato et al., 1996). Feedforward inhibition occurs 

when an interneuron is activated via stimulation of excitatory inputs from other brain regions, such as 

the dentate gyrus (Figure 1-3), and can reduce the impact of excitatory inputs to CA3 neurons and 

prevent CA3 neuron firing (Buzsáki, 1984).  
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Figure 1-3: Feedforward and feedback inhibition within CA3. Granule cells in the dentate gyrus (DG) have direct 

excitatory connections (arrowhead) to CA3 pyramidal neurons and indirect projections via interneurons (IN), known as 

feedforward inhibition (left). CA3 neurons also project to local interneurons which can form a feedback loop, known as 

feedback inhibition (right).     

There are a wide variety of interneuron subtypes in the CA3 region including: parvalbumin-positive 

(PV+) (Kosaka et al., 1987) and cholecystokinin-positive (CCK+) (Kosaka et al., 1985) basket cells 

which target the soma and proximal dendrites; PV+ axo-axonic cells that target the axon initial segment 

as well as interneurons that target the distal dendrites, such as somatostatin-positive (SST+) OLM 

interneurons (Kosaka et al., 1988; Gulyás et al., 1991, 1993; Miles et al., 1996). Figure 1-4 shows a few 

of the better studied interneuron types in the CA3 region. It displays where the majority of interneuron 

cell bodies are located as well as which region they target on the pyramidal neuron, however there is 

evidence of these cell types also being present in other layers as well as targeting different dendritic 

regions (Cox et al., 2008; Lasztóczi et al., 2011; Kohus et al., 2016).  

 

As mentioned above, there are feedforward and feedback inhibitory circuits present within CA3. MFs 

have been shown to innervate four different types of interneurons in the CA3 region, with varying 

degrees of connectivity and strength (Szabadics and Soltesz, 2009), demonstrating an example of 

feedforward inhibition. These interneurons include fast-spiking and regular-spiking basket cells (PV+ 

and CCK+, respectively), as well as dendritically targeting ivy cells and septum-projecting interneurons 

in the stratum lucidum (Szabadics and Soltesz, 2009). As these interneuron types target CA3 dendrites 

as well as the perisomatic region,  MF feedforward inhibition could be involved in preventing back-

propagating action potentials or LTP occurring in the apical dendrites (Szabadics and Soltesz, 2009). 

Feedforward inhibition from the PP has not been well studied in the CA3 region.      
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Figure 1-4 Inhibitory inputs to CA3 pyramidal neurons. CA3 neuron reconstructed by and taken from (Hemond et al., 

2008). SST OLM = somatostatin oriens lacunosum-moleculare; PV AAC = parvalbumin-positive axo-axonic cells; Rad = 

radiatum interneuron; CCK BC = cholecystokinin- positive basket cell; PV BC = parvalbumin-positive basket cell. 

 

Explained above is the general connectivity within the CA3 region; however, there are variations in 

these inputs along the proximodistal axis of CA3 (Figure 1-5). For example, MF input becomes weaker 

and EC input becomes stronger closer to CA2/1 region (Sun et al., 2017) and the CA3 region (CA3c) 

within the blades of the DG does not receive direct EC input. Furthermore, the most apparent recurrent 

activity is within mid CA3 (CA3b) (Sun et al., 2017). Recent evidence also shows there is a CA3 

pyramidal neuron population without thorny excrescences that receives less MF input and exhibit 

different firing patterns in vivo under anaesthesia (Hunt et al., 2018). Inhibitory inputs are also different 

along the CA3 axis (Sun et al., 2017) with feedback inhibition getting progressively stronger towards 

CA3a and the inhibition/excitation ratio at its lowest in CA3b where there is the highest recurrent 

activity. To add to the complexity, there is a proximodistal bias in projections to CA1 (Witter, 2007). 

The MEC and distal CA3 project to proximal CA1 whereas the LEC and proximal CA3 project to distal 

CA1 (Figure 1-5). This proximodistal heterogeneity reflects the functional differences along this axis, 

explained in the section below.  
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Figure 1-5: Structural and functional heterogeneity along CA3 proximodistal axis. Arrow thickness represents strength 

of inputs. LEC = lateral entorhinal cortex, MEC = medial entorhinal cortex, ECLII = entorhinal cortex layer 2, DG = dentate 

gyrus, PFs = place fields.  

 

1.1.4 CA3 network and pattern completion 

The CA3 region is specifically relevant for memory processing due to its recurrent circuitry, and this 

allows it to behave as an attractor network (Hopfield, 1982). The recurrent collaterals produce cell 

networks within CA3 that are thought to form stable ensembles important for memory storage, retrieval 

and pattern completion (Guzman et al., 2016). Recently, evidence for the stability and co-activity of 

CA3 neuron activity in vivo has been demonstrated using calcium imaging during animal exploration 

(Schoenfeld et al., 2021). This co-activity was stable across days and pairs of neurons that were active 

together maintained their correlated activity providing evidence for stable ensemble activity in the CA3 

region.           

 

It has been proposed that CA3 performs pattern completion whereas the DG performs pattern separation 

(Knierim and Neunuebel, 2016). Pattern completion can be defined as the retrieval of a memory from 

incomplete information whereas pattern separation is the ability to differentiate between similar, but 

not identical, information. The recurrent connectivity in the CA3 region is particularly suited to perform 

pattern completion as a degraded input can reactivate a group of CA3 neurons (or a memory engram) 

that has previously been formed via synaptic plasticity when the memory was initially established 

(Hopfield, 1982). This plasticity and therefore the formation of the memory is thought to be driven by 

MF input whereas the EC input is thought to instigate memory retrieval (Treves and Rolls, 1992) (Figure 

1-6). The activity observed in the DG is suited to perform pattern separation as the MF-CA3 synapse 
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produces very powerful but sparse transmission meaning it could orthogonalize inputs to the CA3 

network. There have been multiple studies that provide evidence for the distinct involvement of these 

two regions in pattern separation and completion (Treves and Rolls, 1992, 1994; O’Reilly and 

McClelland, 1994; Rolls, 2018, 1996, 2016; Nakazawa et al., 2002; Lee and Kesner, 2004a; Gold and 

Kesner, 2005; McHugh et al., 2007; Nakashiba et al., 2008; Neunuebel and Knierim, 2014; Posani et 

al., 2018).  

 

Figure 1-6 Circuitry important for encoding and retrieval. Size of the arrows represents the contribution to the memory 

processing stage. In the encoding phase, DG inputs to CA3 are promoted. In the retrieval phase, EC input and the recurrent 

connections are thought to be more important. EC LII = entorhinal cortex layer II; DG = dentate gyrus; IN = inhibitory 

interneuron. Figure is adapted from Hasselmo, (2006). 

As explained in the previous section, there is heterogeneity within the CA3 region with cellular and 

synaptic properties varying along the proximodistal axis (Figure 1-5). It has been shown that distal CA3 

(CA3a) has reduced MF input and higher EC input (Sun et al., 2017; Hunt et al., 2018) compared to 

proximal CA3 (CA3c) and that the mid CA3 region (CA3b) has the strongest recurrent activity and 

undergoes the most robust reactivation during retrieval (Sun et al., 2017). The distinct roles of the DG 

and CA3 in pattern separation and completion are also less distinctive than previously thought. Proximal 

CA3c has demonstrated evidence of pattern separation, which is not observed in distal CA3 (Marrone 

et al., 2014; Lee et al., 2015, 2020). In light of these results, the structural heterogeneity in CA3 seems 

to also reflect functional differences along the axis, with CA3c playing more of a role similar to the DG 

and mid/distal CA3 being more involved in pattern completion and memory retrieval (Figure 1-5).  

 

The EC-CA3 synapse has been less well studied compared to the MF-CA3 input, but as indicated above 

it is thought to play a role in reactivating a CA3 ensemble and initiating the retrieval of a memory 

(Treves and Rolls, 1992) and there is evidence that impairing the EC-CA3 input impairs memory 

retrieval (Lee and Kesner, 2004b). Both the lateral and medial EC project to the hippocampus to convey 

distinct inputs. As grid cells with grid-like firing fields are present in the EC, the role of the EC has 

mostly been studied in terms of its contribution to spatial processing and navigation. Grid cells in the 
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medial EC have been shown to provide information regarding global cues within the environment and 

support path integration whereas the lateral EC is thought to offer information about local objects or 

landmarks (Figure 1-1) (Knierim et al., 2013; Neunuebel et al., 2013; Van Cauter et al., 2013; Kuruvilla 

and Ainge, 2017; Save and Sargolini, 2017; Tennant et al., 2018).  

1.1.5 Interneuron function within CA3 

Interneurons within CA3 also have specific functions. They have been shown to be important for 

pyramidal neuron phase firing coupled to oscillations (Hájos et al., 2004) as well as have a role in the 

generation of sharp-wave ripples (Viney et al., 2013; Schlingloff et al., 2014; Bazelot et al., 2016; Kohus 

et al., 2016; Rogers et al., 2021; Noguchi et al., 2022). Perisomatic interneurons exhibit the strongest 

phase coupling and are therefore thought to modulate the timing of pyramidal neuron firing (Hájos et 

al., 2004). Sharp-wave ripples are high frequency oscillations (150-250 Hz) that are thought to be 

initiated in CA3 (Csicsvari et al., 2000; Sasaki et al., 2018), occur during sleep and awake periods of 

immobility and are thought to be important for memory consolidation and retrieval (Lee and Wilson, 

2002; Foster and Wilson, 2006; Diba and Buzsáki, 2007; Girardeau et al., 2009; Karlsson and Frank, 

2009; Dupret et al., 2010; Ego-Stengel and Wilson, 2010; Jadhav et al., 2012).  These different roles 

have also been shown to occur by specific interneuron subtypes. For example, PV+ axo-axonic 

interneurons stop firing during sharp waves and fire strongly around the theta peak (Viney et al., 2013) 

and a GABAergic input from the medial septum inhibiting these axo-axonic cells is thought to facilitate 

sharp wave ripples and promote memory consolidation (Viney et al., 2013; Joshi et al., 2017). In 

addition, CA3 PV+ basket cells have large dendritic arborizations in the SLM, fire preferentially during 

the same theta phase as pyramidal cells and are phase locked to gamma oscillations (Tukker et al., 

2013).  Furthermore, as well as certain interneuron subtypes having distinct roles, structural and 

functional diversity also exists within subtypes. For example, CCK+ interneurons within CA3 have 

been shown to have differences in dendritic and axonal distributions as well as protein expression and 

that these different subtypes phase lock to different phases of theta oscillations and undergo different 

firing rate changes during sharp wave ripples (Lasztóczi et al., 2011). Overall, the vast interneuron 

population play important roles in learning and memory processing within the hippocampus. 

1.1.6 Role of CA3 region in learning and memory  

Behavioural studies that have removed the CA3 region or blocked synaptic transmission have 

highlighted the importance of CA3 in learning and memory. These types of studies have shown CA3 to 

be important for object-place association tasks (Gilbert and Kesner, 2003), rapid contextual learning 

(Nakashiba et al., 2008), pattern completion (Nakashiba et al., 2008), spatial memory (Nakazawa et al., 

2003), non-spatial recognition memory (Nakamura et al., 2013) and CA1 place cell tuning (Nakazawa 

et al., 2003; Nakashiba et al., 2008; Davoudi and Foster, 2019). In addition, a study that involved 
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manipulation of CA3 during memory tasks found it was important for spatial short-term, working and 

short-term episodic memory, but was not necessary for long-term memory (Song et al., 2018). 

Furthermore, optogenetic stimulation of CA3 neurons can restore impairments in short-term spatial 

memory in an Alzheimer’s disease mouse model (Yang et al., 2021). These studies support the role of 

CA3 in memory associated tasks.   

 

Cell bursting activity is thought to be important for establishing a memory as well as for recall (Treves 

and Rolls, 1992; Kaifosh and Losonczy, 2016). The bursting activity of CA3 neurons has been shown 

to be heterogeneous between different pyramidal cell types and morphologies as well as along the CA3 

proximodistal axis (Hunt et al., 2018; Raus Balind et al., 2019; Ding et al., 2020). In Raus Balind et al., 

(2019) neurons with a high burst propensity only required proximal synaptic inputs to generate somatic 

bursts whereas regular spiking neurons required proximal and distal coincident input activity. The burst 

propensity of CA3 neurons has also been shown to correlate well with the extent of SLM dendritic 

branching (Ding et al., 2020) and to be greater in neurons without thorny excrescences that don’t receive 

MF input (Hunt et al., 2018). These studies suggest that neurons with a high burst propensity could 

receive greater numbers of EC inputs which could be responsible for generating the burst activity (Ding 

et al., 2020). However, the intrinsic firing properties of CA3 neurons have also been shown to undergo 

plasticity and therefore the burst propensity of a neuron may not be a static property and can change 

depending on pre- and post-synaptic activity (Raus Balind et al., 2019; Soldado-Magraner et al., 2020).  

In light of these results, it is thought that CA3 neurons with high burst propensity, that can be initiated 

with recurrent input alone, are involved in memory engram reactivation, or pattern completion 

mechanisms as well as initiating sharp wave ripples (Hunt et al., 2018). On the other hand, CA3 neurons 

with lower burst propensity, that can be initiated with proximal and coincident distal inputs, could be 

involved in pattern separation (Raus Balind et al., 2019).  

1.1.7 Plasticity mechanisms in CA3 

As explained previously, LTP is a well-regarded mechanism of memory storage within the brain and 

therefore has been extensively studied within the hippocampus and CA3 network. At the PP-CA3 

synapse, LTP has been demonstrated from both lateral and medial EC inputs (Do et al., 2002). One of 

the first studies to observe plasticity at the AC-CA3 recurrent synapse induced NMDAR-dependent 

LTP here with high frequency stimulation of the AC fibres (Zalutsky and Nicoll, 1990). Since then, 

different kinds of induction protocols that are thought to be more physiologically relevant have been 

investigated. One of these is known as spike timing-dependent plasticity (STDP) and is induced by 

activation of the pre- and post-synaptic neuron within a specific temporal window. In most cases, this 

temporal window of activation is asymmetric, meaning LTP is only induced if the post-synaptic neuron 

is activated after the pre-synaptic neuron (Debanne et al., 1998; Astori et al., 2010). However, at the 

AC-CA3 synapse, symmetric STDP has also been demonstrated in which plasticity can be induced with 
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pre- and post-synaptic spiking that occurs close in time, regardless of the activation order. When this 

asymmetric STDP rule is used in an auto-associative network model it improves CA3’s capacity for 

memory storage and retrieval (Mishra et al., 2016).  

 

Other mechanisms to induce plasticity that have been discovered in CA3 neurons include associative 

and heterosynaptic plasticity. Associative plasticity occurs when the coincident activity of different 

synaptic inputs causes plasticity in one of the pathways. Heterosynaptic plasticity is plasticity that 

occurs at a synapse that was not activated during the induction protocol. Associative plasticity has been 

shown to occur at AC-CA3 and PP-CA3 synapses when combined with MF stimulation (McMahon and 

Barrionuevo, 2002; Kobayashi and Poo, 2004; Hunt et al., 2013). Additionally, paired subthreshold MF 

activation and AC stimulation can cause timing-dependent plasticity at AC synapses (Brandalise and 

Gerber, 2014). An example of heterosynaptic plasticity was shown when burst stimulation of MFs 

generated NMDAR-dependent LTP at PP-CA3 synapses without any PP stimulation (Tsukamoto et al., 

2003). When and how these different types of plasticity occur in a behaving animal and during memory 

processing is important to understand. It is currently hypothesised that plasticity at the CA3 recurrent 

synapse is important for memory storage and that this encoding could be driven by the MF input, as is 

demonstrated in these studies.  

1.1.8 Place cells in CA3 

The presence of place cells within CA3 also implies a function for CA3 in spatial navigation and spatial 

processing. Place cells have mostly been studied in rodents in hippocampal CA1 but there are several 

studies that have explored CA3 place cells. They seem to be less prevalent in CA3 compared to CA1 

(Mizuseki et al., 2012) and as CA3 and CA1 neurons differ in morphology and synaptic inputs, 

differences in place cell properties could be expected. Compared to CA1 place fields, CA3 place fields: 

have greater stability and compactness (Mizuseki et al., 2012), are more coherent population-wise after 

landmarks are rotated (Lee et al., 2004) and are less affected by novelty in object-in-place recognition 

tasks (Larkin et al., 2014). CA3 place cells have been shown to be more affected with ageing than CA1 

place cells (Wilson et al., 2005) and in line with this, in a rat model of Alzheimer’s disease CA3 but not 

CA1 place cells had significantly reduced spatial fidelity (Galloway et al., 2018). These studies suggest 

the CA3 region to be of particular consideration in ageing and dementia pathology and therefore 

highlight the importance of understanding its circuitry and function in memory processing  Place cells 

have also been compared and recorded over trials and days with 2-photon imaging where it was found 

that CA3 place cells emerge more gradually and are more stable over trials and days, compared to CA1 

place cells (Dong et al., 2021). These studies that demonstrate a high stability of CA3 place fields 

reinforce the hypothesis for CA3’s role in pattern completion and in forming stable memory ensembles. 

Unsurprisingly, there are also differences in place cell firing along the proximodistal CA3 axis with 

cells exhibiting smaller and sharper place fields closer to the DG compared to distal CA3 and distal 
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CA3 place cells being more similar between different environments (Lu et al., 2015) (Figure 1-5). This 

again supports the idea that distal CA3 is more likely involved in pattern completion in comparison to 

proximal CA3.  
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1.2 Dendritic integration  

Dendritic trees exhibit diverse and complex structures across different neuron types. The complexity of 

dendritic branching in combination with different ion channel densities influence how synaptic inputs 

are processed, integrated, and propagated. To understand how inputs are integrated, it is first important 

to understand how current flows within dendritic trees. Dendritic activity was initially studied, and is 

still widely studied, using computational models due to the challenge of recording directly from 

dendrites. Neuronal cable theory was first developed by Wilfrid Rall in the 1950-60's and underpins our 

understanding of current flow within dendrites (Rall, 1962a, 1962b, 1967; Rall et al., 1967; Segev et 

al., 1995). The passive electrical cable properties of dendrites are modelled using three key parameters: 

axial resistance, membrane capacitance and membrane conductance. As axial resistance increases with 

length and membrane capacitance increases with membrane area, distal synaptic inputs undergo more 

filtering as the response propagates to the soma, compared to more proximal inputs (Rall, 1967; Rall et 

al., 1967; Magee, 2000). As a result of this filtering, inputs from distal synapses would produce a 

reduced amplitude at the soma compared to more proximal inputs. However, to compensate for this 

filtering effect it has been shown that CA1 distal dendrites have a higher dendritic EPSP amplitude, 

driven by a high synaptic conductance, which normalises the amplitude of single EPSPs at the soma 

regardless of input location within the dendritic tree (Magee and Cook, 2000). Additionally, dendritic 

filtering increases the time window as to which inputs can overlap and therefore the slower propagation 

results in greater temporal summation from distal dendrites producing a broader EPSP at the soma (Rall, 

1967; Rall et al., 1967; Magee, 2000).  

 

It was initially thought that dendrites were passive components of a neuron and that their role was to 

receive and relay information from other neurons to the soma. One of the first studies recording from 

CA1 dendrites (Wong et al., 1979) discovered that dendrites can have active properties and generate 

“action potentials”, from current injection or synaptic stimulation. This ability of dendrites to generate 

spikes means that inputs are not always linearly summed and can lead to nonlinear integration of inputs 

(Polsky et al., 2004) (Figure 1-7B) which in turn can amplify certain inputs, help tune the neuron to 

receive specific information and facilitate synaptic plasticity (Holthoff et al., 2006). Complex dendritic 

morphology combined with varying ion channel densities and different synaptic input patterns creates 

diverse dendritic events in distinct branches. These events can either stay confined to single branches 

(Golding et al., 2002) or generate larger global events and propagate to the soma (Larkum et al., 2009).  
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Figure 1-7 Dendritic spikes and nonlinear integration. A = Example waveforms of dendritic spikes. B = Example of supra-

linear integration, measured as the peaks in the example traces (inset). Grey dashed line represents linear summation of the 

inputs. Adapted from Antic et al., (2010). 

Local dendritic events that are confined to a single branch are often referred to as dendritic spikes and 

occur when clustered inputs are stimulated close in time. They have been shown to be mediated by 

sodium, calcium and/or NMDARs (Figure 1-7A). Sodium spikes are the most similar to an action 

potential in that they elicit a fast and steep rising and falling phase whereas calcium and NMDA spikes 

have a slower time course (Figure 1-7A). Dendritic spikes are difficult to record from directly as it 

requires patching onto dendrites, but they can also be measured using 2-photon calcium imaging to 

observe calcium fluctuations in the dendrites, signifying a calcium or NMDA driven event. It has been 

suggested that ~10 clustered inputs or ~20 dispersed inputs along a longer dendrite section is sufficient 

to generate an NMDA spike (Major et al., 2008).   

1.2.1 Dendritic integration in CA3 neurons 

As described above, there are three major excitatory inputs to CA3 neurons (Figure 1-2): the dentate 

gyrus, entorhinal cortex and other CA3 neurons that each synapse onto different regions of the dendritic 

tree. The extensive branching morphology of CA3 neurons provides a favourable condition for 

regenerative dendritic activity to occur. The initial evidence for active dendritic properties in CA3 

pyramidal neurons was discovered in Kim et al., (2012). They recorded from dendrites and found a high 

sodium (Na+) to potassium (K+) conductance density ratio in the distal dendrites that allowed local 
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sodium spikes to arise upon local activation. Following this, supra-linear integration of synaptic inputs 

mediated by NMDARs was detected in CA3 basal and apical dendrites (Makara and Magee, 2013). 

More recently, different forms of dendritic calcium spikes have been studied in CA3 neurons as well as 

their ability to cause complex bursts at the soma (Brandalise et al., 2016, 2021; Weber et al., 2016; Raus 

Balind et al., 2019; Magó et al., 2021). Nonlinear integration of inputs have also been suggested to 

enhance the capacity of the CA3 network to store and retrieve large numbers of memories (Kaifosh and 

Losonczy, 2016). 

1.2.2 Plateau potentials in the hippocampus 

As well as single branch integration, previous studies have looked at how inputs sum between branches 

and between dendritic regions to generate larger global dendritic events, known as plateau potentials 

(Figure 1-7A). Plateau potentials are long lasting dendritic depolarisations produced from calcium and 

NMDA spikes. In CA1 neurons, it has been shown that coincident activation of the distal (EC) and 

proximal (CA3) inputs generates a plateau potential (Golding et al., 2002; Takahashi and Magee, 2009) 

which underlies the formation of new place fields (Bittner et al., 2015). It was also shown with 2-photon 

calcium imaging that regenerative dendritic events occur during place cell firing in CA1 (Sheffield et 

al., 2017) and were most prevalent prior to place cell spiking and during the initial place field traversal. 

This integration has also been studied in brain slices ex vivo in CA3 neurons (Raus Balind et al., 2019).  

1.2.3 Dendritic integration and plasticity 

Synaptic inputs that activate NMDA or calcium spikes lead to post-synaptic calcium influx which can 

induce plasticity and therefore these dendritic events could be an important component of memory 

processing. Dendritic spikes also depolarise sections of dendrite and therefore provide an alternative 

mechanism for STDP that doesn’t require a post-synaptic back-propagating action potential (Golding 

et al., 2002). NMDA spikes have been shown to be required for associative timing-dependent plasticity 

in CA3 neurons (Brandalise et al., 2016). Subthreshold activity evoked by mossy fibres can induce 

plasticity at CA3 recurrent synapses with repetitive pairing of a CA3-CA3 synapse followed by a 

subthreshold mossy fibre response (Brandalise and Gerber, 2014). These inputs can lead to LTP ex vivo 

and are modulated by NMDAR-mediated current at CA3 recurrent synapses. In a subsequent study, it 

was shown that these dendritic NMDA spikes were necessary to induce this associative LTP (Brandalise 

et al., 2016).  

 

The presence of NMDA spikes has also been investigated in in vivo experiments. Experiments 

performed in 1998 were one of the first to show evidence for dendritic spikes in vivo in CA1 neurons 

(Kamondi et al., 1998). Whole cell recordings of pyramidal cells in the somatosensory cortex have 

shown that whisker stimulation leads to NMDAR-mediated plateau potentials that induce LTP without 
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somatic spiking, providing evidence for sensory-driven synaptic LTP mediated by dendritic 

mechanisms (Larkum and Zhu, 2002; Gambino et al., 2014). More recently in CA1, plateau potentials 

have been shown to induce a type of plasticity known as behavioural time-scale plasticity, which 

stabilises place fields (Bittner et al., 2017). Detecting dendritic spikes or plateau potentials in CA3 

neurons in vivo has not yet been achieved but it will be important to understand under what 

circumstances they are generated, their mechanisms of action and their role in plasticity and memory 

processing. 
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1.3 Neuromodulation in the hippocampus 

Neuromodulators are released during particular behavioural states, such as during rewarding or novel 

experiences, and can modulate cell excitability, synaptic transmission and plasticity. The main focus of 

this thesis is on acetylcholine, but I also investigated noradrenergic modulation of CA3 recurrent 

circuitry and so noradrenaline is also briefly discussed in this section. Both of these neuromodulators 

are released during salient experiences (Hervé-Minvielle and Sara, 1995; Vankov et al., 1995; Ma et 

al., 2020) and it’s been suggested that they play a role in uncertainty with acetylcholine signalling 

expected uncertainty and noradrenaline signalling unexpected uncertainty (Yu and Dayan, 2005).     

1.3.1 Acetylcholine in learning and memory 

Acetylcholine’s importance in learning and memory is well established. It has been shown that blocking 

muscarinic receptors in the hippocampus impairs memory encoding (Blokland et al., 1992; Rogers and 

Kesner, 2003; Douchamps et al., 2013; Mitsushima et al., 2013) but doesn’t affect memory recall 

(Ghoneim and Mewaldt, 1977; Rogers and Kesner, 2003, 2004; Douchamps et al., 2013) whereas 

inhibiting the cholinesterase enzyme and thereby increasing the presence of acetylcholine enhances 

memory encoding in Alzheimer’s patients (Rogers and Friedhoff, 1996; Giacobini, 2000). Furthermore, 

lesioning cholinergic neurons in the medial septum and thus disrupting the cholinergic input to the 

hippocampus has been shown to impair object location memory (Cai et al., 2012) and spatial memory 

(Berger-Sweeney et al., 2001) as well as novel place field formation/remapping (Ikonen et al., 2002). 

More recently, studies using optogenetics to activate cholinergic neurons in vivo have highlighted their 

importance in spatial representations (Mamad et al., 2015) and memory task performance (Jarzebowski 

et al., 2021; Zhang et al., 2021).  

 

It is thought that high levels of acetylcholine in CA3 (e.g. during exploration), combined with mossy 

fibre input, facilitate pattern separation and memory encoding, whereas low levels of acetylcholine (e.g. 

during slow wave sleep) are important for memory retrieval or consolidation (Hasselmo et al., 1995; 

Meeter et al., 2004; Hasselmo, 2006; Hummos et al., 2014). Higher levels of acetylcholine suppress the 

recurrent activity within CA3 (Hasselmo et al., 1995; Vogt and Regehr, 2001; Kremin and Hasselmo, 

2007) which is thought to prevent previously stored memories affecting the memory encoding phase. 

In a spiking network model of CA3, simulation of acetylcholine by increasing cell excitability and 

reducing AC-CA3 synaptic strength increases the speed at which memory ensembles can form and 

allows stable overlapping ensembles to be established (Prince et al., 2021).      

1.3.2 Acetylcholine in the hippocampus 

Acetylcholine is a neuromodulator synthesised from acetyl coenzyme A and by choline 

acetyltransferase. Acetylcholine is released during novel experiences (Acquas et al., 1996; Miranda et 
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al., 2000; Giovannini et al., 2001; Caldenhove et al., 2017) such as during learning and active 

exploration (Ma et al., 2020). The main cholinergic input to the hippocampus is from neurons in the 

medial septum which project via the fimbria-fornix pathway (Lewis et al., 1967). The fibres terminate 

in all areas and layers of the hippocampus with the highest density in CA3 on either side of the 

pyramidal cell layer in the SL and SO (Grybko et al., 2011). It was originally believed that acetylcholine 

was released into the hippocampus via volume transmission as Umbriaco et al., (1995) found that 93% 

of cholinergic axons were not directly associated with specific cell contacts and therefore the 

communication was non-synaptic. However, more recently it was suggested that cholinergic axons in 

the hippocampus do form synapses with excitatory and inhibitory neurons (Takács et al., 2018). 

Additionally, acetylcholine release dynamics can vary depending on the task being performed (Teles-

Grilo Ruivo et al., 2017). It was demonstrated that during arousal acetylcholine is released tonically 

whereas during a reward-based memory task, there is additional phasic release (Teles-Grilo Ruivo et 

al., 2017). These results make the case that acetylcholine can be released into the hippocampus by both 

volume and synaptic transmission as well as via both phasic and tonic release depending on the specific 

circumstances (Disney and Higley, 2020).  

 

Cholinergic neurons in the medial septum fire at a relatively low rate (<10 Hz) (Markram and Segal, 

1990; Sotty et al., 2003; Simon et al., 2006; Ma et al., 2020) with peak firing rates between 7.5-15 Hz 

during theta-associated behaviours (Ma et al., 2020). Theta waves are 4-12 Hz oscillations observed in 

the hippocampal local field potential (LFP) that occur during exploration (Vanderwolf, 1969) and REM 

sleep (Jouvet, 1969). The glutamatergic and GABAergic projections from the medial septum are 

thought to initiate and control these hippocampal theta oscillations (Borhegyi et al., 2004; Kaifosh et 

al., 2013; Fuhrmann et al., 2015)  whereas even though cholinergic neuron activity increases during 

theta, their activity is not phase-coupled to theta oscillations (Zhang et al., 2010). Furthermore, medial 

septal cholinergic neurons are almost silent during non-theta periods such as slow-wave sleep (Ma et 

al., 2020). This cholinergic neuron activity correlates with the high levels of acetylcholine measured in 

the hippocampus during theta-associated behaviours (Zhang et al., 2010; Vandecasteele et al., 2014; 

Ma et al., 2020). In CA1, the highest levels of acetylcholine release have been observed around the 

pyramidal layer (Zhang et al., 2010), which reflects the highest density of cholinergic fibres (Aznavour 

et al., 2002; Grybko et al., 2011). During non-theta-associated behaviours, such as awake rest, the 

optogenetic activation of cholinergic neurons can suppress sharp-wave ripples (Vandecasteele et al., 

2014; Ma et al., 2020) and impair memory processing (Jarzebowski et al., 2021; Zhang et al., 2021). 

Additionally, optogenetic silencing of cholinergic neurons prevents the termination of slow-wave sleep 

(Shi et al., 2015). 
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1.3.2.1 Muscarinic receptors 

When released, acetylcholine binds to and activates muscarinic and nicotinic receptors. These receptors 

are further categorised into subtypes that produce varying effects and are present in different densities 

on pre- and post-synaptic compartments of different cell types throughout the hippocampus. Muscarinic 

receptors (mAChRs) are metabotropic receptors coupled to G-proteins (Eglen, 2006). There are five 

subtypes of muscarinic receptors (M1-M5). M1, M3 and M5 are coupled to Gq proteins whereas M2 

and M4 are coupled to Gi/o proteins. Gq protein activates phospholipase C (PLC) which increases 

inositol trisphosphate (IP3) and diacylglycerol (DAG) leading to calcium influx and increased neuronal 

excitability. On the other hand, Gi/o activation inhibits cyclic-adenosine monophosphate (cAMP) 

production leading to reduced cell activity. Therefore, M1, M3 and M5 activation increase cell 

excitability whereas M2 and M4 have an inhibitory effect.  

 

M1 receptors are the most prevalent subtype in the hippocampus and are present on the soma and 

dendrites of CA3 pyramidal neurons (Levey et al., 1995; Dasari and Gulledge, 2011), DG granule cells 

and MF axons (Martinello et al., 2015) as well as PV-positive interneurons (Yi et al., 2014). As they 

activate the Gq signalling pathway, this increases the excitability of neurons and can increase the 

frequency of bursting and lead to persistent firing (Jochems and Yoshida, 2013). M1 activation has been 

shown to inhibit several potassium channels which also contributes to increased cell excitability. In 

CA3 neurons, M1 activation reduces the M-type potassium current (Km) (Sun and Kapur, 2012). In 

CA1 neurons, M1 activation has also been shown to block the A-type (Ka) (Losonczy et al., 2008), G-

protein coupled inward rectifier (GIRK) (Sohn et al., 2007) and small-conductance calcium-activated 

(SK) potassium currents (Giessel and Sabatini, 2010). Inhibition of the SK current has been shown to 

increase calcium influx and dendritic excitability and can facilitate LTP (Buchanan et al., 2010; Tigaret 

et al., 2016, 2018).    
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Figure 1-8 Distribution of muscarinic receptors within CA3 circuitry. Numbers correspond to M1-4 receptor subtypes. 

Orange = receptors coupled to Gq proteins, yellow = receptors coupled to Gi/o proteins. M1 receptors are expressed on DG 

cells and axons, CA3 pyramidal neurons and parvalbumin-positive interneurons. M2 receptors are expressed on interneuron 

axons. The expression profile of M3 and M4 receptors has not been confirmed within CA3 but are possibly expressed on EC 

axons and CA3 recurrent axons, respectively. DG = dentate gyrus, IN = interneuron, PV = parvalbumin, EC LII = entorhinal 

cortex layer 2. 

M2 receptors are also expressed in the hippocampus but on interneurons in the SL and PV-positive 

interneuron axons (Levey et al., 1995; Hájos et al., 1998). M2 muscarinic activation inhibits vesicle 

release in PV-positive and axo-axonic interneurons thereby reducing inhibitory synaptic currents in 

CA3 pyramidal neurons (Szabó et al., 2010). M4 receptors are present on CA3 glutamatergic terminals 

that project to the CA1 region (Dasari and Gulledge, 2011) which again act by inhibiting synaptic 

release. It is therefore thought that M4 receptors are also the subtype on CA3 recurrent synapses 

responsible for the reduced excitatory transmission seen when applying a cholinergic agonist, carbachol 

(Vogt and Regehr, 2001; Kremin and Hasselmo, 2007), however there is no evidence of M4 receptor 

expression within the CA3 SR layer (Levey et al., 1995). The distribution and action of M3 receptors 

in the CA3 region is the least well known. Recently it was shown that pre-synaptic M3 receptor 

activation was responsible for reducing excitatory and feedforward inhibitory transmission in the EC-

CA1 pathway (Palacios-Filardo et al., 2021) and therefore this receptor subtype could also modulate 

EC-CA3 synapses (Kremin and Hasselmo, 2007).  
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1.3.2.2 Nicotinic receptors 

Nicotinic receptors (nAChRs) are ionotropic cation channels and therefore in comparison to mAChRs 

generate faster excitatory responses. They are composed of five subunits from combinations of α2-10 

and β2-4 that form homomeric or heteromeric nAChRs. Homomeric α7 is the predominant nAChR in 

the hippocampus and is expressed on interneurons in the CA3 region (Son and Winzer-Serhan, 2008), 

CA1 OLM interneurons (Leão et al., 2012), mossy fibre boutons (Sharma and Vijayaraghavan, 2003) 

and CA3 pyramidal neurons (Grybko et al., 2011). nAChR activation can therefore increase MF-CA3 

transmission (Sharma and Vijayaraghavan, 2003; Sharma et al., 2008; Cheng and Yakel, 2014) and 

excite interneurons. As OLM interneurons inhibit pyramidal neuron SLM dendrites, it has been 

hypothesised that activation of CA1 OLM interneurons via nAChR activation could modulate the 

information received, reducing the impact of SLM inputs and thereby prioritising SR inputs in CA1 

neurons (Leão et al., 2012). A similar case could be true in the CA3 region. However, there has also 

been evidence for enhancement of SLM inputs to CA3 by nAChR activation mediated via GABAergic 

neurons (Giocomo and Hasselmo, 2005). In this case it was suggested that application of nicotine 

disinhibited CA3 neurons to increase SLM inputs by reducing feedforward inhibition. Cholinergic 

activation of interneurons in the auditory cortex has also previously been shown to initiate a 

disinhibitory circuit important in fear learning (Letzkus et al., 2011). The role of nicotinic receptors in 

the hippocampus is less clear and is not as well studied compared to muscarinic receptors.    

1.3.3 Cholinergic modulation of CA3 network 

 

Figure 1-9 Effect of acetylcholine on CA3 circuitry. When acetylcholine is present in the hippocampus certain connections 

are thought to be reduced (smaller arrows) to facilitate memory encoding and prevent memory retrieval. ACh displayed here 

signifies connections where carbachol, a cholinergic agonist, has been shown to affect transmission in ex vivo experiments. 

DG = dentate gyrus, EC LII = entorhinal cortex layer 2, IN = interneurons.  
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Synaptic transmission can be altered by the presence of neuromodulators. It was suggested that 

acetylcholine can alter excitatory transmission, and therefore memory processing in CA3 as shown in 

Figure 1-9 (Hasselmo, 1999, 2006). In support of this theory, it has been demonstrated in 

electrophysiological experiments in brain slices, that carbachol (a cholinergic agonist) reduces the 

excitatory synaptic transmission between recurrent CA3-CA3 neurons as well as inputs from the 

entorhinal cortex (EC) (Kremin and Hasselmo, 2007) (Figure 1-9). However, these results show that 

different doses of carbachol affect the two pathways differently and therefore suggest the dominant 

influence on CA3 neurons can shift between EC input and recurrent collateral input. It has also been 

shown that carbachol increases the net excitatory input from the dentate gyrus (DG) into CA3 by 

reducing DG-CA3 feedforward inhibition (Prince et al., 2021) (Figure 1-9). These results also 

complement the proposed mechanism of action of acetylcholine from Hasselmo (1999, 2006) (Figure 

1-9), where it was suggested that inputs to the hippocampus are amplified by acetylcholine to promote 

the incoming information to enable the storage of new memories. In contrast, CA3-CA3 connections 

are reduced to prevent the retrieval of previously stored memories (Vogt and Regehr, 2001; Kremin and 

Hasselmo, 2007) (Figure 1-9). The experiments presented here were performed by application of a 

cholinergic agonist. The effect of endogenous acetylcholine on CA3 synaptic transmission, as can now 

be performed using optogenetics, has not yet been determined but is one of the aims of this thesis, 

outlined below.  

 

Acetylcholine can also modulate inhibitory inputs to CA3 pyramidal neurons (Figure 1-9) via pre-

synaptic M2 receptor activation in PV-positive interneurons (Szabó et al., 2010). 5 µM carbachol 

reduced CA3 inhibitory post-synaptic currents (IPSCs) and short-term depression from PV positive 

interneurons by approximately 70-75%. It also reduced  IPSCs from CCK regular spiking basket cells 

by ~94%, however this occurred via production of endocannabinoids, as opposed to M2 receptor 

activation (Szabó et al., 2010). This reduction in inhibitory input upon acetylcholine application could 

increase CA3 excitability to facilitate plasticity and memory encoding. As explained previously, there 

are a large variety of interneuron subtypes, known and unknown, within the CA3 region that can be 

challenging to distinguish between and therefore cholinergic modulation of specific interneuron types 

could be more complex.     

1.3.4 Cholinergic modulation of dendritic integration and plasticity 

Acetylcholine has previously been shown to modulate synaptic plasticity within the hippocampus. M1 

receptor activation in CA1 neurons can enhance back-propagating action potentials (Tsubokawa and 

Ross, 1997; Nakamura et al., 2000) and cause an IP3-dependent release of calcium from the 

endoplasmic reticulum (Nakamura et al., 2000) which, with appropriate synaptic stimulation, can lead 

to LTP (Fernández De Sevilla and Buño, 2010; Dennis et al., 2016). Cholinergic stimulation at the peak 

of theta oscillation has also been shown to induce LTP (Huerta and Lisman, 1995). However, 
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acetylcholine has also been shown to induce depression at SC-CA1 synapses, rather than potentiation, 

(Brzosko et al., 2017), suggesting the particular dose and plasticity induction protocol are important.  

 

In CA3 neurons, M2 receptors were shown to modulate plasticity differently at different synapses 

(Zheng et al., 2012). At AC-CA3 synapses, M2 receptor activation supported short-term and long-term 

potentiation, whereas it had the opposite effect at MF-CA3 synapses, suggesting that activation of M2 

receptors can bias plasticity towards a particular synaptic input in CA3 neurons. It is thought that this 

M2 receptor-induced plasticity used a different mechanism at each synapse. At the AC-CA3 synapse it 

was thought that M2Rs on nearby interneurons were activated that might reduce GABA release and 

allow more NMDAR activation on the pyramidal neuron. Alternatively, in MFs, it was thought that M2 

activation reduces adenylyl cyclase activity and this prevents MF-CA3 LTP (Zheng et al., 2012).          

 

Acetylcholine blocks several potassium channels via muscarinic receptor activation (Ka (Hoffman and 

Johnston, 1998; Losonczy et al., 2008), GIRK (Sohn et al., 2007) and SK (Buchanan et al., 2010; Giessel 

and Sabatini, 2010; Tigaret et al., 2018)), that are known to modulate NMDA spikes (Cai et al., 2004; 

Makara and Magee, 2013; Malik and Johnston, 2017). Blocking A-type potassium channels (Ka) has 

been shown to increase the amplitude of dendritic plateau potentials in CA1 neurons whereas blocking 

SK channels increased their duration (Cai et al., 2004). In addition, blocking GIRK channels has been 

shown to prolong NMDA spikes in CA3 neurons (Makara and Magee, 2013). However, how 

acetylcholine affects the generation of NMDA spikes in CA3 neurons has not been explored and 

therefore is one of the aims of this research. Nevertheless, there are some studies that have looked at 

the effect of acetylcholine on dendritic integration and plateau potentials in other cell types. 

Acetylcholine or muscarinic receptor activation has previously been shown to induce and enhance the 

generation of plateau potentials in retinal ganglion cells (Brombas et al., 2017), CA1 OLM interneurons 

(Lawrence et al., 2006; Hagger-Vaughan and Storm, 2019), neocortical layer 5 cells (Williams and 

Fletcher, 2019), subiculum neurons (Kawasaki et al., 1999), supraoptic nucleus neurons (Ghamari-

Langroudi and Bourque, 2004) and the layer 5 barrel cortex (Nuñez et al., 2012). Furthermore, 

optogenetic release of acetylcholine increases dendritic excitability, causes plateau potentials and 

enhances action potential output without affecting somatic excitability in cortical neurons (Williams 

and Fletcher, 2019). This effect of acetylcholine facilitating slow dendritic spikes can shift neurons into 

a bursting mode as well as provide another mechanism for plasticity induction.      

1.3.5 Noradrenaline in the hippocampus 

Noradrenaline is synthesised from tyrosine in terminal vesicles and is also released into the 

hippocampus during novelty, as well as emotional experiences (Aston-Jones and Bloom, 1981; Sara et 

al., 1994; Vankov et al., 1995). Noradrenergic input to the hippocampus comes primarily from the locus 

coeruleus (LC) and all hippocampal subfields receive noradrenergic input (Walling et al., 2012). 
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Noradrenaline is also primarily thought to be distributed via volume transmission (Umbriaco et al., 

1995) but there has been evidence of synaptic targeting in the CA3 region (Walling et al., 2012). LC 

neurons fire at approximately 1 Hz (Aston-Jones and Bloom, 1981) and, in contrast to cholinergic 

neurons, are silent during REM sleep (Takahashi et al., 2010). When experiencing a novel or emotional 

stimulus, LC neurons switch to burst firing which is the state most linked to learning and memory 

processing (Aston-Jones and Bloom, 1981; Sara et al., 1994; Vankov et al., 1995).       

1.3.5.1 Adrenergic receptors 

When released, noradrenaline binds to and activates adrenergic receptors. There are three classes of 

adrenergic receptors: α1, α2 and β-adrenergic receptors (β-Ars). All types are G-protein coupled 

receptors with α1-receptors activating the Gq signalling cascade, α2-receptors activating Gi and β-

receptors activating Gs. Gs activation promotes the cAMP signalling pathway to increase cell activity. 

Β-Ars are expressed in CA3 pyramidal neurons (Jurgens et al., 2005; Guo and Li, 2007), DG granule 

cells (Milner et al., 2000), as well as on PP inputs to DG cells and MF terminals (Lynch and Bliss, 

1986). Several types of interneurons also express β-receptors including, including SST-, PV-, CCK- 

neuropeptide Y-, and calbindin-positive (Cox et al., 2008). The majority of cell types express β1-

receptors except for CCK interneurons which express β2 (Cox et al., 2008). There are also α2-receptors 

present predominantly on pre-synaptic terminals in all layers of CA3 pyramidal neurons (Milner et al., 

1998) which are thought to inhibit epileptic activity (Jurgens et al., 2007). Α1-AR activation has been 

shown to hyperpolarize CA3 neurons and suppress sharp wave ripple generation whereas β1-AR 

activation facilitated sharp wave ripple induction by enhancing LTP (Ul Haq et al., 2012). In CA1, β1-

AR activation via endogenous noradrenaline release facilitates CA1 neuron spiking (Bacon et al., 2020). 

As noradrenaline is released during novelty and sharp wave ripples are usually associated with memory 

consolidation, suppression of sharp wave ripples via α1-AR activation would be useful to bias the circuit 

for memory encoding. Overall, noradrenaline can exhibit various effects in the hippocampus, depending 

on the brain state and which receptors are activated.   

 

1.3.6 Noradrenaline in learning and memory 

As noradrenaline is also released in novel or salient situations (Hervé-Minvielle and Sara, 1995; Vankov 

et al., 1995), it’s effect on learning and memory has also been studied. Blocking noradrenergic β-

adrenoceptors in the hippocampus and experiments with mutant mice lacking adrenoceptors, have 

shown to impair memory consolidation (Ji et al., 2003) and retrieval (Murchison et al., 2004). 

Additionally, stimulating the LC has been shown to enhance spatial memory encoding (Lemon et al., 

2009; Hansen and Manahan-Vaughan, 2015) and optogenetic inhibition of the LC impairs fear-related 

memory as well as disrupts place field formation and stability (Wagatsuma et al., 2017). This was shown 

by suppressing LC input at the time of encoding which led to more variable place fields in CA3.  



25 

 

 

1.3.7 Noradrenergic modulation of CA3 network 

As noradrenaline has been shown to be important in memory processing, it is reasonable to predict that 

it would also modulate CA3 circuitry. Noradrenaline has been shown to suppress MF-CA3 feedforward 

inhibition and therefore increase the net excitation to CA3 neurons (Figure 1-10), but to a lesser extent 

than acetylcholine (Prince et al., 2021). Noradrenaline could be modulating this feedforward inhibition 

via activation of α2 receptors either at MF-interneuron pre-synaptic terminals (Doze et al., 1991) or at 

interneuron-CA3 pre-synaptic terminals (Milner et al., 1998). Alternatively, β-receptor activation at 

MFs has been shown to be required for learning-facilitated LTD at this synapse (Hagena and Manahan-

Vaughan, 2011) and therefore could also be involved in depressing synaptic transmission. There has 

been evidence for the DG-CA3 excitatory input increasing and decreasing with noradrenaline 

application. Β-receptor activation has been shown to increase glutamate release from PP-DG (Figure 

1-10) and DG-CA3 terminals (Lynch and Bliss, 1986) but more recently it’s been shown that 

noradrenaline has no effect on MF excitatory transmission to CA3 (Prince et al., 2021). It is not yet 

known how noradrenaline affects CA3-CA3 excitatory synaptic transmission and therefore is one of 

the aims presented below. As is evident, noradrenergic effects and the different receptor subtypes have 

been less well studied in CA3 compared to acetylcholine. However, it seems to be producing a similar 

effect of promoting inputs to CA3 and reducing feedforward inhibition (Figure 1-10), which would 

support a role in memory encoding, although the mechanisms of action are less understood. 

 

Figure 1-10 Noradrenergic modulation of CA3 circuitry. Changes in synaptic transmission are represented as smaller or 

larger arrows. Noradrenaline has been shown in ex vivo experiments to reduce mossy fibre feedforward inhibition and facilitate 

EC-DG inputs. NA = noradrenaline. EC LII = entorhinal cortex layer 2, IN = interneuron. 

 

Noradrenaline has also been shown to facilitate LTP within the hippocampus. Β-receptor activation has 

been shown to facilitate NMDAR-dependent LTP at the MF-CA3 synapse (Hopkins and Johnston, 
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1984, 1988; Huang and Kandel, 1996) via pre- (Huang and Kandel, 1996) and post-synaptic (Haas and 

Konnerth, 1983) mechanisms. At the PP-DG synapse, β-receptor activation has also been shown to 

enhance LTP (Bramham et al., 1997) as well as induce a form of heterosynaptic plasticity (Walling and 

Harley, 2004). There is little evidence of the effect of α-receptors on plasticity in the CA3 region.    
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1.4 Aims and hypotheses 

It’s important for us to increase our understanding of how the brain functions in order for us to 

understand the changes that arise in disease states. In the case of this study, understanding how 

neuromodulators affect the circuitry involved in learning and memory could help us to understand how 

these systems are affected in cases of dementia and learning disorders. The overall objective of this 

thesis is to further our understanding of how acetylcholine modulates synaptic transmission and 

dendritic integration within the CA3 region of the hippocampus.           

 

The aims of this research are as follows: 

1. Compare how acetylcholine and noradrenaline modulate CA3-CA3 recurrent excitatory 

synaptic transmission. 

2. Investigate how endogenous acetylcholine release affects perforant path, recurrent and 

inhibitory inputs to CA3 neurons. 

3. Predict how acetylcholine could modulate dendritic integration/NMDA spikes in a biophysical 

model of a reconstructed CA3 pyramidal neuron. 

 

Aim 1: Compare how acetylcholine and noradrenaline modulate CA3-CA3 recurrent excitatory 

synaptic transmission.  

 

I first addressed the question of how two different neuromodulators, released under similar 

physiological conditions, could affect the recurrent circuitry within the CA3 region. This circuitry is 

highly important for the formation, short-term storage and retrieval of memories. There is current 

evidence that carbachol, an acetylcholine agonist, reduces the synaptic transmission in the CA3 

recurrent network by activating M2-receptors on the pre-synaptic terminals and reducing glutamatergic 

release (Vogt and Regehr, 2001; Kremin and Hasselmo, 2007). As acetylcholine is released during 

novelty or saliency, this mechanism that reduces activity within the recurrent network is thought to 

prevent memory retrieval in order to promote memory encoding. Noradrenaline is also released during 

saliency and therefore it could be predicted that it would reduce CA3 recurrent transmission in a similar 

way to acetylcholine. There is some evidence of α2-adrenergic receptor expression in the SR on pre-

synaptic glutamatergic terminals within CA3 (Milner et al., 1998). Activation of these receptors triggers 

the Gi signalling cascade and therefore could lead to reduced glutamate release.   

 

Aim 2: Investigate how endogenous acetylcholine release affects perforant path, recurrent and 

inhibitory inputs to CA3 neurons. 
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Secondly, I tested the effects of endogenous acetylcholine release on the EC and recurrent inputs to 

CA3 neurons. As explained above, previous work assessing cholinergic modulation on the CA3 

network has mostly been performed using pharmacological interventions. We are now able to take 

advantage of optogenetic technology to investigate the endogenous release of neuromodulators. For 

these experiments, mice with channelrhodopsin expressed in medial septal cholinergic neurons were 

used, in order to precisely stimulate cholinergic fibres in the hippocampus to release acetylcholine. It 

was predicted that this endogenous release of acetylcholine would have the same effect as has been 

found in the previous pharmacological studies, but possibly to a lesser extent, as the precise release 

dynamics of endogenous neuromodulators can produce reduced effects in comparison to bath applying 

receptor agonists (Rosen et al., 2015; Bacon et al., 2020). Therefore, it was predicted that endogenous 

acetylcholine release should reduce EC-CA3 and CA3 recurrent glutamatergic transmission (Kremin 

and Hasselmo, 2007) as well as GABAergic transmission within CA3 (Szabó et al., 2010), through pre-

synaptic activation of muscarinic receptors.  

 

Aim 3: Predict how acetylcholine could modulate dendritic integration/NMDA spikes in a biophysical 

model of a reconstructed CA3 pyramidal neuron.  

 

Finally, I used a biophysically detailed model of a CA3 pyramidal neuron to predict how acetylcholine 

could modulate dendritic NMDA spike generation. NMDA spikes are important to study because they 

can alter the output of a neuron as well as induce plasticity (Makara and Magee, 2013; Brandalise et al., 

2016; Raus Balind et al., 2019). To simulate the presence of acetylcholine in the model, changes in the 

conductance of several potassium channels known to be affected by M1 receptor activation were 

modelled (Hoffman and Johnston, 1998; Sohn et al., 2007; Buchanan et al., 2010; Tigaret et al., 2018). 

NMDA spikes were generated by including a high NMDA:AMPAR ratio in the dendrites, commonly 

used when investigating NMDA spikes in computational models (Poirazi et al., 2003a; Larkum et al., 

2009; Major et al., 2013), and increasing the number of synapses stimulated on a dendritic branch to 

generate nonlinear integration, signifying an NMDA spike. As M1 receptor activation increases CA3 

neuron excitability (Sun and Kapur, 2012), it was predicted that simulated acetylcholine would reduce 

the threshold for NMDA spike generation. Using a model allowed for analysis of the effect in all 

dendritic branches within one neuron as well as precise control and manipulation of all parameters. 
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Chapter 2 Cholinergic modulation of dendritic integration in a 

reconstructed CA3 neuron model 

 

This chapter is based on the published article: 

Humphries, R., Mellor, J., & O’Donnell, C. (2021). Acetylcholine boosts dendritic NMDA spikes in a 

CA3 pyramidal neuron model. Neuroscience. 

I produced all the data and Figures in the publication.  

2.1 Introduction 

As established in the Introduction, the CA3 region is important for memory processing with the 

recurrent network having particular importance in memory storage (Nakazawa et al., 2003; Nakashiba 

et al., 2008; Guzman et al., 2016; Song et al., 2018) and synaptic plasticity thought to play a major role 

in strengthening the recurrent connections to facilitate the storage of a memory (Astori et al., 2010; 

Brandalise and Gerber, 2014; Mishra et al., 2016). As the mechanisms underlying synaptic plasticity 

can occur post-synaptically within dendrites, dendritic activity is also thought to play a role in memory 

storage. Dendritic spikes can locally depolarise dendrites, increase calcium influx and generate somatic 

spiking all of which can underly plasticity induction. The SR dendrites, which receive inputs from CA3 

recurrent collaterals, are specifically implicated in memory storage and plasticity. Distal SLM dendritic 

activity has been less studied in the CA3 region, and the inputs from the entorhinal cortex received here 

are thought to possibly signal for retrieval of a memory (Treves and Rolls, 1992). In CA1 neurons, 

distal dendrite activation has been shown to induce plateau potentials and establish place cell firing 

(Bittner et al., 2015). The distal region is particularly relevant for investigating regenerative dendritic 

activity as it has the potential to generate the largest events and dendritic spikes have the ability to 

enhance propagation to the soma and influence action potential output (Branco and Häusser, 2011).     

 

Acetylcholine also plays an important role in memory encoding (Blokland et al., 1992; Rogers and 

Kesner, 2003; Douchamps et al., 2013; Mitsushima et al., 2013; Jarzebowski et al., 2021; Prince et al., 

2021; Zhang et al., 2021) and plasticity (Fernández De Sevilla and Buño, 2010; Zheng et al., 2012; 

Dennis et al., 2016). In CA3 pyramidal neurons, acetylcholine activates M1 receptors which depolarises 

neuron resting membrane potential and input resistance (Sun and Kapur, 2012). This M1 activation 

inhibits several potassium channels including A-type (Ka), M-type (Km), SK (Kca) and GIRK (Kir) 

(Hoffman and Johnston, 1998; Sohn et al., 2007; Buchanan et al., 2010; Tigaret et al., 2018), several of 

which are implicated in modulating NMDA spike properties (Cai et al., 2004; Makara and Magee, 2013; 

Malik and Johnston, 2017). Acetylcholine plays an important role in modifying synaptic 

communication and one of the ways it could contribute to this is by altering post-synaptic excitability 
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and influencing dendritic spike generation. Acetylcholine has previously been shown to enhance 

dendritic excitability and integration in neocortical pyramidal neurons (Williams and Fletcher, 2019). 

 

Dendritic integration properties can vary across the dendritic tree due to differences in morphology, 

branch thickness as well as the distribution of voltage-gated ion channels (Kim et al., 2012; Makara and 

Magee, 2013). Synaptic integration and NMDA spikes within CA3 neurons have previously been 

studied in the SR and SO regions (Makara and Magee, 2013). CA3 SLM dendritic integration has not 

been studied experimentally, possibly due to technical constraints in recording activity from these thin 

distal dendrites. In addition, it is not possible experimentally to measure targeted inputs to every 

dendritic branch within one CA3 neuron. 

    

This chapter addresses Aim 3 investigating how acetylcholine may affect NMDA spike generation in 

two-compartment and a reconstructed model of a CA3 pyramidal neuron. The simulations specifically 

focus on synaptic inputs onto the SR and SLM dendrites representing inputs from the recurrent 

collaterals and the entorhinal cortex, respectively. NMDA spikes have been studied in brain slices in 

the SR region previously (Makara and Magee, 2013) but it is not known how they could be modulated 

by the presence of acetylcholine. In other neuron types, acetylcholine has been shown to increase 

dendritic excitability and facilitate dendritic integration (Williams and Fletcher, 2019).   

 

NMDA spikes were generated by increasing the number of inputs stimulated on a single dendritic 

branch segment. The resulting nonlinear increases of the NMDA-mediated amplitudes suggested an 

NMDA spike was initiated. Cholinergic modulation was simulated as the inhibition of several 

potassium channels that acetylcholine is known to block physiologically (Hoffman and Johnston, 1998; 

Sohn et al., 2007; Buchanan et al., 2010; Tigaret et al., 2018). The benefits of using a model allowed 

for assessment of all dendritic branches within one neuron as well as for controlled manipulation of all 

the parameters. The model was based on physiological parameters where possible, and an optimisation 

algorithm was employed to ensure accurate relative contributions of the relevant potassium 

conductances. Comparison of NMDA spike properties between different dendritic branches and regions 

were initially analysed and then the effect of acetylcholine and potassium channel inhibition on NMDA 

spike generation was assessed.    

 

It was predicted that NMDA spikes would be more easily generated in the distal SLM dendrites due to 

thinner dendrites and a higher input resistance, and that acetylcholine would increase dendritic 

excitability and therefore reduce the threshold synaptic input required for NMDA spike generation. 

Also, as several potassium channels have previously been implicated in the modulation of NMDA 

spikes and dendritic integration (Cai et al., 2004; Malik and Johnston, 2017), it was thought that the Ka 
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and Kca channel in particular would most likely be responsible for the cholinergic modulation of 

NMDA-mediated nonlinear integration.     
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2.2 Methods 

2.2.1 Software 

The simulations detailed in this chapter were performed using NEURON version 7.8 

(https://www.neuron.yale.edu/neuron/) (Carnevale and Hines, 2006) and Python 3.9. 

2.2.2 Two-compartment model 

Initial simulations were run on a simple two-compartment model comprised of a somatic and dendritic 

compartment (Figure 2-1). The soma was 500 µm2 and the dendritic section 200 µm in length and 1 µm 

in width. The axial resistivity was set at 150 MΩ and leak conductance reversal potential at -65 mV. 

The ion channel mechanisms present in this model were taken from a previous CA3 neuron model 

(Hemond et al., 2008) and included voltage-gated sodium channels, voltage-gated potassium channels 

(A-type (Ka), M-type (Km), delayed rectifier (Kdr)), voltage-gated calcium channels (L-type (CaL), N-

type (CaN), T-type (CaT)), calcium-activated potassium channels (after-hyperpolarisation (Kahp), 

large conductance (BK)), and a hyperpolarization-activated current (Ih). Two additional channels, 

small-conductance calcium-activated (SK/Kca) and inwardly-rectifying (Kir) potassium conductances, 

both relevant for cholinergic modulation, were also included in the model. These channel mechanisms 

were obtained from Combe et al., (2018) (Kca) and Yim et al., (2015) (Kir). All equations and 

parameters describing the ion channel kinetics can be found in Appendix A. Km was only present in 

the somatic compartment, whereas all other conductances were present in both the soma and dendrite. 

There was also a calcium extrusion mechanism implemented whereby the calcium concentration (cai) 

within the dendrite decayed according to the following equation: 

 

𝑐𝑎𝑖′ =
2 ∗ (𝑖𝑟𝑒𝑠𝑡 − 𝑖𝑐𝑎)

𝐹 ∗ 𝑑𝑒𝑝𝑡ℎ
∗ (1𝑒4) + (

𝑐𝑎𝑖0 − 𝑐𝑎𝑖

𝑡𝑎𝑢
) 

 

Where tau is the decay time constant (100 ms), depth is half the dendrite diameter, irest is the resting 

current (0 mA/cm2), ica is the calcium current, cai0 is the resting calcium concentration (50e-6 mM) 

and F is the Faraday constant (9.649e4 C mol-1). This mechanism was also included in the original CA3 

model from Hemond et al., (2008). 

 

 

 

https://www.neuron.yale.edu/neuron/
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Figure 2-1: Two-compartment neuron model structure. Somatic (500 µm2) and dendritic compartment (1 x 200 µm) with 

NMDA synapse mechanism on the dendrite. 

 

2.2.3 Channel conductance optimisation 

As the contribution of different potassium conductances were to be assessed in the model, an 

optimisation algorithm was used to ensure the model channel conductances were physiological. The 

method used was covariance matrix adaptation evolution strategy (CMA-ES) (Hansen, 2016; 

Jȩdrzejewski-Szmek et al., 2018) and was implemented using the PyCMA package 

(https://github.com/CMA-ES/pycma). The average change in membrane potential and input resistance 

when blocking the key potassium channels (Ka, Km, Kca, Kir) and from M1 receptor activation, were 

taken from published data (Sun and Kapur, 2012; Makara and Magee, 2013) and used as target values 

in the optimisation process (Figure 2-2). As these values were taken from two studies with different 

experimental recording temperatures, the target values for Km and acetylcholine were reduced to more 

closely reflect the value that would be expected at a physiological temperature. The peak conductances 

and the activation curves for these potassium channels were allowed to fluctuate during the optimisation 

in order to discover an optimal set of parameters for each channel that closely matched with the 

experimental data (Figure 2-2). The resting membrane potential and input resistance were also included 

as target values for the optimisation. Figure 2-2 depicts this process as well as displays the target 

experimental data (right) and the final output data after running the optimisation (left). Table 1 shows 

the optimised conductance values used in the models. The sodium conductance was set to 0 to prevent 

action potential generation and back-propagation of action potentials into the dendrites. As there is not 

one optimal combination of peak conductances, and there could be many possible solutions that reflect 

the experimental data (Alonso and Marder, 2019), the reconstructed neuron simulations were 

additionally run on 8 separate models, each with different peak conductances, within a physiologically 

relevant range. These conductances were chosen using the same optimisation process (Figure 2-2), 
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while additionally targeting the experimental standard deviation of membrane potential and input 

resistance changes.  

 

 

Figure 2-2: Optimisation process. Average membrane potential and input resistance changes from blocking potassium 

channels were obtained from Makara and Magee (2013) and Sun and Kapur (2012) and used as target values for the 

optimisation algorithm (right). Potassium conductance mechanisms were added to the two-compartment model and the change 

in membrane potential and input resistance were measured when blocking these potassium channels to generate the model 

output values (left). These outputs from the model were then compared with the target data to generate an error value, which 

contributed to the adjustment of the potassium channel conductances with the aim of finding the minimum error value or the 

least amount of difference between the model output and the target data (centre). This process was repeated ~1000 times to 

generate the peak conductance values for the model. Image in top right taken from Makara and Magee (2013).  

 

2.2.4 Reconstructed CA3 neuron model  

The reconstructed CA3 neuron model used in this chapter was adapted from a previously published 

model (Hemond et al., 2008) obtained from ModelDB (https://senselab.med.yale.edu/ModelDB/, 

accession number 101629). The model scripts, ion channel and synaptic mechanisms and neuron 

geometry used in this chapter are also publicly available on ModelDB (accession number 267298). The 

morphology was reconstructed from a filled rat pyramidal neuron in the CA3b region from Henze et 

al., (1996) (Figure 2-14). There were 85 apical dendrite sections, 52 basal dendrite sections, an axon 

and a soma created from a total of 943 compartments. The apical dendrites were divided into different 

regions depending on their distance from the soma, with dendritic sections between 150 and 400 µm 

from the soma being classed as SR dendrites and dendrites >400 µm from the soma as SLM dendrites 

(Figure 2-14). A range of timesteps between 0.1 and 2 ms were tested, finding a 1 ms timestep as optimal 

to reduce the simulation run time without compromising the NMDA response dynamics. The 
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parameters used in this model were similar to the two-compartment model (Table 2), however the 

potassium channel optimisation was repeated and the peak conductances used for each channel are 

shown in Table 1. Additionally, the Ka and Kir conductance distributions varied across the dendritic 

tree corresponding to experimental data  (Kim et al., 2012; Degro et al., 2015), which showed a higher 

density of these channels in the more distal dendrites. The Kir conductance value in Table 1 was 

multiplied by 2.43, 1.07, 4.79 and 5.25 in the SO, SL, SR and SLM dendrites, respectively (Degro et 

al., 2015). The Ka conductance was distributed in a distance-dependent manner in apical dendrite 

sections more than 50 µm from the soma, with the following equation: 

  

𝐴𝑑𝑗𝑢𝑠𝑡𝑒𝑑 𝐾𝑎 𝑔𝑚𝑎𝑥 = 𝐾𝑎 𝑔𝑚𝑎𝑥 + 𝐾𝑎𝑆𝑙𝑜𝑝𝑒 ∗ (𝑥𝑑𝑖𝑠𝑡 − 𝐾𝑎𝐷𝑡) 

 

Where Ka gmax was the Ka peak conductance value displayed in Table 1, KaSlope was the slope of the 

Ka increase (5.5e-5 Scm2/µm), xdist was the distance of the dendrite from the soma, and KaDt was the 

distance where the conductance started to increase (50 µm). This equation, the KaSlope and KaDt values 

were taken from Kim et al., (2012). The final Ka and Kir peak conductances for each stimulated dendrite 

section are shown in Table 1 below. All other conductances were distributed evenly across the dendritic 

tree. Furthermore, to account for the lack of dendritic spines in the model, the membrane capacitance 

was doubled, and the membrane resistance halved.  
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Table 1: Ion channel maximal conductance values for the two-compartment and reconstructed models. These values 

were either taken from the model in Hemond et al., (2008) or calculated from the optimisation process. Ka, Km, Kca, Kir leak 

and Ih peak conductances were generated from the optimisation.    

 

 

2.2.5 AMPAR and NMDAR mechanisms  

Synaptic inputs were simulated as dual-exponential models representing AMPAR and NMDAR 

activation, with the NMDAR model including a voltage-dependent magnesium block mechanism. 

NMDA synapses were present in both the two-compartment and reconstructed neuron model whereas 

AMPA synapses were only included in the reconstructed neuron model. The synapse models and 

parameters were taken from a previous CA3 modelling study, based on experimental data (Baker et al., 

2011; Hyun et al., 2015). Synapse parameters for both models are displayed in Table 2. The peak 

conductance of synaptic inputs was the same across the SR and SLM dendrites, but the AMPA peak 

conductance was 0.5x the NMDA peak conductance to enable consistent nonlinear responses in the 

dendrites. This reduced AMPA:NMDA ratio has previously been used when investigating NMDA 

spikes in computational models (Poirazi et al., 2003a; Larkum et al., 2009; Major et al., 2013). Synapses 

were positioned 1 µm apart (Gu et al., 2014; Mendell et al., 2017; Haugland et al., 2020), on dendritic 

sections at least 20 µm long, and stimulated simultaneously, assuming inputs to a small single branch 

section would be received from the same pre-synaptic axon. Appendix B contains a table describing the 

properties of each dendrite section that was stimulated and recorded from. 
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Table 2: Model and synapse parameters. 

 

2.2.6 NMDA spike generation 

NMDA spikes were generated by increasing synaptic weight (two-compartment model) or the number 

of synaptic inputs (reconstructed model) stimulated on a dendritic branch section, up to a maximum of 

20 synapses (or 20x synaptic weight). Synapses were positioned starting from the centre of the section 

and extending outwards. Voltages were recorded from the centre of both the somatic and stimulated 

dendritic compartment. The amplitude of the NMDA-mediated EPSPs were measured and produced a 

supra-linear relationship between the synaptic input and the resulting amplitude output (Figure 2-3), 

representing an NMDA spike. To observe the NMDA-mediated responses, simulations with AMPA-

only synaptic inputs were subtracted from the NMDA+AMPA voltage traces. This nonlinear 

relationship was comparable to previously published experimental data from CA3 pyramidal neurons 

(Makara and Magee, 2013).   

2.2.7 Analysis of nonlinear output 

To compare the EPSP amplitudes as the stimulus intensity was increased (nonlinear output) between 

dendrites and conditions, two properties from the nonlinear curves were measured as depicted in Figure 

2-3. First, the maximum slope of the curve was calculated, representing how quickly the amplitude was 

changing in response to inputs; and secondly, the number of inputs required at this maximum slope 

point. This second measure allowed us to detect a shift in the curve along the x-axis, representing a 

change in the number of inputs required, or the input threshold required, for generating the nonlinear 

output.     
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Figure 2-3: Measures taken from nonlinear input-output curve. Max slope of nonlinearity = steepness of the nonlinear 

slope; Weight at max slope of nonlinearity = synaptic weight or number of synapses (x-axis value) at the maximum slope.   

2.2.8 Cholinergic and potassium channel modulation 

To model acetylcholine release and M1 receptor activation, several potassium channels (Ka, Km, Kca 

and Kir) were modulated to reflect the physiological action of acetylcholine in CA3 pyramidal neurons. 

The extent of inhibition of each potassium conductance was calculated during the optimisation process 

to reflect the physiological extent of cholinergic modulation on the membrane potential and input 

resistance. In light of this, the maximum conductances of each channel were reduced by 50% for Ka, 

Km, Kca and 80% for Kir. When assessing the effect of individual potassium channel inhibition, each 

conductance was set to 0 to reflect pharmacological experiments in which channel blockade was 

assumed to be 100%.    

2.2.9 Statistical analysis 

Statistical analysis was performed using Wilcoxon signed-rank and Wilcoxon rank-sum for paired and 

independent data, respectively. When comparing multiple conditions, Bonferroni correction was 

applied. 
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2.3 Results 

2.3.1 Cholinergic modulation of NMDA spikes in a two-compartment model 

The effect of acetylcholine and blocking potassium channels was first tested in a two-compartment 

neuron model comprising of a soma and a dendrite (Figure 2-1). An NMDA input, with a peak 

conductance of 1nS, was simulated on the dendritic compartment and the voltage response recorded in 

the soma and in the dendrite (Figure 2-4). The weight of the synaptic input was then increased up to 20 

and the corresponding voltage traces are depicted in Figure 2-4. Traces with synaptic weights of 2, 10 

and 17 are emphasised to allow comparison between the conditions. As would be expected, the somatic 

voltage responses were substantially reduced compared to responses recorded in the dendrite as the 

voltage attenuated as it propagated to the soma. The resting membrane potential of this neuron model 

was determined during the optimisation of the potassium channel conductances and as is shown, it was 

moderately hyperpolarised at ~ -80mV.  

 

Figure 2-4: Example EPSPs recorded in the two-compartment model from dendritic (left) and somatic (right) 

compartments without (upper) and with (middle) acetylcholine. Increasing weights of NMDA synaptic inputs from 1 to 

20 were stimulated and recorded in the somatic and dendritic compartment. Acetylcholine (blue) was simulated by blocking 

the four potassium channels (Ka, Km, Kca, Kir) as explained in the Methods. Emphasised traces = synaptic weight at 2, 10 
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and 17 for each condition to allow for comparison between plots; # = the trace with the biggest increase in amplitude compared 

with the next lowest stimulation amplitude, signifying the steepest part of the sigmoidal amplitude curves. Lower panel: 

Measurement of EPSP half-widths with a 20x synaptic weight in dendrite (left) and soma (right) for control (black) and 

acetylcholine (blue).  

Acetylcholine was simulated by blocking the four potassium channels (Ka, Km, Kca, Kir) as described 

in the Methods (Figure 2-4, middle). The most striking difference between the control and acetylcholine 

traces is the half-width. The half-width (Figure 2-4, lower) of the largest dendritic response was 37.25 

ms in the control condition compared to 49.30 ms with cholinergic modulation. Acetylcholine also 

caused an approximately 7 mV depolarisation in the resting membrane potential and an ~ 70% increase 

in the resting input resistance, which are comparable to experimental data (Sun and Kapur, 2012). 

Furthermore, comparing the voltage traces with a synaptic weight of 10 also displayed a large difference 

with cholinergic modulation. A synaptic weight of 10 gave a dendritic EPSP amplitude of 16.18 mV in 

the control compared to 43.48 mV with acetylcholine. The amount of synaptic weight required to elicit 

the largest increase in amplitude, represented by the # in Figure 2-4, was also modulated by 

acetylcholine. In summary, acetylcholine depolarised the neuron, increased the EPSP half-width, and 

reduced the amount of synaptic weight needed to reach a certain amplitude.    

 

Next, the EPSP amplitude was evaluated in relation to the synaptic weight to allow interpretation of the 

input-output curves for each condition (Figure 2-5). The sigmoidal curves represent a supra-linear 

relationship signifying nonlinear integration caused by an NMDA spike. In this Figure, each of the 

potassium channels were also blocked individually to assess the contribution of each conductance to 

the overall effect. As can be seen, the biggest effect occurred with acetylcholine, and is evidenced as a 

curve shift to the left (Figure 2-5). This means that less synaptic input was required to generate the same 

response amplitude and therefore the threshold for generating an NMDA spike was reduced. The effects 

observed are the same in the soma (Figure 2-5, right) and in the dendrite (Figure 2-5, left). In addition, 

the contribution of each potassium conductance was also assessed, and inhibition of each potassium 

channel did cause some effect in shifting the curve. Blocking Km and Kca caused the least amount of 

shift in the curve, but both acted comparably, and inhibition of Kir caused a slightly larger shift. 

Inhibition of the Ka channel also shifted the curve slightly, but interestingly, also produced a unique 

effect of increasing the slope of the curve (Figure 2-5). Overall, acetylcholine produced the largest effect 

on the input-output relationship, with each potassium conductance contributing slightly, with no single 

channel in particular dominating the effect, whereas the Ka conductance was the only one that appeared 

to modulate the slope of the curve.     
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Figure 2-5: Nonlinear curves recorded in the two-compartment model from dendrite (left) and soma (right) for 

different potassium channel blocks. The normalized EPSP amplitudes for increasing synaptic weight values for each 

potassium channel block and acetylcholine. The dashed grey line represents a linear relationship for the control condition.    

The effect of each potassium conductance block is quantified in Figure 2-6. Again, the results are 

comparable between the soma and the dendrite. Figure 2-6A shows the synaptic weight required to 

reach the maximal slope of the nonlinear curve. The larger the reduction compared to the control, the 

larger the leftward shift in the curve. A synaptic weight of 12 was needed in the control to reach the 

maximum slope of nonlinearity, compared to a weight of 8 with acetylcholine. Inhibiting the potassium 

conductances produced a smaller reduction in the synaptic weight required as was also shown in Figure 

2-5. Figure 2-6B shows the maximum slope of each condition, quantified as the change in voltage 

divided by the change in synaptic weight. As was suggested in Figure 2-5, blocking the Ka conductance 

caused a considerable increase in the maximum slope and remarkably even more so than acetylcholine, 

whereas the remaining conductances had little impact on the slope.        
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Figure 2-6: Acetylcholine reduced the synaptic weight needed to reach the maximum slope of nonlinearity. (A) Synaptic 

weight required to reach the maximum slope of nonlinearity and (B) maximum slope of nonlinearity for each potassium 

channel block and acetylcholine recorded in the dendrite (left) and the soma (right).  

To understand the difference in the magnitude of effect from blocking different channels, the change in 

membrane potential (left) and input resistance (right) were correlated with the change in the slope of 

nonlinearity (Figure 2-7B) and synaptic weight threshold (Figure 2-7A). In each case, there was a larger 

reduction in both the slope of nonlinearity and the synaptic input weight at the slope with larger 

increases in membrane potential and input resistance caused from the potassium channel inhibition. The 

increase in membrane potential and input resistance explained the reduction in the synaptic weight 

threshold (Figure 2-7A) more effectively, with R2 values of 0.760 and 0.820 respectively, compared to 

the change in the slope (Figure 2-7B). The large increase in the nonlinear slope caused by Ka channel 

inhibition (Figure 2-7B) did not match the reduction in the slope caused by the other potassium channel 

blocks.   
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Figure 2-7: Membrane potential and input resistance increases caused by potassium channel inhibition correlated with 

reductions in synaptic weight threshold and nonlinear slope. (A) Effect of membrane potential (left) and input resistance 

(right) change on the change in synaptic weight required to reach the maximum slope of nonlinearity. (B) Effect of membrane 

potential (left) and input resistance (right) change on the change in the slope of nonlinearity. Each point represents 

measurement from a different channel block or with Ach, as labelled. 

 

To further understand the effect of the different potassium conductance blocks on NMDA nonlinearity, 

each channels’ activation dynamics were assessed. As is shown in Figure 2-8 and Figure 2-9, the 

channels display various voltage- and calcium-dependent activation profiles. The Km channel becomes 

more active at increasing membrane potentials (Figure 2-8) and modulates cell excitability. It is only 

expressed in the soma and plays a role in increasing the threshold of action potential initiation (Shah et 

al., 2008). Due to Km not being present in the dendritic compartment in the model, it only had a small 

influence on the dendritic resting membrane potential and input resistance (Figure 2-7). On the other 

hand, the Kir channel is most active at hyperpolarised potentials (Figure 2-8) with a role in maintaining 

the membrane potential. As shown here (Figure 2-7), Kir channel inhibition caused the largest increase 

in membrane potential and input resistance, compared to the other individual potassium channel blocks. 

Figure 2-8 also shows the activation curve for Kca (right). This channel is regulated by calcium 

concentration as opposed to voltage and becomes more active with increasing levels of intracellular 

calcium. Therefore, it is most active at peak voltages and plays a role in dendritic repolarisation (Cai et 

al., 2004) and action potential after-hyperpolarisation (Sah and McLachlan, 1991, 1992). Consequently, 

Kca suppression did cause a small increase in resting membrane potential and input resistance but had 

the least impact on the nonlinear slope and synaptic weight threshold (Figure 2-8).   
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Figure 2-8: Acetylcholine modulated voltage- and calcium-dependent potassium conductance activation curves. Km 

and Kir activations with respect to voltage (left) and Kca activation with respect to calcium concentration (right).   

 

Ka channel inhibition caused a unique effect of increasing the nonlinear slope (Figure 2-6). Considering 

its activation and inactivation dynamics can help to explain this effect (Figure 2-9). The inactivation 

gate is fully open around resting membrane potential but starts to shut upon depolarisation (Figure 

2-9A). On the other hand, the activation gate is fully closed around resting membrane potential and 

begins to open upon depolarisation. Figure 2-9B shows the Ka current-voltage relationship, displaying 

increasing current until it reaches a peak at -27.4 mV. At voltages above this the current drops, even 

though the activation gate is open, because the inactivation gate is closing, deeming the channel 

inactive.  

 

 

Figure 2-9: A-type potassium channel voltage-dependent steady-state kinetics. (A) Voltage-dependent Ka activation and 

inactivation gating functions. (B) Ka steady-state current-voltage relationship. Dashed grey line highlights the voltage at which 

peak current is reached.  

Considering these dynamics, unlike the other potassium conductances, the Ka channel has immediate 

increasing activity upon depolarisation with its conductance peaking at -27.4 mV. To understand how 

this may impact the NMDA-mediated nonlinear slope, which was characterised as the largest increase 

in amplitude between consecutive synaptic weights, voltage traces before and after this increase are 
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shown below (Figure 2-10). The response peak before the large increase (pre-threshold) was -46.0 mV 

and the response after the largest increase (post-threshold) was -32.4 mV (Figure 2-10A). Therefore, 

the threshold for NMDA-mediated nonlinearity occurred within this voltage window, which coincides 

with Ka activity and therefore Ka plays a role in modulating the amplitude of dendritic events that occur 

within this range. Consequently, Ka channel suppression reduced this restriction on EPSP amplitude 

allowing the amplitude to increase at voltages when the Ka channel is usually most active (Figure 

2-10B). To summarise, the NMDA-mediated nonlinear boost in amplitude that occurred between -46.0 

mV and -32.4 mV in the control simulation (Figure 2-10A), coincided with Ka channel activity (Figure 

2-9B). When the Ka conductance was suppressed and so no concurrent potassium efflux, the jump in 

voltage at this threshold was amplified to 19.71 mV (difference between pre- and post-threshold peak) 

(Figure 2-10B), compared to an amplitude of 13.6 mV in the control (Figure 2-10A).  

 

 

Figure 2-10: Ka channel suppression caused a large increase in amplitude at the maximum nonlinear slope. Voltage 

traces with pre-threshold and post-threshold synaptic weight representing the largest increases in voltage amplitudes 

(maximum nonlinear slope). Grey dashed lines highlight the control voltage peaks pre- and post-threshold. (A) Control, (B) 

Ka inhibition.     

As the Ka channel was also partially blocked as part of simulating acetylcholine, it was expected that 

acetylcholine should also cause an increase in the nonlinear slope. On the contrary, acetylcholine caused 

a reduction in the slope (Figure 2-7B, Figure 2-11B), even though the Ka channel was partially 

suppressed. This could be explained by the fact that as acetylcholine increased the resting membrane 

potential and input resistance and in turn reduced the synaptic weight required to reach the maximum 

nonlinear slope (Figure 2-7), there is less synaptic weight and therefore less NMDA conductance 

(Figure 2-11, lower) at the key voltage window to drive a large increase in the amplitude.  
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Figure 2-11: Acetylcholine caused a reduction in the voltage amplitude at the maximum nonlinear slope. Upper: Voltage 

traces with pre-threshold and post-threshold synaptic weight representing the largest increases in voltage amplitudes 

(maximum nonlinear slope). Grey dashed lines highlight the control voltage peaks pre- and post-threshold. Lower: NMDA 

conductance at pre- and post-threshold weights. (A) Control, (B) Acetylcholine.     

Additionally, Kir inhibition reduced the synaptic weight threshold less than acetylcholine but had a very 

similar impact on the nonlinear slope (Figure 2-12). Therefore, at the key voltage window, even though 

there was less NMDA conductance with acetylcholine, the partial suppression of Ka allowed the 

nonlinear slope to reduce to a lesser extent than if it was fully active. Indeed, as is shown in Figure 2-12, 

there seemed to be a correlation between the change in synaptic weight and the change in the nonlinear 

slope whereby a greater reduction in the synaptic weight threshold was associated with a greater 

reduction in the nonlinear slope. This correlation was particularly strong with Kca, Km and Kir blocks, 

however Ka suppression and acetylcholine modulation did not wholly fit the correlation, due to Ka 

suppression having a remarkable increase on the response amplitude at the nonlinearity threshold. To 

summarise, as acetylcholine reduced the synaptic weight threshold more so than Kir suppression, it 

could have also been expected to reduce the nonlinear slope more so than Kir inhibition (Figure 2-12). 

Fitting a linear regression model to the Kir, Km and Kca data points in Figure 2-12 predicted 

acetylcholine to have an additional 42% reduction in the nonlinear slope (from -4.36 to -6.20 

mV/weight). However, this reduction was opposed by acetylcholine’s partial Ka suppression.  
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Figure 2-12: Change in nonlinear slope as a function of the change in synaptic weight required to reach the slope. Each 

point reflects the change in nonlinear slope and the change in synaptic weight required to reach the slope for each of the 

potassium channel blocks. The line of best fit shown was calculated using Kir, Km and Kca data points.   

2.3.2 Heterogeneity of nonlinear dendritic integration in a reconstructed CA3 neuron model 

A reconstructed CA3 neuron model was subsequently used to investigate the cholinergic modulation of 

NMDA spikes across the whole dendritic tree, specifically in CA3 morphology. In this model, an 

AMPA synaptic input was included in addition to the NMDA input to create a more physiological 

representation and rather than increasing the synaptic weight, the number of synapses stimulated within 

a dendritic branch section were increased. The inputs were positioned within a single dendritic branch 

section, 1µm apart and stimulated simultaneously, assuming clustered inputs on one branch are from 

the same axon or pathway (Sorra and Harris, 1993). 

 

To determine how well the model reflected experimental data on synaptic integration properties in CA3 

neurons, Figure 2-13 shows example traces (Figure 2-13A, B) and averaged nonlinear curves (Figure 

2-13C, D) comparing data from Makara and Magee (2013) with the model outputs. Makara and Magee 

(2013) stimulated increasing numbers of synapses via glutamate uncaging in the SO and SR dendrites 

of CA3 pyramidal neurons. The upper panels in Figure 2-13A and B show voltage traces recorded at 

the soma with AMPA and NMDA transmission intact. The lower panels compare AMPA-only 

transmission. Averaged input-output curves for control (black) and AMPA only (grey) input for the 

experimental data (Figure 2-13C) and the model (Figure 2-13D) are also shown. These plots 

demonstrate that the experimental and model example traces had similar waveforms and that the 

divergence between the control and AMPA-only curves (Figure 2-13C, D) occurred at a similar number 

of inputs (2-3). Therefore, the NMDA-mediated nonlinearity observed in this model accurately reflected 

experimental data. 
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Figure 2-13: Comparison of model simulations with experimental data from Makara and Magee (2013). (A) The 

experimental figures were taken from Makara and Magee (2013). (A) Example experimental traces (Makara and Magee, 2013: 

Figure 3B+E) with increasing synapse numbers. The bottom panel represents an AMPA only response, with NMDARs blocked 

with D-AP5. (B) Example traces from the model, reflective of A. (C) Average expected vs measured peak amplitudes in control 

and with D-AP5 (Makara and Magee, 2013: Figure 3F). (D) Number of synapses stimulated vs average measured peak 

amplitudes across stratum oriens (SO) (left) and radiatum (SR) (right) dendrites from the model. 

 

Figure 2-14 shows the reconstructed CA3 neuron morphology as well as example voltage traces from 

the six dendritic sections highlighted in Figure 2-14A. Figure 2-14B emphasises the variation in 

responses between dendrites and shows a clear effect of enlarged responses in the dendrite as you move 

further away from the soma. On the other hand, responses recorded in the soma got smaller the more 

distal the inputs, due to attenuation of the response (Figure 2-16A). Here, the same weight of synaptic 

input was used for all dendrites, however it is thought that the synaptic weights of the distal inputs are 

increased, in order to generate comparable responses between SR and SLM inputs at the soma (Baker 

et al., 2011; Hyun et al., 2015). Also, in comparison to the two-compartment model, these dendritic 

voltage traces exhibit two phases reflective of the AMPA and NMDA input components. The initial 

fast response is mediated by the AMPA component whereas the slower dynamics that display nonlinear 

increases in amplitude are mediated by the NMDA component.  
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Figure 2-14: Voltage trace examples from synaptic stimulation in different dendrites in the SR and SLM recorded in 

the dendrite and soma. (A) Reconstructed CA3 pyramidal neuron. Coloured dendrites represent dendrites used in the 

simulation and the colour corresponds to the distance from the soma. Values on the left reflect the approximate distance from 

the soma that separates the apical dendritic layers. The six circled dendrite sections represent the voltage trace examples in B. 

Inset highlights AMPA and NMDA-mediated responses. (B) Voltage trace examples recorded in the dendrite (left) and soma 

(right) from increasing the number of stimulated synapses from 1 to 20 on the dendritic sections labelled in A. Thicker lines 

represent 2, 10 and 17 synaptic inputs.       

Additionally, looking at the reconstructed neuron morphology in Figure 2-14A, the dendritic section 

thickness changed across the dendritic tree. Distal dendrites in the SLM region were thinner compared 

to the more proximal SR dendrites. This difference in dendrite thickness had an influence on the 

dendritic input resistance measurement, as is shown in Figure 2-15A. As the diameter increased, in 

dendrites closer to the soma, the dendritic input resistance reduced. However, this relationship was not 

linear, and the most distal dendrites that had a similar diameter to other SLM dendrites had a 

significantly greater input resistance (Figure 2-15A). Dendrite position within the tree can also influence 

the branch input resistance, specifically whether a section is at the end of a branch, known as a terminal 
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dendrite. Figure 2-15B shows a significant difference (p < 0.05) in input resistance between terminal 

(1970.20 ± 197.17 MΩ) and non-terminal (1177.75 ± 181.39 MΩ) dendrite sections in the SLM region.  

 

 

Figure 2-15: Dendrite diameter and position in tree effect on dendritic input resistance. (A) Relationship between 

dendrite section diameter and the measured section input resistance. Data points are from all coloured dendritic sections in 

Figure 2-14A. Points are additionally colour-coded according to dendrite distance from the soma. (B) Difference in input 

resistance between terminal (n = 18) and non-terminal (n = 8) dendrite sections in the SLM region. * = p < 0.05 (Wilcoxon 

rank sum). 

 

To visualise the nonlinearity of the amplitudes across different dendrites, the amplitude of the NMDA 

component of each response was measured and plotted against the number of synapses stimulated 

(Figure 2-16). To isolate the NMDA response and measure the resulting nonlinear increases in 

amplitude, AMPAR-only stimulations were subtracted from the combined AMPA + NMDA traces 

shown in Figure 2-14. Figure 2-16B and C reveal the diversity in nonlinearity between different 

dendritic branches and highlight the prominent proximodistal effect in which the steep nonlinear portion 

of the curve occurs at lower numbers of synapses in the distal SLM dendrites (Figure 2-16B), compared 

to the more proximal SR dendrites (Figure 2-16C). 
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Figure 2-16: Heterogeneous nonlinear integration throughout the dendritic tree. (A) Amplitude measured at the soma in 

relation to the stimulated dendrite distance from the soma. (B+C) Amplitude of the dendritic NMDA response with increasing 

numbers of synapses stimulated in the SLM (B) and SR dendrites (C). The labelled data points refer to the highlighted six 

example dendrites in the previous Figure.   

To quantify the nonlinearity threshold across different dendrites, the number of synapses at the 

maximum slope of the curves in Figure 2-16B and C were plotted on the neuron morphology (Figure 

2-18A) and against the dendrite distance from the soma (Figure 2-18B). As anticipated, the nonlinear 

threshold number of synapses was well correlated with dendrite distance from the soma. To investigate 

possible explanations for this effect, the nonlinear threshold was correlated to dendritic diameter (Figure 

2-17A) and input resistance (Figure 2-18C), as these are both correlated with dendrite distance from the 

soma (Figure 2-15A). The NMDA spike threshold was well correlated with dendrite diameter, with a 

higher diameter associated with a higher threshold number of synapses. This relationship was slightly 

stronger in the SR dendrites (R2 = 0.745) compared to the SLM dendrites (R2 = 0.590). However, 

dendritic input resistance displayed an even tighter relationship and the R2 values suggested that the 

number of synapses required for nonlinearity was likely explained by the dendritic input resistance 

(Figure 2-18C, SR R2: 0.804, SLM R2: 0.783). It is also important to note the nonlinear threshold 

relationships were almost identical at the soma (right) and the dendrite (left) (Figure 2-18B, C).       
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Figure 2-17: A reduced dendrite diameter is associated with a higher slope of nonlinearity and a lower number of 

synapses at the nonlinear threshold. Dendrite diameter correlated with (A) the number of synapses required to reach the 

slope of nonlinearity and (B) the maximum slope of nonlinearity. The R2 values of the linear regressions are displayed on each 

plot for the SR and SLM dendrites separately.   

 

 

Figure 2-18: Dendritic input resistance explains NMDA spike threshold differences across dendritic tree. (A) Number 

of synapses required to generate nonlinearity on different dendritic branches. (B+C) Number of synapses required to generate 

nonlinearity in the dendrite (left) and at the soma (right) with increasing distance from the soma (A) and increasing dendritic 

input resistance (C). The R2 values of the linear regressions are displayed on each plot for the SR and SLM dendrites separately.   

A less evident impact was the change in the slope of nonlinearity between different dendritic branches 

(Figure 2-19). From looking at the morphology (Figure 2-19A) and the left plot in Figure 2-19B, there 

does seem to be a proximodistal effect on the dendritic nonlinear slope in which the further away the 

dendrite from the soma, the steeper the slope of nonlinearity (SLM R2 = 0.403; SR R2 = 0.250). This 

difference again could be explained well by dendrite diameter (Figure 2-17B, SLM R2 = 0.645; SR R2 

= 0.808) and input resistance (Figure 2-19C, left; SLM R2 = 0.597; SR R2 = 0.875) and in fact here, the 
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dendrite diameter (R2 = 0.645) explained the slope of nonlinearity slightly better than the input 

resistance (R2 = 0.597) in the SLM dendrites. Interestingly, the nonlinear slope measured at the soma 

appeared to have a very different relationship to the dendrite location and input resistance (Figure 

2-19B, C, right). However, the maximum slope values at the soma are considerably smaller than in the 

dendrite as the voltage attenuates with propagation through the dendritic tree and this is causing the 

relationship shown here. To counteract the attenuation effect of the voltage, the slope was calculated 

with the amplitudes normalised to the maximum which made it easier to compare the slope between the 

different dendritic inputs (Figure 2-20).  

 

 

Figure 2-19: Variation in the slope of nonlinearity across dendritic branches. (A) Maximum slope of nonlinearity across 

different dendritic branches. (B+C) Maximum slope of nonlinearity in the dendrite (left) and at the soma (right) with increasing 

distance from the soma (B) and increasing dendritic input resistance (C). The R2 values of the linear regressions are displayed 

on each plot for the SR and SLM dendrites separately.   

 

By calculating the maximum nonlinearity slope in this way, the relationships are similar between the 

dendrite and the soma and as before can be explained by the dendritic input resistance (Figure 2-20). 

Inputs to different dendrites in the SR region did not appear to impact the nonlinear slope measured at 

the soma (R2 =0.207), whereas dendrite distance in the SLM region had a much stronger impact (R2 = 

0.518, Figure 2-20A, right). This also translated to the impact dendritic input resistance had on the 

nonlinear slope at the soma (Figure 2-20C, right), with it having a larger effect on the distal SLM 

dendrites (R2 = 0.836), compared to the SR dendrites (R2 = 0.648).  
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Figure 2-20: Maximum slope of nonlinearity calculated from normalised amplitudes. (A+B) Normalised maximum slope 

of nonlinearity in the dendrite (left) and at the soma (right) with increasing distance from the soma (A) and increasing dendritic 

input resistance (B). The R2 values of the linear regressions are displayed on each plot for the SR and SLM dendrites separately.   

 

2.3.3 Cholinergic modulation of nonlinear integration in a reconstructed CA3 neuron model 

The simulations in the two-compartment model predicted that acetylcholine reduced the amount of 

synaptic input required to generate nonlinearity in the dendrite. The effect of acetylcholine was now 

tested in the reconstructed neuron model to see if it produced this same effect, as well as to see how 

dendrites across the whole dendritic tree would respond. Figure 2-21B shows voltage traces of 

increasing synaptic input on six example dendrites (Figure 2-21A) with and without simulated 

acetylcholine. The colour coding represents dendrite distance from the soma. The acetylcholine was 

simulated in the same way as the previous model, by blocking Ka, Km, Kca and Kir conductances. As 

would be expected, acetylcholine depolarised the resting membrane potential and increased the EPSP 

half-width (Figure 2-21B). In Figure 2-21C the amplitude of the NMDA-mediated response is plotted 

against the number of synapses stimulated and shows that acetylcholine (blue) shifted the curves slightly 

to the left, indicating less input was needed to reach the same amplitude. The shift in the curve here is 

less evident than in the two-compartment model.       
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Figure 2-21: EPSP example traces from synaptic stimulation with cholinergic modulation in different dendrites in the 

SR and SLM. (A) Reconstructed CA3 pyramidal neuron. Coloured dendrites represent dendrites used in the simulation and 

the colour corresponds to the distance from the soma. The six circled dendrite sections represent the voltage trace examples in 

B. (B) Voltage trace examples recorded in the dendrite without (left) and with simulated acetylcholine (ACh) (right) on the 

dendritic sections labelled in A. (C) Amplitude of NMDA-mediated voltage response with increasing synapse number for each 

of the example dendrites in B, with (blue) and without (black) cholinergic modulation.      

Next, the extent of this modulation by acetylcholine was investigated across different dendrites within 

the dendritic tree (Figure 2-22). Overall, the NMDA spike threshold (Figure 2-22A) in SR dendrites 

appeared to be modulated to a higher degree compared to dendrites in the SLM region, with 

acetylcholine causing a larger reduction in the number of inputs required in dendrites closer to the soma. 

Cholinergic modulation did not seem to affect a large proportion of the SLM dendrite nonlinear 

thresholds, most likely since the number of synapses needed were very low to begin with. Regarding 

acetylcholine’s effect on the maximum slope of nonlinearity (Figure 2-22B), this seemed to have more 

of an influence in the SLM dendrites, particularly the most distal dendrites, and minimal impact in the 

SR dendrites.  
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Figure 2-22: Extent of cholinergic modulation across all dendrites. (A) Change in the number of synapses required to reach 

the maximum slope of nonlinearity with acetylcholine in all dendrites. (B) Change in the maximum slope of nonlinearity with 

acetylcholine in all dendrites.  

To explore whether the resting dendrite input resistance was responsible for the varying cholinergic 

effects across different dendrites, the change in the number of synapses required to produce nonlinearity 

with acetylcholine was plotted against the initial dendrite input resistance (Figure 2-23). The change in 

NMDA spike threshold was well correlated to the input resistance in the SLM dendrites (R2 = 0.706), 

but less so in the SR dendrites (R2 = 0.080) and therefore, the initial dendrite input resistance did not 

fully explain the changes seen with acetylcholine.      

 

 

Figure 2-23: Impact of dendrite initial input resistance on cholinergic effect. Change in the number of synapses required 

to reach nonlinearity in relation to the initial dendritic input resistance. The R2 values for SR and SLM dendrites are displayed. 

Light blue = SLM dendrites, dark blue = SR dendrites. 

 

As stated above, in a proportion of SLM dendrites cholinergic modulation did not seem to affect the 

number of synapses required for nonlinearity. In distal dendrites with a very high initial resting input 

resistance of more than 2000 MΩ there was no change in the synapse number threshold with cholinergic 
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modulation as the number of synapses required for nonlinearity was already at 1 and therefore could 

not be reduced further. Additionally, acetylcholine did not affect the synapse number threshold in a 

small group of proximal SR dendrites (Figure 2-22A). These dendrites had an initial very low resting 

input resistance of less than 220 MΩ and in turn a very low slope of nonlinearity in comparison to other 

SR dendrites. Due to their low initial input resistance, the EPSP NMDA component from stimulated 

synaptic inputs did not reach a high enough voltage (-67.28 ± 1.75 mV) for a significant NMDA-

mediated nonlinear effect (Figure 2-24, Figure 2-21 (SR6 example dendrite)). Cholinergic modulation 

did increase the peak of the NMDA voltage response (-53.90 ± 2.54 mV) in these dendrites (Figure 

2-24, right), but still by not enough to reach the key NMDA voltage window for nonlinearity and 

therefore did not have an influence on the threshold number of synapses.     

 

 

Figure 2-24: Proximal SR dendrites with a low resting input resistance reach a significantly lower maximum NMDA 

voltage peak. SR dendrites were separated into two groups based on their resting input resistance (< 220 MΩ: n = 6, >= 220 

MΩ: n = 34) to investigate why the NMDA spike threshold for the low input resistance group was unaffected by acetylcholine. 

Left: control; Right: Ach. * = p < 0.05 (Wilcoxon rank-sum).  

 

Removing these SR dendrites with an initial very low input resistance, as well as the SLM dendrites 

with an initial synapse number threshold of 1, unveiled a correlation between the change in resting input 

resistance with acetylcholine and a change in the number of synapses at the maximum nonlinear slope 

in the remaining dendrites (Figure 2-25A, SR R2 = 0.840, SLM R2 =0.712). Here, the number of 

synapses required was reduced to a greater extent in dendrites that had a higher increase in input 

resistance. This reflects the results in Figure 2-18C whereby the input resistance was highly predictive 

of the number of synapses at the maximum nonlinear slope. Additionally, the percentage reduction in 

the number of synapses with acetylcholine was generally within a similar range, between 15 and 35%, 

regardless of the change in input resistance (Figure 2-25B). Overall, in the majority of dendrites, the 

acetylcholine-mediated reduction in the absolute number of synapses required to reach the nonlinear 

threshold could be explained by the relative change in input resistance (Figure 2-25A) and that the 

percentage change in synapse number was similar across all dendrites (Figure 2-25B). 
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Figure 2-25: Change in dendritic resting input resistance with acetylcholine explained the extent of reduction in synapse 

number at the maximum slope of nonlinearity in the majority of dendrites. (A) Absolute change in number of synapses 

required for nonlinearity; (B) Percent change in number of synapses required for nonlinearity. SLM dendrites that had an initial 

threshold synapse number of 1 and SR dendrites with a resting input resistance of less than 220 MΩ were excluded from these 

correlations.  

 

As was shown in Figure 2-22B, acetylcholine interestingly had variable effects on the nonlinear slope 

across the dendritic tree. In the majority of dendrites there was a unified small reduction in the slope 

with acetylcholine (Figure 2-22B) as was seen and analysed in the two-compartment model (Figure 

2-11). However, in SLM dendrites more than 500 µM from the soma with a very high input resistance, 

above 1800 MΩ, there was high variability in the impact of acetylcholine on the nonlinear slope. 

Interestingly, acetylcholine reduced the slope in one group of dendrites but increased it in another group 

(Figure 2-22B). When plotting the change in slope on the neuron morphology, the two groups 

displaying opposite effects on the nonlinear slope were mostly clustered on two distinct trees (Figure 

2-26).  
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Figure 2-26: Change in maximum slope of nonlinearity with acetylcholine on different dendrite branches. Blue 

represents a reduction in the maximum slope of nonlinearity whereas red represents an increase. 

Figure 2-27 compares different dendritic properties with the acetylcholine-driven change in the 

nonlinear slope to investigate what could be causing the variability between the contrasting effects in 

these most distal dendrite sections (Figure 2-27A). All dendrites in both groups were more than 500 µm 

from the soma (Figure 2-27F) and were nearly all terminal dendrites. There was no difference in 

dendrite length (Figure 2-27B), diameter (Figure 2-27D), number of compartments (Figure 2-27C), 

number of branchpoints to the soma (Figure 2-27E) or Ka peak conductance (Figure 2-27H) between 

the two groups. There was however a significant difference in baseline input resistance (Figure 2-27G), 

possibly produced from a slight but not significant difference in dendrite diameter (Figure 2-27D).  The 

group of dendrites in which acetylcholine increased the slope had a lower baseline input resistance 

(2037.38 ± 46.73 MΩ) compared to the surrounding distal dendrites (2839.00 ± 116.06 MΩ) (Figure 

2-27G) and consequently a lower baseline nonlinear slope (Figure 2-27I).  
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Figure 2-27: Comparisons between the distal dendrite groups in which acetylcholine caused opposing effects on the 

slope of nonlinearity. (A) Percent change in the slope of nonlinearity. (B) Length of dendrite section. (C) Number of 

compartments in dendrite section. (D) Dendrite diameter. (E) Number of branchpoints to the soma. (F) Distance of dendrite 

from the soma. (G) Baseline resting input resistance. (H) Ka peak conductance. (I) Baseline slope of nonlinearity. * = p < 0.05 

(Wilcoxon rank sum). Reduction in slope group: n = 6. Increase in slope group: n = 7.  

 

The two-compartment model showed that as the synaptic weight threshold was reduced with 

acetylcholine there was therefore less NMDA conductance driving the nonlinear increase at the NMDA 

spike voltage window (Figure 2-11). However, in these distal dendrites in the reconstructed model, 

cholinergic modulation did not impact the synapse number threshold because it was already at 1 and 

therefore the NMDA conductance at the threshold was the same in both the control and with 

acetylcholine. Consequently, there was a different explanation for the reduction in the nonlinear slope 

in these dendrites as well as an alternative explanation for the contrasting dendrites in which the slope 

increased. To further investigate these differences in the change in the nonlinear slope, the NMDA-

mediated voltage traces, before (pre-threshold) and after (post-threshold) the largest increase in 

amplitude, were plotted for each group of dendrites from Figure 2-27. 
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In distal dendrites with an input resistance above 2300 MΩ and an initial synapse threshold of 1, 

acetylcholine reduced the nonlinear slope (Figure 2-27). The post-threshold NMDA-mediated 

amplitude was similar in the control and with acetylcholine (Figure 2-28A, control: 33.49 ± 2.12 mV; 

ACh: 35.36 ± 1.36 mV). However, the pre-threshold NMDA-mediated amplitude was significantly 

increased with cholinergic modulation (Figure 2-28A, control: 11.09 ± 1.25 mV, ACh; 18 ± 1.75 mV, 

p < 0.05). Therefore, because of the very high input resistance and consequent large response from just 

one synaptic input in these dendrites, acetylcholine boosted the membrane potential and input resistance 

so that the initial EPSP reached the NMDA nonlinear voltage window with a single synaptic input. 

Therefore, the initial EPSP amplitude was already very high with acetylcholine and so the increase in 

amplitude (nonlinear slope) between the first and second response was reduced (Figure 2-28A).  

 

 

 

Figure 2-28: Averaged EPSP NMDA-component traces before and after the largest jump in amplitude (maximum 

nonlinear slope) in the distal dendrites with high (left) and lower (right) input resistance. (A) Averaged traces for the 

distal dendrites with a high baseline input resistance and reduction in the nonlinear slope with acetylcholine. (B) Averaged 

traces for the distal dendrites with a lower baseline input resistance and an increase in the nonlinear slope with acetylcholine. 

Dashed line = pre-threshold. Solid line = post-threshold. The nonlinear slope is the difference in amplitude between the pre- 

and post-threshold traces.  

  

In comparison, the dendrite group in which acetylcholine increased the nonlinear slope had a 

significantly lower initial input resistance (Figure 2-27G) and therefore the control pre- and post-

threshold amplitudes were lower compared to the higher input resistance dendrites (pre-threshold 9.14 

± 1.82 mV, post-threshold 26.64 ± 1.80 mV, Figure 2-28B). Also, the lower initial input resistance 

meant that cholinergic modulation did not increase the unitary EPSP amplitude by a large amount 

(control pre-threshold: 9.14 ± 1.82 mV, ACh pre-threshold: 11.39 ± 0.33 mV, Figure 2-28B). Instead, 
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the post-threshold amplitude increased significantly with acetylcholine (ACh post-threshold: 31.36 ± 

0.59 mV).  

 

The reason this increase occurred can be explained by considering the high Ka conductance in this 

dendritic region (Figure 2-29A) in conjunction with the lower input resistance at this distance from the 

soma (Figure 2-29B, Figure 2-29C). As was determined in the two-compartment model, the Ka 

conductance was the main channel responsible for modulating the slope of nonlinearity. In this 

reconstructed model, as explained in the Methods (section 2.2.4), the peak conductance of Ka increased 

with distance from the soma. Therefore, the impact of Ka suppression during cholinergic modulation 

could be amplified in these distal dendrites that have higher Ka levels. These dendrites in which 

cholinergic modulation had conflicting effects on were a similar distance from the soma and hence had 

a similar Ka peak conductance (Figure 2-27H). However, due to their differences in baseline input 

resistance (Figure 2-27G, Figure 2-29B), the initial unitary EPSP in the group with a slightly lower 

input resistance did not increase by a large amount with acetylcholine. Alternatively, the post-threshold 

response with 2 synaptic inputs increased the most with acetylcholine (Figure 2-28B) and this increase 

occurred within the voltage window that benefitted from partial Ka suppression, to further amplify this 

nonlinear response. This effect from Ka inhibition is usually obscured, as was seen with the high input 

resistance dendrites because they already produce a large response with very little input (Figure 2-28A). 

 

Figure 2-29 below summarises the combined effect of high distal Ka conductance (Figure 2-29A), 

which is similar across these groups of dendrites, with differing baseline input resistances (Figure 

2-29B). From calculating the difference between normalised Ka peak conductance and normalised input 

resistance (Figure 2-29C) between dendrites, it showed that the difference was highest in dendrites that 

had an acetylcholine-mediated increase in the slope (Figure 2-29D). Therefore, the high Ka peak 

conductance in distal dendrites in combination with an unusually low input resistance in a group of 

dendrites, explained the acetylcholine-mediated increase in the nonlinear slope.  
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Figure 2-29: The combination of a high Ka peak conductance with a lower input resistance in the distal dendrites could 

explain the acetylcholine-mediated increase in the nonlinear slope. (A) Ka peak conductance was at a similar amount in 

all the distal dendrites. (B) Specific dendritic branches have a lower resting input resistance. (C) Overlay of normalised Ka 

peak conductance with normalised resting input resistance. (D) The increase in the nonlinear slope is more prominent in 

dendrites with a lower input resistance. 

 

2.3.4 Effect of potassium channel inhibition on NMDA-mediated nonlinearity in the 

reconstructed neuron model 

As in the two-compartment model, the contribution of each potassium conductance to the cholinergic 

effects was also assessed. Figure 2-30 shows the average change in membrane potential and input 

resistance across all dendrites in the SR and SLM regions upon simulating acetylcholine as well as 

blocking each potassium conductance separately. Simulated acetylcholine increased the resting 

membrane potential the highest amount, by 10.61 ± 0.02 % in SLM and 10.37 ± 0.02 % in SR dendrites, 

whereas blocking the Ka conductance had the least impact. Blocking the Km conductance had more of 
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an effect in the proximal SR dendrites as it was only present in the somatic compartment and Kir 

inhibition had the largest effect on resting membrane potential compared to the other potassium 

channels. Overall, there was little variability between different dendrites. On the other hand, the change 

in input resistance was more variable between dendrites. Blocking the Ka conductance produced the 

greatest increase in input resistance in the SLM dendrites (10.21 ± 0.82 %), whereas blocking the Km 

channel had the largest effect in the SR dendrites (12.66 ± 1.40 % increase). This again could be 

explained by the fact that the Km conductance was only present at the soma whereas the Ka conductance 

was expressed more strongly in the distal dendrites. Blocking the Kca conductance also a had significant 

effect on the dendritic input resistance but this was less pronounced than the other conductances.           

 

 

Figure 2-30: Change in resting membrane potential and input resistance in dendrites upon blocking potassium 

channels. (A) Percent change in membrane potential in SLM (upper) and SR (lower) dendrites. (B) Percent change in dendritic 

input resistance in SLM (upper) and SR (lower) dendrites. * indicates p < 0.01 (Bonferroni adjusted alpha value). 

The effect of blocking each potassium channel on the number of synapses required to generate 

nonlinearity as well as the maximum slope of nonlinearity was also assessed (Figure 2-31). In the SLM 

dendrites, the number of synapses required to generate nonlinearity was reduced the most with 

acetylcholine (by 16.43 ± 3.58 %, from 2.50 ± 0.37 to 1.88 ± 0.25) and there was also a significant 

reduction with Ka inhibition (9.66 ± 2.86 %). In the SR dendrites, again acetylcholine created the largest 

reduction in NMDA spike threshold (20.07 ± 1.76 %, from 10.30 ± 0.92 to 8.50 ± 0.88) and blocking 

each of the potassium conductances also significantly reduced the threshold, but to a lesser extent. No 

one particular conductance seemed to be driving the effect seen with acetylcholine. The effect of 

reducing the threshold was overall higher in the SR dendrites compared to the SLM dendrites most 
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likely because, as explained previously, the baseline thresholds in the SLM dendrites were already very 

low. Similar to the two-compartment model, the change in the maximum slope of nonlinearity was 

mostly impacted by Ka channel inhibition (8.78 ± 2.99 % increase, Figure 2-31B). The Kca conductance 

also seemed to slightly modulate the nonlinear slope in the SLM dendrites. Interestingly, acetylcholine 

had little effect on the maximum slope of nonlinearity and in the SLM dendrites caused a small decrease, 

whereas in the SR dendrites produced a small increase in the slope. Blocking the Ka channel was the 

only potassium conductance that impacted the slope in the SR dendrites.      

 

   

Figure 2-31: Change in NMDA spike threshold and maximum slope of nonlinearity in dendrites upon blocking 

potassium channels. (A) Percent change in number of synapses at maximum slope of nonlinearity in SLM (upper) and SR 

(lower) dendrites. (B) Percent change in maximum slope of nonlinearity in SLM (upper) and SR (lower) dendrites. * indicates 

p < 0.01 (Bonferroni adjusted alpha value). 

 

To investigate the bimodal distribution observed in the NMDA spike thresholds in the SR dendrites 

(Figure 2-31A, lower), the thresholds were plotted against the dendrite diameter size (Figure 2-32A) 

and whether the stimulated dendrite was a terminal dendrite (Figure 2-32B). Both factors had significant 

differences between the groups, with the bimodal distribution more apparent with dendrite diameter, 

suggesting this had more of an impact on the distribution than whether the dendrite was a terminal 

dendrite. There was a significant difference between the NMDA spike thresholds with a dendrite 

diameter of more than 0.7 µm producing an average threshold of 16.31 ± 0.76 synapses (9 – 19 

synapses), compared to a threshold of 6.29 ± 0.61 synapses (2 – 16 synapses) in dendrites less than 0.7 
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µm in diameter (Figure 2-32A). Along with the results shown in the previous Figure (Figure 2-31A, 

lower), this suggests that potassium channel inhibition had little effect on the thinner SR dendrites that 

already had a low threshold and produced a greater threshold reduction in the thicker dendritic sections.  

 

Figure 2-32: Bimodal distribution of SR dendrite NMDA spike thresholds explained by dendrite diameter. (A) Number 

of synapses at maximum slope of nonlinearity for dendrites greater than and less than 0.7 µm. (B) Number of synapses at 

maximum slope of nonlinearity for terminal and non-terminal dendrites. * indicates p < 0.05. 

 

As the dendritic input resistance was a good predictor of the number of synapses at maximum 

nonlinearity (Figure 2-18), it was possible that the change in membrane potential or input resistance 

from potassium channel inhibition could explain the change in the number of synapses required to 

generate nonlinearity (Figure 2-33). However, the percent change in the number of synapses required 

for nonlinearity was not well correlated and could not be explained by the change in membrane potential 

(Figure 2-33A, R2 = 0.147) or the change in input resistance (Figure 2-33B, R2 = 0.004). This suggested 

that potassium channel modulation of NMDA spike threshold was not only mediated by increasing the 

membrane potential and input resistance.         

 

Figure 2-33: Relationship between change in NMDA spike threshold and change in membrane potential (left) and 

dendritic input resistance (right). (A) Change in the number of synapses required to generate nonlinearity in relation to the 

change in membrane potential for each potassium channel block. (B) Change in the number of synapses required to generate 

nonlinearity in relation to the change in input resistance for each potassium channel block. R2 values from a linear regression 

are displayed. Dark blue = ACh, light blue = Ka, yellow = Km, green = Kca, orange = Kir.  
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Considering this and to assess further effects potassium channel inhibition may have on NMDA spike 

properties, the change in NMDA spike half-width and amplitude were analysed (Figure 2-34). These 

results suggested that Kca channels strongly modulated the NMDA spike half-width, in both the SR 

and SLM dendrites (Figure 2-34A), increasing the half-width by 28.19 ± 2.6% and 64.55 ± 3.78% 

respectively. Therefore, inhibition of this particular conductance could be important for increasing the 

duration of NMDA spikes. Indeed, Kca plays a role in dendritic repolarisation and is most active at high 

intracellular calcium concentrations (Figure 2-8). Therefore, Kca suppression delayed dendritic 

repolarisation and increased NMDA spike half-width. NMDA spike amplitude was only impacted by 

Ka channel inhibition in the SLM dendrites, which caused an 18.23 ± 7.05 % increase in amplitude. 

Again, this makes sense as Ka was present at higher densities in the distal dendrites and is usually most 

active during NMDA-mediated nonlinear increases in EPSP amplitude (Figure 2-9). Potassium channel 

inhibition caused even less alteration in NMDA spike amplitude in the SR dendrites.       

 

 

Figure 2-34: Change in NMDA spike half-width and amplitude in dendrites upon blocking potassium channels. (A) 

Percent change in half-width in SLM (upper) and SR (lower) dendrites. (B) Percent change in NMDA response amplitude in 

SLM (upper) and SR (lower) dendrites. * indicates p < 0.01 (Bonferroni adjusted alpha value). 

 

2.3.5 Results comparison with a physiological range of potassium conductances  

To confirm that the changes found in this model could also be applicable to neurons with varying 

potassium channel conductance configurations, a physiological range of potassium conductances were 

also modelled. To perform this, the potassium conductance optimisation was run again, to include 
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standard deviation of the membrane potential and input resistance parameters as well as the average 

values. This outputted an average and standard deviation for each potassium conductance (Table 3), 

from which potassium conductances could be randomly drawn from a normal distribution and the 

simulation repeated with different potassium conductances. The normal distributions were truncated at 

0 so no negative conductance values were drawn. The simulation was run 8 times with different 

potassium conductances configurations on 8 SR and 8 SLM dendrites. The changes were then averaged 

across these 8 simulations and compared with the data in the previous Figures (Figure 2-35).  

Table 3: Peak conductance optimisation outputs for each potassium conductance. 

 

 

Figure 2-35A shows the mean change in membrane potential averaged across each of the 8 simulations, 

exhibiting the physiological variability between inhibiting each of the potassium conductances. Figure 

2-35B-F display the relationship between the mean data from the previous Figures (Figure 2-30, Figure 

2-31, Figure 2-34) and the averaged data across the 8 simulations. Points that fall on the diagonal grey 

line signify that the average data from the initial simulation is the same as the averaged data from the 8 

simulations with varying potassium conductance values. Therefore, the majority of effects observed in 

the initial simulation were very similar to simulations run with physiologically relevant variability. 

There were some differences in the NMDA spike threshold and amplitude in SLM dendrites (Figure 

2-35C, F) that suggested the additional heterogeneity produced stronger effects. Overall, the data 

presented here suggested that the qualitative results obtained from the initial simulation were 

comparable to using a range of potassium conductances and that this additional heterogeneity did not 

affect the key findings.    

 

 1 

Channel  
Peak conductance (S/cm

2
) 

Mean Standard deviation 

Ka 5.56 x 10
-11

 9.62 x 10
-11

 

Km 0.0011 0.0026 

Kca 0.0012 0.0010 

Kir 3.47 x 10
-6

 2.11 x 10-6 
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Figure 2-35: Effect of testing a realistic range of potassium conductances on NMDA spike properties. (A) Change in 

membrane potential when blocking potassium channels, averaged across 8 simulations of different potassium conductances. 

Scatter plots in B-F are comparing average measurement changes from initial simulation data (Figure 2-30, Figure 2-31, Figure 

2-34) (x-axis) to average change from 8 simulations (y-axis). Upper = SLM dendrites, lower = SR dendrites. (B) Dendritic 

input resistance, (C) Threshold, (D) Maximum slope of nonlinearity, (E) NMDA spike half-width, (F) NMDA spike amplitude. 
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2.4 Discussion  

To summarise, simulating acetylcholine by blocking potassium channels reduced the number of 

synapses required to generate nonlinearity in a two-compartment and a fully reconstructed CA3 neuron 

model. Furthermore, dendrite distance from the soma and dendritic input resistance were important 

factors in determining the dendrite’s nonlinearity threshold and there were on average approximately 

four times less synapses required to generate nonlinearity in the distal SLM dendrites compared to more 

proximal SR dendrites. Similar observations have been made in CA1 neurons comparing distal and 

proximal SR dendrites (Weber et al., 2016). Acetylcholine also produced a heterogeneous effect in this 

reconstructed CA3 neuron model, suggesting that acetylcholine increased the impact of NMDA spikes 

on particular dendrites as opposed to having a widespread effect across the whole dendritic tree. 

Additionally, Ka inhibition had the biggest impact on increasing the nonlinearity slope in SLM 

dendrites and the Kca channel played the strongest role in modulating the NMDA spike half-width.  

  

In this chapter, simulations were run on both a two-compartment and a reconstructed neuron model. 

The two-compartment model comprised of a somatic and dendritic compartment to understand the 

impacts of manipulating channel conductances without the additional complexity of CA3 dendrite 

branching morphology. On the other hand, the reconstructed neuron model had the ability to 

additionally assess differences across the dendritic tree, including analysing how different dendritic 

properties, such as dendritic diameter and input resistance, also influence nonlinear integration. The 

branching morphology in the reconstructed model also more realistically captured the integration of 

inputs and encompassed higher dendritic input resistances which in turn facilitated local dendritic 

events. Additional simulations could also have investigated between-dendrite interactions, which would 

not be possible in the two-compartment model. One of the disadvantages of using the reconstructed 

neuron model was the computational power required to run the simulations. This model had 943 

compartments and was run on 66 different dendrite sections and therefore took significantly longer to 

run compared to the two-compartment model.  

 

In general, one of the challenges with creating detailed biophysical neuron models is producing an 

accurate representation of ion channel conductances, deciding which ones to include and in what 

quantities and distributions. Matching different neuron model outputs to experimental data helps to 

validate the model and determine the correct ratios of channel conductances. However, tuning the 

conductance parameters manually, especially when there are many different conductance mechanisms, 

is time-consuming and challenging as changing one channel parameter not only impacts that 

conductance but can additionally affect the behaviour of other conductances on neuron properties. 

Therefore, to help tune the models, an optimisation algorithm was implemented, aiming to fit the neuron 

properties to experimental data as closely as possible, to determine an optimal set of peak potassium 
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conductances. An issue with the optimisation is that there isn’t one optimal solution and in fact the 

optimisation for the two-compartment and reconstructed neuron model produced different optimal 

channel conductance ratios and activation kinetics. One explanation for this difference between the 

models is that the reconstructed model also incorporated varying distributions of certain conductances 

across the dendritic tree. Despite their differing parameters, both models still produced similar 

overarching results. In addition, physiological variations in conductance levels were introduced in the 

reconstructed model (section 2.3.5) to test the robustness of the results and again there were no 

significant differences in the impact of inhibiting the different channels.    

 

Overall, the key findings from both the two-compartment and reconstructed models were similar in 

which acetylcholine reduced the threshold for nonlinear integration, with the Ka and Kca channels 

playing specific roles in modulating the slope of nonlinearity and NMDA spike half-width, respectively. 

The additional simulations run on different dendritic sections in the reconstructed model provided 

supplementary information on differences in NMDA spike generation and cholinergic impacts across 

the dendritic tree.      

 

Nonlinear integration in CA3 neurons has been previously studied in ex vivo brain slices (Makara and 

Magee, 2013). In this study, the authors increased the number of synapses stimulated on SR and SO 

dendritic branches using glutamate uncaging and measured the amplitudes at the soma. The nonlinear 

increases found in EPSP amplitudes were dependent on NMDAR activation as when the experiments 

were repeated in the presence of APV there was no nonlinear integration. They also found a bimodal 

distribution of NMDA spike decay times and that this difference was not dependent on the dendrite 

distance from the soma but on GIRK channel expression. In this model, there was not a relationship 

between the Kir conductance expression and NMDA spike half-width and in fact the Kca channel was 

mostly responsible for modulating NMDA spike half-width, which has been observed previously in 

CA1 neurons (Cai et al., 2004). The Kir model used here, had a similar current-voltage curve to the 

GIRK conductance in CA3 neurons, but blocking it did not produce the same effects on the resting input 

resistance and membrane potential as in Makara and Magee (2013). This was the most appropriate Kir 

model found at the time of simulations, and it’s possible that there could be a better replacement to use 

which would more accurately represent the results that were found in Makara and Magee (2013).  

Makara and Magee (2013) also did not find a relationship between NMDA spike properties and dendrite 

distance from the soma, however a distance-dependent effect has previously been observed in CA3 

neurons in relation to dendritic sodium spikes (Kim et al., 2012). They found that dendritic sodium 

spikes had a reduced initiation threshold with increasing distance from the soma. 

 

The effect of acetylcholine on dendritic integration has previously been studied in other brain regions, 

such as the somatosensory cortex (Williams and Fletcher, 2019). Here, they used stimulated endogenous 
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acetylcholine release using optogenetics and found that this increased dendritic excitability and 

integration and led to long duration plateau potentials that enhanced somatic burst firing. These effects 

were found to be mediated by activation of R-type calcium channels. Furthermore, in CA1 neurons, 

carbachol has been shown to enhance sodium spike strength and propagation in dendrites that initially 

had weaker effects, whereas it did not influence sodium spikes in branches that already produced strong 

responses (Losonczy et al., 2008). This is in line with the results presented here in that the effect of 

acetylcholine was greater in the SR region, that initially had a higher threshold for NMDA spike 

generation compared to the SLM dendrites. This suggests that acetylcholine could selectivity facilitate 

NMDA spikes in the SR region and promote plasticity in the recurrent inputs. The effect of 

acetylcholine on CA3 somatic excitability has been shown to be dependent on the type of pyramidal 

neuron (Hunt et al., 2018). Hunt et al., (2018) characterised two types of CA3 pyramidal neuron: athorny 

bursting and thorny regular-spiking. Acetylcholine increased the firing frequency of regular-spiking 

neurons and reduced initial firing frequency of bursting neurons. As athorny bursting cells facilitated 

sharp-wave ripples (SWRs), they were thought to play a role in memory consolidation. In line with 

acetylcholine’s proposed role in memory encoding and not consolidation, the presence of acetylcholine 

reduced the ability of athorny neurons to generate SWRs, thought to reduce the likelihood of 

consolidation and bias the network towards a memory encoding state.  

 

Other key results from this study were the effect of the Ka and Kca conductances on the nonlinear 

maximum slope and on the NMDA spike half-width, respectively. These results support experimental 

data from CA1 neurons, which showed that downregulation of the A-type potassium channel increased 

dendritic plateau potential amplitude (Cai et al., 2004) and increased sodium spike strength (Losonczy 

et al., 2008) and that blocking SK channels increased plateau potential duration (Cai et al., 2004). As 

was investigated in the results, as Kca is active with high intracellular calcium concentrations and plays 

a role in dendritic repolarisation, Kca suppression prevented dendritic repolarisation and prolonged the 

NMDA spike half-width. On the other hand, Ka is most active during the voltage window for NMDA-

mediated nonlinear increases in amplitude and therefore Ka suppression enabled larger increases in the 

nonlinear amplitude.               

2.4.1 Functional implications 

Dendritic spikes provide a potential mechanism for plasticity induction at synapses. NMDA spikes 

depolarise dendritic branches and increase local calcium signalling within the dendrite, both of which 

could facilitate synaptic plasticity. This plasticity could also occur without the need for a 

backpropagating action potential. In CA3 recurrent synapses, NMDA spikes have been shown to be 

necessary for inducing a specific type of timing-dependent associative plasticity (Brandalise et al., 2016, 

2021). This plasticity is induced from subthreshold mossy-fibre stimulation co-ordinated with NMDA 

spike initiation in the SR dendrites. The ability of acetylcholine to reduce the threshold of NMDA spike 
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generation could therefore facilitate CA3 recurrent plasticity and the formation of memory ensembles. 

Another consequence of dendritic NMDA spikes is that they can induce somatic bursting which could 

facilitate STDP which has been shown to also be a mechanism of plasticity induction at recurrent 

synapses (Mishra et al., 2016). The symmetric STDP rule discovered in Mishra et al., (2016) was shown 

to facilitate the storage of memory ensembles in a model.      

 

NMDA-dependent plateau potentials have been shown to underly place cell formation and plasticity in 

CA1 neurons (Bittner et al., 2015, 2017) and therefore a similar mechanism is likely at play in CA3 

place cells, as there is evidence of plateau potentials can be initiated in CA3 neurons in brain slices 

(Raus Balind et al., 2019). As place cells can form in novel environments, acetylcholine could also play 

a role in place cell induction (Fernández de Sevilla et al., 2020; Prince et al., 2021). Indeed, it has been 

shown that LC noradrenergic input is important for enhancing CA1 excitability and LTP (Liu et al., 

2017; Bacon et al., 2020), as well as for place cell formation around reward zones (Kaufman et al., 

2020).       

2.4.2 Limitations / improvements 

Using computational models provides a simplified representation of the concept which can help to 

understand complex problems, but they can also present limitations. The paradigm here was only tested 

on one CA3 neuron morphology. As well as morphological variability between CA3 pyramidal neurons 

there has also been shown to be different classes of CA3 pyramidal neurons with distinct morphological 

characteristics (Hunt et al., 2018). For example, in Hunt et al., (2018), CA3 pyramidal neurons with 

thorny excrescences had more basal and apical SR dendrites whereas pyramidal neurons without thorns 

had a greater proportion of SLM apical dendrites. These differences in dendritic arborizations could 

mean the distribution in NMDA spike thresholds is different between the two types. Thorny neurons 

also receive a higher proportion of inputs from recurrent collaterals and mossy fibres; whereas athorny 

neurons receive a greater number of inputs from the entorhinal cortex, have a higher input resistance, 

burst propensity and a lower action potential threshold, all of which could also affect dendritic 

integration properties in vivo. Testing a range of potassium conductances in this model provided some 

heterogeneity that could reflect some of these differences between different pyramidal neurons. 

However, it would be beneficial to test the results in different morphological reconstructions.  

 

Another constraint is the lack of data on known conductance distributions and densities. Data on Ka, 

Kir and Na conductance distributions across the dendritic tree (Kim et al., 2012; Degro et al., 2015) 

were included in the model, but other channel distributions have not been studied in CA3 neurons.  The 

optimisation process included in this work hopefully helped to partially overcome this issue whereby 

the relevant potassium conductances were best fit to the experimental data and that a range of potassium 

conductances were tested in order to simulate a heterogeneous CA3 cell population. To address 
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heterogeneity between cells more accurately, simultaneous measurement of multiple properties within 

single neurons would need to be achieved (Marder and Taylor, 2011).     

 

Acetylcholine was modelled here by inhibiting several potassium channels that it is known to inhibit 

via M1 receptor activation (Hoffman and Johnston, 1998; Sohn et al., 2007; Buchanan et al., 2010; 

Tigaret et al., 2018). However, acetylcholine also has effects on other conductances as well as binds to 

other muscarinic and nicotinic receptor subtypes and has effects on synaptic transmission and inhibition 

within the CA3 network. These effects could also influence NMDA spike generation, particularly its 

influence on calcium signalling by the release of internal calcium stores (Nash et al., 2004) and through 

activation of R-type calcium channels (Williams and Fletcher, 2019). In addition, acetylcholine can also 

enhance theta/gamma oscillations (Vandecasteele et al., 2014) which are thought to be important for 

controlling STDP. Furthermore, acetylcholine has been shown to have different effects on the spiking 

output of CA3 neurons, with it increasing and decreasing firing frequency in the two different cell 

classes (Hunt et al., 2018), mentioned previously. Therefore, distinct cell types could also process 

cholinergic modulation differently, possibly due to different cholinergic receptors or other varying 

channel expression. Taking these extra effects into consideration would over-complicate the model and 

so instead, the model focused on acetylcholine’s effect on the relevant potassium channels. However, 

these are additional effects that could be tested to see how they may also affect NMDA spike generation. 

For example, it’s likely that increasing calcium influx would only facilitate NMDA spike generation 

further and with the Kca channel inhibited could prevent hyperpolarisation and prolong the duration of 

NMDA spikes. In regard to increasing the firing frequency of thorny CA3 neurons (Hunt et al., 2018), 

this could in fact be caused by increased NMDA dendritic spike activity, or alternatively could facilitate 

dendritic spike activity via depolarisation from back-propagating action potentials. 

 

In terms of the synaptic inputs, NMDA inputs modelled here did not include calcium influx. In actual 

neurons, these additional calcium dynamics could also be important for generating dendritic events and 

is especially relevant for inducing synaptic plasticity. In particular, the inhibition of Kca channels via 

M1 receptor activation prevents dendritic repolarisation and increases NMDAR activity facilitating 

synaptic plasticity (Buchanan et al., 2010).  

2.4.3 Future work 

The results presented in this chapter are predictions from simulations and therefore would need to be 

tested experimentally. One of the key predictions is that acetylcholine reduces the amount of synaptic 

input required to generate NMDA-mediated nonlinearity in CA3 pyramidal neuron dendrites. 

Specifically, to a greater extent in the SR dendrites compared to the SLM dendrites. To test this 

experimentally, a similar set-up could be used as in Makara and Magee (2013) where 2-photon 

glutamate uncaging is used to stimulate increasing numbers of synapses on single CA3 dendrite 
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branches and nonlinear increases in the EPSP amplitude are measured at the soma. These experiments 

could first test the prediction that the threshold for nonlinearity is lower in the SLM dendrites compared 

to the SR dendrites and secondly, could then be repeated in the presence of a cholinergic agonist, or 

with optogenetic stimulation of cholinergic fibres, to test whether acetylcholine does indeed reduce the 

threshold for NMDA-mediated nonlinearity.  

 

Plateau potential generation and somatic bursting have also previously been studied in CA3 pyramidal 

neurons ex vivo (Raus Balind et al., 2019) by combined stimulation of proximal and distal inputs. This 

type of dendritic integration could also be studied in this model by testing how inputs integrate between 

different dendrites and regions to produce more global widespread events in the dendrites. 

Acetylcholine could then be simulated in the same way to assess whether it could also affect integration 

between dendritic branches. Investigating dendritic events in vivo during behaviour is more challenging 

but has been achieved with 2-photon calcium imaging of the dendrites during locomotion to detect 

dendritic events that occur in CA1 place cells (Sheffield and Dombeck, 2015; Sheffield et al., 2017). 

Due to its depth in the brain, imaging CA3 neurons in vivo is even more challenging, but has recently 

been achieved in anaesthetised and awake mice (Dong et al., 2021; Schoenfeld et al., 2021). In the 

future, if it is possible, it would be interesting to also measure dendritic calcium events in CA3 neurons 

during behaviour, to understand when they occur during learning and memory-related tasks.   

 

This modelling work could also look to incorporate additional effects of acetylcholine or be tested in 

additional morphologies, as explained in the previous section. Network models of memory formation 

and ensembles that take into account nonlinear dendritic integration (Kaifosh and Losonczy, 2016) 

could also help to understand acetylcholine’s role in dendritic integration within the CA3 network.  

2.4.4 Conclusion 

In conclusion, simulating acetylcholine’s effect on potassium channels facilitated NMDA spike 

generation in a reconstructed CA3 neuron model and provides a potential mechanism for the storage of 

new memories within CA3 recurrent circuitry.   
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Chapter 3 Neuromodulation of CA3 synaptic transmission ex vivo 

Figures 3-6 to 3-8 and 3-10 to 3-13 are based on published data in: 

Prince LY, Bacon T, Humphries R, Tsaneva-Atanasova K, Clopath C, Mellor JR. Separable actions of 

acetylcholine and noradrenaline on neuronal ensemble formation in hippocampal CA3 circuits. PLoS 

Comput Biol. 2021 Oct 1;17(10):e1009435.  

3.1 Introduction 

Neuromodulators are released during particular behavioural states, such as during rewarding or novel 

experiences, and can modulate cell excitability, synaptic transmission and plasticity. Acetylcholine is 

released during novel experiences and inhibiting cholinergic receptors or lesioning the cholinergic 

neuron projection to the hippocampus has been shown to impair memory encoding (Berger-Sweeney et 

al., 2001; Rogers and Kesner, 2003). Noradrenaline is released into the hippocampus from neurons in 

the locus coeruleus, which are also active during novelty. Blocking noradrenergic beta-adrenoceptors 

in the hippocampus, has been shown to impair memory consolidation (Ji et al., 2003) and retrieval 

(Murchison et al., 2004). Additionally, stimulating the locus coeruleus has been shown to enhance 

spatial memory encoding (Lemon et al., 2009) and increase the probability of CA1 neuron spiking 

(Bacon et al., 2020). Therefore, both neuromodulators are associated with novelty and learning, 

however, one of the proposed differences is that acetylcholine is released during expected uncertainty 

whereas noradrenaline is released during unexpected uncertainty (Yu and Dayan, 2005).  

 

Acetylcholine has long been proposed to alter synaptic transmission, and memory processing in the 

hippocampus, as explained in the Introduction (Hasselmo, 1999, 2006). In electrophysiological 

experiments in brain slices carbachol, a cholinergic agonist, reduces excitatory synaptic transmission 

between recurrent CA3-CA3 neurons as well as inputs from the entorhinal cortex (EC) (Kremin and 

Hasselmo, 2007). However, these results also showed that different doses of carbachol affect the two 

inputs differently and therefore suggest the dominant influence on CA3 neurons can shift between 

entorhinal and recurrent collateral input. The effect of endogenous acetylcholine on these CA3 synaptic 

inputs, as can now be performed using optogenetics, has not yet been determined, but may help to 

determine the effect of a physiological acetylcholine concentration on each of these inputs. It has 

previously been found that endogenous dopamine affects synaptic transmission in CA1 neurons 

differently to bath-applied dopamine (Rosen et al., 2015).  

 

As noradrenaline is also released in response to novelty, it is sensible to predict that it would also adapt 

this CA3 circuitry to promote memory encoding. Noradrenaline has been shown to supress MF-CA3 

feedforward inhibition and therefore increase the net excitation to CA3 neurons, but to a lesser extent 
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than acetylcholine (Prince et al., 2021). It is not yet known how noradrenaline affects CA3-CA3 

excitatory synaptic transmission. 

 

It has not yet been tested how endogenous acetylcholine will affect the synaptic transmission and cell 

excitability in the CA3 region. To assess the endogenous effect of acetylcholine release, a mouse line 

with channelrhodopsin-2 (ChR2) expressed in the cholinergic fibres was used for these experiments in 

order to release acetylcholine from cholinergic axons in the hippocampus via blue light activation. This 

mouse line has previously been characterised (Hedrick et al., 2016) and used to test the effect of 

endogenous acetylcholine on different synaptic input pathways in CA1 neurons (Palacios-Filardo et al., 

2021).  

 

The aim of the experiments performed here was to compare the action of carbachol and noradrenaline 

on CA3 recurrent transmission, as well as investigate how endogenous acetylcholine release impacts 

excitatory and inhibitory inputs to CA3 neurons in ex vivo hippocampal slices. It has previously been 

shown that carbachol reduces CA3-CA3 recurrent transmission (Vogt and Regehr, 2001; Kremin and 

Hasselmo, 2007) and it was predicted that noradrenaline would also reduce this transmission as it is 

thought to be released under similar behavioural conditions. Additionally, it was predicted that the 

optogenetic release of acetylcholine would display similar effects to the application of carbachol, but 

possibly to a lesser extent, due to variable cholinergic fibre density or acetylcholine release properties. 

Therefore, acetylcholine would reduce both excitatory and inhibitory inputs to CA3 neurons.    
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3.2 Methods 

3.2.1 Mouse lines  

The mice used were either 3–6-week-old wild-type male C57BL/6J mice, supplied by Charles River, 

or 4–7-week-old ChaT-Cre mice (Chat-IRES-Cre; Stock No. 006410; The Jackson Laboratory) crossed 

with Ai32 mice (B6.Cg-Gt(ROSA)26Sortm32(CAG-COP4*H134R/EYFP)Hze/J; Stock No. 024109; 

The Jackson Laboratory) to produce litters expressing heterozygous ChaT-cre and homozygous Ai32. 

These ChaT-Ai32 mice expressed the light-activated cation channel channelrhodopsin-2 (ChR2) in cre-

expressing cholinergic neurons. The expression and activation of ChR2 has previously been validated 

in this mouse line (Palacios-Filardo et al., 2021).  

 

All animal procedures were performed in accordance with Home Office guidelines as stated in the UK 

Animals (Scientific Procedures) Act 1986 and EU Directive 2010/63/EU 2010. The protocol was 

approved by the Animal Welfare and Ethics Review Board at the University of Bristol. 

3.2.2 Preparation of brain slices  

The mice were culled by cervical dislocation, the brain removed and placed in oxygenated ice-cold 

sucrose cutting solution (in mM: 252 sucrose, 2.5 KCl, 26 NaHCO3, 1 CaCl2, 5 MgCl2, 1.25 

NaH2PO4, 10 glucose). Horizontal 400 µm slices were taken from the hippocampal area using a 

vibratome (VT1200; Leica) and stored in artificial cerebrospinal fluid (aCSF) (in mM: 119 NaCl, 2.5 

KCl, 11 Glucose, 1 NaH2PO4, 26.5 NaHCO3, 1.3 MgSO4, 2.5 CaCl2) at 34oC for 30 minutes. The 

slices were then left to rest at room temperature for a further 30 minutes – 6 hours before being used.  

3.2.3 Electrophysiology 

Slices were continually perfused with aCSF at a rate of 3-5 ml/min using a peristaltic pump (Watson 

Marlow 101 U/R) and experiments were performed at 32-38oC. Cells were visualised using infra-red 

differential interference contrast on an Olympus BX-51W1 microscope. Pipettes were pulled from 

borosilicate filamented glass capillaries (Harvard Apparatus) using a PC-87 Micropipette puller (Sutter 

Instrument) to have a resistance of 3 – 7 MΩ at the tip. Whole-cell recordings were made from CA3 

pyramidal neurons using caesium (in mM: 130 CsMeSO4, 4 NaCl, 10 HEPES, 0.5 EGTA, 10 TEA-Cl, 

2 Mg-ATP, 0.5 Na-GTP, 1 QX-314) and potassium (in mM: 120 KMeSO3, 10 HEPES, 0.2 EGTA, 

4Mg-ATP, 0.3 Na-GTP, 8 NaCl, 10 KCl) internal solutions for voltage-clamp and current-clamp 

experiments, respectively. A potassium methanesulfonate internal with the addition of QX-314 (in mM: 

120 KMeSO3, 8 NaCl, 10 HEPES, 4 Mg-ATP, 0.3 Na-GTP, 0.2 EGTA, 10 KCl, 1 QX-314Cl, ~295 

mOsm, 7.4 pH) was used in experiments investigating dendritic integration properties. Recordings were 

collected using a Multiclamp 700A amplifier (Molecular Devices) filtered at 4 kHz and sampled at 10 

or 20 kHz, depending on the experiment, using Signal5 acquisition software, and a CED Power 1401 
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data acquisition board. A 200 ms voltage step enabled input and series resistance to be monitored 

throughout the voltage clamp experiments (Figure 3-1). The current injected (DC) to maintain the 

required voltage was also recorded throughout the experiment to monitor the condition of the cell. The 

series resistance provided information on the quality of the seal and if it exceeded 35 MΩ or changed 

by >50% the cell was discarded from analysis. The DC was taken as the average current in a 40 ms 

period before the step and was used as the baseline value for the series and input resistance 

measurements (Figure 3-1, blue shaded box). The series resistance was calculated as the change in 

voltage divided by the amplitude of the peak current (Ipeak, Figure 3-1, Equation 2). The input resistance 

was measured as the change in voltage divided by the amplitude of the steady state current change (Iss, 

Figure 3-1, average of orange shaded box, Equation 1).  

 

Figure 3-1: Example current recording with 200 ms voltage step with measurements taken for calculating series and 

input resistance. DC = current injected to maintain voltage, Ipeak = current peak for series resistance calculation. Iss = steady-

state current for input resistance calculation. Shaded boxes indicate approximate averaged area for calculations. 

𝑅𝑖𝑛 =  
∆ 𝑣𝑜𝑙𝑡𝑎𝑔𝑒

|𝐷𝐶 − 𝐼𝑠𝑠|
 

Equation 1: Input resistance equation. Rin = input resistance, DC = current injected, Iss = steady-state current, Δ voltage = 

amplitude of voltage step. 

 

𝑅𝑠𝑒𝑟 =
∆ 𝑣𝑜𝑙𝑡𝑎𝑔𝑒 

|𝐷𝐶 − 𝐼𝑝𝑒𝑎𝑘|
 

Equation 2: Series resistance equation. Rser = series resistance, DC = current injected, Ipeak = peak current, Δ voltage = 

amplitude of voltage step. 
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3.2.4 Electrical stimulation protocol 

A bipolar stimulating electrode was positioned in the stratum radiatum (SR) and/or the stratum 

lacunosum-moleculare (SLM) of CA3 to stimulate the recurrent or perforant path axons, respectively 

(Figure 3-2), or in the stratum pyramidale (SP) of CA3 for stimulating inhibitory axons. All pathways 

were stimulated with 2 pulses spaced 50 ms apart (20 Hz), using a Digitimer DS2A stimulator, to 

measure post-synaptic current (PSC) amplitudes as well as the paired pulse ratio. In experiments where 

both the recurrent and perforant pathways were stimulated, stimulation was alternated between sweeps 

at 10 second intervals. To confirm stimulation of the perforant path axons 3 µM DCG-IV was washed 

on at the end of experiments if cells were still healthy. DCG-IV is an agonist for mGluR2/3, which is 

present on perforant path axons, but not on CA3 recurrent collaterals (Neki et al., 1996; Shigemoto et 

al., 1997), and reduces glutamatergic transmission. All cells were held at the chloride reversal potential 

of -70 mV during excitatory post-synaptic current (EPSC) recordings and at a more depolarized 

potential (-40--20 mv) during inhibitory PSC (IPSC) recordings. The chloride reversal potential was 

determined by measuring the amplitude of IPSCs in the presence of glutamatergic antagonists (20 µM 

NBQX (HelloBio), 50 µM D-APV (HelloBio)) at different holding potentials (from -55 to -80 mV) to 

find the potential at which no inhibitory current flowed. For IPSC experiments, 20 µM NBQX 

(HelloBio) and 50 µM D-APV (HelloBio) were included in the aCSF solution to block glutamatergic 

transmission. Inhibitory responses with a rise time of more than 5 ms were excluded from the analysis 

to isolate faster parvalbumin-positive (PV+) inhibitory inputs (Szabó et al., 2010; Udakis et al., 2020).  

 

 

Figure 3-2: Stimulating electrode positions in hippocampal brain slice. Stimulating electrode targeting recurrent collaterals 

was positioned in the SR layer towards the distal end of CA3. Stimulating electrode targeting the perforant path fibres was 

positioned near the hippocampal fissure in the SLM layer. Cells were patched in mid CA3 region.  Dashed line represents 

approximate CA3-CA1 boundary.  
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3.2.5 Dendritic integration stimulation protocol 

To test dendritic integration properties, stimulating electrodes were positioned to stimulate the recurrent 

and perforant path inputs as described above (Figure 3-2). These experiments were performed in current 

clamp to record excitatory post-synaptic potentials (EPSPs) with a potassium internal (detailed above). 

The aCSF solution included 1 µM CGP55845 (HelloBio) and 50 µM picrotoxin (PTX) (Sigma-Aldrich) 

to block inhibition. The membrane potential was kept at approximately -70 mV by injecting an 

appropriate amount of current. The stimulation protocol comprised of a single stimulation, followed by 

a 400 ms delay and then a burst of 5 stimulations at 100 Hz. The pathway stimulated was alternated 

between sweeps. The stimulation intensity was manually altered between sweeps to create a range of 

input intensities (0 - 99V) and assess how increasing numbers of inputs integrated in each pathway.     

3.2.6 Drug wash on 

After recording a 5-minute stable baseline of PSC amplitudes, carbachol (Sigma-Aldrich) (1, 5 or 10 

µM) or 20 µM noradrenaline (Sigma-Aldrich) was washed onto the slice, dissolved in aCSF, for 10 

minutes. Noradrenaline stock solution was made up on the day of experiment in dH20 and kept on ice. 

Carbachol, and other drug (NBQX, DCG-IV, D-APV, CGP55845, PTX), stock solutions were made up 

in dH20 and kept at -20oC. The effect on cell excitability and PSC amplitudes was measured between 

5-10 minutes of the wash on period. The carbachol and noradrenaline concentrations used were based 

on similar experiments performed in previous studies (Kremin and Hasselmo, 2007; Bacon et al., 2020; 

Palacios-Filardo et al., 2021; Prince et al., 2021). 

3.2.7 Statistical analysis 

An experimental unit was defined as one cell per slice and no more than one cell was recorded per slice. 

No more than 3 cells were recorded per animal. Paired t-tests or Wilcoxon signed-rank tests were used 

when analysing the effect of the drugs or optogenetic stimulation. Wilcoxon rank-sum tests were used 

when comparing between pathways. All values are represented as mean ± standard error of the mean 

(SEM). The number of neurons used in each analysis is stated with the data. Data were processed, 

analysed and presented using Signal5 (CED) and Python 3.8. 

 

3.2.8 Optogenetic stimulation  

Blue light from a 470 nm LED (Thorlabs) was flashed onto slices via the 4x or 40x microscope 

objective. The 4x objective was used when stimulating recurrent and perforant path axons to stimulate 

a larger area of the slice and ensure activation was targeted at the SR and SLM dendrites where the 

recurrent and perforant path axons synapse. The 40x objective was used when stimulating inhibitory 
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axons that synapse close to the soma. The light power was adjusted for each objective to produce an 

intensity of 7–9 mW/mm2. 5 ms light pulses at 2 Hz for 5 minutes were used to release a physiological 

maximal amount of acetylcholine (Jing et al., 2018; Palacios-Filardo et al., 2021).  

3.2.9 Synaptic transmission analysis 

All post-synaptic current (PSC) properties were measured from an averaged trace of the 5 minutes 

before drug application/optogenetic stimulation (baseline) and from minute 5-10 during drug 

application or the whole 5 minutes during optogenetic stimulation. The time-PSC amplitude plots are 

an average of 3 or 6 sweeps over 1-minute periods. The membrane potential was measured in the 

excitability experiments by switching to current clamp before and during drug application. Input 

resistance was calculated from the 200 ms voltage step, as explained above (Figure 3-1, Equation 1). 

Paired pulse ratio was measured as the second PSC peak divided by the first PSC peak (Figure 3-3: 

Calculation of paired pulse ratio. P1 = amplitude of first peak, P2 = amplitude of second peak. PPR = 

paired pulse ratio.). The rise time of EPSC responses were calculated as the time from 20% to 80% of 

the peak (Figure 3-4).  

 

 

Figure 3-3: Calculation of paired pulse ratio. P1 = amplitude of first peak, P2 = amplitude of second peak. PPR = paired 

pulse ratio.  
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Figure 3-4: Calculation of EPSC 20-80% rise time. P1 = amplitude of peak.  

 

3.2.10 Dendritic integration analysis 

To determine the dendritic integration properties, the key measurements taken from each sweep were 

the subthreshold rising slope of the single EPSP and the area under the curve (AUC) of the decay phase 

of the compound EPSP (Figure 3-5). The AUC was measured from 50 to 500 ms after the initial 

compound EPSP pulse. The rising slope represented the stimulation intensity and provided a way to 

compare measurements across experiments and conditions. The decay AUC represented the output at 

the soma and the presence of plateau potentials: a long-lasting depolarisation following the compound 

EPSP. It has previously been shown that these plateaus have a supra-linear relationship between the 

rising slope and the decay AUC in CA1 neurons (Griesius et al., 2022). To measure this relationship, 

the raw data was initially smoothed using a Savitzky-Golay filter, a changepoint detection algorithm 

(Truong et al., 2020) was then employed, followed by a linear regression performed on the data points 

before and after the changepoint.        
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Figure 3-5: Stimulation protocol and measurements taken for dendritic integration experiments. EPSP subthreshold 

rising slope was measured from the single stimulation. Compound EPSP decay AUC was measured from 50 to 500 ms after 

the 5x stimulation burst.  
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3.3 Results 

3.3.1 Cholinergic modulation of CA3 recurrent synaptic transmission 

The first set of experiments tested how carbachol affects CA3-CA3 recurrent excitatory synaptic 

transmission and CA3 pyramidal cell excitability in ex vivo brain slices. These experiments were 

performed via electrical stimulation of recurrent axons in the SR region of CA3 and recording excitatory 

post-synaptic currents (EPSCs), by holding the cell at the experimentally determined chloride reversal 

potential (-70 mV), before and during perfusion of 5 µM carbachol. It confirmed that bath applied 

carbachol significantly reduces the CA3-CA3 recurrent EPSC amplitude by approximately 50%, from 

120.38 ± 37.97 pA to 57.03 ± 21.38 pA  (n = 4 cells from 4 mice, p < 0.05) (Figure 3-6, Figure 3-7), as 

has been shown previously (Vogt and Regehr, 2001; Kremin and Hasselmo, 2007).  

 

Figure 3-6: 5 µM carbachol reduced CA3 recurrent excitatory post-synaptic current amplitude. Top left: example trace 

from one cell averaged over the 5-minute baseline period. Top right: example trace from the same cell averaged over a 5-

minute period during carbachol application. Bottom: normalized EPSC amplitude of the first peak over the whole experiment 

for 4 cells (from 4 mice) averaged in 1-minute bins. Black bar represents the period of carbachol application. 

In these experiments there were two stimulations given 50 ms apart (Figure 3-6) which also allowed 

analysis of the paired pulse ratio (PPR), calculated as the ratio between the first and second EPSC peak. 

The PPR provides information on the short-term synaptic plasticity. A larger second peak will give a 

PPR greater than 1 and suggests short-term facilitation, whereas a smaller second peak will give a PPR 

of less than 1 and proposes short-term depression. A change in the PPR suggests a drug is acting pre-

synaptically by changing the transmitter release probability (Dobrunz et al., 1997). The average baseline 

PPR measured here in CA3-CA3 recurrent transmission was 1.33 ± 0.20 (Figure 3-7), suggesting short-

term facilitation. On average, carbachol increased this short-term facilitation to 1.71 ± 0.28, suggesting 
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it was acting via pre-synaptic mechanisms, as has also previously been shown in the CA1 region 

(Auerbach and Segal, 1996; Yun et al., 2000) (Figure 3-7).  

 

 

Figure 3-7: Effect of carbachol on EPSC amplitude and paired pulse ratio. Baseline = Average amplitude and paired pulse 

ratio (PPR) in the 5-minute period before carbachol (CCh) application. CCh = Average amplitude paired pulse ratio (PPR) 

from 5-minute period during CCh wash on (n = 4 cells from 4 mice). * = p < 0.05 (paired t-test). X = mean. 

Subsequently, additional experiments were performed to assess carbachol’s effect on CA3 pyramidal 

cell excitability, by measuring the change in resting membrane potential and input resistance, with a 

potassium-based internal (see Methods), before and during the addition of carbachol (Figure 3-8). The 

average resting membrane potential increased from -57.98 ± 1.52 mV to -53.16 ± 1.10 mV with 

carbachol (Figure 3-8), implying it increased CA3 neuron excitability. Input resistance, calculated as 

the change in current in response to a change in the voltage applied with a 200 ms depolarising voltage 

step, was averaged over a 5-minute baseline period and a 5-minute period during carbachol perfusion. 

The effect of carbachol on input resistance was more variable (Figure 3-8) and on average, carbachol 

slightly increased the input resistance from 114.92 ± 13.07 MΩ to 123.91 ± 10.52 MΩ, but this was not 

a significant change. These effects of carbachol on membrane potential and input resistance were also 

in line with results from previous studies (Sun and Kapur, 2012). 

 



88 

 

 

Figure 3-8: Effect of carbachol on CA3 cell excitability. Membrane potential and input resistance measured before (baseline) 

and after carbachol application (CCh) (n = 5 cells from 3 mice). * = p < 0.05 (paired t-test). X = mean.   

I next investigated the effect of applying different concentrations of carbachol to produce a dose-

response curve (Figure 3-9). On average, 1, 5 and 10 µM carbachol reduced EPSC amplitudes by 30.13 

± 9.76 % (n = 2 cells from 2 mice), 57.56 ± 8.20 % (n = 4 cells from 4 mice, p < 0.05) and 67.53 ± 4.63 

% (n = 5 cells from 3 mice, p < 0.05), respectively (Figure 3-9).  

 

 

Figure 3-9: Effect on EPSC amplitude with increasing carbachol concentrations. 1 µM: n = 2 cells from 2 mice, 5 µM: n 

= 4 cells from 4 mice, 10 µM: n = 5 cells from 3 mice. * = p < 0.05 (one-sample t-test). 
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In conclusion, the results presented in this section support previous studies investigating the impact of 

carbachol on CA3 recurrent transmission (Vogt and Regehr, 2001; Kremin and Hasselmo, 2007) and 

pyramidal cell excitability (Sun and Kapur, 2012).  

3.3.2 Noradrenergic modulation of CA3 recurrent synaptic transmission 

I now repeated the experiments described above with noradrenaline, in place of carbachol. Bath applied 

20 µM noradrenaline had little effect on CA3-CA3 EPSC amplitudes (87.8 ± 6.2% of baseline with 

noradrenaline, n=5, p=0.12) (Figure 3-10, Figure 3-11) or the PPR (Figure 3-11). 

 

Figure 3-10: Impact of 20 µM noradrenaline on CA3 recurrent excitatory transmission. Top left: example trace from one 

cell averaged over the 5-minute baseline period. Top right: example trace from the same cell averaged over a 5-minute period 

during noradrenaline application. Bottom: normalized EPSC amplitude over the whole experiment for 5 cells (from 3 mice) 

averaged in 1-minute bins. Black bar represents the period of noradrenaline application. 

EPSC amplitudes and PPRs were slightly reduced from 66.73 ± 17.20 pA to 58.45 ± 16.30 pA and 1.25 

± 0.06 to 1.09 ± 0.02 with noradrenaline application, respectively (n = 5 cells from 3 mice) (Figure 

3-11). Therefore, these results suggest that noradrenaline had little impact on synaptic transmission in 

the CA3 recurrent network.   
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Figure 3-11: Effect of noradrenaline on EPSC amplitude and paired pulse ratio. Baseline = Average amplitude and paired 

pulse ratio (PPR) in the 5-minute period before noradrenaline (NA) application. NA = Average amplitude paired pulse ratio 

(PPR) from 5-minute period during NA wash on (n = 5 cells from 3 mice). * = p < 0.05 (paired t-test). X = mean. 

 

I next tested the effect of noradrenaline on the resting membrane potential and input resistance (Figure 

3-12), as explained in the previous section. Noradrenaline also had minimal impact on resting 

membrane potential (from -61.90 ± 2.43 mV to -60.19 ± 2.56 mV, n = 7 cells from 4 mice) and input 

resistance (from 175.52 ± 20.85 MΩ to 167.24 ± 12.84 MΩ, n = 6 cells from 4 mice). Therefore, 

noradrenaline also seemed to have little influence on CA3 pyramidal neuron excitability as well as on 

the recurrent synaptic transmission.    

 

 

Figure 3-12: Effect of noradrenaline on resting membrane potential and input resistance. Membrane potential (n = 7 

cells from 4 mice) and input resistance (n = 6 cells from 4 mice) measured before (baseline) and after noradrenaline application 

(NA). * = p < 0.05 (paired t-test). X = mean.    
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3.3.3 Comparison between cholinergic and noradrenergic effect on CA3 synaptic 

transmission 

As shown in the previous sections, carbachol and noradrenaline had different impacts on the recurrent 

EPSC amplitude, paired pulse ratio and CA3 pyramidal cell excitability. Here, I have compared and 

summarised the effects between both neuromodulators (Figure 3-13). Carbachol reduced the EPSC 

amplitude (42.4 ± 8.2% of baseline, n = 4 cells from 4 mice, p < 0.05), whereas noradrenaline had little 

effect on synaptic transmission (87.8 ± 6.2% of baseline, n = 5 cells from 3 mice). Carbachol increased 

the paired pulse ratio (by 0.39 ± 0.09, n = 4, p < 0.05), whereas with noradrenaline there was also 

minimal change (reduced PPR by 0.16 ± 0.07, n = 5 cells from 3 mice). Carbachol also increased cell 

excitability by depolarising the resting membrane potential (by 4.8 ± 1.5 mV, n = 5 cells from 3 mice, 

p < 0.05) and slightly increasing the input resistance (by 9.0 ± 9.2 MΩ, n = 5 cells from 3 mice, p = 

0.24), although the input resistance change was not significant here. Noradrenaline, on the other hand, 

did not significantly change the resting membrane potential (1.7 ± 1.4 mV increase, n = 7 cells from 4 

mice, p = 0.28) or the cell’s input resistance (8.3 ± 16.3 MΩ decrease, n = 6 cells from 4 mice, p = 

0.63). In conclusion, these results demonstrated that acetylcholine, but not noradrenaline, modulated 

CA3-CA3 recurrent circuitry and CA3 pyramidal neuron excitability. 

 

Figure 3-13: Comparison between effect of carbachol and noradrenaline on CA3 synaptic transmission and pyramidal 

cell excitability. Upper left: normalized average EPSC amplitude with carbachol (n = 4 cells, 4 mice) and noradrenaline (n = 

5 cells, 3 mice). Upper right: change in paired pulse ratio with carbachol (n = 4 cells, 4 mice) and noradrenaline (n = 5 cells, 

3 mice). Lower left: change in membrane potential with carbachol (n = 5 cells, 3 mice) and noradrenaline (n = 7 cells, 4 mice). 

Lower right: Change in input resistance with carbachol (n = 5 cells, 3 mice) and noradrenaline (n = 7 cells, 4 mice). All data 

represented as mean ± SEM. CCh = carbachol. NA = noradrenaline. * = p<0.05 (paired t-test). 
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3.3.4 Effect of endogenous acetylcholine release on CA3 excitatory synaptic inputs 

Next, I tested the effect of endogenous acetylcholine release on CA3 excitatory inputs from the recurrent 

and perforant path. Here, ChAT-Cre x Ai32 mice were used that expressed channelrhodopsin-2 in 

cholinergic neurons (see Methods). To evoke acetylcholine release, a blue LED was flashed onto the 

slice, as explained in the Methods, to release acetylcholine from the channelrhodopsin-expressing 

cholinergic axons in the hippocampus. As a positive control, I initially tested activation of nicotinic 

receptors on oriens-lacunosum moleculare (OLM) interneurons via blue light stimulation (Figure 3-14). 

I identified OLM interneurons by their cell body shape and location in the CA1 stratum oriens. A fast 

nicotinic response and a slower, potentially muscarinic, response was recorded in a couple of CA1 OLM 

interneurons (Figure 3-14). The response was reduced by 82.22 ± 6.87 % (from 67.67 ± 0.36 pA to 

12.05 ± 4.71 pA) with the addition of nicotinic (50 µM mecamylamine) and muscarinic (25 µM 

atropine) receptor antagonists, confirming that the light-evoked response was driven by cholinergic 

activation. Hippocampal acetylcholine release upon blue light stimulation has also previously been 

confirmed in the CA1 region in this mouse line (Palacios-Filardo et al., 2021).     

 

 

Figure 3-14: Optogenetic activation of nicotinic receptors on OLM interneurons. Left: Example traces from an OLM 

interneuron with one 5 ms pulse of light stimulation (baseline) and with nicotinic and muscarinic receptor antagonists (Mec + 

Atr). Artifacts represent time of light stimulation. Mec = mecamylamine, Atr = atropine. Right: Average EPSC amplitude with 

light stimulation and with cholinergic antagonists (n = 2 cells, 2 mice). * = p < 0.05.  

As I introduced perforant path stimulation in these next experiments, I applied DCG-IV, if cells were 

still viable, at the end of experiments to confirm stimulation of the perforant path (Figure 3-15). DCG-

IV is an agonist for mGluR2/3, which is present on perforant path axons, but not on CA3 recurrent 

collaterals (Neki et al., 1996; Shigemoto et al., 1997), and reduces glutamatergic transmission. Figure 

3-15 shows that 3 µM DCG-IV reduced the perforant path EPSC amplitude by approximately 45.26 ± 

10.70 % (n = 3 cells from 2 mice), whereas it did not affect transmission in the recurrent network (17.67 

± 10.29 % increase, n = 3 cells from 2 mice).   
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Figure 3-15: Application of DCG-IV reduced perforant path but not recurrent EPSC amplitudes. Example traces from 

recurrent (upper) and perforant path (lower) stimulation before and after DCG-IV application. Bar plot: average change in 

EPSC amplitude with DCG-IV in each pathway (n = 3 cells, 2 mice).  

 

I now tested the effect of endogenous acetylcholine release on the recurrent- (Figure 3-16) and perforant 

path-evoked EPSCs (Figure 3-17). Figure 3-16 shows averaged EPSC traces from stimulating CA3 

recurrent axons from an example recording before (Baseline) and during 5 minutes of optogenetic 

activation (Opto ACh). The lower panel is the normalised EPSC amplitude over time averaged across 

14 neurons. As is shown in this Figure, light-evoked acetylcholine release had little influence on EPSC 

amplitude.      
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Figure 3-16: Effect of optogenetic acetylcholine release on recurrent EPSC amplitudes in CA3 pyramidal neurons. 

Upper: example traces from one cell averaged across the 5-minute baseline period (left) and 5-minutes of optogenetic 

activation (right). Lower: Averaged data from 14 cells (from 8 mice) in over a 20-minute period. @2Hz blue shaded section 

is when the blue LED was flashed at 2 Hz for 5 minutes.  

I also investigated the effect of endogenous acetylcholine release on perforant path EPSCs. As 

explained in the Methods, the recurrent and perforant path axons were stimulated alternately within one 

recording so that the two inputs could be compared within a single neuron. Figure 3-17 shows example 

traces from perforant path stimulation before and during endogenous acetylcholine release as well as 

averaged EPSC amplitudes over the course of an experiment (n = 12 cells from 8 mice). It was slightly 

more challenging to stimulate the perforant path inputs and I could not always generate a response, 

hence the fewer number of cells. There was also more variability in the perforant path-evoked responses 

possibly due to smaller EPSC amplitudes (Figure 3-18). There was also little effect of acetylcholine on 

the perforant path ESPCs observed here (Figure 3-17). 
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Figure 3-17: Effect of optogenetic acetylcholine release on perforant path EPSC amplitudes in CA3 pyramidal neurons. 

Upper: example traces from one cell averaged across the 5-minute baseline period (left) and 5-minutes of optogenetic 

activation (right). Lower: Averaged data from 12 cells (from 8 mice) over a 20-minute period. @2Hz blue shaded section is 

when the blue LED was flashed at 2 Hz for 5 minutes. 

 

The average EPSC baseline amplitudes were 93.25 ± 11.82 pA (n = 14 cells from 8 mice) for the 

recurrent pathway and 48.18 ± 10.98 pA (n = 12 cells from 8 mice) for the perforant path (Figure 3-18). 

The perforant path EPSCs were significantly smaller (Wilcoxon rank-sum, p < 0.05) compared to the 

recurrent inputs, which was to be expected as neurons receive perforant path inputs to the distal 

dendrites and therefore the response attenuates as it propagates to the soma. In addition, the baseline 

paired pulse ratios were significantly different with 1.39 ± 0.08 in recurrent EPSCs and 2.20 ± 0.16 in 

perforant path EPSCs (p < 0.05) (Figure 3-18). There was also a significant difference in the rise times 

between the perforant path (2.88 ± 0.32 ms) and recurrent evoked EPSCS (1.86 ± 0.14 ms) with a slower 

rise time in the perforant path responses (Figure 3-18) also due to propagation of the response from 

distal rather than more proximal dendrites.  
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Figure 3-18: Comparison between baseline recurrent and perforant path EPSC properties. Average EPSC amplitude, 

paired pulse ratio and 20 – 80% rise time comparison between responses recorded from recurrent (RC) (n = 14 cells from 8 

mice) and perforant path (PP) (n = 12 cells from 8 mice) stimulation. * = p < 0.05 (Wilcoxon rank-sum).     

 

I have next compared the effect of acetylcholine on both the recurrent and perforant path EPSC 

properties (Figure 3-19). The change in recurrent EPSC amplitude with acetylcholine release was 

slightly reduced on average by 6.27 ± 5.68 % (n = 14 cells from 8 mice), whereas the perforant path 

EPSC amplitude was slightly increased by 12.19 ± 9.15 % (n = 12 cells from 8 mice), however neither 

change was significant. In relation to the short-term plasticity, on average there was little effect of 

acetylcholine on the recurrent PPR (2.48 ± 3.73 % reduction, n = 14 cells from 8 mice) and a small 

reduction in the perforant path PPR (by 10.13 ± 4.64 %, n = 12 cells from 8 mice). Overall, optogenetic 

activation of the cholinergic neurons did not significantly affect the EPSC amplitudes or PPRs recorded 

from either recurrent or perforant path inputs (Figure 3-19).  
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Figure 3-19: Average change in EPSC amplitude and paired pulse ratio with optogenetic acetylcholine release. Left: 

Change in EPSC amplitude with optogenetic activation. EPSC amplitude is calculated from averaged traces in each cell 5 

minutes before and 5 minutes during optogenetic stimulation. Right: Change in paired pulse ratio (PPR). PPR is calculated as 

the ratio between the first and second EPSC peak. RC = recurrent collateral input; PP = perforant path.   

As the effect of endogenous acetylcholine on synaptic transmission was quite variable in both pathways, 

I tested whether there were other factors that could be contributing to the variability of the effect. Figure 

3-20 shows relationships between the change in EPSC amplitude with the change in the paired pulse 

ratio (Figure 3-20A), the baseline rise time (Figure 3-20B) and the age of the mouse (Figure 3-20C). 

Differences in the EPSC rise times could suggest contaminated inputs, whereas mouse age could be 

related to the health of cells or channelrhodopsin expression. However, the response rise time and mouse 

age were not significantly correlated with the change in EPSC amplitude in either pathway. There was 

a significant correlation between the change in PPR and the change in EPSC amplitude with perforant 

path stimulation (Figure 3-20A, right; R-value = -0.813, p = 0.0013) but not with recurrent stimulation 

(Figure 3-20A, left; R-value = -0.42, p = 0.135). Both pathways demonstrated a negative correlation, 

whereby a larger reduction in the EPSC amplitude was associated with an increased PPR.  
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Figure 3-20: Relationships between the change in EPSC with optogenetic activation and the change in PPR, rise time 

and mouse age. Left: Recurrent EPSCs, right: Perforant path EPSCs. All plots are comparing to the change in EPSC amplitude 

(y-axis). (A) Change in paired pulse ratio. (B) Baseline rise time. (C) Mouse age. R-value = correlation coefficient.    

Additionally, I considered the effect of animal and gender on the change in EPSC amplitude to check 

there were no major differences between cells recorded from certain animals (Figure 3-21). There were 

no significant differences in the change in EPSC amplitudes between different animals (Figure 3-21A) 

or between male or female mice for both stimulation inputs (Figure 3-21B).  
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Figure 3-21: Effect of animal and gender on the change in EPSC amplitude. Upper = recurrent EPSCs, lower = perforant 

path EPSCs. (A) x-axis = date of experiment as a reference to animal used. (B) Effect of mouse gender on change in EPSC 

amplitude. Recurrent EPSC: 12 cells from 6 male mice, 2 cells from 2 female mice. Perforant path EPSCs: 9 cells from 6 male 

mice, 3 cells from 2 female mice. 

There were 9 cells in total in which I was able to record both recurrent and perforant path evoked EPSCs. 

Figure 3-22 shows the relationship between the change in EPSC amplitude with acetylcholine in each 

pathway. There was a positive correlation between the change in EPSC amplitudes (R-value = 0.604), 

suggesting that acetylcholine produced a similar effect in each neuron, independent of the input 

pathway, and therefore that the main variability was between slice recordings. In fact, there was a 

negative correlation between the percentage change in series resistance and the change in RC and PP 

EPSC amplitudes (Figure 3-23), suggesting the quality of the seal was the main cause of variability 

between cells. 
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Figure 3-22: Relationship between change in recurrent and perforant path EPSC amplitude with endogenous 

acetylcholine release. Change in RC and PP amplitudes recorded from the same cell. R-value = correlation coefficient (n = 9 

cells, 7 mice). RC = recurrent inputs, PP = perforant path inputs.  

 

To summarise, on average endogenous acetylcholine had minimal effect on recurrent and perforant path 

stimulated inputs to CA3 pyramidal neurons. The effect was variable between neurons, but this 

variability was not related to EPSC rise times, mouse age, or animal differences.  

 

Figure 3-23: Change in EPSC amplitudes with endogenous acetylcholine release in relation to change in series 

resistance over experiment. Change in series resistance, measured from averaged 5-minute time periods before and after 

optogenetic release, related to RC (A) and PP (B) EPSC change in amplitudes. R-value = correlation coefficient (n = 9 cells, 

7 mice). RC = recurrent inputs, PP = perforant path inputs. 

 

3.3.5 Effect of endogenous acetylcholine release on CA3 inhibitory synaptic inputs 

To investigate the effect of endogenous acetylcholine release on inhibitory inputs to CA3 neurons, a 

stimulating electrode was positioned in the pyramidal cell layer of CA3 to stimulate basket cell axons. 

The same stimulation protocol was given as in the previous section, with two pulses spaced 50 ms apart. 

The optogenetic stimulation was also performed in the same way; after a 5-minute period of recording 
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baseline inhibitory post-synaptic current (IPSC) amplitudes, the blue LED was flashed at 2 Hz for 5 

minutes. Baseline IPSCs recorded had an average amplitude of 94.89 ± 13.47 pA, a paired pulse ratio 

of 0.56 ± 0.074 and a 20 – 80% rise time of 1.75 ± 0.36 ms (n = 13 cells from 8 mice), as would be 

expected for inhibitory post-synaptic currents in CA3 (Szabó et al., 2010). Figure 3-24A displays 

averaged traces from an example cell during a baseline period and during optogenetic acetylcholine 

release. The change in IPSC amplitude is also averaged over time for 13 cells in Figure 3-24B and 

shows a small reduction in IPSC amplitude during optogenetic stimulation. On average, the IPSC 

amplitude was reduced by 13.98 ± 4.99 % (p < 0.05, n = 13 cells from 8 mice) and the paired pulse ratio 

increased from 0.56 ± 0.074 to 0.62 ± 0.08 with optogenetic acetylcholine release (Figure 3-24C, D). 
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Figure 3-24: Effect of light-evoked endogenous acetylcholine release on IPSCs recorded in CA3 pyramidal neurons. 

(A) Example averaged traces from one neuron before and during optogenetic stimulation. (B) Averaged IPSC amplitudes over 

time. (C) Change in IPSC amplitude. (D) Change in PPR. (n = 13 cells, 8 mice). Paired t-test. * = p < 0.05. 

 

As with the excitatory inputs, I also investigated the relationship between the change in IPSC amplitude 

and potential factors that could be influencing the change in IPSC amplitude (Figure 3-25). No 

correlation was found between the change in PPR (Figure 3-25A), IPSC rise time (Figure 3-25B) or 

mouse age (Figure 3-25C).  
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Figure 3-25: Impact of change in paired pulse ratio, rise time and mouse age on the change in IPSC amplitude with 

endogenous acetylcholine release. (A) Change in PPR. (B) Rise time. (C) Mouse age.  

 

The effect of animal and gender on the change in IPSC amplitude was also analysed in Figure 3-26 to 

confirm there was no individual animal (Figure 3-26A) or gender (Figure 3-26B) responsible for the 

effects observed.  

 

 

Figure 3-26: Effect of animal and gender on the change in IPSC amplitude. (A) Effect of animal on change on IPSC 

amplitude. X-axis = date of experiment as a reference to animal used. (B) Effect of mouse gender on change in IPSC amplitude. 

Males: n = 4 cells from 3 male mice, females: n = 9 cells from 5 female mice.  
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3.3.6 Preliminary experiments to study dendritic integration in CA3 neurons 

To test the prediction from the modelling that acetylcholine could reduce the threshold for NMDA-

mediated supra-linear integration, I performed preliminary experiments to try and assess dendritic 

integration properties of the recurrent and perforant path inputs in brain slices, with and without 

acetylcholine. I performed these experiments in current clamp, maintaining the membrane potential at 

approximately -70mV, to record excitatory post-synaptic potentials (EPSPs). The stimulating electrodes 

were positioned in the same location as the previous experiments to stimulate recurrent and perforant 

path axons alternately and triggered a single EPSP as well as a compound EPSP (see Methods). I then 

increased the stimulation intensity in each pathway throughout the duration of the experiment to test a 

range of input intensities. To analyse the relationship between input intensity and output at the soma, 

the rising slope of single EPSPs were calculated as a measure for the stimulation intensity and the area 

under the curve (AUC) of the decay phase of the compound EPSP was measured to detect plateau 

potentials and dendritic integration properties. Endogenous acetylcholine release was stimulated in the 

same way as the previous experiments, for 5 minutes at a frequency of 2 Hz.  

 

 

 

Figure 3-27: Example data from dendritic integration experiment stimulating recurrent inputs. (A) Raw traces from a 

single experiment (upper: baseline, lower: optogenetic stimulation). Traces are colour coded based on the rising slope of the 

single EPSP. (B) Relationship between rising slope of single EPSP with AUC of compound EPSP decay phase (upper: 

baseline, lower: optogenetic stimulation). Circles = raw data, dashed line = smoothed data, red cross = detected changepoint 

of smoothed data, black lines = linear regression of smoothed data before and after the changepoint. 

Figure 3-27 and Figure 3-28 show raw data from an example experiment stimulating the recurrent inputs 

and the perforant path inputs, respectively. Figure 3-27A shows a slow decay phase after the compound 
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EPSP suggesting possible plateau potential-like representations from recurrent axon stimulation. To 

determine the nature of the input-output relationship, the AUC was calculated from 50 to 500 ms after 

the compound EPSP stimulation and plotted against the subthreshold rising slope of the single EPSP 

(Figure 3-27B) during a baseline period (upper) and during optogenetic acetylcholine stimulation 

(lower). The data was then smoothed (dashed line), a changepoint detected (red cross), and two linear 

regressions were fitted before and after the changepoint.  

 

 

 

Figure 3-28: Example data from dendritic integration experiment stimulating perforant path inputs. (A) Raw traces 

from a single experiment (upper: baseline, lower: optogenetic stimulation). Traces are colour-coded based on the rising slope 

of the single EPSP. (B) Relationship between rising slope of single EPSP with AUC of compound EPSP decay phase (upper: 

baseline, lower: optogenetic stimulation). Circles = raw data, dashed line = smoothed data, red cross = detected changepoint 

of smoothed data, black lines = linear regression of smoothed data before and after the changepoint. 

Comparing responses between recurrent and perforant path inputs, the rising slopes from perforant path 

stimulation were significantly smaller (0.47 ± 0.13 mV/ms) compared to recurrent evoked responses 

(1.44 ± 0.16 mV/ms), as would be expected, and overall, this was the general pattern seen in all 6 cells 

(Figure 3-29A). The maximum compound EPSP decay AUC was 2476.43 ± 824.95 mV.ms for 

recurrent-evoked responses and 2572.78 ± 542.88 mV.ms for perforant path-evoked responses (Figure 

3-29B). However, when comparing the maximum AUC by normalising to its corresponding rising 

slope, the maximum AUC to slope ratio was larger in the perforant path responses (2862.94 ± 892.62 

(perforant path) vs 1017.06 ± 175.59 (recurrent)) suggesting that smaller input intensities can produce 

greater outputs in the perforant path (Figure 3-29C). The relationship between the single EPSP rising 

slopes and the compound EPSP decay AUC was sublinear in the majority of cells, represented here as 
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a negative difference between the linear regression slopes after and before the changepoint slopes (RC 

slope difference = -1232.24 ± 503.65; PP slope difference = -2658.93 ± 1972.84) (Figure 3-29D). 

 

 

Figure 3-29: Comparison of baseline properties between recurrent- and perforant path-evoked responses. (A) Baseline 

average single EPSP rising slope. (B) Maximum compound EPSP decay AUC. (C) Maximum compound EPSP decay AUC 

to rising slope ratio. (D) Difference between linear regression slopes before and after the detected changepoint (slope after 

changepoint – slope before changepoint). (n = 6 cells, 4 mice). * = p < 0.05 (Wilcoxon rank-sum test). 

Next, I analysed the impact of acetylcholine on the subthreshold rising slope and compound EPSP decay 

(Figure 3-30). Acetylcholine caused little change in the average subthreshold rising slope (Figure 

3-30A) and average compound EPSP decay AUC (Figure 3-30B) in both pathways, but the change in 

the decay AUC was variable between cells. Acetylcholine also did not seem to cause a change in the 

maximum decay AUC to slope ratio in the perforant path but caused a small, but not significant, 

decrease in the recurrent path (RC = 0.69 ± 0.12, PP = 1.01 ± 0.10) (Figure 3-30C).    
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Figure 3-30: Effect of acetylcholine on subthreshold rising slope and compound EPSP decay. (A) Change in average 

rising slope. (B) Change in average compound EPSP decay AUC. (C) Change in maximum compound EPSP decay AUC to 

slope ratio. (n = 6 cells, 4 mice). 

 

To compare the integration properties, I also measured the effect of acetylcholine on the linear 

regression slopes (Figure 3-31). There were variable changes in both linear regression slopes before 

and after the detected changepoint in both pathways, with no clear trend (Figure 3-31A, B). To further 

assess whether acetylcholine was affecting dendritic integration, I also analysed the change in the 

difference between the slopes with acetylcholine (Figure 3-31C). As quantified in Figure 3-29D, the 

relationships between the two linear regression slopes were on average sublinear. Therefore, here, a 

positive value means the relationship between the slopes shifted from sublinear to more linear, whereas 

a negative value represents a shift to a more sublinear relationship. Acetylcholine appeared to have little 

impact on these sublinear relationships (Figure 3-31C). On average, there was no change in the 

changepoint in the perforant path (1.01 ± 0.16) but in relation to the recurrent inputs, acetylcholine 



108 

 

slightly reduced the changepoint (0.80 ± 0.10) (Figure 3-31D). This means with acetylcholine, inputs 

from the recurrent collaterals reached the higher decay AUCs with a lower input intensity.  

 

Figure 3-31: Effect of acetylcholine on dendritic integration properties in recurrent and perforant path-evoked 

responses. (A + B) Change in the linear regression slopes for recurrent (A) perforant path (B) inputs. Slope 1 = slope before 

the changepoint, slope 2 = slope after the changepoint. (C) Change in the difference between slopes with acetylcholine (D) 

Change in the changepoint. (n = 6 cells, 4 mice). 

  

To summarise, the relationship between the input stimulation intensity and the compound EPSP decay 

AUC were sublinear in both the recurrent and perforant pathways (Figure 3-29D) and this relationship 

was minimally affected by acetylcholine (Figure 3-31C). There was a significant difference between 

the baseline subthreshold rising slopes in each pathway (Figure 3-29A) and the perforant path had a 

greater maximum AUC to slope ratio (Figure 3-29C). Acetylcholine also did not affect the average 

decay AUCs (Figure 3-30B) or the subthreshold rising slopes (Figure 3-30A) but slightly reduced the 

maximum AUC to slope ratio (Figure 3-30C) and the changepoint (Figure 3-31D) in the recurrent 

pathway.  
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3.4 Discussion 

The experiments performed here have confirmed that carbachol reduces the CA3-CA3 excitatory 

synaptic transmission and increases CA3 cell excitability. Noradrenaline, on the other hand, did not 

affect this synaptic transmission or cell excitability. Additionally, using optogenetics to test the 

endogenous release of acetylcholine on CA3 synaptic transmission produced some surprising results. 

In terms of the perforant path and recurrent excitatory inputs, endogenous acetylcholine did not seem 

to have an effect on reducing this synaptic transmission, as would be expected from the experimental 

evidence using carbachol (Vogt and Regehr, 2001; Kremin and Hasselmo, 2007). On the other hand, 

endogenous acetylcholine did reduce inhibitory inputs to CA3 pyramidal neurons, but to a lesser extent 

than has previously been shown with carbachol application (Szabó et al., 2010). Additionally, 

increasing the stimulation intensity of the recurrent and perforant path inputs produced a sublinear 

increase in the compound EPSP decay AUC, which was minimally affected by endogenous 

acetylcholine.  

 

There could be several explanations for the differences observed between bath applied carbachol and 

optogenetically-stimulated acetylcholine release and in fact there have been previous discrepancies 

between the impacts of endogenous vs exogenous neuromodulators in CA1 (Rosen et al., 2015; Bacon 

et al., 2020). As carbachol is bath applied to the slice at a reasonable concentration, it will reliably bind 

to and activate a high proportion of cholinergic receptors. On the other hand, the concentration of 

endogenously released acetylcholine in the CA3 region via optogenetic stimulation is unknown and 

therefore the physiological concentration of acetylcholine could be lower than the 5 µM commonly 

used in ex vivo preparations. In fact, the endogenous release of noradrenaline in CA1 has been shown 

to exhibit effects most similar to 600 nM of bath-applied noradrenaline (Bacon et al., 2020), whereas 

the typical exogenous concentration used in experiments is ~20 µM.    In addition to the unknown 

concentration of endogenous acetylcholine in CA3, the precise location and release dynamics of 

acetylcholine in CA3 are also unknown. As explained in the Introduction chapter, there has been 

evidence for both volume and synaptically-targeted acetylcholine release in the hippocampus 

(Umbriaco et al., 1995; Takács et al., 2018; Disney and Higley, 2020), but the precise transmission 

dynamics in CA3 are unknown and therefore, the concentration of endogenous acetylcholine 

surrounding the particular synapses of interest could be lower than previously thought. 

 

As acetylcholine has previously been shown to affect CA3 neurons differently (Hunt et al., 2018), the 

variability of acetylcholine’s effect could reflect these distinct CA3 cell types. These cell types are 

positioned differentially along the proximodistal CA3 axis and so to help control for this, I recorded 

cells from approximately the same proximodistal CA3 location in each slice as well as from similar 

dorsoventral regions. When analysing the data, I also tested whether some factors such as the PSC rise 
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time, mouse age and gender could be influencing or correlated with the effect of acetylcholine on EPSC 

amplitude.  

 

Acetylcholine produced little overall effect on the excitatory inputs to CA3 neurons here but there was 

a small, significant reduction in IPSC amplitude. This is line with previous carbachol studies showing 

reduced transmission from different types of interneurons in the CA3 region (Szabó et al., 2010). Here, 

I was recording IPSCs from stimulation of the CA3 pyramidal cell layer. As there are many types of 

interneurons in the CA3 region the exact subtype stimulated here was unknown but interneurons with 

axons in the pyramidal cell layer were most likely basket cells. The IPSC kinetics measured here also 

reflect PV-positive basket cell dynamics (Szabó et al., 2010; Udakis et al., 2020). In Szabó et al., (2010), 

they looked at the effect of carbachol on CA3 pyramidal neuron IPSCs from three different interneuron 

subtypes and showed that carbachol reduced IPSC amplitudes by between 70 and 95% in all interneuron 

types. Specifically, the PV-positive interneuron IPSCs were reduced by 70-75% (Szabó et al., 2010). 

This is to a greater extent than the results observed here but could be due to the fact that endogenous 

acetylcholine is released at a lower concentration or that it is localised to specific synapses. Overall, the 

reduction of inhibitory inputs, but not excitatory inputs, suggests that the main effect of acetylcholine 

could be to increase CA3 neuron excitability via disinhibition. In fact, within the DG-CA3 microcircuit, 

it was also found that acetylcholine modulated the inhibitory inputs, from mossy fibre activation, as 

opposed to the direct excitatory inputs (Prince et al., 2021).   

 

Recently, the effect of endogenous acetylcholine, using this ChaT-cre:Ai32 mouse line, has been 

investigated on synaptic transmission in the CA1 region (Palacios-Filardo et al., 2021). It was found 

that acetylcholine reduced the excitatory Schaffer-collateral (SC) and entorhinal inputs by a similar 

amount but reduced the feedforward inhibition from the entorhinal cortex to a greater extent than from 

the SC input. This suggested that there was an overall enhancement of the excitatory-inhibitory balance 

from the entorhinal cortex. Compared to the CA1 region, the CA3 region should have a similar density 

of cholinergic fibres (Grybko et al., 2011); however, muscarinic receptor expression has been shown to 

vary between the regions (Levey et al., 1995). Acetylcholine modulates SC-CA1 transmission via pre-

synaptic M4 activation (Dasari and Gulledge, 2011; Palacios-Filardo et al., 2021), which is densely 

expressed in the stratum radiatum in CA1 (Levey et al., 1995). However, there is much less M4 

expression in the CA3 stratum radiatum and therefore suggests acetylcholine could have less impact on 

CA3-CA3 recurrent inputs, which is in line with these results. Additionally, the effect of endogenous 

acetylcholine on CA1 synaptic inputs was similar to the effect observed when bath applying 10 µM 

carbachol (Palacios-Filardo et al., 2021). This could suggest that the concentration released from 

cholinergic fibres in the CA1 region is comparable to 10 µM carbachol and in this instance, it is 

therefore possible that there is less endogenous release in the CA3 region, compared to CA1, or that 

there is less targeted modulation to specific synaptic contacts. Overall, acetylcholine seems to modulate 
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synaptic transmission in the CA1 and CA3 region differently, but the main effect in both regions, 

appears to be to increase the excitatory-inhibitory balance by reducing inhibitory synapses to a greater 

extent than excitatory.      

 

The dendritic integration experiments performed here suggested that increasing the stimulation intensity 

of recurrent and perforant path axons produces a sublinear increase in the compound EPSP decay, as 

opposed to a supra-linear increase generated from the same stimulation protocol in CA1 neurons 

(Griesius et al., 2022). The aim of these experiments was to test the prediction from the modelling that 

acetylcholine could reduce the threshold required for NMDA-mediated supra-linear synaptic 

integration. The differences in the integration properties between the model and experiments were likely 

due to the fact that the inputs in the model were positioned in close proximity within a single dendritic 

branch whereas stimulation of pathway axons in brain slices activated a global response in the dendritic 

regions, that are unlikely to be focused within a single dendritic section. Therefore, the result from these 

experiments suggests that inputs between dendritic branches integrate sub-linearly and highlight a major 

difference in global integration properties between CA3 and CA1 neurons (Griesius et al., 2022). It has 

previously been shown that inputs activated within a single CA3 dendritic branch can produce NMDA-

mediated supra-linear integration (Makara and Magee, 2013). Therefore, to generate this form of 

synaptic integration and test the effect of endogenous acetylcholine, inputs may need to be precisely 

stimulated within a dendritic branch using two-photon glutamate uncaging as in Makara and Magee, 

(2013). Additionally, distributing inputs across different dendritic branches in a reconstructed neuron 

model, to simulate stimulation of pathway axons in brain slice experiments, could test global synaptic 

integration properties between branches within a dendritic region. Indeed, this has been previously 

investigated in CA1 neuron models and experimentally in cortical neurons, in which clustered inputs 

on the same dendritic branch sum nonlinearly, whereas dispersed inputs on separate dendrite branches 

sum linearly or sub-linearly (Poirazi et al., 2003a, 2003b; Polsky et al., 2004).        

 

When comparing recurrent and perforant path stimulation, the perforant path inputs had a higher 

maximum AUC to slope ratio suggesting that less input was needed to reach the maximum AUC 

compared to the recurrent inputs. This finding was comparable to the modelling result, in which less 

input was required in the SLM dendrites (perforant path inputs) to produce the maximal EPSP amplitude 

response. Endogenous acetylcholine also had a greater effect on the changepoint from the recurrent 

inputs, compared to the perforant path. This changepoint signified when the compound EPSP decay 

AUC had reached its maximum and started to plateau with increasing input intensity. In the model, the 

number of inputs required to reach the maximum slope of nonlinearity was measured, and acetylcholine 

had a greater impact on this threshold in the recurrent inputs compared to the perforant path inputs. 

Therefore, although the simulations and experiments were measuring different phenomena, in both 



112 

 

setups, acetylcholine had a greater influence on recurrent inputs to the SR dendrites compared to the 

perforant path inputs to the SLM dendrites.   

3.4.1 Limitations / improvements 

In these experiments, cholinergic fibres were stimulated at a frequency of 2 Hz, as was previously used 

in experiments assessing synaptic transmission in CA1 neurons (Palacios-Filardo et al., 2021). 

Cholinergic neurons in the medial septum have previously been shown to be slow firing (Simon et al., 

2006) and therefore 2 Hz was used to represent a maximal firing rate that is typical during wakefulness 

and to represent a maximal physiological concentration of acetylcholine in the hippocampus. However, 

more recent experiments that measured the activity of medial septum cholinergic neurons detected peak 

firing rates between 7.5 and 15 Hz during active exploration in 6 out of the 7 neurons recorded (Ma et 

al., 2020). These neurons exhibited tonic firing during active exploration periods and REM sleep, 

whereas 1 out of the 7 maintained a slower firing rate as previously thought typical of these neurons 

(Simon et al., 2006). Therefore, the 2 Hz optogenetic stimulation used in these experiments may not 

reflect the in vivo firing patterns that correspond with high acetylcholine release in the hippocampus 

and higher stimulation frequencies could produce greater effects. To further understand and more 

accurately mimic in vivo acetylcholine release in brain slice experiments, it would be beneficial to 

measure acetylcholine release in the hippocampus using an acetylcholine sensor (Jing et al., 2020) 

during behaviours, such as exploration, and then to additionally monitor acetylcholine release ex vivo 

when optogenetically stimulating cholinergic neurons at different frequencies. This would help to 

indicate an appropriate stimulation frequency that releases a physiologically relevant amount of 

acetylcholine into the hippocampus. 

 

In relation to the experiments measuring IPSC amplitudes, it could be beneficial to isolate specific 

inhibitory inputs from different interneurons to determine the extent to which acetylcholine affects 

different subtypes. Additionally, to validate the results shown here with the effect of endogenous 

acetylcholine on IPSC amplitude, additional experiments could have been performed with a cholinergic 

antagonist applied during optogenetic stimulation to confirm acetylcholine was causing the observed 

effect. 

 

The sample size of the dendritic integration experiments could ideally be larger to verify the results 

shown here. These experiments suggested that it may be difficult to induce supra-linear dendritic 

integration in CA3 neurons with this particular experimental stimulation protocol. In addition, the 

duration of time spent measuring acetylcholine’s effect on dendritic integration could increase to 

expand the quantity of datapoints collected. In Raus Balind et al. (2019) they categorized CA3 neurons 

based on their ability to generate complex spike bursts, similar to plateau potentials, at the soma and 

found that a group of CA3 neurons required combined proximal and distal inputs in order to generate 
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complex spike bursts. A protocol consisting of coincident perforant path and recurrent stimulation could 

therefore be beneficial for inducing supra-linear dendritic integration in CA3 neurons and for assessing 

acetylcholine’s impact.  

3.4.2 Functional implications 

Endogenously released acetylcholine, as well as bath-applied noradrenaline, did not affect CA3 

recurrent transmission. The impact of endogenous acetylcholine on CA3 neuron excitability was not 

tested here but carbachol increased membrane potential and input resistance, whereas noradrenaline did 

not. Taken in consideration with their effect on DG-CA3 circuitry (Prince et al., 2021), it is thought that 

both acetylcholine and noradrenaline facilitate the formation of memory ensembles by reducing the 

DG-CA3 feedforward inhibition, therefore increasing excitation and enhancing plasticity within CA3-

CA3 connections. The results found here could therefore indicate that overall, similar to the DG-CA3 

circuit, acetylcholine increases the excitability of CA3 neurons via reducing inhibitory inputs and that 

this could facilitate action potential output and backpropagating action potentials, potentially as a 

mechanism to facilitate plasticity induction. Further experiments to clarify the role of endogenous 

acetylcholine on CA3 neuron excitability and plasticity, as well as the impact of endogenous 

noradrenaline on CA3 synaptic inputs will be needed to validate these ideas.   

3.4.3 Future studies 

To further our understanding of how acetylcholine affects synaptic circuitry and integration within the 

CA3 region, future ex vivo experiments could include additional ways to test the effect of acetylcholine 

on CA3 dendritic integration, as explained in the previous chapter (Section 0).  

 

As it is also important to understand how acetylcholine regulates memory processing, studying how 

acetylcholine modulates plasticity within the CA3 network would be highly beneficial. It has previously 

been shown that acetylcholine can facilitate synaptic plasticity in CA1 neurons (Fernández De Sevilla 

and Buño, 2010; Dennis et al., 2016) and it has been suggested that acetylcholine could facilitate 

plasticity between the recurrent connections within the CA3 network to facilitate memory storage 

(Hasselmo et al., 1995; Prince et al., 2021). Therefore, it will be important to understand the 

mechanisms by which acetylcholine could impact this plasticity. 

 

To understand the impact of acetylcholine within the entire CA3 circuit, it would also be important to 

test its effect on other excitatory and inhibitory inputs to CA3 neurons, such as the mossy fibre (MF) 

input, as this particular pathway has important implications for learning and memory encoding. As 

carbachol has been found to modulate MF feedforward inhibition as opposed to direct MF excitatory 

transmission (Prince et al., 2021), it is predicted that endogenous acetylcholine would affect it in the 
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same way. To my knowledge, there have also been no studies looking at acetylcholine’s effect on 

entorhinal-CA3 feedforward inhibition via the perforant path. In CA1 neurons, endogenous 

acetylcholine was shown to reduce the entorhinal excitatory input but reduce entorhinal feedforward 

inhibition to a greater extent, therefore overall enhancing the entorhinal excitatory-inhibitory balance 

(Palacios-Filardo et al., 2021).   

 

Additionally, the use of optogenetics in vivo would be highly beneficial to assess the impact of 

acetylcholine on neuron activity during behaviour. The precise timing control with optogenetics could 

allow for manipulation of acetylcholine at precise time points during a memory task to understand its 

impact in encoding vs retrieval (Jarzebowski et al., 2021; Zhang et al., 2021). Taking advantage of 

developing technologies, such as acetylcholine sensors, could also be an important tool to use in vivo 

to further understand at which points acetylcholine is released in the CA3 region in relation to certain 

behaviours and tasks (Teles-Grilo Ruivo et al., 2017; Jing et al., 2020). Place cells are also present in 

the CA3 region, and therefore it would also be beneficial to assess the impact of acetylcholine on these 

place cell dynamics (Mamad et al., 2015).  

 

In conclusion, acetylcholine release via optogenetics did not affect excitatory inputs to CA3 neurons 

but did reduce inhibitory inputs, potentially suggesting that acetylcholine increases CA3 pyramidal 

neuron excitability via disinhibition and that this could play a role in plasticity induction and the 

formation of memory ensembles within CA3 circuitry.  
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Chapter 4 General Discussion 

 

The aim of this research was to further our understanding of how neuromodulators affect synaptic 

transmission and integration in CA3 pyramidal neurons, with the hope that it provides insight onto our 

understanding of how these neuromodulators affect this circuitry in vivo. Neuromodulators are released 

in response to external stimuli and in particular behavioural states. Combining this prior knowledge 

with the results of this research can suggest how these neuromodulators are affecting CA3 circuitry 

during particular behaviours and how this change in brain circuitry may be driving behaviour or learning 

and forming memories.  

 

Chapter 2 investigated the impact of acetylcholine, via the inhibition of potassium channels, on dendritic 

NMDA-mediated nonlinearity in a biophysical computational model of a CA3 pyramidal neuron. The 

results from this modelling work predicted that acetylcholine’s modulation of potassium channels can 

reduce the number of synaptic inputs required to initiate NMDA-mediated nonlinearity in dendrites. 

This effect was greater in the proximal stratum radiatum dendrites and was not fully explained by 

increased dendritic excitability or a particular potassium conductance. Additional findings were the 

modulation of the A-type (Ka) and calcium-activated (Kca) potassium conductances on the slope of 

nonlinearity and the NMDA spike half-width, respectively, which have been identified previously in 

CA1 neurons (Cai et al., 2004). 

 

Chapter 3 investigated experimentally acetylcholine and noradrenaline’s role in CA3 recurrent circuitry, 

as well as acetylcholine’s impact on perforant path and inhibitory inputs to CA3 neurons. These 

experiments were performed in ex vivo brain slices using pharmacological and optogenetic techniques. 

The initial results showed that bath-applied noradrenaline had no impact on CA3 recurrent transmission, 

whereas bath-applied carbachol reduced CA3 recurrent transmission in line with previous studies (Vogt 

and Regehr, 2001; Kremin and Hasselmo, 2007). However, when testing the effect of endogenous 

acetylcholine release via blue light activation of channelrhodopsin-containing cholinergic fibres, no 

change in CA3 recurrent transmission was observed. Additionally, endogenous acetylcholine did not 

alter perforant path-CA3 inputs, as carbachol has previously been shown to (Kremin and Hasselmo, 

2007). It did, however, reduce inhibitory inputs to CA3 neurons, in line with previous studies (Szabó et 

al., 2010). Furthermore, increasing stimulation intensity in both recurrent and perforant path evoked 

responses produced a sublinear increase in the compound EPSP decay, in contrast to findings in CA1 

neurons which generated supra-linear increases (Griesius et al., 2022).    

 

Taken together, these results offer new ideas about the impact of acetylcholine in the CA3 network. 

Acetylcholine has been previously thought to reduce the recurrent connections in the CA3 network, as 
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has been evidenced here and in previous studies when bath-applying carbachol (Vogt and Regehr, 2001; 

Kremin and Hasselmo, 2007). However, the results found here from using optogenetic techniques, 

suggest that endogenous acetylcholine has little impact on CA3 recurrent transmission and as mentioned 

in Chapter 3 suggests that the physiological maximal concentration of acetylcholine surrounding these 

synapses could be lower than previously thought and points towards specific synaptic targeting of 

acetylcholine in the CA3 region (Takács et al., 2018). 

 

Cholinergic modulation of inhibitory transmission in CA3 had also been previously investigated via 

bath applying carbachol (Szabó et al., 2010) where it was found that carbachol reduced several types of 

interneuron-CA3 inputs. The findings from this study, testing the modulation by endogenous 

acetylcholine, are in agreement with results from Szabó et al., (2010) in which inhibitory inputs to CA3 

neurons are reduced, however the extent of that reduction was different between the two studies. 

Carbachol reduced inhibitory transmission approximately 4-fold  more (Szabó et al., 2010) compared 

to endogenous acetylcholine. As explained in Chapter 3, the concentration and spatiotemporal release 

properties of endogenous acetylcholine could explain the differences observed. To further compare the 

impact of endogenous acetylcholine shown here with studies using carbachol, it would be beneficial to 

measure the OLM nicotinic response with different concentrations of carbachol applied, to estimate the 

amount of acetylcholine released during optogenetic stimulation.       

 

Although carbachol reduced recurrent synaptic inputs to CA3 neurons, it was also thought that 

acetylcholine facilitated plasticity between CA3-CA3 recurrent connections to encode new memory 

ensembles (Hasselmo et al., 1995; Rogers and Kesner, 2004; Prince et al., 2021), although this theory 

has not been confirmed experimentally. One of the mechanisms via which acetylcholine could facilitate 

this plasticity, is via post-synaptic mechanisms, such as dendritic spikes. Indeed, from the simulations 

performed in Chapter 2, it was proposed that acetylcholine could reduce the threshold number of inputs 

required to generate NMDA spikes, especially in the stratum radiatum dendrites that receive inputs from 

recurrent collaterals. Also, if acetylcholine does in fact not modulate CA3 recurrent transmission, as 

shown in Chapter 3, it could mean that the likelihood of inducing plasticity at these synapses is greater. 

It was recently shown in a network spiking model of CA3 (Prince et al., 2021) that increased CA3 

excitability and reduction of CA3-CA3 transmission with acetylcholine, increased the speed of 

ensemble formation and enhanced the overlap between memory ensembles, respectively. However, 

taking into consideration the results here with endogenous acetylcholine, acetylcholine’s main effect 

within CA3 may be to only increase CA3 neuron excitability and therefore may not additionally 

improve the overlap between memory ensembles. This however, provides the benefit of increasing the 

fidelity of memory retrieval in the model (Prince et al., 2021).    
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Taking all aspects into consideration, acetylcholine has more of an impact on reducing inhibitory 

transmission as opposed to excitatory transmission in CA3 (Figure 4-1) and within pyramidal neuron 

dendrites could be facilitating the generation of NMDA spikes. These key results suggest that 

acetylcholine’s main mode of action in CA3 is reducing inhibitory inputs, and therefore increasing 

pyramidal neuron excitability, which could also facilitate dendritic spike generation.      

 

 

Figure 4-1: Prior and updated impact of acetylcholine on CA3 circuitry. The diagram on the left depicts results from 

previous literature whereby bath applied carbachol (CCh) reduces the inputs. The diagram on the right takes into account the 

effects found in this research from testing endogenous acetylcholine (ACh). Here, there was no effect found on the entorhinal 

(dark blue) and recurrent (light blue) inputs to CA3 neurons, but endogenous acetylcholine (ACh) did confirm the impact of 

CCh on inhibitory inputs. The impact of endogenous acetylcholine on mossy fibre excitatory and feedforward inhibition is 

currently not known.      

 

In this thesis, experimental and computational modelling approaches were both used to explore the role 

of acetylcholine in CA3 synaptic transmission and integration. This was done as it broadened the scope 

of questions to investigate. Specifically, using computational models allowed exploration of questions 

that are technically very challenging to currently perform experimentally in brain slices. It also allowed 

for easy manipulation and control of all parameters, such as ion channel conductances, and helped gain 

insight into mechanistic explanations of phenomena. However, one of the key disadvantages to using 

biophysically detailed neuron models is the vast number of parameters that need to be set that we do 

not know the true values for. To tackle this here, a parameter optimisation algorithm was used to search 

the parameter space and identify the best set of parameters that most closely matched the experimental 

output. However, this approach still had weaknesses in that it was computationally expensive to run, 

and that there can be more than one optimal set of parameter values. Additionally, the data to match to 

was averaged data and therefore using a single neuron model did not capture this between-neuron 

variability. It could therefore be beneficial to run repeated simulations on different neuron morphologies 

and/or vary the ion channel densities.   
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Regarding the experimental approach, whole-cell patch clamp experiments were used to investigate the 

effect of endogenously released acetylcholine on CA3 synaptic inputs. This technique was used as it 

has previously been used to assess the same question using pharmacological, rather than optogenetic, 

intervention. Apart from the inherent disadvantages to voltage-clamp experiments, such as series 

resistance, space clamp issues and low-throughput, another downside was the lack of ability to directly 

assess dendritic activity as well as the uncertainty of the location and distribution of inputs to the 

dendritic tree. On the other hand, the modelling approach allowed precise positioning of inputs on 

different branches throughout the dendritic tree and to also measure the response at any location within 

the dendritic or somatic compartments. Using a model allowed investigation into NMDA nonlinear 

integration in every dendritic branch section within a single neuron, which is not possible to perform 

experimentally.  

 

To integrate the experimental and modelling results presented here, the predictions from the modelling 

could be tested in experimental setups and further simulations could be performed to confirm and 

understand some of the experimental results. In particular, the prediction that acetylcholine facilitates 

NMDA spike generation could be investigated using two-photon glutamate uncaging with application 

of carbachol or optogenetic stimulation in different regions of the dendritic tree. The impact of blocking 

Ka and Kca channels on NMDA spike properties could also be tested pharmacologically in slices. 

Furthermore, the sub-linear integration observed experimentally here could be tested in the 

reconstructed model by positioning synapses dispersed across the dendritic tree section and measuring 

the integration response at the soma.      

  

In order to confirm acetylcholine’s role in CA3 circuitry and memory encoding, some key questions 

still remain. It will be important to understand acetylcholine’s impact on plasticity with the CA3 

recurrent network as well as the mechanisms by which it may modulate this. It has previously been 

shown in CA3 neurons that NMDA spikes are necessary for inducing a particular type of synaptic 

plasticity in the recurrent inputs (Brandalise et al., 2016, 2021) that involves a combination of mossy 

fibre and recurrent input. Therefore, if acetylcholine enhances excitatory mossy fibre inputs, by 

reducing feedforward inhibition (Prince et al., 2021), reduces perisomatic inhibitory inputs (Chapter 3, 

Szabó et al., 2010), which in turn could additionally enhance mossy fibre inputs as well as increase 

excitability, and reduce the threshold required for NMDA spikes (Chapter 2), it is highly likely that it 

could facilitate this plasticity and therefore facilitate the formation of memory ensembles.  

 

To conclude, this research has shown that endogenous acetylcholine reduced inhibitory, but not 

excitatory, inputs to CA3 pyramidal neurons, and that cholinergic modulation of potassium channels in 

a computational model facilitated the generation of dendritic NMDA spikes. These key findings could 
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both facilitate plasticity within the recurrent network and therefore provide a potential mechanism for 

memory formation.  
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Appendix A 

 

This appendix describes the ion channel equations used for both the two-compartment and reconstructed 

neuron models. The model scripts, ion channel and synaptic mechanisms and neuron geometry for the 

reconstructed neuron model are also publicly available on ModelDB (accession number 267298). If 

different parameters were used for the two-compartment model, they have been highlighted below. 

 

Voltage-dependent potassium channels 

Equation A1: Potassium current equation 

𝐼𝐾 = 𝑔𝑚𝑎𝑥 ∗ 𝑛 ∗ (𝑉 − 𝑉𝑘) 

Where gmax is the maximal channel conductance, n is the proportion of open channels, V is the 

membrane potential and Vk is the potassium equilibrium potential (-90 mV). n is dependent on the 

membrane potential and is calculated with the following equation representing the proportion of open 

channels:   

Equation A2: Boltzmann activation function 

𝒏 =
𝟏

𝟏 + 𝒆𝒙𝒑
(

𝑽−𝑽𝟏
𝟐

−𝒔𝒉

𝒌
)

 

This equation reflects the channel conductance, as a function of the membrane potential (V). V1

2
 is the 

membrane potential at which the channel conductance is half maximal; k reflects the steepness of the 

sigmoidal activation curve and sh the shift in the curve. The parameters for each of the potassium 

channel mechanisms, excluding Ka, for the two-compartment (Table A2) and reconstructed models 

(Table A1) are shown below. 

Table A1: Activation function parameters for potassium ion channels in the reconstructed neuron model. V𝟏

𝟐
  = half-

maximal channel conductance voltage; k = slope of sigmoidal activation function; sh = shift in the curve. The reference column 

refers to the experimental data and/or the publication in which the channel equations and parameters were initially fitted. Km, 

Kir and Ih sh parameters displayed here were optimised for this model. 

Channel type V𝟏

𝟐
 (mV) k sh References 

Km -40 -10 -30 Shah et al., (2008) 

Kir -98.92 10.89 30 Stegen et al., (2012); Yim et al., (2015) 

Kdr 3.8 8.85 0 Klee et al., (1995); Hoffman et al., (1997) 

Ih -73 8 30 Magee, (1998) 
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Table A2: Activation function parameters for potassium ion channels in the two-compartment model. V𝟏

𝟐
  = half-

maximal channel conductance voltage; k = slope of sigmoidal activation function; sh = shift in the curve.  The reference column 

refers to the experimental data and/or the publication in which the channel equations and parameters were initially fitted. Km 

and Kir sh parameters displayed here were optimised for this model. 

Channel type V𝟏

𝟐
 (mV) k sh References 

Km -40 -10 11.40 Shah et al., (2008) 

Kir -98.92 10.89 5e-4 Stegen et al., (2012); Yim et al., (2015) 

Kdr 3.8 8.85 0 Klee et al., (1995); Hoffman et al., (1997) 

Ih -73 8 0 Magee, (1998) 

 

The decay time constants (tau) for the activation functions were described by the following equations 

for Km, Ih and Kdr channels: 

 

𝑡𝑎𝑢 = 𝑏0 +
𝑏𝑒𝑡𝑎(𝑉)

𝑞𝑡 ∗ 𝑎0𝑡 ∗ (1 + 𝑎𝑙𝑝ℎ𝑎(𝑉))
 

 

Where alpha(V) and beta(V) represented the following rate constant functions: 

 

𝑎𝑙𝑝ℎ𝑎(𝑉) = exp(0.001 ∗ 𝐹/𝑅𝑇 ∗ 𝑧𝑒𝑡𝑎𝑡 ∗ (𝑉 − 𝑉ℎ𝑡 − 𝑠ℎ)) 

𝑏𝑒𝑡𝑎(𝑉) = exp(0.001 ∗ 𝐹/𝑅𝑇 ∗ 𝑧𝑒𝑡𝑎𝑡 ∗ 𝑔𝑚𝑡 ∗ (𝑉 − 𝑉ℎ𝑡 − 𝑠ℎ)) 

 

Where F is the Faraday constant (9.649e4 C⋅mol-1), R is the gas constant (8.315 J⋅mol−1⋅K−1), T is the 

temperature in Kelvin (308.16 K). The sh parameters are the same as in Table A1 and Table A2: 

Activation function parameters for potassium ion channels in the two-compartment model. above. 

 

The decay time constant for Kir activation function was expressed as: 

𝑡𝑎𝑢 = 5 ∗
1

𝑞𝑡 ∗ (𝑎0𝑡 ∗ exp (−
𝑉

𝑉ℎ𝑡
) + 𝑏0 ∗ exp (

𝑉
𝑉ℎ𝑡

))
 

 

All parameter values for each of the conductances are displayed in Table A3 below. 
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Table A3: Parameters for time and rate constant function equations. 

Channel zetat gmt Vht a0t b0 qt 

Km 7 0.4 -42 0.003 60 1 

Kdr -3 0.7 3.8 0.02 0 1 

Ih 2.2 0.4 -75 0.011 0 1.35 

Kir - - 67.08 0.0061 0.82 1 

 

The Ka channel mechanism had a slightly more complicated set of equations as it included an 

inactivation gating variable, l, in addition to the activation gating variable, n. Moreover, the slope of 

activation was also dependent on the voltage and was therefore represented by an additional equation.  

 

The activation (n), inactivation (l) and corresponding rate constant (alpha, beta) and tau (taun, taul) 

equations for Ka from Klee et al., (1995) and Hoffman et al., (1997) are: 

 

𝑧𝑒𝑡𝑎 = 𝑧𝑒𝑡𝑎𝑛 +
𝑝𝑤

1 + exp (
𝑣 − 𝑡𝑞 − 𝑠ℎ

𝑞𝑞
)
 

 

𝑎𝑙𝑝ℎ𝑎𝑁 = exp(0.001 ∗ 𝐹/𝑅𝑇 ∗ 𝑧𝑒𝑡𝑎 ∗ (𝑣 − 𝑉ℎ𝑛 − 𝑠ℎ))  

 

𝑏𝑒𝑡𝑎𝑁 = exp (0.001 ∗ 𝐹/𝑅𝑇 ∗ 𝑧𝑒𝑡𝑎 ∗ 𝑔𝑚𝑛 ∗ (𝑣 − 𝑉ℎ𝑛 − 𝑠ℎ)) 

 

𝑎𝑙𝑝ℎ𝑎𝐿 = exp (0.001 ∗ 𝐹/𝑅𝑇 ∗ 𝑧𝑒𝑡𝑎𝑙 ∗ (𝑣 − 𝑉ℎ𝑙 − 𝑠ℎ)) 

 

𝑏𝑒𝑡𝑎𝐿 = exp (0.001 ∗ 𝐹/𝑅𝑇 ∗ 𝑧𝑒𝑡𝑎𝑙 ∗ 𝑔𝑚𝑙 ∗ (𝑣 − 𝑉ℎ𝑙 − 𝑠ℎ)) 

 

𝑛 =
1

1 + 𝑎𝑙𝑝ℎ𝑎𝑁(𝑣)
 

 

𝑡𝑎𝑢𝑛 =
𝑏𝑒𝑡𝑎𝑁(𝑣)

𝑞𝑡 ∗ 𝑎0𝑛 ∗ (1 + 𝑎𝑙𝑝ℎ𝑎𝑁(𝑣))
 

 

𝑙 =
1

1 + 𝑎𝑙𝑝ℎ𝑎𝐿(𝑣)
 

 

𝑡𝑎𝑢𝑙 = 0.26 ∗
𝑣 + 50 − 𝑠ℎ

𝑞𝑡𝑙
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Where F is the Faraday constant (9.649e4 C⋅mol-1), R is the gas constant (8.315 J⋅mol−1⋅K−1), T is the 

temperature in Kelvin (308.16 K). 

 

The parameters used for the Ka equations are in the table below. 

Table A4: Parameters for Ka equations for the reconstructed and two-compartment models. Parameters here are from 

Klee et al., (1995), Hoffman et al., (1997) and Kim et al., (2012). Sh parameters were optimised during for these models. 

 
Reconstructed 

Two-

compartment 

Vhn -5 11 

Vhl -65 -56 

sh 5.58 8.11 

a0n 0.05 0.05 

zetan -1.8 -1.5 

zetal 3.7 3 

gmn 0.55 0.55 

gml 1 1 

pw -1 -1 

tq -40 -40 

qq 5 5 

qt 5.87 5.87 

qtl 1 1 

 

The sh parameters for Ka, Km Ih and Kir were optimised for these models during the optimisation 

process. Vhn, Vhl, zetal and zetan for Ka were taken from Kim et al., (2012) for the reconstructed model.  

 

Calcium-activated potassium channels 

 

The first equation in this section describes the acetylcholine modulated small conductance calcium-

activated potassium channel (Kca), from Combe et al., (2018). 

Equation A3: Small conductance calcium-activated potassium channel activation function (SK/Kca) 

o =
1

1 + (
0.00019

𝑐𝑎𝑖 )
4   

Where cai is the intracellular calcium concentration. The decay time constant (tau) for this activation 

function was 28 ms. 
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There were two additional calcium-dependent potassium channels present in the models. Firstly, the 

Kahp channel, involved in the slow after-hyperpolarisation (AHP). The following equations used were 

from Migliore et al., (1995): 

Equation A4: Activation function for Kahp conductance. 

o = 
108 ∗ 𝑐𝑎𝑖4

((108 ∗ 𝑐𝑎𝑖4) + 0.005)
 

Equation A5: Kahp time constant of the activation function. 

𝑡𝑎𝑢 =
1

2.69 ∗ ((108 ∗ 𝑐𝑎𝑖4) + 0.005)
 

Where cai was the intracellular calcium concentration. 

 

The second additional calcium-dependent potassium channel was also dependent on the voltage with 

the equations as follows, also from Migliore et al., (1995): 

Equation A6: Kc activation function.  

𝑜 =
𝑎𝑙𝑝ℎ𝑎(𝑣, 𝑐𝑎𝑖)

𝑎𝑙𝑝ℎ𝑎(𝑣, 𝑐𝑎𝑖) + 𝑏𝑒𝑡𝑎(𝑣, 𝑐𝑎𝑖)
 

 

Where v was the membrane potential, cai was the intracellular calcium concentration and alpha(v,cai) 

and beta(v,cai) were the following rate constant functions: 

Equation A7: Kc rate constant equations. 

𝑎𝑙𝑝ℎ𝑎(𝑣, 𝑐𝑎𝑖) =
𝑐𝑎𝑖 ∗ 0.28

𝑐𝑎𝑖 + (0.00048 ∗ exp (
−2 ∗ 0.84 ∗ 𝐹 ∗ 𝑣

𝑅𝑇 )) 
 

 

𝑏𝑒𝑡𝑎(𝑣, 𝑐𝑎𝑖) =
0.48

𝑐𝑎𝑖/(1.3 ∗ 10−7 ∗ exp (
−2 ∗ 𝐹 ∗ 𝑣

𝑅𝑇 ))
 

 

Where F is the Faraday constant (9.649e4 C⋅mol-1), R is the gas constant (8.315 J⋅mol−1⋅K−1), T is the 

temperature in Kelvin (308.16 K). 

Equation A8: Time constant for Kc activation function. 

𝑡𝑎𝑢 =
1

𝑎𝑙𝑝ℎ𝑎(𝑣, 𝑐𝑎𝑖) + 𝑏𝑒𝑡𝑎(𝑣, 𝑐𝑎𝑖)
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Voltage-dependent calcium channels 

 

Kinetics for the following calcium channels were all from Migliore et al., (1995).  

 

L-type calcium channel equations: 

Equation A9: Calcium conductance (CaL) 

𝑔𝑐𝑎𝑙 = 𝑔𝑐𝑎𝑙𝑏𝑎𝑟 ∗ 𝑚 ∗ 𝑚 ∗ ℎ2(𝑐𝑎𝑖) 

 

ℎ2(𝑐𝑎𝑖) =
0.001

0.001 + 𝑐𝑎𝑖
 

Equation A10: L-type calcium channel (CaL) activation function equations 

𝑚 = 𝑎𝑙𝑝ℎ𝑎(𝑣) ∗ 𝑏𝑒𝑡𝑎(𝑣) 

 

𝑎𝑙𝑝ℎ𝑎(𝑣) = 15.69 ∗
−1𝑣 + 81.5

(exp (
−1𝑣 + 81.5

10
) − 1 )

 

 

𝑏𝑒𝑡𝑎(𝑣) =
1

𝑎𝑙𝑝ℎ𝑎(𝑣) + (0.29 ∗ exp (−
𝑣

10.86)
  

Equation A11: L-type calcium channel (CaL) time constant equations for activation function. 

𝑡𝑎𝑢𝑚 =
𝑏𝑒𝑡𝑎𝑚𝑡(𝑣)

5 ∗ 0.1 ∗ (1 + 𝑎𝑙𝑝ℎ𝑎𝑚𝑡(𝑣))
 

 

𝑎𝑙𝑝ℎ𝑎𝑚𝑡(𝑣) = exp(0.001 ∗ 𝐹/𝑅𝑇 ∗ 2 ∗ (𝑣 − 4)) 

 

𝑏𝑒𝑡𝑎𝑚𝑡(𝑣) = exp (0.001 ∗ 𝐹/𝑅𝑇 ∗ 2 ∗ 0.1 ∗ (𝑣 − 4)) 

 

N-type calcium channel equations: 

Equation A12: Calcium conductance (N-type) 

𝑔𝑐𝑎𝑛 = 𝑔𝑐𝑎𝑛𝑚𝑎𝑥 ∗ 𝑚 ∗ 𝑚 ∗ ℎ ∗ ℎ2(𝑐𝑎𝑖) 

Equation A13: N-type calcium conductance (CaN) activation function equations 

𝑚 = 𝑎𝑙𝑝ℎ𝑎𝑚(𝑣) ∗ 𝑏𝑒𝑡𝑎𝑚(𝑣) 
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𝑎𝑙𝑝ℎ𝑎𝑚(𝑣) = 0.1967 ∗
−1 ∗ 𝑣 + 19.88

exp (
−1 ∗ 𝑣 + 19.88

10
) − 1

 

 

𝑏𝑒𝑡𝑎𝑚(𝑣) =
1

𝑎𝑙𝑝ℎ𝑎𝑚(𝑣) + (0.046 ∗ exp (−
𝑣

20.73))
 

 

ℎ = 𝑎𝑙𝑝ℎ𝑎ℎ(𝑣) ∗ 𝑏𝑒𝑡𝑎ℎ(𝑣) 

 

𝑎𝑙𝑝ℎ𝑎ℎ(𝑣) = 1.6𝑒 − 4 ∗ exp (−
𝑣

48.4
) 

 

𝑏𝑒𝑡𝑎ℎ(𝑣) =
1

𝑎𝑙𝑝ℎ𝑎ℎ(𝑣) + (
1

exp (
−𝑣 + 39

10 ) + 1
)

 

 

ℎ2(𝑐𝑎𝑖)  =  0.001/(0.001 + 𝑐𝑎𝑖) 

 

𝑡𝑎𝑢ℎ = 80 

 

T-type calcium channel equations: 

Equation A14: Calcium conductance (T-type) 

𝑔𝑐𝑎𝑡 = 𝑔𝑐𝑎𝑡𝑚𝑎𝑥 ∗ 𝑚 ∗ 𝑚 ∗ ℎ 

Equation A15: T-type calcium channel (CaT) activation function equations 

𝑚 =
𝑎𝑙𝑝ℎ𝑎𝑚(𝑣)

𝑎𝑙𝑝ℎ𝑎𝑚(𝑣) + 𝑏𝑒𝑡𝑎𝑚(𝑣)
 

𝑎𝑙𝑝ℎ𝑎𝑚(𝑣) = 0.2 ∗ (−1 ∗ 𝑣 +
19.26

exp(−1 ∗ 𝑣 + 19.26)
10

− 1) 

 

𝑏𝑒𝑡𝑎𝑚(𝑣) = 0.009 ∗ exp (−
𝑣

22.03
) 

 

ℎ =
𝑎

𝑎 + 𝑏
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𝑎 = 1. 𝑒 − 6 ∗ exp (−
𝑣

16.26
) 

 

𝑏 =
1

exp (
−𝑣 + 29.79

10
) + 1

 

 

ℎ𝑡𝑎𝑢 =
𝑏𝑒𝑡𝑎ℎ(𝑣)

0.015 ∗ (1 + 𝑎𝑙𝑝ℎ𝑎ℎ(𝑣))
 

 

𝑎𝑙𝑝ℎ𝑎ℎ(𝑣) = exp(0.001 ∗ 𝐹/𝑅𝑇 ∗ 3.5 ∗ (𝑣 − (−75))) 

 

𝑏𝑒𝑡𝑎ℎ(𝑣) = exp(0.001 ∗ 𝐹/𝑅𝑇 ∗ 3.5 ∗ 0.6 ∗ (𝑣 − (−75))) 
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Appendix B 

 

Appendix B: Properties of each stimulated dendrite section, ordered by distance from the soma. Section = the section reference number; Region = SR or SLM dendrite; Distance from soma 

= dendrite distance from soma in microns; Length = dendrite section length in microns; Diameter = dendrite diameter in microns; Resting Rin = dendrite resting input resistance; Tree position = 

whether the section was before (pre-) and/or after (post-) a branchpoint and/or a terminal dendrite; No. of branchpoints to soma = the number of branchpoints to the soma; No. of segments = the 

number of numerical segments for that section, related to the dendrite length; Ka peak conductance = the distance dependent Ka peak conductance for each section; Kir peak conductance = the 

distance dependent Kir peak conductance. 

Section Region 
Distance from 

soma (µm) 

Length 
(µm) 

Diameter 
(µm) 

Resting Rin 

(MΩ) 
Tree position 

No. of 
branchpoints to 

soma 

No. of 
segments 

Ka peak 
conductance 

(S/cm
2
) 

Kir peak 
conductance 

(S/cm
2
) 

68 SR 151.82 20.73 1.27 162.11 pre- and post-branchpoint 4 1 5.60E-03 1.66E-05 

3 SR 152.13 45.03 1.14 151.51 pre- and post-branchpoint 4 3 5.62E-03 1.66E-05 

32 SR 170.82 63.65 0.80 250.22 pre- and post-branchpoint 5 5 6.64E-03 1.66E-05 

25 SR 184.10 90.21 1.37 179.30 pre- and post-branchpoint 5 5 7.38E-03 1.66E-05 

67 SR 186.34 89.77 0.77 262.87 terminal post-branchpoint 4 7 7.50E-03 1.66E-05 

7 SR 186.85 54.90 0.94 188.40 pre- and post-branchpoint 5 3 7.53E-03 1.66E-05 

72 SR 194.90 51.80 1.10 216.63 pre- and post-branchpoint 6 3 7.97E-03 1.66E-05 

10 SR 196.09 73.38 1.32 176.46 pre- and post-branchpoint 5 5 8.04E-03 1.66E-05 

44 SR 197.26 65.30 0.90 293.21 pre- and post-branchpoint 7 5 8.10E-03 1.66E-05 

4 SR 201.84 54.39 0.66 302.64 terminal post-branchpoint 5 5 8.35E-03 1.66E-05 

53 SR 202.39 165.01 0.95 272.53 pre- and post-branchpoint 4 9 8.38E-03 1.66E-05 

5 SR 216.66 84.03 0.57 372.23 terminal post-branchpoint 5 7 9.17E-03 1.66E-05 

71 SR 217.71 97.41 0.42 703.38 terminal post-branchpoint 6 9 9.22E-03 1.66E-05 

49 SR 219.08 108.94 0.49 570.67 terminal post-branchpoint 7 9 9.30E-03 1.66E-05 

69 SR 219.60 114.83 0.42 797.59 terminal post-branchpoint 5 11 9.33E-03 1.66E-05 

74 SR 237.19 32.78 1.04 269.68 pre- and post-branchpoint 7 3 1.03E-02 1.66E-05 

33 SR 239.44 73.60 0.43 695.04 terminal post-branchpoint 6 7 1.04E-02 1.66E-05 

9 SR 243.39 58.19 0.61 413.65 terminal post-branchpoint 6 5 1.06E-02 1.66E-05 

42 SR 245.24 235.46 0.63 663.14 post-branchpoint 6 17 1.07E-02 1.66E-05 

37 SR 246.72 91.81 0.47 902.08 terminal post-branchpoint 6 7 1.08E-02 1.66E-05 

73 SR 250.92 60.24 0.44 554.88 terminal post-branchpoint 7 5 1.11E-02 1.66E-05 

8 SR 251.19 73.78 0.61 432.29 terminal post-branchpoint 6 5 1.11E-02 1.66E-05 
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34 SR 256.22 107.15 0.46 762.56 terminal post-branchpoint 6 9 1.13E-02 1.66E-05 

48 SR 263.44 67.06 0.43 693.67 terminal post-branchpoint 8 7 1.17E-02 1.66E-05 

11 SR 265.74 65.92 1.30 242.63 pre- and post-branchpoint 6 3 1.19E-02 1.66E-05 

45 SR 281.20 102.58 0.78 454.55 post-branchpoint 8 7 1.27E-02 1.66E-05 

31 SR 284.00 109.58 0.62 474.96 terminal post-branchpoint 6 9 1.29E-02 1.66E-05 

22 SR 289.06 112.55 0.49 525.28 terminal post-branchpoint 6 9 1.31E-02 1.66E-05 

26 SR 300.13 141.84 1.23 286.79 pre- and post-branchpoint 6 7 1.38E-02 1.66E-05 

75 SR 301.89 96.64 0.43 701.88 pre- and post-branchpoint 8 9 1.39E-02 1.66E-05 

61 SR 320.46 40.04 0.64 506.12 pre- and post-branchpoint 6 3 1.49E-02 1.66E-05 

54 SR 324.97 80.16 0.45 772.70 terminal post-branchpoint 5 7 1.51E-02 1.66E-05 

38 SR 325.08 248.52 0.60 1057.73 post-branchpoint 6 17 1.51E-02 1.66E-05 

80 SR 331.42 155.70 0.52 655.43 post-branchpoint 8 13 1.55E-02 1.66E-05 

21 SR 341.55 85.69 0.59 483.36 terminal post-branchpoint 7 7 1.60E-02 1.66E-05 

12 SR 342.68 87.95 1.22 320.76 pre- and post-branchpoint 7 5 1.61E-02 1.66E-05 

65 SR 371.58 62.19 0.42 914.14 terminal post-branchpoint 7 5 1.77E-02 1.66E-05 

56 SR 375.70 150.52 0.61 726.55 pre- and post-branchpoint 6 11 1.79E-02 1.66E-05 

76 SR 376.87 53.32 0.40 1395.49 terminal post-branchpoint 9 5 1.80E-02 1.66E-05 

14 SR 398.60 23.90 0.93 393.90 pre- and post-branchpoint 8 3 1.92E-02 1.66E-05 

62 SLM 405.64 130.31 0.41 1164.05 pre- and post-branchpoint 7 11 1.96E-02 1.82E-05 

13 SLM 412.20 51.10 0.44 633.15 terminal post-branchpoint 8 5 1.99E-02 1.82E-05 

20 SLM 429.74 38.37 0.60 512.52 terminal post-branchpoint 9 3 2.09E-02 1.82E-05 

77 SLM 451.70 202.99 0.42 1699.23 pre- and post-branchpoint 9 17 2.21E-02 1.82E-05 

83 SLM 458.50 252.03 0.60 1103.75 pre-branchpoint 8 17 2.25E-02 1.82E-05 

15 SLM 458.63 96.15 0.76 545.51 pre- and post-branchpoint 9 7 2.25E-02 1.82E-05 

57 SLM 463.81 25.70 0.34 1195.41 terminal post-branchpoint 7 3 2.28E-02 1.82E-05 

58 SLM 475.82 49.73 0.51 1088.04 pre- and post-branchpoint 7 5 2.34E-02 1.82E-05 

82 SLM 477.54 229.14 0.41 2178.65 terminal 6 19 2.35E-02 1.82E-05 

28 SLM 483.75 225.40 0.59 828.56 pre- and post-branchpoint 7 17 2.39E-02 1.82E-05 

64 SLM 502.20 62.81 0.40 2032.91 terminal post-branchpoint 8 7 2.49E-02 1.82E-05 

27 SLM 517.41 292.72 0.58 908.51 terminal post-branchpoint 7 21 2.57E-02 1.82E-05 

16 SLM 518.90 24.40 0.42 851.37 pre- and post-branchpoint 10 3 2.58E-02 1.82E-05 

19 SLM 522.09 30.78 0.42 881.09 terminal post-branchpoint 10 3 2.60E-02 1.82E-05 

81 SLM 522.60 146.53 0.42 2141.46 pre-branchpoint 6 13 2.60E-02 1.82E-05 
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84 SLM 537.13 255.71 0.40 2413.43 terminal 8 21 2.68E-02 1.82E-05 

63 SLM 573.09 204.59 0.40 2575.84 terminal post-branchpoint 8 17 2.88E-02 1.82E-05 

59 SLM 586.65 171.93 0.40 2102.38 terminal post-branchpoint 8 15 2.95E-02 1.82E-05 

60 SLM 587.58 173.79 0.40 2109.01 terminal post-branchpoint 8 15 2.96E-02 1.82E-05 

40 SLM 607.93 24.12 0.31 3083.06 terminal post-branchpoint 7 3 3.07E-02 1.82E-05 

39 SLM 610.10 28.47 0.31 3122.53 terminal post-branchpoint 7 3 3.08E-02 1.82E-05 

30 SLM 611.80 30.70 0.40 1823.73 terminal post-branchpoint 8 3 3.09E-02 1.82E-05 

46 SLM 617.31 65.59 0.39 1912.94 terminal post-branchpoint 9 7 3.12E-02 1.82E-05 

79 SLM 628.20 150.00 0.40 2899.72 terminal post-branchpoint 10 13 3.18E-02 1.82E-05 

78 SLM 634.39 162.39 0.39 2939.43 terminal post-branchpoint 10 15 3.21E-02 1.82E-05 

47 SLM 641.67 114.29 0.40 2139.26 terminal post-branchpoint 9 11 3.25E-02 1.82E-05 
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