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Abstract
Faculty of Science and Engineering

School of Electronic Engineering and Computer Science

Doctor of Philosophy

Binaural virtual auditory display for music discovery and recommendation

by Rishi Chirantan Shukla

Emerging patterns in audio consumption present renewed opportunity for searching or
navigating music via spatial audio interfaces. This thesis examines the potential benefits
and considerations for using binaural audio as the sole or principal output interface in a
music browsing system. Three areas of enquiry are addressed.

Specific advantages and constraints in spatial display of music tracks are explored
in preliminary work. A voice-led binaural music discovery prototype is shown to offer
a contrasting interactive experience compared to a mono smartspeaker. Results suggest
that touch or gestural interaction may be more conducive input modes in the former
case. The limit of three binaurally spatialised streams is identified from separate data as
a usability threshold for simultaneous presentation of tracks, with no evident advantages
derived from visual prompts to aid source discrimination or localisation.

The challenge of implementing personalised binaural rendering for end-users of a
mobile system is addressed in detail. A custom framework for assessing head-related
transfer function (HRTF) selection is applied to data from an approach using 2D render-
ing on a personal computer. That HRTF selection method is developed to encompass 3D
rendering on a mobile device. Evaluation against the same criteria shows encouraging
results in reliability, validity, usability and efficiency.

Computational analysis of a novel approach for low-cost, real-time, head-tracked
binaural rendering demonstrates measurable advantages compared to first order virtual
Ambisonics. Further perceptual evaluation establishes working parameters for interac-
tive auditory display use cases.

In summation, the renderer and identified tolerances are deployed with a method
for synthesised, parametric 3D reverberation (developed through related research) in a
final prototype for mobile immersive playlist editing. Task-oriented comparison with a
graphical interface reveals high levels of usability and engagement, plus some evidence
of enhanced flow state when using the eyes-free binaural system.
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Chapter 1

Introduction

Wish I had a dollar
For every time they say:
"Don’t you miss the feeling music gave you
Back in the day?"

‘Musicology’
Prince

Mobile computing, smart technology and on-demand streaming have revolutionised
dominant practices in music consumption globally. Binaural synthesis techniques and
even spatial auditory music browsing have been the subject of research prior to these
recent innovations in digital distribution of audio. This thesis addresses the potential
design opportunities and considerations that spatial auditory display might now bring,
in the light of these radically transformed modes for music listening. It explores the
role that interactive binaural audio (i.e. 3D sound over headphones) could play within
increasingly internalised, translocated and patchwork music consumption trends, to fa-
cilitate more inquisitive user engagement with third party curated content.

1.1 Context and motivation

This research was motivated by recent patterns in digital audio consumption through
smart technology. An overview of these trends is provided to give context for the inves-
tigation. Statistics on global music revenue strands and consumption patterns are ref-
erenced from data collection co-ordinated by the International Federation of the Phono-
graphic Industry.

1.1.1 Developments in digital audio distribution

2016 marked a dual watershed in global music distribution patterns. For the first time,
worldwide revenue from digital formats constituted the majority of all income from
recorded music. Perhaps more significant is that this was achieved with a 60.4% increase
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that put streaming services into the digital ascendancy against a concomitant 20.5% de-
cline in downloads (IFPI, 2017). By 2017, streaming generated the largest proportion of
revenue at 38%, overtaking the 30% combined share of all physical formats (IFPI, 2018b).
The following year, subscription streaming (as opposed to free streaming funded by ad-
vertising) became the biggest single source of income for the phonographic industry, con-
stituting 37% of all revenue. At the time, that portion of the market incorporated 255 mil-
lion members of paid services accessing over 50 million licensed tracks (IFPI, 2019a,b).
Most recent data now sees subscription streaming providing 47.3% of the industry’s in-
come and ad-supported services contributing 17.7%, so approximately two thirds of all
revenue (IFPI, 2022). In summary, digital delivery has become very rapidly and firmly
established as the dominant mode of audio distribution.

Recent industry surveys suggest similar signs of traction for audio streaming services
in consumer listening patterns. In 2019, 64% of respondents from 19 top music consum-
ing countries had used an audio streaming service in the past month. Of all time spent
listening to on-demand music in these territories, 37% was through a paid subscription
to an audio provider and 15% via a free audio service, with the remainder occurring on
video platforms (IFPI, 2019b). By 2021, 78% of respondents in the same territories were
using audio streaming services on at least a monthly basis (IFPI, 2021). These emergent
trends present an intriguing challenge for recording companies and listeners alike: how
can virtually limitless content be accessed and explored effectively and enjoyably by mu-
sic fans?

1.1.2 Developments in consumer smart technology

At the same time, the growth of mobile devices as a means of playing music has com-
plemented listeners’ transition towards on-demand audio streaming. In 2018, 75% of
consumers reported using their smartphone to listen to music (IFPI, 2018a). Most recent
statistics from 2019 indicated that 31% of all listening time occurred on mobile devices
(IFPI, 2019b). Alongside the context of mobile device adoption, therefore, audio stream-
ing does not just represent the possibility of delivering virtually any music any time, but
also anywhere.

Yet smartphones are now a relatively established technology, with the iPhone cele-
brating its fifteenth anniversary in 2022 and the Android operating system only a year
behind. Much of the leading-edge in consumer mobile device development is focussed
on wearable technology. Smartwatches released in the last five years, such as the Apple
Watch and Samsung Gear series, present a mechanism for remote control of audio play-
back from smartphones via Bluetooth. On-board WiFi functionality or – in cases such as
the Apple Watch 3 and above, or the Samsung Galaxy Watch series – cellular network-
ing even provide the capability for direct connectivity to streaming services.1 Associated

1www.apple.com/uk/watch/compare/; www.samsung.com/uk/wearables/smart-watch/ [accessed
19/06/2022].

https://www.apple.com/uk/watch/compare/
https://www.samsung.com/uk/wearables/smart-watch/
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developments are seen in the emerging market for "hearables" or smart headphones and
earbuds, where products such as Apple AirPods and Bose Frames devices enable speech
or gestural interaction to control paired phones or watches.2 These options for interact-
ing with on-demand audio services via smartphones, watches or headphones present
scenarios where there is in each case (respectively) restricted, little or no visual real es-
tate for providing a graphical user interface (GUI). This presents an additional layer of
complexity to the problem of interaction design for libraries with near limitless music
tracks.

1.1.3 Developments in consumer extended reality technology

A further significant development in home media technology started to gain traction in
2016. A new wave of virtual reality (VR) and augmented reality (AR) headsets were
released to consumer markets, delivering improved immersive experiences and gaming
to the home. The most prominent devices included the HTC Vive, Sony PlayStation VR
and Facebook Oculus Rift (all tethered VR units released in 2016), the Samsung Gear VR
(an untethered VR solution released in late 2015 that utilised the screen of compatible
smartphones for stereoscopic display) and the Microsoft Hololens (an untethered AR
headset also released in 2016) (Morris, 2015).

This generation of devices was significant for the music and audio technology com-
munity, because they supported dynamic 3D audio to heighten the realism of virtual
or augmented interaction (Kelly, 2016). These products therefore firmly established in-
teractive, 3D spatialised audio over headphones (i.e. simulated surround sound that is
responsive to real-time changes in listener orientation) as a relevant technology for home
consumers. At the time of finalising this thesis, uptake and engagement with VR and AR
units remained relatively low and uncertain, with one industry source estimating the ac-
tive user base of VR and AR headsets to be less than 90 million people worldwide at the
end of 2022.3 In contrast, the release of Apple Music’s Spatial Audio streaming format
was only unveiled as recently as 2021, at which point the same industry source estimated
the service to have 78 million subscribers.4 This augmented audio content allows the
production of 3D surround sound mixes. The Dobly Atmos standard is deployed in
combination with capable headphones to enable immersive and interactive placement of
the listener within a virtual sound scene.5 Within 18 months, Apple announced that 80%
of subscribers (so, upwards of 62 million listeners) were accessing Spatial Audio tracks
through compatible devices and that monthly listens to immersive content had increased

2www.apple.com/uk/airpods/compare/; www.bose.co.uk/en_gb/products/frames.html [accessed
19/06/2022].

3www.statista.com/chart/28467/ [accessed 29/01/2023].
4www.statista.com/statistics/604959/ [accessed 29/01/2023].
5www.apple.com/uk/newsroom/2021/05/apple-music-announces-spatial-audio-and-lossless-audio/;

www.dolby.com/technologies/dolby-atmos/ [accessed 29/01/2023].

https://www.apple.com/uk/airpods/compare/
https://www.bose.co.uk/en_gb/products/frames.html
https://www.statista.com/chart/28467/
https://www.statista.com/statistics/604959/
https://www.apple.com/uk/newsroom/2021/05/apple-music-announces-spatial-audio-and-lossless-audio/
https://www.dolby.com/technologies/dolby-atmos/
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by 1000% since its release.6 At this juncture, therefore, deploying spatial audio to expand
the horizons of recorded music consumption can be viewed as a distinct and potentially
more readily adopted area of technological development than VR and AR.

1.2 Research questions

Binaural audio describes the process of delivering 3D surround sound over headphones.
The commercial and consumer trends outlined above provide a clear motivation for re-
visiting binaural virtual auditory environments as a mechanism for music content explo-
ration. Advances in binaural synthesis and previous research in the use of spatial audio
to navigate music collections are addressed in detail in the following chapter. However,
at this point it is necessary to briefly note that binaural signal processing depends fun-
damentally on the use of head related transfer function (HRTF) measurements. Each
individual has their own unique HRTF set, which it is not possible to measure or easily
replicate under normal circumstances. The choice of HRTF set used in a binaural system
will therefore determine the quality of the resulting spatial effect differently, depending
on the given listener.

This doctoral research focusses on the specific use case of using a binaural spatial
auditory interface to access volumes of music content in flexible and fluid ways. It is
assumed that such a system would deploy spatially arranged combinations of speech,
synthetic sound and, of course, representative excerpts from music tracks to enable mech-
anisms for presenting and navigating through content. The research questions that de-
termine the scope of this investigation are:

1. What interaction design approaches might be employed to enable exploration of large col-
lections of music using only 3D binaural sound as the display interface? This question is
addressed in exploratory research first in Chapter 3, then revisited summatively in
Chapter 6.

2. How can personalisation through HRTF selection be achieved to benefit interaction with
music content in a 3D auditory environment using a mobile device? This question is
addressed in detail throughout Chapter 4.

3. How can a 3D virtual auditory display system for presenting music content be imple-
mented on a portable computing platform and within significant processing constraints?
This question is addressed in detail throughout Chapter 5, then further explored in
Chapter 6.

6//www.apple.com/newsroom/2023/01/apple-celebrates-a-groundbreaking-year-in-entertainment/
[accessed 29/01/2023].

https://www.apple.com/newsroom/2023/01/apple-celebrates-a-groundbreaking-year-in-entertainment/


Chapter 1. Introduction 5

1.3 Thesis outline and main contributions

The remainder of the thesis’s structure and its main contributions are summarised below:

Chapter 2 – Background outlines fundamental concepts and surveys related research that
underpin the basis of this thesis.

Chapter 3 – Binaural auditory display affordances for music exploration investigates
potential benefits of both sequential and concurrent spatial arrangement of music content
binaurally, via two separate studies.

• Presents a novel design for voice-only exploration of a defined catalog of unfamil-
iar music, which was evaluated as a notably different interactive experience when
pursued using a binaural implementation.

• Provides evidence showing that three binaurally spatialised concurrent music tracks
is the maximum that can be used effectively in searching or browsing. Further
demonstrates that there is no apparent advantage in accuracy or speed gained from
displaying accompanying visual representations of sound source locations.

Chapter 4 – HRTF selection for interactive auditory display of music content assesses a
mechanism for personalising 2D rendering on desktop computers, before proposing and
evaluating an extended approach for 3D customisation on mobile devices.

• Establishes a set of four criteria (reliability, validity, usability and efficiency) for assess-
ing end user HRTF selection procedures.

• Presents a novel design for HRTF selection in 3D on mobile devices, which shows
demonstrable success when evaluated against the above criteria.

Chapter 5 – Mobile 3D virtual auditory display design and evaluation investigates the
viability of an alternative method for low-cost, head-tracked, 3D binaural rendering that
is more suited to interactive auditory display, compared to the dominant approach used
currently for immersive media applications.

• Measures the perceptual accuracy of the proposed ‘virtual vector base amplitude
panning’ method and demonstrates substantially improved representation of lat-
eral sound localisation cues compared to a virtual first order Ambisonics baseline
equivalent.

Chapter 6 – Prototype binaural playlist editor outlines and evaluates a design for cus-
tomising the results returned from a search or recommender system using only touch
surface gestural interaction and binaural virtual auditory display, which was rendered
by the system specified in Chapter 5.
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• Demonstrates that the proposed implementation was intuitively adopted and how
the marginally higher error rate compared to an equivalent graphical interface can
be addressed through design refinements.

• Illustrates evidence indicating that the binaural virtual auditory display system en-
couraged an enhanced flow state, compared to the equivalent graphical interface.

Chapter 7 – Conclusion reflects on the research questions from section 1.2 in light of
findings from individual chapters and considers what pathways of future research and
development these might present.

Timeline Research activity Chapters

autumn 2017 2D HRTF selection / concurrent music stream data analysis 4 & 3

spring 2018 Embedded binaural renderer development and analysis 5

autumn 2018 3D HRTF selection / binaural renderer subjective validation 4 & 5

summer 2019 Auditory Archive Explorer user study (at BBC R&D) 3

spring 2020 Binaural playlist editor user study 6

TABLE 1.1: Timeline indicating the sequence of research activity mapped
to thesis chapters

Finally, it is necessary to highlight that the narrative sequence of the thesis does not
directly reflect the chronology of the research undertaken in its preparation. Table 1.1
indicates, for subsequent reference, the principle phases of the investigation, their ap-
proximate starting points and how each of those strands of activity maps to the chapters
outlined above and which now follow.
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Chapter 2

Background

Ever feel that somehow, somewhere,
You’ve lost your way?
And if you don’t get a help quick you won’t make it
Through the day?
Could you call on Lady Day?
Could you call on John Coltrane?

‘Lady Day and John Coltrane’
Gil Scott-Heron

To start the investigation this chapter surveys three strands relevant to research on au-
ditory display of music content. It begins by outlining core principles of binaural percep-
tion and synthesis techniques that underpin all subsequent chapters in this inquiry. This
is followed by a discussion of previous work related auditory music browsing systems,
including early designs and their limitations, potential affordances of both sequential
and concurrent sound source display, and relevant developments in mobile computing.
Finally, the specific requirements and implementation techniques for effective binaural
rendering on a mobile computing platform are discussed with regard to work carried
out in later chapters.

2.1 Fundamentals of binaural perception and synthesis

Binaural perception and synthesis principles concern physical or virtual placement of
sounds around a listener and their capacity to locate the source positions. Literature re-
lated to these domains uses the spherical co-ordinates system to specify spatial locations
and this thesis is no exception. From hereon, the following convention is adopted (other
than in Chapter 4, where there is detailed discussion of a third party system that uses an
alternate convention for specifying azimuth):

• Azimuth defines horizontal position with respect to the lateral plane bisecting a lis-
tener’s ears. It is expressed in angular degrees from 0° (immediately in front of the
subject, coinciding with the median plane) through to +/-180°. Positive increments
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FIGURE 2.1: Illustration of co-ordinate system used to identify azimuth
angle, represented from an overhead perspective.

represent positions to the right of the subject and negative increments indicate po-
sitions to their left, as illustrated in Figure 2.1.

• Elevation defines vertical position with respect to the median plane bisecting a lis-
tener’s nose. It is expressed in angular degrees from 0° (at ear level) through to
+/-90°. Positive increments represent positions above the subject’s ear level and
negative increments indicate positions below their ear level, as illustrated in Fig-
ure 2.2.

• Distance defines the separation between the listener and the sound source, as an
absolute radial measurement in meters, as illustrated in Figures 2.1 and 2.2.

2.1.1 Interaural differences

The first major theoretical conceptualisation of spatial hearing was advanced by Rayleigh
(1907). Duplex theory identified interaural time difference (ITD) and interaural level dif-
ference (ILD) as the two fundamental perceptual cues for determining horizontal sound
source location in humans. These two principles continue to provide the basis for current
models of lateral binaural localisation and are illustrated in Figure 2.3.

At lower frequencies, a fractional difference in the timing of sound pressure changes
at either ear is interpreted to help establish the acoustic point of origin. The human hear-
ing system allows binaural discrepancies in the phase of sinusoidal sound components
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FIGURE 2.2: Illustration of co-ordinate system used to identify elevation
angle, represented from a side-on perspective.

– i.e. interaural phase difference (IPD) – to be perceived and cross-correlated below ap-
proximately 1 kHz (Wenzel, Begault and Godfroy-Cooper, 2018). The precise frequency
at which IPD perception starts to become confounded is dependent on individual head
size and shape. However, 650 µsec (i.e. 0.00065 sec) is the generally observed maximum
ITD value for an average head – i.e. in cases where the sound source is positioned on the
horizontal plane (0° elevation) at +/-90° azimuth (Begault, 1994). The frequency range to
which ITD as a spatial cue remains perceptually pertinent is more complex and depends
on factors such as the overall spectral content and amplitude envelopes occurring in the
sound source. However, there is general acceptance that the influence of ITD begins
to dissipate in favour of ILD somewhere within the range of 1-1.5 kHz (Begault, 1994;
Blauert, 1997; Wenzel, Begault and Godfroy-Cooper, 2018). At higher frequencies, ‘shad-
owing’ from the listener’s own head reduces the intensity of a horizontally displaced
sound at the contralateral ear. Under approximately 1 kHz intensity differences start to
become negligible. Frequencies within this range successfully diffract around the head,
since its obstructive size is smaller than the wavelength of the sound itself (Begault, 1994;
Wenzel, Begault and Godfroy-Cooper, 2018).
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FIGURE 2.3: Illustration of ITD and ILD as identified in duplex theory.
Sound pressure changes at the contralateral ear arrive later and with re-

duced intensity.

2.1.2 Monaural and binaural spectral cues

ITD and ILD alone do not determine the full range of cues through which humans discern
sound direction. Perception of vertical displacement is determined primarily by shaping
in the frequency spectrum of a source and is detected monaurally. The highly complex
and individualised shape of the pinnae (outer ears) create occlusion, resonances and re-
flections with delay times ranging between 0 to 300 µsec (Begault, 1994). Together, these
micro-acoustic effects result in a spectral response that is specific to a relative location
(Blauert, 1997). Variations are generally most evident in frequencies above approximately
2 kHz (Begault, 1994). Particularly important for vertical perception is a prominent notch
that shifts between a range of around 5 to 10 kHz, depending on the listener and source
position (Wenzel, Begault and Godfroy-Cooper, 2018).

Additionally, pairs of source location that share very similar ITD and ILD cues oc-
cur along the entirety of the median plane and in positions along the surface of what is
termed a cone of confusion, both shown in Figure 2.4. In these instances, opposing angles
of origin mirrored across either the lateral plane (i.e. ’up/down confusion’), or frontal
plane (i.e. ’front/back confusion’) are disambiguated due to the asymmetric shape and
associated filtering effects of the pinnae (Blauert, 1997). To a lesser extent, reflection and
diffraction off the head itself, shoulder reflections and occlusion by the torso all contribute
(to a respectively diminishing extent) towards spectral cues that aid hemispherical dis-
crimination (Begault, 1994; Wenzel, Begault and Godfroy-Cooper, 2018).
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FIGURE 2.4: Illustration of the median plane and an example cone of confu-
sion. Opposing angles mirrored across the frontal or horizontal planes are
difficult to discriminate along the median plane, or on the surface of any

imaginary orthogonal cone extending from the ear canal.

Finally, simple application of ITD and ILD over headphones is known to result in per-
ception of the source as occurring ’inside-the-head’ by the listener. The same morpholog-
ical factors that contribute towards frontal and lateral plane disambiguation count criti-
cally towards achieving a true sense of ‘externalisation’ (Blauert, 1997), though the effect
of head movement and room reverberation are also significant in this regard (Roginska,
2018).

2.1.3 Binaural synthesis with head-related transfer functions

The simplest way of creating binaural audio is using a dummy head microphone to
record sound generated in a physical setting. These devices mount a pair of microphone
capsules within simulated ear canals of an artificial human head, as in Figure 2.5 a).
Dummy head microphones incorporate designs that just model cranial morphology, or
those that extend to the shoulders and even torso. The main limitation of dummy head
recording is that a static binaural scene is captured from a single listening perspective.
Binaural recording can be applied dynamically either by using a dummy head that is
movable during recording, or instead by placing small binaural microphone capsules at
the entrance of a human subject’s ear canals. In these cases, the dummy head or per-
son can take a specific path or journey through the auditory scene, as it unfolds and is
captured, to document different locations and orientations in the recording. However, a
significant restriction persists even in this approach because the binaural audio playback
is embedded to a fixed path (Roginska, 2018).

1commons.wikimedia.org/wiki/File:Georg_Neumann_Ku_100_Dummy_Head.jpg;
commons.wikimedia.org/wiki/File:Binaural_Audio_Recording_Instrument.png [accessed 29/1/2023].

https://commons.wikimedia.org/wiki/File:Georg_Neumann_Ku_100_Dummy_Head.jpg
https://commons.wikimedia.org/wiki/File:Binaural_Audio_Recording_Instrument.png
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FIGURE 2.5: Example dummy head microphones. a) The Neumann KU100
(left) is characteristic of most designs in that it captures a binaural signal
from a single perspective. b) A custom multi-orientation design developed
by Chris Milk (right) for immersive media capture. Sources: EJ Posselius

(CC-BY-SA-2.0), Chris Milk (CC-BY-SA-4.0)1

To simulate changes of direction (i.e. to make recordings that can be responsive to
a listener’s horizontal head movement), some designs of binaural microphone include
capsule pairs positioned at multiple orientations, such as in Figure 2.5 b). In this case, a
motion-tracking sensor mounted to the listener’s headphones is used to track head posi-
tion and interpolate the playback signal in real time between the required capture orien-
tations (Roginska, 2018). Ultimately, however, all binaural recording methods are limited
in that they depend on physical sound events occurring on a fixed timeline, within a
given acoustic environment. Whilst this can provide very convincing and appropriate
outcomes for linear, immersive media applications, it is not sufficiently flexible for de-
sign of interactive systems, which are by definition unfixed in sonic makeup, time and
space.

In contrast, binaural signal processing enables 3D arrangement of individual sound
components – either recorded or electronically generated – on demand, over headphones.
Virtual sound scenes can be synthesised by filtering source signals using head-related
transfer function (HRTF) sets. HRTF sets are typically derived from acoustic capture of
head-related impulse responses (HRIRs). This process involves systematic measurement
of directional test signals via microphones placed within the ears of a human listener
or dummy head. Two approaches to microphone placement are used for human HRTF
capture. In the first case, small and specially designed binaural microphones with com-
pressible material surrounding either capsule are lodged at the entrances of the subject’s
ear canals. This technique is known as the blocked meatus approach and benefits from
relatively consistent and repeatable positioning of the microphones between each mea-
surement step. The alternative is use of small probe microphones that project into each
ear canal and sit as close to the eardrum as safely possible (i.e. within 1-2 millimetres).
This has the advantage of also capturing the resonant affect of the ear canal itself, which
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– although directionally agnostic – is also highly individual and thought to colour sound
perception between 3 and 18 kHz. However, due to the largely occluded position of
the microphone capsules, this approach comes at the expense of reduced signal-to-noise
ratio and inferior frequency response. With the tiny capsules obscured, it is also more
challenging to position the probes accurately and consistently (Begault, 1994; Roginska,
2018).

Once the chosen microphone technique is deployed carefully on the subject, a broad-
band test signal is emitted via a loudspeaker at a fixed distance, within a controlled acous-
tic environment. The sound source is played back and digitally recorded at all of the de-
sired spatial increments, each of which constitutes the HRIR for the given position. The
accuracy of the resulting HRTF set (i.e. the correspondence between the measured and
actual HRIRs) will be determined by a number of factors. Firstly, any acoustic reflections
from walls or equipment that arrive at the binaural microphones within the timeframe
of an HRIR will distort that measurement. Such surfaces need to be treated to elimi-
nate, as far as possible, reflections that would coincide with the binaural measurement
locations and time window. Secondly, the quality of the loudspeaker and binaural mi-
crophones used may introduce inaccuracies in the frequency response of the measured
HRIRs. These errors can be be compensated for, to some extent, by precise application of
post-measurement equalisation. Thirdly, any divergence in the positioning of the binau-
ral microphones upon the subject, or of the subject’s location and required orientation in
relation to the loudspeaker, would also create variance between a measured and actual
HRIR. This third set of challenges has a further bearing on the spatial density of HRIRs
that may be realistic to capture within the HRTF set, from a logistical and practical point
of view. To maintain the required consistency, an HRTF measurement facility may deploy
any one or combination of the following elements (Algazi et al., 2001; Andreopoulou, Be-
gault and Katz, 2015; Armstrong et al., 2018; Warusfel, 2003):

• a loudspeaker that can be moved, mechanically and precisely, to a variety of source
locations;

• an array of loudspeakers spaced at desired increments;

• a mechanical turntable-operated seat on which the subject can remain in a set posi-
tion and be automatically rotated;

• a motion capture tracking system to verify the angular positions of the subject’s
head and torso relative to the loudspeaker source.

Assuming that the the capture process is sufficiently accurate, convolution of an HRIR
pair with a source signal simulates the net filtering that occurs at either ear, for the cor-
responding location. Intermediary points not captured directly within the HRTF set can
be synthesised by interpolating between the nearest HRIRs. By these means, an HRTF
set incorporates the data necessary to reconstruct interaural discrepancies and monaural
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spectral cues that form the highly individual set of psychoacoustic information described
in the previous subsection (Begault, 1994; Roginska, 2018).

Binaural synthesis is enhanced by incorporating real-time head-tracking to simulate
virtual sound scenes that are fixed to the physical setting, rather than locked to listener
orientation. Three degrees of freedom (3DoF) head-tracking (i.e. monitoring of changes
in pitch, yaw and roll) is applied in binaural synthesis to counter-rotate the spatial sound
scene against changes in the listener’s orientation (Begault, 1994; Roginska, 2018). This
interactive processing improves both discrimination between sound source positions in
front or behind (Iwaya, Suzuki and Kimura, 2003) and sense of externalisation (Brimijoin,
Boyd and Akeroyd, 2013). Rendering a static sound scene, enhancing perceived location
and improving externalisation are all crucial attributes to creating a coherent 3D virtual
auditory experience.

2.2 Related work on spatial auditory display

At the turn of the millennium, a significant body of work emerged within HCI and signal
processing communities exploring spatial auditory display of sound information. This
section discusses the main outcomes from that phase of research activity relevant to this
thesis.

2.2.1 Early (spatial) auditory music browsing systems

Sonic Browser was the first prominent interface devised for navigating a collection of
audio using playback of sound files in a spatialised environment (Fernström and McNa-
mara, 2005). It established the principle of direct sonification in sound catalogue interfac-
ing, which advocated that the audio content itself should (Fernström, 2005):

• form what is displayed by the environment;

• adhere to principles of direct manipulation, i.e. be highly responsive to and repre-
sentative of user actions within the system;

• feature a user-controllable aura, to determine the quantity of sources presented si-
multaneously.

Sonic Browser was initially evaluated by ten musicologists, as a tool for exploring
song melodies collected through fieldwork. Participants who pursued objective search
tasks with a user-controlled aura of 1-16 simultaneous melodies were significantly faster
than those restricted to single-source browsing (by 27%, on average) (Fernström and Mc-
Namara, 2005). Later subjective evaluation by six users also showed that Sonic Browser
was strongly preferred to Windows Explorer for searching sound effect files, particularly
so in terms of intuitiveness and potential to facilitate discovery for unlabelled sound files
(Fernström and Brazil, 2001).
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In the years that followed, multiple researchers developed and evaluated systems that
used similar audio processing techniques to enable preview, selection and arrangement
of audio content with sound-centred interaction. Two broad developments in patterns
of technology use at the time seemed to prompt this line of enquiry: i) the growth of
multimedia content production on desktop computing environments; ii) the widespread
adoption of portable digital music players. It was evident that users in either scenario
could benefit from mechanisms to identify and explore audio content through listening,
rather than visually-led interaction. A detailed survey of the motivations, designs, find-
ings and limitations of 22 such investigations is presented by Stewart and Sandler (2012).
Six of these platforms demonstrated that, when audio playback is a primary modality for
the interface, users are more efficient in completing tasks like browsing for music.

Work in this area depleted 10-15 years after the burst of research activity that fol-
lowed Sonic Browser’s inception in 1998. Ten of the designs from this period adopted a
2D/3D map-like construct to present content, eight obviated a visual display altogether
and three combined both approaches (Stewart and Sandler, 2012) . Two reasons explain
why research in spatial auditory music browsing dissipated at this point. Firstly, sev-
eral drivers existed for graphics-less design, including improving accessibility for blind
or visually impaired users, catering for contexts that require eyes-free use and expand-
ing usability on small- or no-screen devices. The last of these concerns was of particular
value in the early years of portable digital music players, but rapidly declined in per-
ceived importance as touch-screen and voice technology enabled more fluid interaction
with smartphones and music players. Secondly, there were also three fundamental lim-
itations in the working assumption that characterised half of these designs (Stewart and
Sandler, 2011a,b; 2012):

1. Conceptual flaws in spatial music arrangement – Mapping-out a collection of audio
assumed that sound files could be intuitively represented in a multidimensional
space and, further, that a set of content can be easily and quickly presented in this
way. In practice it proved difficult to meaningfully arrange something as complex
as music along two or three dimensions, especially if seeking to automate the pro-
cess algorithmically via self-organising maps.

2. Expanding music collections – As digital music devices steadily increased in storage
capacity, or – from the early 2010s – were enabled to access content through cloud
services, the aim of trying to navigate an entire personal or global collection as a
single entity became impractical and illogical. Whilst arranging items according
to measures of relative similarity assisted one particular browsing approach, this
mode of interaction did not lend itself well to defined retrieval tasks (i.e. known
item search), socially driven discovery, or playlist construction.

3. Technical limitations to binaural rendering – Only two of the interfaces that relied on
relational mapping deployed either 2D or 3D binaural spatial audio. Some of the
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binaural engineering considerations will be discussed in more detail in subsequent
chapters. It can nevertheless be stated at this point that, even ten years ago, the
computational constraints of portable devices and paucity of efficient binaural ren-
dering implementations limited the possibilities and efficacy of spatial auditory
display techniques. Implementation of head-tracking and reverberation — both
of which improve accuracy of perceived localisation and, therefore, the scope and
utility of the auditory display design — were not technically viable.

Despite these shortcomings, early audio-led spatial representations of music collec-
tions introduced the notion of presenting multiple simultaneous recordings as a specific
mechanism for exploration and discovery. While, as noted by Stewart and Sandler (2012),
this has shown potential as a means to decrease the time needed for searching or brows-
ing, there has not yet been dedicated research to measure the optimal number of concur-
rently presented music pieces and whether this is dependent on other variables. Aside
from the potential advantages of deploying simultaneous sound streams, the benefits of
spatialising sequentially presented auditory information is also of relevance to this the-
sis. Known affordances of spatialising both sequential and concurrent audio information
are therefore discussed further in sections 2.2.2 and 2.2.3.

2.2.2 Sequential use of spatialised auditory information display

Audio-only interaction on contemporary voice-controlled devices enables highly flexible
input interfacing. It has the capability to intelligently interpret and respond to a wide
range of natural language commands. One challenge for auditory interface design is
how to display system feedback. Conveying returned information in an efficient and un-
derstandable form is problematic when only audio can be received and sent by the user.
Spatialised sound has been explored previously as a means of addressing this limitation.

General applications

Begault (1994) describes two broad applications of binaural signal processing in interac-
tive system design relevant to this research. First, spatial display of auditory icons (i.e.
everyday sounds reflecting user actions or returned information (Gaver, 1986)) can be
applied as direct substitutes for graphical user interface (GUI) elements and paradigms
in non-visual systems. This approach has been typically applied to the design of audi-
tory interfaces for the visually impaired, for example in place of standard window-based
operating system visual layouts and functions. The music navigation and discovery use
case addressed in this thesis differs in that: i) it is not focussed solely on users with vi-
sual impairments and ii) it is not pursued as a direct substitution for of an existing GUI,
but for a dedicated and alternate immersive audio technology paradigm. Nevertheless,
the principle of applying spatial sound to add or enhance interaction capability in an
audio-only interface is common between the two contexts.
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Second, Begault highlights how spatialisation of confirmatory notifications for touch
screen systems can be applied in lieu of the haptic feedback provided by traditional hard-
ware controls — for example in touch-screen flight simulation interfaces for training pi-
lots. In such contexts, instant confirmation is required that intended operations had in
fact been executed and others not inadvertently initiated. By spatialising a pilot’s and co-
pilot’s sound notifications into separate audio hemispheres, both operators were aware
of the other’s actions without diverting their visual attention (Begault, 1994). Again, this
scenario differs substantially from interactive music exploration, since the former con-
cerns a high stakes and collaborative application with GUI elements. However, use of
spatialised audio notifications in place of haptic feedback and to improve contextual ori-
entation is another shared feature of both use cases.

Designing menu navigation

Lorho, Hiipakka and Marila (2002) advocate three- or five-option auditory menus pre-
sented sequentially, concurrently or staggered, in a left-to-right linear (stereo panned) or
arc (binaural) formation. Options can be represented by speech, auditory icons, earcons
– i.e. synthetic, abstract, sonic motifs conveying system messages (Blattner, Sumikawa
and Greenberg, 1989) – or music. They describe two design approaches:

• Item display – a vertical tree where three or five items from the active hierarchical
level are presented.

• Level display – a horizontal tree where three or five hierarchical levels that branch
from the active item are presented.

Referring to music collection browsing, they note that level display enables through-
browsing of parent categories, reducing navigation back and forth the content hierarchy.
In a three option level display the active selection is in the central spatial position, whilst
the originating category and one sub-item are presented in the left and right locations,
respectively. So, when an album is selected, for instance, its artist is identified at the left
position and its first track is previewed to the right. Scrolling through the album list
can continue beyond the active artist and through the whole collection, since changes to
the root category are updated immediately to reorient the user. The researchers go on
to describe an approach to qualitative evaluation of this navigation model to ascertain
how intuitive it is without visual guidance (Hiipakka and Lorho, 2003). The evaluation
required ten users to:

1. complete a five part description of the interface after five minutes of unguided self-
orientation;

2. answer specific questions about the structure of the music collection having been
briefed fully on the input interface;
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3. create a playlist of six songs comprising three styles.

The results were found to be encouraging. Seven to ten participants provided an
accurate response in the case of four description elements (part 1). All but one answered
every follow-up question correctly (part 2) and each successfully completed a playlist
(part 3). It should be noted that the system design used only amplitude panning with
stereo widening as its spatialisation technique, rather than binaural rendering.

Potential cognitive gains

Baldis (2001) analysed advantages to spatial separation of teleconference delegates’ voices
against qualities of memory, focal assurance (i.e. assignment of identity traits – such as
opinion and attitude – to individual contributors), comprehension and preference. The
study presented participants with six different configurations of four-talker conversa-
tions. These were derived from two dependent variables of visual aide presence/absence
and spatial configuration (achieved via hidden loudspeakers).

Two particular outcomes from Baldis’s research are pertinent to work presented later
in this thesis. First, even though discussion was largely sequential, spatialisation still
brought benefits to participants’ information retention, attention and comprehension.
Significant differences were observed between the spatialised and monaural display ver-
sions in terms of: quantitatively measured memory accuracy; self-reported recall confi-
dence, focal assurance effort, focal assurance confidence, comprehension; overall pref-
erence ranking. Second, no practical benefits to visual information display were found,
despite its inclusion being preferred by participants.

Kilgore, Chignell and Smith (2003) conducted an examination of the same effects,
but using binaural spatialisation rather than loudspeakers. In that instance, they found
no significant improvements in quantitatively assessed memory and self-reported confi-
dence in recall, or in scored metrics of focal assurance. However, similar benefits were
found for self-reported difficulty in speaker identification, perceived attention allocation
and overall preference. One significant shortcoming was that the research used com-
paratively low-grade 2D (azimuth and distance) spatial rendering, without head-tracked
scene stabilisation that would have placed conferees in static virtual positions.

2.2.3 Concurrent display of non-music content

The physical origin of acoustic events is an important factor in how humans process
aural information into meaningful streams. Research has demonstrated that spatial po-
sition provides a strong cue for cognitive grouping of sound events. In their major work
on auditory scene analysis (ASA) Bregman (1999) asserts that listeners’ brains do not
focus on the separate sensory impulses arriving at either ear, but instead pay attention
to and switch between independent events occurring around them. Although spatial
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provenance can in some cases be superseded — for example by proximity of fundamen-
tal frequencies between sounds — source location has a powerful role in assisting the
auditory grouping process when consistent with other cues for stream formation, such
as timbral character or event predictability.

Begault (1994) points to contexts in which sound placement in 2D or 3D could aug-
ment aural representation of information in human computer interaction (HCI), includ-
ing: designing auditory interfaces for the visually impaired; presenting real-time notifi-
cations for mechanical device operation; organising sound information from computing
workstations; enhancing speech intelligibility in teleconferencing. In presenting their po-
sitions, both Bregman and Begault refer to the phenomenon termed the ‘cocktail party
effect’ (Cherry, 1953), which describes cognitive processes through which we can, in a
room filled with multiple simultaneous voices, isolate and focus attention on a single
talker’s speech. Location is understood to be a significant contributory factor in sup-
porting the auditory stream segregation process that we rely on in environments with
concurrent sound information streams.

McGookin and Brewster (2004) define four categories of information that can be con-
veyed in auditory display systems: sonification, speech, auditory icons and earcons. Ac-
cording to the definition of Fernström and McNamara (2005), auditory display systems
for music represent examples of direct sonification. In the absence of prior research on
perceptual limits to direct sonification of concurrently presented music, it is worthwhile
instead to review similar work focussed on the latter three categories.

Earcons

Blattner, Sumikawa and Greenberg (1989) define earcons as synthetic, abstract, sonic
motifs used to convey feedback messaging about functions or states of a computer sys-
tem. Two studies have directly investigated the limits to concurrent spatialised display
of earcons over headphones. Lorho, Marila and Hiipakka (2001) conducted listening
tests to compare participants’ ability to identify and locate five different musical instru-
ment sounds playing simultaneous, two-second phrases in varying stereo and binaurally
rendered configurations. Although subjects’ accuracy was significantly better for stereo-
phonic presentation when locating a single sound, there was no difference between stereo
and binaural display of multiple sources in terms of error, response time or rating pref-
erence. Participants performed significantly better with three rather than five items in
terms of accuracy and response time. However, the researchers concluded that up to five
items could be used concurrently with an acceptable level of accuracy if the sound source
sequence and onset interval was optimal, or even controlled by user interaction.

McGookin and Brewster (2004) highlighted that evaluation of concurrent earcon per-
ception requires assessment of more than just a user’s ability to locate a target sound, but
also their capacity to elicit meaning from a complex auditory scene. Their analysis found
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that timbral distinction and staggered onsets were critical to improving earcon recogni-
tion accuracy and usability ratings. Though they consciously chose to avoid using spatial
presentation, they presented four guidelines for concurrent earcon system design:

1. optimise the number of earcons to as few as possible;

2. use inharmonic intervals (i.e. less related musical pitches) when presenting earcons
in the same register;

3. make structured use of contrasting instrument families and timbres to encode mean-
ing in a way that minimises perceptual ambiguity;

4. apply a 300ms interval between each sound source’s onset.

The work of Lorho, Marila and Hiipakka establishes a yardstick for likely perimeters
of concurrent sound source perception. Earcons also leverage fundamental principles of
music theory – such as pitch, timing and timbre – to communicate specific system mes-
sages. However, they differ substantially from music pieces in that they are typically
monophonic or homophonic (i.e. a melody with rhythmically simple harmonic support),
use a single instrumental voice, are transitory and carry a literal meaning. Recorded mu-
sic is polyphonic, multi-timbral, extended and tends to be semantically abstract. There-
fore, whilst McGookin and Brewster’s guidelines present useful considerations for sup-
porting perception of concurrent sound streams, points 2 and 3 cannot cannot be applied
directly to recorded music, where these features are embedded and inherently complex.

Auditory Icons

In contrast to earcons, auditory icons describe the application of real-world sound events
to represent data dimensions or conceptual objects in a computer system (Gaver, 1986).
This typically involves mapping caricatures of everyday sounds to user actions or re-
turned information. Prominent everyday examples include a "whooshing" projectile to
represent dispatched email, motorised shutter noise to indicate capture of a digital im-
age, and a light plastic tap to confirm a touchscreen keyboard stroke. Following their
work on the Sonic Browser, Brazil and Fernström (2006) explored concurrent auditory
icon recognition and its dependency on overlap of either the object or action category of
sounds chosen. Their initial research examined participants’ recognition of three to six
randomly selected simultaneous auditory icons, compared with pre-categorised combi-
nations that avoided co-occurrence of any object or action. Average identification suc-
cess for six sources was significantly higher when there was no coincidence in objects or
actions, with 89% of sources correctly described (compared to 50% in the random com-
bination experiment). A subsequent study repeated the investigation but with three, six
and nine concurrent auditory icons and again found that eliminating object and action
convergence yielded improved recognition (by 47% to 39% for nine sources), though this
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time not to a statistically significant degree (Brazil, Fernström and Bowers, 2009). For
both studies, the researchers acknowledged methodological shortcomings in the selec-
tion of auditory icons that could have lessened the strength of their findings. Conse-
quently, they note the importance and need for further investigation into effective clas-
sification of sounds’ perceptual qualities, so that optimal combinations can be reliably
determined and presented.

It is possible that the question of sonic contrast (rather than McGookin and Brew-
ster’s guidelines on use of pitch and instrumentation) might be an equally relevant factor
in users’ ability to effectively distinguish simultaneous music signals, albeit in differ-
ent terms. Categorising music recordings through computational analysis of their audio
signals has been established as an effective means of organising content for some time
(Pampalk, Dixon and Widmer, 2004). However, for the application being explored in this
thesis, measurement of timbral or rhythmic similarity might be a useful means to inform
which combination of tracks to avoid, rather than as a classification and organisation tool
for typical recommendation purposes.

Speech

Binaural technology has also been of interest in the field of telecommunications. Au-
dio engineering and HCI researchers have explored how spatialisation of multiple-talker
conversations can improve memory, comprehension and usability in teleconferencing
(Aguilera, Lopez and Cooperstock, 2016; Baldis, 2001; Kilgore, Chignell and Smith, 2003).
Dedicated attention has been given to ascertaining the optimal conditions for presenting
simultaneous speech in auditory displays. Brungart and Simpson (2005) established a
preferred near-far layout for positioning seven talkers on the horizontal plane, which
combined two dichotic "internalised" voices separated using standard amplitude pan-
ning, with five binaurally presented talkers distributed on a frontal arc of one metre ra-
dius (at -90°, -30°, 0°, 30° and 90°). This was accompanied by a custom method for nor-
malising source levels that ensured each was always as intense in the ipsilateral ear as the
other two or three sounds on the same side. (In the definition of this model, the centrally
positioned source was allocated to the right side grouping). Tests with the seven con-
current voices found the approach improved correct decoding of a target talker’s speech
to a mean of 42.3%. This compared to 9.8% for non-spatialised (monophonic) presenta-
tion and 35.1% for non-normalised spatial distribution at uniform distance and azimuth
increments, both of which represented statistically significant difference.

Like the application of simultaneous earcons, use of concurrent speech generates a
complex auditory scene, so it is important to evaluate user comprehension as well as ac-
curacy of talker localisation. Although they used amplitude panning rather than binaural
spatial audio, Fazal, Ferguson and Johnston (2018) devised a methodology to assess user
understanding of two concurrently presented speech streams taken from English lan-
guage comprehension tests. They compared three spatial configurations – diotic (both
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streams in both ears), diotic plus monotic (one stream in both ears, the other in one ear),
and dichotic (each stream in a separate ear) – and continuous versus intermittent con-
currency. Wholly dichotic presentation with intermittent concurrency provided a level
of comprehension that was statistically similar to the baseline measurement of sequential
presentation.

2.2.4 Parallel developments in mobile computing

Since the 1990s, sound computing research has explored spatially located interactive au-
dio within real world contexts. The virtual tour guide presented by Bederson (1995) was
an early design for personalised real-time audio intervention to augment physical envi-
ronments. The design possibilities for blending acoustic and digitally situated sound also
started to be investigated at a similar point in time. Cohen, Aoki and Koizumi (1993) ex-
perimented with closed-ear headphones to evaluate parallel use of binaurally captured
and spatially synthesised sound sources in an audio system. Sawhney and Schmandt
(2000) also outlined their Nomadic Radio design for a wearable speaker communication
and information system.

In addition, the potential for auditory display to permit "eyes-free" interactivity on
mobile devices was recognised in HCI research prior to the emergence of smartphones as
a mainstream consumer technology. Implementing their design on a personal digital as-
sistant, Brewster et al. (2003) showed that a spatialised, egocentric (i.e. locked relative to
head position), four-item audio menu paired with head gesture interaction was quicker,
less frustrating to use and lower in its impact on walking speed than alternative config-
urations. The same study also demonstrated that touch surface interaction guided by
earcon feedback significantly improved hand gesture accuracy. The latter approach was
researched further by Fernström, Brazil and Bannon (2005), who showed that auditory
icons elicit mental models of button-based touch interface layouts as effectively as haptic
feedback — a technique they term pseudohaptics using auditory display.

Audio-centred multi-tasking became a further focus of HCI research as smartphones
gained prevalence. For instance, Vazquez Alvarez and Brewster (2010) found that using
spatial presentation to support divided attention – i.e. listening to a podcast whilst si-
multaneously pursuing an audio menu navigation task – was significantly harder, slower,
more error-prone and less preferred than simply interrupting the continuous workstream
(podcast). Yet, concurrent spatialised presentation was the preferred format in the case of
selective attention. Listening to music (rather than a podcast) whilst pursuing the same
audio menu navigation task showed no significant difference to simple interrupted at-
tention baseline measures for either workload or speed (Vazquez-Alvarez and Brewster,
2011). The researchers have conducted subsequent investigations in binaural audio aug-
mented reality (AAR), specifically to enhance visitor exploration and experience at artistic
installations (Vazquez-Alvarez, Oakley and Brewster, 2012; Vazquez-Alvarez et al., 2016).
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AAR is now a commercial concept describing smart headphone technologies with in-
teractive capabilities and no visual display, most notably by audio technology company
Bose2. ‘Hearable’ headsets feature integrated orientation and often positional sensing
to enable immersive audio spatialisation. Direct or electronically assisted openness to
environmental sound is also enabled in some instances. Recent evaluation of these de-
vices has highlighted potential affordances and some initial interaction design recom-
mendations. It has also introduced new working definitions to distinguish the variety
of hardware features and modes of experience that coexist in auditory mixed reality, a
term that ‘encapsulates any auditory VR and AR experiences’ (i.e. forms of sonic virtual
or augmented reality) (McGill et al., 2020). These technologies have recently prompted
structured experimentation with creative social gameplay (Nagele et al., 2021).

2.2.5 Summary

Binaural display of auditory information is an established approach for organising sonic
interfaces. It has also been explored previously in the context of menu design for mu-
sic collection navigation. Furthermore, research on teleconferencing with predominantly
sequential exchanges suggests there may be inherent benefits to cognitive load from spa-
tialisation of audio information streams. Study 1 in Chapter 3 examines potential ad-
vantages in binaural presentation of a music discovery experience comprising sequential
arrangement of track excerpts, speech and auditory icons.

Existing work on simultaneous presentation of earcons and auditory icons provides
guidelines that can inform how best to combine complex musical signals in a spatial au-
ditory display. Analysis of binaurally presented concurrent speech shows evidence that,
under the right conditions, co-presentation of continuous and semantically involved au-
dio content can be digested as effectively as consecutive delivery. It follows that simulta-
neous binaural monitoring of two or more music recordings is an area that is also worthy
of analysis. The first part of Study 2, presented in Chapter 3, provides specific insights
into how concurrent music streams may be utilised in recommendation and discovery
systems.

Mobile computing has progressed considerably in its capability, ubiquity and form
factor since the early investigations in auditory music browsing discussed in section 2.2.1.
This technological shift brings a focus on personalised interactive sound design that sup-
plants or supplements environmental acoustics. In other words – and given the move
towards on-demand streaming – a contemporary binaural music browsing experience
should be adaptable to match both the perceptual profile of the user and the physical
situation in which they find their self. The final study, in Chapter 6, demonstrates and
evaluates how AAR principles could be applied via a mobile music discovery prototype.

2www.bose.co.uk/en_gb/products/frames.html [accessed 17/2/2022].

https://www.bose.co.uk/en_gb/products/frames.html
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2.3 Binaural rendering for virtual auditory display

Commercial applications of binaural synthesis rarely follow the pure methodology sum-
marised in section 2.1.3. HRTF convolution is usually combined in parallel with a more
generic audio spatialisation approach. This simplifies the computational demands of en-
coding sound fields involving multiple sources and simulation of acoustic reflections that
occur in real world spaces.

2.3.1 Ambisonics and binaural rendering for immersive media

It is notable that, of the six studies surveyed in section 2.2.3 (all but one of which span
the period 2001-2009), only two explored binaural spatial audio in their research design,
one used amplitude panning and three used no spatial separation at all. The difficulties
of implementing effective binaural rendering at the time have already been highlighted
in section 2.2.1 as a limiting factor in auditory display research over this period. Mc-
Gookin and Brewster (2004) noted that ‘due to computational requirements and lack of
appropriate hardware, many mobile devices do not have good quality spatial position-
ing ability’. More recently, binaural sound has become a prominent feature in commercial
entertainment media such as virtual reality, 360◦ video and gaming. These drivers have
encouraged focus on Ambisonics as an effective means of rendering 2D and 3D sound on
personal computing platforms.

Ambisonic encoding

Ambisonics is a surround sound audio format developed to reconstruct 360° sound fields
over four or more loudspeakers. The underlying assumption of Ambisonic audio is to
represent, as closely and as evenly as possible, all sound pressure changes occurring
across the surface of a sphere at a specified point in space. In its most basic form, First
Order Ambisonics (FOA) consists of four channels of sound pressure information (iden-
tified as W, X, Y and Z), which correspond to the 0th (W) and 1st order (X, Y, Z) of spheri-
cal harmonics. Higher Order Ambisonics (HOA) introduce progressively more orders of
spherical harmonics to increase the spatial resolution of the encoded sound field (Nicol,
2018). Figure 2.6 illustrates how precision in the directivity of sound pressure changes
captured and/or represented increases with each additional Ambisonic order included
in the process.
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FIGURE 2.6: Illustration of 0th order (top row) to 3rd order (bottom row)
spherical harmonics that underpin Ambisonic audio. Source: Franz Zotter

(CC BY-SA 3.0)3

B-Format encoding is the multichannel audio storage and interchange standard de-
veloped in parallel with associated Ambisonic recording techniques and microphone
technologies, which were originally aimed at transparent and faithful capture of real
world sound fields (Fellgett, 1975; Gerzon, 1975). Ambisonic playback is achieved by
decoding of B-Format audio into discrete signals that provide direct feeds to individ-
ual elements of a loudspeaker array. The optimal speaker array count and configuration
is related to the order of the encoded multichannel B-Format signal being played back
(Kearney and Doyle, 2015).

Virtual Ambisonics

Virtual Ambisonics describes the technique of rendering 2D or 3D B-Format audio over
headphones by synthesising the position of a loudspeaker array binaurally using HRTF
sets. In a simple model of virtual Ambisonics, the pairs of HRIR convolutions required
to render the spatialised scene (irrespective of the proliferation of sound sources) is equal
to the number of virtual speakers desired for the implementation. Additionally, creation
of head-tracked scene rendering is made considerably simpler in virtual Ambisonics by
more streamlined rotation of the sound field, rather than continual convolution and in-
terpolation between HRIRs for individual source signal locations (Noisternig et al., 2003).

It is now well established that FOA does not adequately reproduce differences in ITD,
ILD, nor the monaural or binaural spectral cues required to render spatial scenes with
sufficient localisation precision or tonal transparency (Bertet et al., 2013; Thresh, Arm-
strong and Kearney, 2017; Wiggins, 2017). Improving spatial representation in virtual
Ambisonics therefore either requires use of HOA, or more involved decoding processes.
Use of HOA necessarily increases computational demands. Optimal application of more
sophisticated decoding methods is an active area of research that includes approaches

3commons.wikimedia.org/wiki/File:Spherical_Harmonics_deg3.png [accessed 22/5/2022].

https://commons.wikimedia.org/wiki/File:Spherical_Harmonics_deg3.png


Chapter 2. Background 26

designed to improve binaural reproduction of Ambisonic signals at both first and higher
orders (Kearney and Doyle, 2015; Nicol, 2018; Schörkhuber, Zaunschirm and Höldrich,
2018).

However, Ambisonics lends itself well to the aim of (re)creating immersive envi-
ronments founded on representation of defined acoustic spaces and is understandably
favoured for alternate reality, gaming and cinematic applications. For example, Face-
book (2017) and Google (Gorzel et al., 2019) have both provided audio encoding tools for
immersive content production (respectively up to second and third order), whilst games
development environment Unity (2019) enables integration with binaural decoding stan-
dards based on Ambisonics. Such software is typically used to produce content for ded-
icated VR systems, games consoles or graphics rendering hardware, but these platforms
do also support deployment to mobile devices. Mobile experiences still have a greater
focus on immersion, rather than interaction. Users typically access content augmented
by 2D or 3D sound fields that can be rotated according to device orientation, at relatively
low computational cost.

2.3.2 Vector base amplitude panning and binaural virtual auditory display

In some contrast to the entertainment-focussed immersive media applications discussed
above, virtual auditory displays (VAD) are typically multi-stream sonic environments
that can be easily aurally segregated by users for information feedback or interaction
purposes. To this end, there is a particular priority in spatialised VAD systems for main-
taining clarity of sound source signals and accurate representation of their intended loca-
tions (Begault, 1994). Both HOA and alternate methods of B-Format decoding introduce
mounting computational complexity and cost, which might not be achievable for the
requirements of low-powered, portable real-time systems – i.e. embedded computing,
wearable technology or even mainstream mobile platforms where only a defined propor-
tion of CPU resource might be available for audio handling.

Vector base amplitude panning

Vector base amplitude panning (VBAP) is an alternate spatial rendering technique that
extends standard amplitude panning to enable positioning of individual sound sources
in full 2D or 3D surround locations. VBAP uses vector base formulations between adja-
cent speakers to determine the input gains required for a desired position, relative to the
listener, as shown in Figure 2.7 for the case of 2D rendering. Sources are therefore placed
in required locations by triangulating the relevant outputs of loudspeaker arrays. The
only restriction governing the layout of the array is that each speaker must be located
at uniform distance from the listener. Higher density arrays will produce more faithful
representation of intended spatial position and tone (Pulkki, 1997).
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FIGURE 2.7: Illustration of VBAP with two speakers. Speaker feed gain
weightings ( g1l1 and g2l2) are derived from a vector base of speaker loca-
tions (l1 and l2) and the desired source position. The approach can be ex-
tended using further speakers horizontally and vertically, to situate sound

in any directions. Source: recreated from Pulkki (1997).

VBAP offers the capacity for improved fidelity of source signal representation com-
pared to Ambisonics, since the least number of speakers required to render a source
is always used – i.e. one, two or three – thus minimising phase issues. The approach
can therefore be applied to maximise sharpness in sound localisation and clarity of tone
within predetermined spatial areas. Moreover, since VBAP positioning is achieved by
simple gain weightings for each input signal to every speaker feed, it is a more efficient
spatialisation technique to implement than Ambisonics (Pulkki, 1997).

VBAP has its own inherent limitations. Vertically sparse VBAP arrays are known to
present errors in elevation cue representation (Pulkki, 2001a), whilst laterally situated
triplets distort ITD and ILD cues towards the median plane (Baumgartner and Majdak,
2015). Nevertheless, specific configurations of VBAP speaker layouts have been shown
to offer substantially improved horizontal localisation cue accuracy over comparable first
and also second order Ambisonics setups (Satongar et al., 2013). Comparative evalua-
tion using auditory modelling suggests that triplet-wise application of VBAP produces
considerably more stable lateralisation than either 2D or 3D second order Ambisonics
(Pulkki, 2001b).

Virtual VBAP

The principles used in virtual Ambisonics can also be applied to achieve VBAP rendering
over headphones. A binaural implementation of VBAP has previously been outlined
as the non-diffuse rendering component (i.e. direct and early reflected sound) of the



Chapter 2. Background 28

Directional Audio Coding (DirAC) spatial reproduction method (Laitinen and Pulkki,
2009).

The original focus of DirAC was to present a solution for improving playback fidelity
of spatial audio formats over any loudspeaker array configuration. The basis of the tech-
nique is to decouple the direct and diffuse components of a B-Format input using time-
frequency analysis, thus allowing direct and independent amplitude panning of both
elements. This in turn reduces the problem of excessive coherence between loudspeaker
inputs that is symptomatic of standard Ambisonic decoding and has been referred to
previously in sections 2.3.1 and 2.3.2. Binaural DirAC is therefore a specific application
of virtual VBAP that assumes, as its primary application, playback of B-Format record-
ings. It is also suggested, as an alternative, that DirAC analysis could be applied to other,
horizontal-only multichannel formats (such as the Dolby 5.1 or 7.1 standards4). These for-
mats could be encoded into either one channel (i.e. low quality, using an omnidirectional
or B-Format ‘W’ signal) or three channels (i.e. high quality, using B-Format ‘W’, ‘X’ and
‘Y’ signals), with accompanying directional and diffuseness metadata for each frequency
band. Such encoding would permit playback of the original format over any real or vir-
tual loudspeaker array configuration. Nevertheless, whichever approach is taken, this
application of virtual VBAP is founded on a use case of playing-back immersive sound
recordings of fixed content for linear listening experiences (Laitinen and Pulkki, 2009;
Pulkki, 2007) – much like binaural recording with a dummy head microphone.

The potential benefits, applications and challenges of implementing a direct virtual
VBAP approach for VAD – i.e. spatialising, in real time, source signals that continually
evolve based on specific interactions of the system user – have not been prominently con-
sidered in existing research literature. In particular, the relative merits and constraints
of virtual VBAP for this function compared to virtual Ambisonics have not been ad-
dressed. For instance, VBAP’s flexibility towards loudspeaker array configuration means
it is straightforward to place a higher concentration of virtual speakers towards front-
facing positions, without any additional computational effort (Pulkki, 1997). Doing so
can potentially enable increased positional resolution for locations where we tend to ex-
perience greater acuity (Begault, 1994; Blauert, 1997). Moreover, in a binaural context,
head-tracking is usually applied by fixing virtual speakers relative to the listener’s head
position whilst the sound scene itself is rotated (McKeag and McGrath, 1996; Noisternig
et al., 2003). Virtual VBAP could therefore enable a defined frontal zone of improved
auditory focus, which shifts automatically with head motion to any point in the virtual
scene, in a way that virtual Ambisonics cannot.

On the other hand, the fact that VBAP renders each input signal as a discrete point
source presents specific problems if anechoic source signals are to be auralised into a vir-
tual acoustic space. For binaural rendering with virtual loudspeakers, this means that
the location point of every sound stream – whether direct or diffuse – must ideally be

4www.dolby.com/about/support/guide/surround-sound-speaker-setup/ [accessed 5/5/2023].

https://www.dolby.com/about/support/guide/surround-sound-speaker-setup/


Chapter 2. Background 29

constantly rotated to its head-tracked position, weighted and summed to relevant virtual
speaker feeds before real-time convolution with HRIRs. Spatialising synthetic 3D rever-
beration for virtual VBAP is therefore a potentially more computationally involved task
than in virtual Ambisonics, where 3D room simulation can be first generated syntheti-
cally before resulting reflections are encoded and manipulated using just a single set of
rotation calculations, applied in the B-Format domain (Noisternig et al., 2003).

Reverberation synthesis with virtual VBAP

Room reverberation is recognised as a critical component of binaural rendering, which is
not addressed in detail in this chapter. However, prominent research has established that
early reflections alone – in this particular case defined as those arriving within the first
80 milliseconds of the room’s impulse response – offer optimal conditions to improve
localisation of azimuth (but at some expense to elevation perception) and increase sense
of externalisation (Begault, Wenzel and Anderson, 2001). More recent research also indi-
cates that anechoic binaural signals rendered with artificial stereo or even mono reverb
could be a perceptually viable approach to room simulation. These conditions compared
favourably to both first and third order Ambisonically generated surround reverbs when
judged in terms of both overall realism and fidelity of source location (Picinali et al.,
2017).

Scattering delay network (SDN) reverberation has been presented as a simplified
means of simulating physical spaces, controlled by high-level parameters that determine
properties of the room, and source and listener position. A 3D SDN reverb simulation is
achieved using just six output streams – one for each surface of a cuboidal room. It has
been shown to produce outputs closely aligned with Sabine and Eyring predictions of
reverb time, frequency response and room surface absorption (De Sena, Hacιhabiboğlu
and Cvetkovic, 2011; De Sena et al., 2015). Further investigation has also indicated that
the algorithm synthesises acoustics with perceptually favourable results. In evaluation
based on non-interactive simulation of two listening rooms, SDN was judged more nat-
ural than three alternative approaches commonly applied in 3D audio for room auralisa-
tion: binaural room impulse responses, geometric ray-tracing models, or feedback delay
network algorithms (Djordjević et al., 2020). SDN’s simplicity, its use of fewest possible
output streams and positive subjective evaluation to date make it a particularly suitable
approach for use with virtual VBAP spatialisation.

2.3.3 Binaural personalisation for mobile use cases

A further consideration that will determine the spatial fidelity of a binaural system is the
extent to which it matches the perceptual profile of individual listeners. The potential
benefits to user orientation and sense of immersion from incorporating HRTF person-
alisation have been highlighted in previous spatial audio experience studies as an area
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requiring structured investigation (Geronazzo et al., 2019; Vazquez-Alvarez et al., 2016).
The quality and degree of separation between sound sources has been identified as a par-
ticularly important factor in previous research on virtual auditory display (Brungart and
Simpson, 2005; Fazal, Ferguson and Johnston, 2018; Lorho, Marila and Hiipakka, 2001;
Vazquez Alvarez and Brewster, 2010; 2011).

Practical obstacles to individualised binaural synthesis

As described in section 2.1.3, HRTFs are sets of location dependent filters that can be
applied to simulate spatialisation of sources around a listener. An HRTF set comprises
multiple HRIRs, which are measured within the left and right ear of a human or dummy
head, using an excitation source placed at incremental surrounding positions. The effi-
cacy of HRTF processing is dependent on both the density of measurements, and cor-
relation between the HRIRs and features of the listener’s morphology that affect spatial
perception (chiefly the shape of their head, pinnae and upper body) (Begault, 1994; Ro-
ginska, 2018). There are numerous challenges in capturing bespoke HRTF data for the
purpose of binaural synthesis, including barriers related to cost, time, expertise and spe-
cialised resources. Use of a generic or poorly matched HRTF set is liable to impact sound
localisation accuracy, discrimination between sources in front/behind and above/below,
externalisation (i.e. sense that a sound is emanating from outside the lister’s head), and
tonal clarity (Seeber and Fastl, 2003).

Subjective HRTF selection in mobile use cases

A growing body of research demonstrates the efficacy of parametric methods for either
selecting or simulating best-fitting HRTF sets according to user morphology using ad-
vanced computational approaches (Geronazzo, Spagnol and Avanzini, 2010; Meshram
et al., 2014; Pelzer et al., 2020; Spagnol, 2020) . However, precise and reliable acquisition
of anthropometric head, ear and torso features in the case of mobile system end-users
is a nontrivial challenge. User selection of preferred sets from a database of HRTF mea-
surements is recognised as a plausible alternative means of accommodating individual
requirements for spatial audio rendering over headphones (Roginska, Santoro and Wake-
field, 2010; Seeber and Fastl, 2003). The primary shortcoming of this approach manifests
as increased front-back confusion for users (i.e. erroneous perception of sources ren-
dered in the front field as coming from the back) (Møller et al., 1996; Wenzel et al., 1993).
However, incorporation of head-tracking is shown to mitigate this problem by allowing
subtle or subconscious head rotation to verify the hemispherical orientation of virtual
source positions (Begault, Wenzel and Anderson, 2001).
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Subjective HRTF selection using absolute or relative judgements

Traditional subjective HRTF evaluation deploys localisation testing to gain a granular
view of spatial distortions that occur when a specific set is used by any one listener. In
these cases, participants are played a series of sound sources rendered binaurally and
asked to make an absolute judgement on perceived virtual locations. Extents and pat-
terns of localisation error are examined to assess the suitability of the HRTF set. This
approach has been used to inform understanding of non-individualised HRTFs’ limita-
tions (Begault, Wenzel and Anderson, 2001; Møller et al., 1996; Wenzel et al., 1993) and
has also been applied to demonstrate how users can potentially be trained, over time, to
learn and interpret more accurately the spatialisation cues of generic HRTF sets (Berger
et al., 2018; Medonca et al., 2010). One limitation of localisation testing is that judgements
do not adequately take into account more qualitative aspects of HRTF suitability, such as
sense of externalisation or naturalness.

More recent approaches have relied on participants’ relative judgements to evaluate
the apparent effectiveness of an HRTF under a range of criteria and conditions. These
typically use qualitative scales for listeners to assess the perceived clarity of changes in
specific parameters (such as externalisation, elevation, front-back discrimination, sense of
direction, sense of distance, etc.) and have used continuous (Schönstein and Katz, 2012),
fixed-point (Andreopoulou and Katz, 2016; Katz and Parseihian, 2012) or binary (An-
dreopoulou and Roginska, 2014; Roginska, Santoro and Wakefield, 2010; Wan, Zare and
Mcmullen, 2014) metrics. Evidence suggests that repeatability of such qualitative judge-
ments is contingent on listener expertise (Andreopoulou and Katz, 2016; Andreopoulou
and Roginska, 2014; Kim, Lim and Picinali, 2020; Schönstein and Katz, 2012). A key
shortcoming identified in these kind of approaches is that they are more reliably applied
with expert or familiar users of binaural audio systems (Andreopoulou and Roginska,
2014; Schönstein and Katz, 2012).

Both absolute and relative judgement-based approaches also require subjects to re-
peatedly identify perceived locations or characteristics of sources placed in various spa-
tial positions, for alternate HRTF sets. This is by its nature time-consuming and typically
relies on a laboratory-style format of rapid serial responses to short test signal stimuli
(Begault, Wenzel and Anderson, 2001; Møller et al., 1996; Wenzel et al., 1993). Such con-
ditions would be both difficult and inappropriate to recreate for an end-user experience
on a mobile device.

Subjective HRTF selection using comparative approaches

Utilising comparative judgements has already been established in psychophysical re-
search as an effective means of assigning rank to any stimuli that must be evaluated
according to a subjective perceptual response (Thurstone, 1927). Pairwise comparison
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has also been previously used by Iwaya (2006) as a proposed means of selecting non-
individualised HRTFs. In their study, each participant started with a collection of 32
HRTF sets selected randomly from a pool of 120. They ran an adapted Swiss-style tour-
nament (where a winner is determined using aggregated points accumulation), which
eliminated any twice defeated HRTFs – meaning that not all possible pairings were pre-
sented to the listener. The comparison task used a one second pink noise burst stimulus
presented in an incremental orbit, at locations 30° apart on the horizontal plane (0° ele-
vation).

2.3.4 Summary

Virtual Ambisonics has emerged as the dominant spatialisation approach for immersive
media content, but it is not necessarily the optimal format for virtual auditory display
applications. Chapter 5 outlines potential requirements and solutions to binaural ren-
dering for interactive auditory display on small devices with processing limitations. It
proposes and evaluates a virtual VBAP rendering model against a comparable virtual
FOA implementation via computational analysis of the ITD, ILD and spectral errors in
both systems. Subjective evaluation of the VBAP renderer is then used to establish lo-
calisation error margins that inform the final design of the interactive prototype used in
Chapter 6.

Personalisation of the HRTF set used in binaural rendering contributes vitally to the
quality of immersive experience. There is no established method for end-user HRTF
selection on a mobile device. A holistic, comparative HRTF selection approach is poten-
tially more suited to this particular set of technological and contextual constraints, and
the expectations of end-users. In these contexts, the input and feedback interface is lim-
ited, at best, to a relatively small touch screen. Further, the time and effort that users
would be prepared to invest in any calibration procedure is likely to extend only to a
few minutes. Chapter 4 outlines the specification, development and evaluation of an
approach for 3D HRTF set selection on a mobile device.
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Chapter 3

Binaural auditory display
affordances for music exploration

Back!
Caught you lookin’ for the same thing.
It’s a new thing,
Check out this I bring.
Uh, oh, the roll below the level
’Cause I’m livin’ low,
Next to the bass, (C’mon!)
Turn up the radio!

‘Don’t Believe the Hype’
Public Enemy

Chapter 1 illustrated how patterns of music consumption have shifted definitively
towards on-demand streaming, a significant proportion of which is now pursued on mo-
bile devices. A relatively new and growing context for music discovery and recommen-
dation therefore has the capacity to encompass anything, anytime, anywhere and within
a personal auditory space. Chapter 2 outlined core principles of binaural perception and
synthesis techniques that can be applied in virtual auditory display systems. It further
demonstrated how these areas had previously been a focus of experimental research in
the design of music browsing environments, prior to the development and mass adop-
tion of smartphones and audio streaming. However, there is little specific insight into
how binaural virtual auditory display might now be applied to the contemporary use
case of unfamiliar content being accessed in diverse contexts.

Two areas of existing research on the specific benefits of binaurally presented (non-
musical) information were also highlighted in Chapter 2 as being relevant to this thesis:
i) comprehension of and ability to recall audio information; ii) auditory segregation of
concurrent sound streams. This chapter presents two studies that explore how these per-
ceptual advantages may be deployed in binaurally spatialised music browsing . The first
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study was conducted in collaboration with BBC R&D and evaluates a model for audio-
only exploration of a defined collection of new music, through a binaural prototype en-
vironment. The second study presents and analyses a prior experiment undertaken by
Dr Rebecca Stewart (second supervisor for this doctoral thesis), which assesses the uses
and limitations of concurrent auditory music streams in searching and browsing activity.

3.1 Study 1: An audio-only binaural music discovery prototype

The dominance of digital audio distribution and growth in smart speaker adoption present
new challenges for interactive exploration of recorded music. Smart headphones are
an emergent consumer technology whose unique affordances have started to be utilised
commercially in recent years. This study developed a voice-led interactive application
for navigating music collections on smart speaker and smart headphones. It explored
potential considerations and opportunities for audio-only interaction with music content
in a headphone-based spatial auditory environment, as compared to an equivalent smart
speaker experience. The audio interaction design was evaluated via two prototypes, us-
ing a mixed methods user experience research construct. Both iterations featured identi-
cal content, but alternate modes of presentation. Monophonic playback was used for the
smart speaker. Binaural synthesis (i.e. static placement of sound sources in virtual 3D
space using head-tracking) augmented the smart headphone experience.

3.1.1 Background: voice-led content exploration with audio-only devices

Discovering unfamiliar content on audio-only devices is problematic because it relies
entirely on a user’s memory and current mood to motivate listening activity. There
are no external triggers to guide exploration. For on-demand content, in particular,
voice-led search technologies encourage either known-item requests (i.e. “play me this
track/album/artist”), or unscrutinised use of provider-generated collections (i.e. “play
me happy/newly released/1980s tracks”). Recent UK music industry analysis of adop-
tion noted concerns that smart speakers could encourage listeners towards less engaged
forms of interaction with audio. As acceptance of pre-curated or algorithmically gener-
ated recommendations and playlists increases, so listeners might become disconnected
from individual works and artists that form such compilations. Two answers to this
possible shortcoming are offered. Firstly, it is supposed that use of ‘branded’ recommen-
dations or playlists with smart speakers caters to types of casual listeners who, in the
past, typically used radio as background anyway. Secondly, it is suggested that these de-
vices are simply not designed for browsing. Music discovery will still continue via other
means, through which data gathered on user behaviour can be used to populate tailored
recommendation lists more effectively. (BPI & ERA, 2018)

Classing voice-led audio interaction as a reductive or secondary experience would
ignore three potential opportunities encompassed by this technology:
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• As the same industry report goes on to note, speech-delivered search invites the
possibility of more verbose and nuanced queries. These could be harnessed to
achieve better recommendations if semantic analysis algorithms and metadata struc-
tures are suitably designed in future. (BPI & ERA, 2018)

• Interaction design for voice-led technology is still in its infancy. More consideration
can be given to how pre-curated or auto-compiled content might be previewed and
navigated efficiently with voice-controlled, audio-only devices.

• Voice-controlled devices are not limited to smart speakers. Smart headphones or
‘hearables’ are an emergent technology that (amongst other features) enable voice
interaction for eyes-free control of a connected device. Many manufacturers now
offer headphones or earbuds with inbuilt voice interaction capability and, increas-
ingly, some form of layered or augmented reality audio, which blends transmitted
with real world sounds using adaptive ambient noise cancellation. 1 Specifically, at
the time this investigation was conducted in 2019, the Bose AR platform supported
third party development of applications that could leverage motion detection in
enabled hardware, offering the potential to deliver responsive binaural audio – or
surround sound over headphones (McGill et al., 2020)2.

The first of these three opportunities – the relationship between recommender sys-
tems and voice assistants – was far beyond the limits of this doctoral investigation. How-
ever, the second two directly informed the aims of this particular study, which were:

1. Develop and evaluate an interactive prototype for navigation of audio content by voice.

2. Compare a smart headphone versus smart speaker engagement in terms of:

• exploration behaviour;

• recall of system design features and content.

3.1.2 Prototype design rationale

The design process explored a novel interaction mechanism for exposing content on
voice-controlled devices. This section outlines the specific objectives and method that
shaped prototype development. It also describes how existing technologies and hard-
ware were used to make fully-interactive simulations of both smart headphone and smart
speaker engagements.

1www.wareable.com/hearables/best-hearables-smart-wireless-earbuds [accessed 17/2/2022].
2www.bose.co.uk/en_gb/products/frames.html [accessed 17/2/2022]. The Bose AR audio augmented

reality application development platform has has since been abandoned, but the associated product range
continues with a fixed set of capabilities and features.

https://www.wareable.com/hearables/best-hearables-smart-wireless-earbuds
https://www.bose.co.uk/en_gb/products/frames.html
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FIGURE 3.1: AAE system overview

Navigation design

The prototype sought to advance established audio-only content navigation methods sur-
veyed in section 2.2.2. However, unlike the design advanced by Hiipakka and Lorho
(2003), it was not conceived to offer a completist user experience – i.e. one with tractable
pathways to each piece of featured content. The navigation design therefore had to:

• enable seamless previewing of content for rapid exploration;

• devolve a significant degree of agency to the user;

• avoid complex layers of menus;

• encourage engrossing onward journeys commonly associated with discovery plat-
forms like YouTube.

YouTube-style engagement was a conscious conceptual influence, since it accounted for
47% of all on-demand music streaming at the time of the investigation (IFPI, 2019b).
The resulting design was termed Auditory Archive Explorer (AAE) and is represented in
Figure 3.1.

The prototype is populated with 50 highlights from the BBC’s coverage of the Glas-
tonbury 2019 popular music festival. Each of the 50 segments is categorised into one
of five moods: happy, sad, energetic, mellow or dark. Users hear a 30 second introduc-
tion using synthesised speech generated from one of CereProc’s commercially available
voices3. This opening summarises the navigation concept and presents the voice com-
mands “start”, “select”, “forward”, “back” and “change”. The latter four commands are
used to both navigate through menus and control playback of audio tracks once selected,
as indicated in Figure 3.1.

3www.cereproc.com/en/node/1166 [accessed 17/2/2022].

https://www.cereproc.com/en/node/1166
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The 50 audio pieces are accessed via two menu layers (to select a mood and then a
track). Seven different auditory icons (discussed earlier in section 2.2.3) are used for dif-
ferent orientation purposes. Four provide feedback confirmation for each of the voice
commands. Two more are used to delineate menu items and indicate return to the first
of the five presented options. A final one is used to signpost transitions between the
navigation and playback contexts. The same synthetic voice adds short announcements
for further contextual orientation. Menu options are represented by eight-second audi-
tory previews of content – either short montages with a voice-over (for the five mood
categories), or a representative excerpt from a given piece (in the track menu). In both
cases five items repeat on a loop, but the track menu includes a ‘refresh’ option to repop-
ulate the list. A five choice menu format was considered optimal because it: balances
the range and cognitively manageable extent of auditory options; provides clear spatial
distinction between items (i.e. a middle and inner/outer left/right options); follows the
design principle already explored by Lorho, Hiipakka and Marila (2002). Once selected,
the track title and artist are announced and segue over the start of playback.

Voice interaction design

Although some consideration was given to the specifics of the voice interaction design,
the focus of the research was to evaluate the audio-only mode of displaying and navigat-
ing content. The efficacy of the particular voice control mechanics per se were not under
investigation. Given this premise, the four navigation voice commands were defined, as
far as possible, to:

• be succinct and clear for the purpose of recognition;

• echo functions familiar to visual interface paradigms (i.e. “select”) and media player
controllers (i.e. “forward” and “back”);

• provide semantic coherence with their dual-purpose functions for navigating menus
and controlling audio playback.

The inclusion of the “change” command is evidently less intuitive, since it meets
these criteria less well and its function is too easily confused with “back” in the menu
navigation context. It would have been preferable also to limit the voice navigation com-
mands to just three, which is a common approach found in media playing systems (i.e.
back, play/pause and forward). In these cases, it is quite typical for “back” to return
to a previous context if triggered within the first three seconds of playback. “Change”
was included with these drawbacks and inconsistencies fully in mind, but as a means
of enabling the research construct and in the absence of an immediate and more elegant
solution.
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FIGURE 3.2: AAE software architecture

3.1.3 Implementation and engineering

Existing technologies and hardware were used to make a fully-interactive prototype that
simulated both smart headphone and smart speaker engagements. This section details
some of the software and sound engineering decisions that created the experience.

Prototype realisation

BBC R&D set a timescale of three months for conducting the investigation. This required
rapid prototyping of a fully interactive system with defined perimeters of content that
was comparable in function to consumer-grade technology. An initial month of experi-
mentation resulted in the implementation architecture represented in Figure 3.2, which
details the combination and integration of existing software used to create the interactive
experience. Input sensing was handled by the macOS operating system’s ’Dictate’4 fea-
ture (for voice input) and low latency wireless EDTracker Pro5 (for head orientation). The
Open Sound Control (OSC) (Freed and Schmeder, 2009) communication protocol was
used for cross-platform messaging, starting with the SpeakOSC6 speech-to-OSC library.
All system code was implemented in the Max7 visual programming language, with au-
dio content and mixing handled by the Reaper8 digital audio workstation in real-time. A
link to the source code repository is provided in Appendix A.1.

4support.apple.com/en-gb/guide/mac-help/mh40584/mac [accessed 17/2/2022].
5www.brumster.com/index.php/gaming/6-edtracker-pro-software [accessed 17/2/2022].
6github.com/dlublin/SpeakOSC [accessed 17/2/2022].
7cycling74.com/ [accessed 17/2/2022].
8www.reaper.fm/ [accessed 17/2/2022].

https://support.apple.com/en-gb/guide/mac-help/mh40584/mac
http://www.brumster.com/index.php/gaming/6-edtracker-pro-software
https://github.com/dlublin/SpeakOSC
https://cycling74.com/
https://www.reaper.fm/
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Sound design

FIGURE 3.3: Sound design for navigation and audio playback in AAE

The sequential arrangement of content for the headphone and speaker simulations of
AAE was identical, but the spatial sound production differed significantly. Figure 3.3 il-
lustrates how sound positioning was used to segregate audio information streams in the
smart headphone version. In navigation mode (a), menu item previews were spatialised
at five positions in the front of the horizontal plane (-85°, -30°, 0°, -30° and 85° azimuth).
These locations were based on the optimal separation identified in (Brungart and Simp-
son, 2005) for non-head-tracked binaural presentation, with one difference. Although
clear spatial segregation between options was desirable, it was also judged important to
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present all available options to have as much virtual parity as possible in the user’s at-
tention. Left/right extremes were therefore adjusted by 5° inwards, to be perceived as
slightly in front of the user, rather than perpendicular, where they could be regarded as
somewhat marginalised.

Voice announcements and navigation transition effects were placed in a binaurally el-
evated position, to segregate these from the corresponding music excerpts, with the aim
of improving intelligibility of both the spoken and musical content. Subjective informal
testing determined that a 30° angle of elevation was judged sufficient to audibly separate
the voiceover and transition effect from their associated music, but without pushing these
two sounds too far overhead the listener. Speech recognition notifications used regular
stereophonic playback (i.e. were heard from ‘inside’ the listener’s head), so that these
were more clearly associated with their own interactions. The motivation for separating
the various sound sources in these ways was to explore the potential user experience ben-
efits identified in the related work discussed in section 2.2.2 (Baldis, 2001; Begault, 1994;
Kilgore, Chignell and Smith, 2003). In track playback mode (b), speaker positions were
simulated binaurally over headphones, which created the impression of ‘externalised’
listening to augment the immersive environment.

In contrast, smart speakers typically provide monophonic playback of content. On
these devices, sound sources usually have no spatial separation except through a com-
bination of volume level and applied reverberation, for limited impression of relative
distance. All audio streams in the smart speaker version were therefore co-located at the
same point in space – the position of the smart speaker itself.

Binaural spatial audio rendering

As discussed in Chapter 2, effective binaural rendering is computationally expensive and
contingent on a number of considerations. Hardware performance and the complexity of
the binaural rendering implementation have an interdependent and fundamental bear-
ing on fidelity and, therefore, spatial realism (Begault, 1994). Quality of experience is also
dependent on the unique anatomic and cognitive makeup of individuals, so tends to be
highly subjective (Blauert, 1997). At the time of this investigation, Bose AR was a promi-
nent commercial development platform for authoring smart headphone experiences. The
technical constraints in its software and associated hardware were used as a yardstick for
optimising the prototype. By design, the AAE binaural implementation therefore:

• runs virtual Third Order Ambisonics (Fellgett, 1975; McKeag and McGrath, 1996;
Noisternig et al., 2003; Thresh, Armstrong and Kearney, 2017) in Reaper using Am-
biX plugins (Kronlachner, 2014) – equivalent to the most complex 3D audio algo-
rithm available to Bose AR;
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FIGURE 3.4: Hardware configuration for AAE smart headphone/speaker
experiences

• uses the AmbiX 24 speaker room impulse response set9 (at 2048 sample length with
early room reflection data) for real-time rendering, without additional reverb that
would be computationally challenging for mobile platforms;

• has 68 milliseconds (ms) of known system latency in digital buffering, with a likely
total beyond 100ms – probably below but near the stated 196-246ms of Bose AR10.

In short, the AAE prototype was purposefully designed with a spatial audio resolu-
tion and head-movement response time that approximated the then or near future high-
street technology.

Smart technology simulation

Likewise, the smart headphone and speaker experiences were simulated with hardware
that approximated the capabilities of consumer devices, as illustrated in Figure 3.4. The
onboard microphone of a 13-inch 2017 model MacBook Air provided input for voice cap-
ture and all software described ran on the same device. For the headphone version,
open-back wired Sennheiser HD65011 were paired with the wireless EdTracker Pro for
motion detection. The speaker version was delivered through a Zamkol ZK60612 with
wired connection.

3.1.4 User research design

Both versions of the prototype were evaluated in the BBC R&D user experience testing
environment, using the processes described in this section.

9www.matthiaskronlachner.com/?p=2015 [accessed 17/2/2022].
10developer.bose.com/guides/bose-ar/end-end-system-latency (requires login) [accessed 17/2/2022].
11www.sennheiser-hearing.com/en-UK/p/hd-650/ [accessed 12/6/2022].
12www.zamkol.com/portal/article/index/id/132?lang=en-uk [accessed 11/6/2022].

http://www.matthiaskronlachner.com/?p=2015
https://developer.bose.com/guides/bose-ar/end-end-system-latency
https://www.sennheiser-hearing.com/en-UK/p/hd-650/
https://www.zamkol.com/portal/article/index/id/132?lang=en-uk
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Headphones
(10)

Speaker
(12)

Age 23-38 23-34

Gender 6 female
4 male

5 female
7 male

First language 5 English
5 another

6 English
6 another

Voice assistant usage 6 infrequent
4 regular

5 infrequent
7 regular

TABLE 3.1: Participant profiles recruited for AAE user evaluation

Participant recruitment

Participants were recruited via an open email call to doctoral students across QMUL’s
Schools of Electronic Engineering and Computer Science, and to students at Imperial
College’s White City campus. Twenty-two participants were selected from 38 respon-
dents who registered their interest online, to achieve desired balance across the criteria
in Table 3.1. Headphone participants either had no previous exposure to binaural audio
listening (eight people) or had only experienced the technology on a few occasions (two
people). Ethical approval for the study was granted from the Queen Mary University of
London (QMUL) Ethics Committee (reference 2187). Participants were given £30 in gift
vouchers as compensation for the time and travel costs of attending their session.

Study format

Participants undertook an individual one-hour study session, comprising:

1. Pre-task interview (approx. 10 minutes)

A short introductory discussion investigated participants’ existing behaviour in
music exploration and discovery. This conversation was designed to prompt par-
ticipants to reflect on their current patterns of interaction when discovering new
music, before experiencing AAE. The direction of the conversation was prepared
and guided by BBC R&D user experience researchers, to aid interpretation of the
findings in point 5, which are not included as part of the work presented here. Fol-
lowing this dialogue participants were given a high-level verbal summary of the
prototype concept.

2. Orientation (approx. 10 minutes)

Some training and supervised use of the system was required before participants
completed the evaluation task. Those undertaking the headphone experience were
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exposed to a one minute audio demonstration. This presented a direct compari-
son between spatial positioning in standard stereo playback and sound placement
using head-tracked binaural audio. Those undertaking the speaker experience re-
ceived a short tutorial on projecting their voice with sufficient loudness and clar-
ity to be recognised over system playback, using the keyword “testing”. In either
mode, participants were then given a short time to navigate the system freely. They
were provided with a written prompt reiterating the four navigation commands
and informed only that these enabled interaction with the system menus, and con-
trolled track playback. They were given a minimum of 1 min 30 secs (but never
more than 2 min 00 secs) to ensure they successfully completed two or more voice
commands. This pre-exposure phase also included the 30 second narrated system
introduction:

Welcome to the Glastonbury 2019 audio browser. Browse the performance high-
lights to suit your mood, using just your voice. You can use four voice commands
to navigate the browser: “select”, “forward”, “back”, “change”. Say “start” to
begin browsing or wait to hear this information again.

Participants were invited to ask questions after the pre-exposure phase, but no fur-
ther instruction or indication was given on how or when commands were to be
used, or the actions they effected.

3. Evaluation task (15 minutes)

Participants were given a copy of the following instructions, which they also re-
tained for reference during the task:

You have 15 minutes to explore the archive as far as you can and find six new
tracks that you like. Use the pen and paper provided to make your list as you
go. Make a note of the track names and artists that you choose and anything
particular you liked about each one.

A final opportunity to ask questions was provided before starting. Again, no guid-
ance was given about how to operate the system or access track and artist names.
When ready, participants were left alone to complete the task with the prototype,
which stopped responding automatically after exactly 15 minutes.

4. Post-task questionnaire (approx. 10 minutes)

Participants were given a short questionnaire to assess the prototype’s usability and
evaluate user experience.

5. Post-task interview (approx. 10 minutes)

A short closing discussion with BBC R&D user experience researchers explored par-
ticipants’ responses to interacting with the prototype in greater depth. The findings
from that enquiry are not included as part of the work presented here.
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FIGURE 3.5: Aggregate AAE activity division for all participants

Data collection

Data was gathered from participants using four sources:

• automated real-time logs of their voice command interactions with AAE during the
task;

• scores from a system feature recall test in the post-task questionnaire;

• ratings on usability from the post-task questionnaire;

• hand-drawn mental models of their interactions with the system.

3.1.5 Results

Data analysis was focussed on the two research objectives identified at the end of sec-
tion 3.1.1: i) evaluating AAE’s voice-led navigation mechanism and ii) comparing the
two smart technology implementations in terms of usability and participants’ recollec-
tion of system design features and content.

Use of voice-led discovery overall and between groups

Figure 3.5 illustrates the average activity of all 22 participants viewed collectively. Ap-
proximately two thirds of all time was used to browse content and a third was ded-
icated to listening. Table 3.2 shows that, in their 15 minutes, participants on average
previewed around half of the available content and selected six tracks for further listen-
ing, but tended to fall short of their assigned target to note six new tracks they liked. In
addition, all participants accessed more than one mood category. All but one participant
listened to multiple tracks and 19 listened to five or more.
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Mean Median Standard Deviation

Previews heard
(50 tracks)

24.05 25 6.77

Track listens
(50 tracks)

5.64 6 1.79

Responses given
(6 track target)

4.27 5 1.64

TABLE 3.2: Average AAE activity for all participants

FIGURE 3.6: Heatmap of all participant visits by AAE content area. Nu-
meric values and the depth of shading show how many participants vis-
ited, at least once, the main mood selection menu (large circle), mood track

menus (medium circles) and individual tracks (small circles).

Figure 3.6 shows the combined reach of participant activity during their 15 minute
task. Each circular node represents a location in AAE, spanning from the primary mood
selection menu (1 large), through mood track menus (10 medium) and individual tracks
(50 small). The value within circles specifies how many participants visited that point in
the system at least once during their session, which is also reflected more visually across
the diagram by the depth of orange shading. It can be seen clearly that all 22 participants
passed through the introduction announcement and the mood selection menu. From
there, participant journeys took individual paths and no other menu or track was visited
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FIGURE 3.7: ‘I was able to discover something new’ AAE ratings by plat-
form

by everyone. The mood track menu visited by most participants is the first set of happy
content, which attracted 19 users. The highest number of participants previewing any
one song was seven, which is the case for options one and two in the first set of happy
content and the fourth track in the first set of energetic pieces.

Visit counts are seen to reduce at deeper locations – i.e. outer points in the diagram
– and this is to be expected. These destinations are farther removed from the entry point
and, as such, can only be reached by selecting the option to refresh at the end of the cor-
responding first mood track menu. For example, it is only possible to access the second
set of sad options by progressing to the end of the first sad menu and using “select”, when
prompted, to hear more options. Reaching the secondary layer of mood track menus
and songs therefore required users to persist on exploring deeper into a particular mood,
rather than returning to the main menu to explore an alternative mood category. How-
ever, a more notable trend is that activity was fairly well balanced in terms of menu item
precedence. Participant visits were quite evenly distributed when examined left-to-right,
at all levels in the diagram. This pattern indicates that exploration seems to have been
pursued relatively freely and was not unduly influenced by the arrangement of mood
categories.

Prior experience with voice assistant technology appeared to influence how favourably
users viewed AAE in its capacity for content discovery. Regular users included all those
who self-reported daily or weekly voice assistant interaction, infrequent were those who
declared their usage to be monthly or never. Regular users were significantly more likely
to provide favourable responses to the statement in Figure 3.7 (Mann-Whitney U-test p
= 0.045). However, equivalent disparities were not found between prior voice assistant
usage groups in their responses to any of the other four qualitative usability ratings (the
precise wording of which are listed separately in Figure 3.10). Additionally, there was no
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FIGURE 3.8: Distribution of the number of tracks provided at the end of the
AAE task, by participant’s first language. Participants were asked to find
six unfamiliar tracks that they liked. Box plots indicate the 25th-75th per-
centile range and median value, which are significantly different between

groups.

notable difference in the extent of task completion (i.e. number of written track choices
given) between regular and infrequent user groups.

Participants with English as their first language were significantly more likely to
progress further with completing the task (Figure 3.8, two-way ANOVA p = 0.038). How-
ever, there was again no notable discrepancy found between the two first language groups
in their actual interactions with the prototype. The group without English as a first lan-
guage tended to register a comparable count of voice commands and encountered simi-
lar proportions of preview content and full track playback. However, counterintuitively,
there were no significant differences identified between language groups in their five
qualitative usability ratings (Mann-Whitney U-test), which they were asked to judge fol-
lowing their experience (i.e. – the questions listed separately in Figure 3.10).

Exploration behaviour and usability ratings by prototype

No significant differences were found in any of the interactions (t-test), the task com-
pletion rate (Mann-Whitney U-test), or self-reported usability ratings (ANOVA) between
users of either implementation. Figure 3.9 shows how similar the headphone and speaker
participant groups were in their use of the respective versions of AAE over 15 minutes.
The outcomes of either group’s sessions – i.e. the average number of tracks listened to,
previews heard and responses supplied – was closely matched. Speaker users appear, in
aggregate, to have been consistently and marginally more proactive in their behaviour,
using all four voice commands more frequently, on average, than the headphone group.
However, in no instance was this trend to a statistically significant degree.



Chapter 3. Binaural auditory display affordances for music exploration 48

"S
elect"

"F
orw

ard"

"B
ack"

"C
hange"

Listens

Previews

Responses

Command / Activity

0

10

20

30

40

50

C
o

u
n

t

Mean for headphones

Mean for speakers

FIGURE 3.9: Participant use of AAE by platform. The chart shows the
mean count (bars) and standard deviation (error bars) for use of each voice

command, tracks listened to, tracks previewed and responses provided.

Likewise, Figure 3.10 illustrates that opinion expressed through usability ratings co-
alesced very comparably between users of either version. Both the absolute and relative
values between rating statements are mirrored for the headphone and speaker responses.
The headphone user group agreed slightly more strongly, in aggregate, that they were
able to complete the task, navigate with ease and discover new content. The group
was also more conclusive that the system was not difficult to use and did not require
a particularly steep learning curve. The speaker group registered a less positive response
against each of these criteria, most notably expressing slight disagreement in their capac-
ity to complete the task. However, although the headphone ratings are consistently more
favourable in this instance, again this is never to any statistically significant extent.

Recall of system design features and content by prototype

Following the evaluation task, participants were asked to recall details of the main mood
menu that they encountered. Three separate questions were used to test recall of the
number, name and sequence of mood categories (happy, sad, energetic, mellow, dark) in the
primary menu of the prototype. The maximum available score was 12 and the scoring
system was applied as follows:

• Two points were available for correctly identifying the number of mood categories.
Zero score was awarded for an incorrect answer, or an answer that provided two
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Mean for headphones

Mean for speakers

FIGURE 3.10: Participants’ self-reported usability ratings for AAE, by plat-
form. Participants were asked to indicate their agreement with five state-
ments after completing their session. The chart shows the mean responses

(bars) and standard deviation (error bars) for each question.

or more digits in response (i.e. one participant reported "5 or 6", so no points were
applicable in that instance.

• A maximum of five points was available for correctly listing each of the mood cat-
egories. Phonetically spelt names that were recognisably equivalent to a category
were credited (e.g. “melo” was accepted instead of mellow), but synonyms were not
(e.g. “upbeat” was not recognised in place of energetic and “hard” was not accepted
in place of dark).

• A maximum of five points was available for correctly identifying the order of mood
categories. One point was awarded for every correctly positioned category. To as-
sess instances where a participant had identified only four mood names in response
to question one and two, the missing category was first inserted into its correct posi-
tion within their answer to question three. Any names offered by the candidate that
were correctly located following this insertion were then awarded a point. For ex-
ample, “happy, sad, dark mellow” scored four points, because all provided names
are in correct respective locations after energetic is inserted at position three. In con-
trast, “happy, energetic, melow [sic], sad” scored just one point, because only happy
is correctly located once dark is inserted at position five.
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Headphones Speaker

- physical space and entities - hierarchical structures

- portrayals of personal experience - flowcharts / decision trees

- narrative explanations - process definitions

- curves and circles - hard angles

TABLE 3.3: Characterisation of AAE mental model illustrations, by plat-
form

Of the twenty-two participants, twelve scored full marks and only five scored less
than 9, with 5 being the lowest score registered. There was no significant difference found
(t-test) in users’ ability to recall the makeup of the mood menu between either version of
AAE.

Participants were also asked to provide a mental model illustration of the system
they had experienced (“draw a visual representation of the system you interacted with”).
Submissions were viewed as a collection and discussed jointly with two BBC R&D senior
user experience research professionals. Examining and comparing all of the headphone
experience representations on one pinboard against the speaker collection on another, we
spent approximately 30 minutes in this group of three defining and agreeing character-
istic differences between the two sets of drawings. The first phase of analysis involved
brainstorming of common characteristics to either set of drawings. Any one of the three
researchers would offer an observation and, if the other two were in agreement, this
would be noted on a whiteboard. The second phase was undertaken once this process
was exhausted and no further suggestions were forthcoming. In this process, the lists
and wording of the noted observations were jointly reviewed, refined and consolidated
into a final form by the same three researchers.

The resulting sets of descriptions in Table 3.3 were not all evident universally, but they
represent the consensus overview – arrived at by the three researchers in the process de-
scribed – on the general character of the two collections, which was quite clearly distinct.
A sample section from one of each group is given in Figure 3.11 to show instances where
these traits were exemplified perhaps most strongly. The left hand shows a depiction that
superimposed a physical journey onto the headphone experience; the right hand shows
part of a logic diagram interpretation of the speaker experience. The remainder of the
mental model illustrations are shown in Appendix B.

3.1.6 Discussion

The research aims identified at the end of section 3.1.1 are revisited here to analyse and
interpret these results.
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FIGURE 3.11: Example AAE headphone (left) and speaker (right) mental
model illustration excerpts

Interactive voice-led discovery

Patterns of interaction suggest that, as a cohort, users had no real difficulties in navigating
the system to discover new content and striving for the required response, even if they
were unable to fulfil this in the allotted time (Figure 3.5 and Table 3.2). Participants were
exposed to AAE for a very limited time and without any operating instructions. Both
groups of users nevertheless felt confident skipping through menus to identify content
of potential interest “forward” by far the most used command), but more rarely having to
repeat an option (“back” used the least). The fact that “select” was used noticeably more
frequently than “change” emphasises that at least a proportion of users discovered the
extended uses of the former – i.e. to refresh a track menu list and/or to restart playback
from any position during a piece (Figure 3.9). This quantitative data is confirmed in
the self-reported usability ratings, where all responses average within the affirmative
(where the statement is favourable) or negative (where the statement is pejorative) thirds
(Figure 3.10). In summary, both versions of AAE seemed to enable users to onboard
themselves and pursue a specific time-bound task straightforwardly and with a good
degree of success.

The range and concentration of exploration presents a similarly positive outlook.
This demonstrates that the system design supported exploration across all sections of
the content, seemingly without any undue effect from the order in which categories or
tracks were presented (figure 3.6). Though there was slightly greater traffic through the
happy category, this could be ascribed partly to initial trial-and-error experimentation
with voice commands and orientation. It could also be reasonably supposed that the
slightly lower level of traffic through the dark route might be due to the more specialist
appeal of that category.

Interestingly, the prototype’s potential to aid music discovery was more apparent to
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those familiar with (current limitations of) accessing audio content through voice assis-
tants (Figure 3.7). With no significant variation in the two groups’ actual interaction with
the system or completion rates, it would seem the benefits of voice-led exploration like
AAE are more evident to those with experience of current smart assistant interaction de-
sign.

A similar interpretation can be made around the role of users’ first language, where
native English speakers showed significantly higher completion rates (Figure 3.8), de-
spite there being no other notable disparities in behaviour or rating between these two
categories of participant. If first language was in itself a barrier to successfully inter-
acting with or comprehending the mechanics of the navigation, some divergence in the
frequency of voice commands, volume of content visited, or qualitative evaluation of
usability might also be expected in parallel. The absence of these accompanying trends
points towards a possibility that language fluency did not present a barrier to engag-
ing with the system itself, but that deciphering the spoken artist names and track titles
was indeed more challenging. This is further supported by information gathered from
post-task interviews, which revealed a number of comments that the pace, volume and
accent (a Scottish male) of the narrator made them difficult to discern in some cases. It is
worth noting within the context of these findings that transcribing artist and track names
is a relatively artificial construct included for the purposes of the research study, which
would not typically be pursued in a real-world content discovery journey.

Platform comparison

Results from the study suggest that the spatial arrangement of content and system no-
tifications did not have any measurable effect on patterns of interaction, activity or task
success. Nevertheless, some observations related to the two areas of examination estab-
lished for the second research aim — exploration behaviour and recollection of system
design features and content – are worth noting.

• Exploration behaviour

Aspects of the study design could have presented potential limiting factors in ex-
ploration behaviour. It is possible that the 15-minute engagement (plus 1m30s–2m
pre-exposure) was too short to establish full fluency with the system. Users will
have spent a good proportion of their allotted task time to continue self-orientation
with the voice commands and system structure. If differences in exploration be-
haviour were to emerge between the two prototype versions, it’s possible they
might only present when a base degree of interaction proficiency is established by
users. Likewise, it is possible that the latent nature of voice interaction itself could
limit users’ ability to take advantage of any added perceptual orientation afforded
by the headphone version. In that prototype, spatial cues communicate where, in a



Chapter 3. Binaural auditory display affordances for music exploration 53

menu list of five, the user is currently located. If the interaction method was instan-
taneously responsive (as in most media playing technology), this would potentially
allow skipping forward or back to previously heard menu options by relying on
(memory of) its virtual position as an anchor. So, delayed responsiveness in voice
interaction itself could have been a further limiting factor on users’ ability to exploit
any potential navigational benefits in the headphone version.

• Participant recall of system design features and content

Participants’ scores for recalling the main mood menu structure also suggest that
spatialisation did not significantly aid memory or focus, when compared to monau-
ral presentation. However, the qualitative summary in Table 3.3 suggests that, over-
all, the binaural auditory environment had a markedly different effect for head-
phone users in the character of their interaction and connection with the content. It
is notable that this contrast in perceived experiential effect between either system
resulted with a consumer-grade, non-personalised binaural rendering implemen-
tation.

3.1.7 Study 1 summary

A design for voice-led discovery of music that seeks to progress current interaction de-
sign has been outlined and evaluated for two smart technologies. Participants were seen
to navigate through a variety of content, without any prominent precedence bias and
with a balance of activity in line with expectations, given the task they were set. Ag-
gregate interaction patterns and usability ratings also suggest that users were able to
self-orient and navigate confidently and accurately, with some use of more advanced
features. Regular smart assistant users more readily recognised the usefulness of the ap-
proach. Those without English as a first language appeared to find interpreting spoken
content more challenging, but not use of the voice input interface itself.

There was no evidence from this experiment to suggest that spatial presentation of
menu options influenced either interaction behaviour or storage and recall of system in-
formation from users’ short-term memory. The task duration and voice interaction mode
could have presented limitations on users’ capacity to maximise the added binaural ori-
entation cues. However, data gathered from users’ mental model system representations
strongly suggest that the smart headphone implementation did create an evidently dif-
ferent type of interactive experience.

3.2 Study 2a: Binaural presentation of concurrent music streams

Simultaneous auditory review of music pieces is a potentially useful tool in sound inter-
action design for music discovery and recommendation. It is relevant to any such pursuit
that may involve rapid review of search engine or recommender results, wearable devices
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with restricted or no visual interface, or use cases requiring eyes-free operation. The ex-
periment presented in this section provided insights into the perceptual considerations
for navigating recorded music using spatially separated concurrent audio. A headphone-
based test environment for music searching and browsing using binaural synthesis had
been realised by Dr Rebecca Stewart, prior to the start of the doctoral research presented
in this thesis. The test interface allows multiple music tracks to be played back simulta-
neously, using 2D binaural rendering. Task-oriented evaluation had been used with 22
participants to measure the influence of four system variables, against response accuracy
and duration. Neither the study design, research methodology, nor the data from that
research had been previously reported in any form. Full documentation and analysis
of that investigation was conducted as an initial exploration of the extent to which con-
current presentation of music streams could feature in the design of a binaural auditory
display system.

3.2.1 System design

Section 2.2.3 outlined why the case for investigating audio-led navigation of music con-
tent with concurrent streams is more advanced than ever before. The methodology used
in this experiment was designed to explore specific factors in searching and browsing
music using simultaneous sources. It sought to measure the influence of three variables
– two of which were common to those examined in the existing body of work surveyed
and one that extends the scope of prior research:

• the use or absence of visual references to aid sound source localisation

• the use of varied numbers of concurrently displayed sources

• the use of single or mixed-genre sound sources

Genre is of interest since it can be viewed as a broad approximation of similarity
that could be a factor in source signal disambiguation. This element is in lieu of the spe-
cific, modifiable earcon attributes pitch and instrumentation discussed by McGookin and
Brewster (2004) and auditory icon action/object overlap addressed by Brazil and Fern-
ström (2006) and Brazil, Fernström and Bowers (2009), discussed earlier in section 2.2.3.

The bespoke code that implements the audio rendering, generation of random user
trials and logging of participant responses was built using Python. The test graphical user
interface (GUI) was produced using openFrameworks 13, which communicates with the
audio and testing journey engines via Open Sound Control (Freed and Schmeder, 2009).
The design assumes that a complete search and browsing system would incorporate cur-
rent music information retrieval (MIR) technology, with algorithms that allow users to
retrieve a subset of audio files from a collection of any size. The user request could be as

13openframeworks.cc/download/ [accessed 17/2/2022].

https://openframeworks.cc/download/
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simple as searching by artist name, or a more complex query involving any number of se-
mantic descriptors that are analysed and interpreted by a separate recommender system.
MIR systems for retrieving audio files from a database may be built on one or more types
of information such as metadata, social tags, user behaviours or the signal content of the
audio, but in any case a ranked list of songs is returned by an intermediary algorithm
(Pampalk, Dixon and Widmer, 2004). In the controlled study described here, participants
used the test interface to complete a series of music search- and browse-based tasks while
a selection of parameters are varied.

Auditory interface

A computationally simplified approach to binaural synthesis is used for the test inter-
face. Elevation angle is restricted to 0◦, such that all sources are positioned around the
horizontal plane bisecting the listener’s ears. Distance is also uniformly simulated at the
proximal edge of what is considered in acoustics as the far field (Roginska, 2018), under
anechoic conditions (i.e. without any simulation or synthesis of room reflections). The
test interface presents a number of music tracks (referred to from here on as ‘songs’) at
evenly distributed positions around the horizontal plane.

At the start of an individual listening trial, 15 songs are randomly selected and ar-
ranged into a list that can be regarded as a virtual ellipse, illustrated in Figure 3.12. The
participant only hears a portion of that ellipse, in which a specified number of concurrent
songs are positioned in equidistant increments 360◦ around their head. The participant
can rotate manually through the spatialised list in real time. When any song is rotated
beyond the position immediately behind them (i.e. +/- 180◦ azimuth) it falls out of the
auditory scene and is replaced by the next one in the elliptical queue of 15. Once they
have cycled through the entire collection of 15, an operating system bell auditory icon is
played to indicate their return to the start of the list.

A GUI accompanies the test auditory interface to: i) enable comparison with and
without visual indications of song locations; ii) provide participants with a familiar input
interaction mechanism.

Two versions of the GUI exist. Version one features two visual representations of
the active songs placed within the virtual auditory space (shown in Figure 3.13). The
first visual prompt is presented in the large grey rectangle from a first-person viewpoint,
whereby the songs seem to rotate around the listener with a direct correspondence be-
tween their auditory location and presence on the screen in front. When the sound source
is in the front field (i.e. within +/- 90◦ azimuth) a blue square is displayed within the
grey area relative to its orbital location. The second visual prompt is given in the small
grey circle from a third-person bird’s eye perspective, as if the user is looking down on
themselves from above. This enables the participant to see where songs to either side
or behind (and therefore off-screen) are located. A number displayed within this circle
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FIGURE 3.12: Visual representation of the virtual auditory environment.

further shows how many songs are playing. In the version without the visual prompts,
there is no graphical representation of the songs anywhere on the screen.

Both versions of the GUI have identical interaction mechanics. The participant inter-
acts with the large grey rectangular area in the centre of the GUI, using a mouse to rotate
the spatial image clockwise (drag right) or anticlockwise (drag left). In addition to inter-
acting with the songs, there are GUI elements for displaying the experiment status. The
upper left corner shows instructions for the active trial and the lower right corner shows
the current progress.

Binaural implementation

The testing system was developed in 2012 and uses first order horizontal-only virtual
Ambisonics without reverberation to render the interactive binaural scene. Although this
is the simplest implementation of virtual Ambisonics, it remains the case that processing
capabilities are restricted in many mobile computing contexts – either due to hardware
constraints or because only limited capacity might be available for audio handling at
any given time. Since this doctoral research addresses potential applications for interac-
tive binaural audio on mobile devices, the data remains relevant to the overall enquiry
contained within this thesis. The baseline reference of horizontal-only FOA is therefore
examined here with the well documented perceptual limitations discussed in section 2.3
held in consideration. A potential method for improving on FOA rendering is outlined
in Chapter 5.

Prior to pursuing the tasks reported in this study, each participant undertook an op-
timisation process to select their preferred of six different HRTF sets, drawn from two
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FIGURE 3.13: Accompanying graphical user interface for the auditory en-
vironment (with visual location prompts included).

publicly available databases (Algazi et al., 2001; Warusfel, 2003). The procedure and out-
comes of this process are reported fully in Chapter 4. Having completed the selection
routine, all of the searching and browsing trials subsequently faced by each participant
were rendered using their favoured set. As described earlier in this section, the test inter-
face uses manual manipulation of the sound scene rather than head-tracking. To assist
with front-back disambiguation in the absence of head-tracking, the intensity of sources
in the auditory environment is exaggerated to mimic visual attention and focus. Songs
located towards the sides and rear of the listener are attenuated. So, a song located at ϕ

degrees relative to 0◦ azimuth (directly ahead) has a gain of:

g(ϕ) = e−ϕ2/k (3.1)

where k is a constant value 10000.25, which scales the attenuation to the precise extent
desired across a 180◦ range.

3.2.2 Experimental design

To evaluate the viability of binaural display of concurrent songs and associated presen-
tation factors, participants were timed and tested against a series of 64 trials with the test
interface.
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Task description and variables

Variable Conditions

Number of concurrent songs

1

2

3

4

Music collection genre

Genre 1 (Hip-hop)

Genre 2 (Jazz)

Genre 3 (Rock)

Mixed

Visual Prompts
Off

On

TABLE 3.4: Search and browse task variables and their conditions

Each individual trial is randomly categorised as either a searching or browsing task. For
search tasks, the participant is presented with a target song – which they are able to
preview without any binaural spatialisation applied – and asked to find that same song
within the collection of 15 presented, as described in section 3.2.1. For browse tasks the
participant is asked to choose a song that either: has a strong beat; you do not like; you
like; you would listen to on your morning commute; you would listen to at the gym.
No metadata is displayed for any of the songs in either the search or browse tasks. In
both cases, participants submit their response by clicking on the ‘submit’ button seen in
Figure 3.13. For search tasks, there is an additional ‘play song’ button to allow preview of
the target song. For browse tasks, this button does not exist and instead the instruction in
the top left corner states the judgement they should apply when making their selection,
for example: “Choose a song that ... you would listen to at the gym”.

Three further variables are built-in to the configuration of each trial, whether it is a
search or browse task. The variables and their conditions are stated in Table 3.4. The
number of songs played concurrently is allocated randomly and ranges from one to four.
The makeup of the 15 songs presented is also determined randomly as either all jazz,
all rock, all hip-hop or a mixed collection drawn from five styles – comprising the same
three genres plus latin pop and electronic. The song selections and their sequence is also
drawn randomly from a custom library. Appendix C explains the resources and process
used to curate the music catalogue in detail. (In summary, pre-existing familiarity with
any of the 15 songs used in a trial playlist was likely to influence performance. To control
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for this latent subject variable, an automated process to select songs with low popularity
rating was devised and implemented to ensure lowest possible chances of recognition
across participants.) Finally, visual location prompts are either displayed or hidden and
this state is determined by random pre-allocation of the participant to one of two groups,
as explained in section 3.2.3.

3.2.3 Participants and study protocol

Twenty-two volunteers participated in the study and were paid for their time at the stan-
dard rate set by New York University (NYU), which was the commissioning institution
for Dr Stewart’s original data collection exercise (as prefaced here in the ‘Details of col-
laboration’ on page ii). Ethical approval for the use of participants in the research was
applied for and granted through the University Committee on Activities Involving Hu-
man Subjects, NYU. Subjects were drawn from a combination of departmental staff and
students at NYU and QMUL and from open public calls in New York and London. Eight
participants identified as female and fourteen as male. Twenty-one of the volunteers’
ages were distributed across five groupings ranging from 18-24 to 40-44 and one was
aged over 60. All participants self reported that they did not have a hearing impairment.

At the beginning of their session each participant was assigned randomly to either
group A or B. Group A conducted the first 32 of their trials with visual prompts on and
the following 32 tasks with visual prompts off. The inverse sequence was applied to
group B, who conducted their first 32 trials without visual prompts, then the following
32 with visual prompts. Each participant then completed the steps outlined in Table 3.5
during their research session.

3.2.4 Results

Section 2.2.3 identified how the specific area of concurrent spatial music presentation has
been under-explored in previous research. The design of this study sought to evaluate
the three key considerations that emerged from related work. As such, the research scope
– in terms of variables and conditions – was broad, seeking to identify presentation fac-
tors in spatial auditory display of music that require closer investigation. In view of this,
the rationale for data analysis is first outlined and explained in detail. Specific variables
are then subsequently analysed in turn against search task data. Search task data is a
more powerful source, statistically, since it allows analysis of trial response times in con-
junction with accuracy (i.e. correct versus incorrect search submissions). Browse data
cannot be verified in the same way, but as a user behaviour it is also a common and im-
portant use case in digital music discovery and recommendation. A final analysis of the
same variables against browse data response times is then made in light of the search
task analysis.
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Description Duration

Session One 60 mins

1. Consent form to outline the study and gather personal profile
data

2. HRTF selection demo video – 1m42s

3. HRTF selection procedure (as outlined later in section 4.1)

4. Trial demo video either with visual location prompts (group A)
or without (group B) – 2m30s

5. One practice search and one practice browse task

6. 32 trials, either with visual location prompts (group A) or without
(group B) and each randomly generated:

• as either a search or browse task

• with concurrent playback of one to four songs

• using a playlist compiled from one of the four genre defini-
tions

7. Part one of a short questionnaire (not included as part of the work
presented here)

Break 5-10 mins

Session Two 45 mins

1. Verbal explanation of the second session, highlighting the change
in visual prompts

2. 32 more trials, either without visual location prompts (group A)
or with (group B) and using the same random generation as in
session one

3. Part two of a short questionnaire (not included as part of the work
presented here)

TABLE 3.5: Research study session protocol

Data cleaning and analysis approach

The participants – identified alphabetically from here as A-Z (excluding I, O, U and W)
– collectively provided 701 search and 707 browse task responses. Search task trial data
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points ranged from 28-34 per participant and browse tasks from 30-36 per participant.
This variation is due to the randomised presentation of search or browse type tasks that
made up each participant’s total of 64. They did not repeat the same trials either with
themselves or between each other. For every trial, the 15 song playlists were compiled
randomly each time from the related pool of available tracks and, in the case of a search
task, the target song and its list position was also determined by random chance. Never-
theless, a high degree of uniformity in the pattern of responses is apparent across partic-
ipants. This statistical consistency is demonstrated in detail first, to support subsequent
aggregation of individual data points in the analysis of independent variables.

Close examination of search task response times revealed two data points that can
safely be judged as accidental. In one instance, the response time was measured as 0
seconds, in the other it was measured as 1 second. In both instances the response was
incorrect and the target song was not present within the active auditory scene. Under
these circumstances, it is highly likely that the responses submitted were the result of an
accidental double-click on the ‘submit song’ button, which led to unintended answers.
These two data points were removed from the analysis, leaving 699 search task responses.

It is known that human response time (RT) measurements tend not to follow a nor-
mal distribution, but present as a right-skewed data that is log-normal. It is generally ac-
cepted that parametric tests can be correctly applied to response time data that is judged
to fit log-normality (Lachaud and Renaud, 2011). In their study assessing participants’
ability to identify auditory stimuli, Lorho, Marila and Hiipakka (2001) only included cor-
rect trial answers in search response time comparisons. Thus search RT analysis here
includes correct answers only – unless otherwise stated – and is represented by 413 of
the 699 valid search task data points. An Anderson-Darling test of collective RTs was
consistent with the null hypothesis of log-normal distribution, with a value of p = 0.607.
Log-normality of correct response time distributions is further illustrated and confirmed
in Figure 3.14. Tests of RT distribution by individual participants only identified A’s
responses as clearly contravening log-normality, with confidence of p = 0.026. So, partici-
pant response time data shows strong patterns of log normality when taken in aggregate,
and by individual participant. All subsequent ANOVA tests were applied to log trans-
formed RT data.

A chi-square test of accuracy in search tasks showed no significant variation in ac-
curacy between participants (χ2 = 22.1; p = 0.453). One-way ANOVA of individuals’
RTs found discrepancy involving five participants (F = 3.71; p < 0.001). Post-hoc Tukey-
Kramer analysis showed that RTs for D, M and Y (faster mean) diverged from those of
C and S (slower mean) with p values all at <= 0.001. (Participant M additionally differed
significantly from F, G and Q, whilst S also differed from H, but in these cases at p values
ranging from 0.013 to 0.048.) So, overall, there were no significant differences in response
success between participants and significant variances in RT were associated with just
5 of the 22 individuals involved. The potential effect of an imbalance in time taken to
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FIGURE 3.14: Distribution of all correct search task response times. Re-
sponse time bins are plotted against a log transformed scale. The line of fit

confirms log-normality of the data distribution.

respond correctly for a minority of participant data, between study groups A and B, is
shown later in Table 4.2 and discussed in Chapter 4.

As outlined briefly in Table 3.5 and fully in Chapter 4, participants pre-selected their
preferred of six HRTF sets drawn from two publicly available databases (Algazi et al.,
2001; Warusfel, 2003). All six sets were represented within the 22 participants’ selections.
No significant variation in search accuracy (χ2 = 5.31; p = 0.379) or RT (F = 0.76; p = 0.5826)
was observed between the HRTF sets used. So, no particular HRTF set can be viewed as
having influenced either aspect of participant performance.

Search tasks analysis

Analysis of search task data addresses the three variables identified at the start of sec-
tion 3.2.1. Axis scales are kept uniform to aid comparability throughout.

Owing to a software error, genre state information was logged for only 10 of the 22
participants, which reduced the data set to 321 responses and 197 correct answer RTs.
Despite the reduction in data size for this variable, Figure 3.15 strongly suggests that
there was no significant difference in performance between the four genre categories in
terms of accuracy (χ2 = 2.26; p = 0.519) or RT (F = 1.57; p = 0.198). Effects were even
weaker between mixed and single style accuracy (χ2 = 0.54; p = 0.461) and RT (F = 0.01; p
= 0.903). Genre was therefore precluded as a factor in further analysis of the search task
data.
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FIGURE 3.15: Response time distributions for all correct search answers,
by genre. Box plots indicate the 25th-75th percentile range and median
value – no differences are significant. indicates the percentage of correct

responses returned for each genre (plotted against the right axis).
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FIGURE 3.16: Response time distributions for all correct search answers,
by number of concurrent songs. The separate plots show data for either vi-
sualisation state. Box plots indicate the 25th-75th percentile range and me-
dian value – significant differences exist within either plot between groups
where box notches do not overlap. indicates the percentage of correct

responses for each state (plotted against the right axis).
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FIGURE 3.17: Proportions of all search outcomes by concurrency, with dis-
tribution of all ‘in-scene’ response times (against right axis).

⊗
indicate

median response times.

Figure 3.16 compares the eight possible system states experienced by participants. In
general, these snapshots suggest that response accuracy falls off sharply as concurrency
increases above two simultaneous sources. Use of two concurrent sources was quickest
in cases where visual prompts were active, but three simultaneous songs enabled quicker
responses when visual prompts were deactivated. Use of four concurrent sources bene-
fitted neither accuracy nor speed, whether visual prompts were present or not. Separate
chi-square tests (for outcome) and a three-way ANOVA (for RT) evaluate the main effects
of three variables related to auditory display: concurrency, visual prompt state, and or-
der of exposure to the visual prompts (detailed in section 3.2.3). As anticipated and as
suggested in Figure 3.16, the number of simultaneous songs impacted significantly both
accuracy (χ2 = 222.31; p < 0.001) and RT (F = 16.59; p < 0.001). However, visual location
prompts were not found to be a significant factor in either search accuracy (χ2 = 1.99; p =
0.159) or RT (F = 0.09; p = 0.77).

Response errors fall into two categories: i) identification errors – where the target song
was not present in the active scene heard by the listener at the moment of their response;
ii) localisation errors – where the correct song was present at the time of answering, but
it was not positioned within the required frontal area. Error type i) can be regarded as
a failure in musical recognition, whereas type ii) can be interpreted as a consequence of
difficulties in listener orientation with the binaural scene. The latter type is grouped with
correct answers as “in-scene” responses, whereby the target song has been recognised
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FIGURE 3.18: Distribution of target song locations for all ‘in-scene’ search
responses, by concurrency

but not necessarily positioned successfully (i.e. in-scene total = correct responses + local-
isation errors). Analysis shows that visual prompts became inconsequential to in-scene
success (χ2 = 0.06; p = 0.811) and remained a weak determinant for RT (F = 0.14; p = 0.705).
Figure 3.17 illustrates the distribution of all response types by concurrency, accompanied
by average in-scene RTs (which constitute 630 of the 699 data points). Total in-scene re-
sponses show a high degree of consistency between one, two and three concurrent songs
(χ2 = 1.87; p = 0.392), although a high residual of 22% identification error persists for four
simultaneous sources. Variance of in-scene RT by concurrency level (F = 14.45; p < 0.001)
is of a similar magnitude to its influence on wholly correct answers alone.

Figure 3.18 provides a graphical representation of the target song’s relative location
for all in-scene responses. Only a minority of responses for two concurrent songs had a
problem with front and rear binaural orientation. For three sources, front-back confusion
resulting in placement of the target in the rear field (closest to 240° or 120°) was actually
more frequent than correct song positioning. For four song scenes, reversal of the front
and rear locations was as common as correct positioning, whilst some confusion also
occurred when the target was at lateral locations (nearest to 90° and 270°).

The strength of individual outcomes from the HRTF selection tournament process is
quantified in Chapter 4 as either a tied win (where a random winner is chosen between
two or more tied HRTF sets), slight win, or clear win. This categorical classification is
indicative of HRTF selection confidence and, therefore, potential suitability or “fit” of the
chosen HRTF set to the participant.

Figure 3.19 shows the influence of visual prompt exposure order. No effect is found
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FIGURE 3.19: Response time distributions for all correct search answers,
by order of visual prompt exposure. Box plots indicate the 25th-75th per-
centile range and median value, which are significantly different between
groups. indicates the percentage of correct responses for either order

(plotted against the right axis).

in accuracy (χ2 = 1.28; p = 0.259). However, RT analysis from the three-way main effect
ANOVA (alongside concurrency and visual prompt state) does indicate a relationship
with group membership. Group B, which was exposed to visual location prompts in the
second half of their listening trials, was significantly quicker, in aggregate, in their RT to
all search tasks (F = 10.8; p = 0.001).

Browse task analysis

The browsing task objectives in the study design were inherently and necessarily sub-
jective. Response accuracy, as such, is not verifiable and therefore RTs cannot be cate-
gorised or analysed according to correctness. Furthermore, Anderson-Darling analysis
rejected the null hypothesis for log-normality of the 707 response time data points with
high confidence (p < 0.001) and for all but six participants when considered individually.
Browse response time distributions is Figure 3.20 further illustrates that the distribution
of browse response times does not correspond with log-normality. Subsequent analysis
therefore includes all 707 RT data points and relies on non-parametric analysis of partic-
ipant means by variable to aid interpretation.
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FIGURE 3.20: Distribution of all browse task response times. Response
time bins are plotted against a log transformed scale. The line of fit indi-

cates that the data distribution does not adhere to log-normality.
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FIGURE 3.21: Response time distributions for all browse tasks, by number
of concurrent songs. The separate plots show data for either visualisation
state. Box plots indicate the 25th-75th percentile range and median value,
which are significantly different only between the one and two concurrent

songs groups in the ‘Visualisations off’ plot.



Chapter 3. Binaural auditory display affordances for music exploration 68

Gym Like Commute Dislike Strong beat

Browsing task type

0

20

40

60

80

100

120

140

R
e

s
p

o
n

s
e

 t
im

e
 (

s
e

c
s

)

FIGURE 3.22: Response time distributions for all browse tasks, by task
type. Box plots indicate the 25th-75th percentile range and median value,
which are significantly different only between the “gym” and “strong

beat” groups.

Figure 3.21 shows that, without a single correct answer, all configurations of browse
task resulted in substantially quicker responses with medians ranging from 30-50 sec-
onds, compared to 55-84 seconds for search tasks (Figure 3.16). Furthermore, smaller
variance from the main effect of the four concurrency levels shows lesser influence on RT
(Friedman test χ2 = 4.85; p = 0.183). However, closer examination reveals that number
of simultaneous sources retains a significant effect in browsing when visual prompts are
off (χ2 = 10.23; p = 0.017), but not when on (χ2 = 4.47; p = 0.220). Post-hoc Tukey-Kramer
analysis identifies significant difference between one and two concurrent songs in the vi-
sual prompts off state (p = 0.042). The presence or absence of visual prompts in itself is
again found to have no main effect (Mann-Whitney U-test p = 0.322).

Some verification of the (lack of) effects found for concurrency and visual location
prompts can be achieved through comparison of browse task types. Figure 3.22 shows
the distribution of all 707 browse RTs according to these categories. The order of cate-
gories, left to right, reflects a decreasing average in time taken to complete each variety
of browse task. The sequence can also be viewed to correlate with increasing challenge,
where the activity-specific requirement of finding a track the participant would “listen
to at the gym” (leftmost) requires a more nuanced judgement than the more open and
immediately discernible task of identifying any song with a “strong beat” (rightmost).
Significant difference in mean participant RTs between categories is found (Friedman
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test χ2 = 10.07; p = 0.039), specifically between the “gym” and “strong beat” variants
(Tukey-Kramer p = 0.034). The existence of this distinction – and between two categories
for which it might be most expected – supports to some extent the presumption that
participants were engaging in earnest with the requirements of browse requests. Had
respondents been answering haphazardly or casually, we would expect to see less dis-
tinction between browse task type RTs.

Unlike with search tasks, no relationship was found between study group A and B.
Mean response speeds between those starting with visual prompts on was found to be
similar to those who began without (Wilcoxon rank sum test p = 0.548).

Genre data was again restricted, this time to 317 data points. Little influence was
evident between the hip-hop, jazz, rock and mixed style states, where a Friedman test
of participant mean RTs within these categories revealed no influence (χ2 = 1.32; p =
0.724). The difference in average RT between all single- and mixed-genre trials was more
notable, but still non-significant (Wilcoxon rank sign test p = 0.131).

3.2.5 Discussion

The three auditory environment variables presented in section 3.2.1 are revisited to dis-
cuss results from the experiment.

Visual references to aid sound source localisation

The very low influence of visual prompts over in-scene search task answers confirms
expectations; that visual location anchors do not assist in the musical recognition as-
pects of spatialised concurrent exploration. Much more striking, however, was the lack
of any direct effect from graphical representation in aiding user orientation with sound
sources. Inclusion of visual sound source positions only had a slight and statistically
non-significant benefit on search task localisation accuracy (i.e. correct response rate).
Furthermore, the influence was measured to be very small and non-significant when
considering speed of either correct search task responses, in-scene search task answers,
or browse tasks. All of these trends suggest that a binaural, concurrent music exploration
system could be designed and operated as an audio-only experience, as effectively as one
with a visual interface. This provides strong support for the principle of eyes-free music
exploration design in relation to three potential areas of need:

1. contexts requiring rapid aural review of returned subsets from unfamiliar music
catalogues;

2. exploration of audio content via GUI-less wearable computing;

3. scenarios for which or users for whom reliance on use of visual attention is not
possible.
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The potential effect of exposure sequence to visual prompts is addressed in Chapter 4,
section 4.1.2.

Numbers of concurrently displayed sources

Analysis of correct search task responses shows very clearly that use of two concurrent
streams was substantially quicker and only 7% and 25% less successful (depending on vi-
sual prompt state) than using a single source. More importantly, when considering all in-
scene responses, differences in identification error from one to three concurrent sources
was negligible and non-significant, whilst average RT for two songs was even quicker. It
follows that improving clarity of source positioning could reduce absolute error with two
and three sources and potentially have further RT benefits as well. On the other hand, it
is also clear that four sources presented a point of sonic saturation in which identification
began to suffer substantially. These findings suggest two outcomes of note for further
investigation into concurrent music browsing techniques. Firstly, a working assumption
can take three sources as the upper limit of perceptual benefit for concurrent, spatialised
music presentation. Secondly, improving user localisation of binaurally presented sound
sources is necessary to optimise accuracy of two and three song presentation.

Although the visual prompt on state was conceived to potentially reduce localisa-
tion confusion in concurrent presentation, as highlighted in section 3.2.5, it did not have
a significant main effect on any measure of accuracy or RT across search and browse
tasks. Figures 3.12 and 3.16 indicate that this is most likely due to an interaction effect
where visual location prompts benefitted some levels of concurrency, but was detrimen-
tal for others. Figure 3.21 shows further that the visual prompt on state contributed to
longer RTs for browse tasks, also reducing differences between concurrent levels to non-
significance. These inconsistencies indicate that visual prompts might have distracted
from, rather than improved, participant focus on the individual sound sources, which
further advocates for an audio-only approach.

Use of single or mixed-genre sound sources

Neither the genres used in the experiment, nor a mixed- versus single-style playlist were
found to hold any bearing over participant searching or browsing performance. Due
to an error in the initial study software’s logging of the genre variable, only 45% of
data points could be analysed, so statistical power was inevitably reduced for this fac-
tor. However, the effects of all genre configurations on search accuracy and RT, and
differences between the three single-style browse times, were particularly weak. Whilst
there was a more noticeable effect of mixed-genre playlists eliciting faster responses than
single-genre, this was still not significant and quite likely a result of users more quickly
discounting songs from their less preferred styles when browsing the list of 15. So, de-
spite the reduced data set from which to infer answers, there nonetheless seems sufficient
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information to conclude that genre configuration did not influence participants’ perfor-
mance with the test interface.

Yet, it is known – from earlier research in concurrent earcon and auditory icon sys-
tem design – that similarity between audio signals has an impact on listeners’ ability
to disambiguate simultaneous sound streams. It is quite feasible, therefore, that genre
categorisation alone is an insufficient means of attributing similarity of signal content be-
tween concurrent songs. The makeup of audio signal content in ensemble recordings is
determined by a number of musical factors: key, tempo, rhythmic pattern, instrumenta-
tion, playing style, to name just a few. Whilst genre is partly determined by these more
observable characteristics – which constitute the makeup of the audio signal – style cat-
egorisations are ultimately socially attributed and contested. Thus it is quite possible
to have songs classed within the same genre, but with substantial contrasts in tonality,
tempo, rhythmic idiom, instrumental arrangement or performance character. Future en-
quiry into the influence of source similarity in concurrent music exploration might need
to evaluate a combination of specific musical features, to define and gauge the the influ-
ence of sonic uniformity in more detail. The analysis, quantification and representation
of such elements in music exploration interface development is a well-established and
vast area of research amongst the music information retrieval (MIR) community (Knees,
Schedl and Goto, 2019).

3.2.6 Study 2a summary

This experiment establishes a clearer understanding of the potential for using concur-
rent spatial display of music tracks for content exploration purposes. It revisited themes
explored in previous work within the field to understand the current research context
for this model of audio interaction. Three important variables were identified to spec-
ify a wide but defined focus of investigation, which also informed the study design and
approach to data analysis. Two clear outcomes are evident from the analysis of “known-
item” search data, on which future research could be supported. First, exploration with
two or three binaurally presented concurrent music tracks was seen to be quicker than
using a single stream, with listeners’ ability to identify the required song not significantly
impacted. Second, no evidence was found to suggest that visual representations of sound
source positions improved either response accuracy or speed. Analysis of browse task re-
sponse times suggest that these trends also present for more open-ended use cases. On
the basis of these findings, future research on concurrent spatial music exploration can
be founded with some confidence on a design principle of audio-only interaction, using
up to three simultaneous sources.

A third and more minor insight revealed no patterns of influence between concurrent
presentation of songs from different styles of music, or when comparing single- verses
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mixed-genre presentation. This outcome prompts a need for further focus on percep-
tual evaluation of simultaneous music streams where the definition of source unifor-
mity/contrast is based on (a combination of) more granular musical similarity metrics.
This consideration is addressed, in part, through the design of the final study outlined in
Chapter 6.

3.3 Chapter summary

In this chapter, two approaches to applying binaural spatial auditory display in music
discovery and recommendation have been assessed to inform an initial view of their
potential.

Evaluation of the AAE prototype showed that the voice-led design for exploring a de-
fined library of content supported effective browsing and discovery, in both the standard
smart speaker format and the binaural spatial auditory environment. Significant differ-
ences in user experience were found for those with English as a first language, and those
with higher levels of prior smart assistant exposure. (In both cases these differences in
aggregate data are from use of both platforms). Qualitative data also indicated marked
contrast between speaker and headphone participants’ conceptualisation of their engage-
ment. These patterns, plus possible limiting factors that voice-led interaction placed on
fluid navigation of the spatialised auditory scene, indicate that spoken input control is
not suited to maximising the benefits of binaural auditory display for music recommen-
dation and discovery. For this reason, the research that follows adopts touch surface
input interaction mechanisms rather than speech.

Findings from the experiment on concurrent spatial auditory music browsing indi-
cated that incorporating a visual interface does not significantly aid overall accuracy or
speed of selection. Though searching with two concurrent streams was the quickest per-
forming configuration, analysis demonstrated that improved binaural rendering fidelity
and inclusion of head-tracking has potential to enable statistically similar levels of selec-
tion accuracy for up to three concurrent sources. This issue is the subject of Chapter 5,
which concerns methods for effective implementation of real-time binaural rendering on
mobile systems. Additional outcomes suggested that improving participants’ capacity to
focus on the aural scene – either by first exposure without accompanying visual prompts,
or through personalised rendering — may further benefit response time. Methods for end
user personalisation via HRTF selection are addressed next in Chapter 4.

Finally, it is also worth stating that steps to improve the perceptual quality of a user’s
engagement would influence more than just the accuracy or speed of their interaction.
Presenting a consistent, convincing, immersive auditory music exploration experience
also has potential to influence the character of their interactive journey (as suggested by
participant mental models of AAE), or even affect browsing decisions made compared
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to a conventional music library GUI (Barrington, Oda and Lanckriet, 2009). Decision-
making and quality of experience therefore form part of the eyes-free spatialised music
exploration final prototype evaluation in Chapter 6.
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Chapter 4

HRTF selection for interactive
auditory display of music content

I close my eyes and here it comes again.
I can hear music,
I can hear music.
The sound of the city, baby,
Just don’t disappear.
I can hear music,
Sweet, sweet music.

‘I Can Hear Music’
The Ronnettes

Personalised binaural rendering – whereby the perceptual cues determined by an in-
dividual listener’s morphology are synthesised as closely as possible – remains an ongo-
ing challenge. As discussed in section 2.3.3, although a variety of approaches to HRTF
customisation do exist, these are contingent on a number of factors, including user exper-
tise, duration, specific hardware or available computational resource. At the time of writ-
ing there was no established approach that could be considered suitable for end-users of
a mobile computing device. However, it is clear that an audio augmented reality system
deploying binaural synthesis for music discovery would benefit from a proven method
for users to select the non-individualised HRTF set that works best for them personally.

The following considerations for judging the efficacy of any selection system are de-
fined here for use throughout this chapter:

• Reliability – Does the system return an identifiable preference in a significant major-
ity of cases? Given that this thesis concerns a non-critical leisure activity pursued
by an end user, a 90-95% success rate will be regarded as desirable.

• Validity – Does the returned HRTF provide sufficient spatial rendering fidelity for
the user? For the music exploration, audio-only use case that concerns this the-
sis, rendering fidelity is defined as the capacity to discriminate between both the
content and virtual origins of different sound sources within a scene.
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• Usability – Can the system be operated equally successfully by any user, irrespective
of listening expertise?

• Efficiency – Is the overall time taken to complete the selection process of an accept-
able duration? For the purposes of single-time calibration of a recreation-focussed
system, no more than ten minutes will be considered desirable and under five min-
utes would be ideal or preferable.

4.1 Study 2b: User HRTF selection for 2D interactive audio

4.1.1 Experimental design

This experiment was conducted in conjunction with that outlined in section 3.2 (i.e. Study
2a), by Dr Rebecca Stewart and prior to the start of the doctoral research presented in
this thesis. The test interface used to gather responses is based on a similar design to
Study 2a, but presents the listener with pairs of HRTF sets and asks them to select a
preference in each case. Rather than either absolute or relative parametric judgements
(as discussed earlier in section 2.3.3), the method uses an interactive, holistic evaluation
to determine, for each pair, which provides the most realistic effect for the listener. The
outcomes of each selection round are then used to sort the collection into a final ranked
order. Although tournament-style selection has been used previously by Iwaya (2006),
this approach differs in that it exhaustively iterates over every possible pairwise HRTF
set combination and uses recorded music tracks as stimuli within an interactive system.

Task description

The experiment evaluates a proposed design for end-user selection of a preferred, non-
individualised HRTF set for binaural synthesis from a collection of HRTF sets. Partic-
ipants compare pairs of binaurally synthesised spatial renderings of a single song pre-
sented over headphones. For each pair, either render is of the same song but convolved
with one of two HRTF sets implementing horizontal-only virtual FOA (Noisternig et al.,
2003). The participant can choose either HRTF at any time whilst they are listening and
rotate the song’s virtual position around their head using an interactive interface. Head-
tracking is not used during any part of the experiment.

HRTF selection tournament structure

Six HRTF sets were identified for use in the study by Dr Stewart at the time of devising
the experiment in 2011. Three human-measured HRTF sets (with the identification codes
1014, 1022 and 1028) were used from the publicly available LISTEN database (Warusfel,
2003). Three human-measured sets (with the identification codes 12, 15 and 58) were
used from the publicly available CIPIC database (Algazi et al., 2001). These sets are the
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FIGURE 4.1: Graphical user interface for the 2D HRTF selection tourna-
ment

three from each collection that were found to perform best under horizontal plane eval-
uation by Roginska, Santoro and Wakefield (2010). Findings from that research identi-
fied these specific sets as those most clearly favoured for their sense of externalisation
and front/back discrimination at 0° elevation. They authors noted, in particular, that
although the subset from the LISTEN database seemed less preferred in aggregate than
CIPIC, there was a minority of participants who had a clear preference for those HRTF
sets. Options from both LISTEN and CIPIC were therefore included in the 2D HRTF
selection study to cater for possible individual preferences towards different HRTF mea-
surement databases (Roginska, Santoro and Wakefield, 2010).

Use of six HRTF sets results in 15 pairwise comparisons. Pairs are determined by a
round robin tournament structure, where every one of the six available HRTF sets meets
each of its five opponents once using randomly generated scheduling. A round robin
tournament makes it possible to determine, definitively, which HRTF set(s) within the
group of six are preferred by a participant. It is purposefully distinct from the approach
used by Iwaya (2006), as it establishes a ground truth and data set that can be used to
model and evaluate less comprehensive tournament formats.

For each tournament round, the participant is asked to choose the HRTF set that pro-
vides the better spatial effect. To do this, they are instructed to think holistically about the
realism of the spatialisation, giving specific attention to sense of externalisation and accu-
racy of localisation. Figure 4.1 shows the graphical user interface (GUI) and text prompt
used to elicit responses.

The interface is comparable to that described in section 3.2.1 (to collect responses for
Study 2a) and also uses an identical binaural rendering implementation – i.e. anechoic,
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virtual FOA without head-tracking. However, for Study 2b, only one song is presented
at a time and visual prompts are always active. The participant interacts with the grey
area in the GUI in the same way, using a mouse to rotate the spatial image clockwise
(drag right) or anticlockwise (drag left). When the sound source is in the front field (i.e.
within +/- 90° azimuth) a blue square is displayed within the grey area relative to its
orbital location. The circle in the upper right corner of the window illustrates the active
song’s spatial position from an overhead perspective, which updates in real-time with
user interaction. When shifted beyond +/- 180° azimuth, the active song transitions out
of the auditory scene and one of two other songs is rotated into the environment in the
concurrent direction. The aim in including this type of interactive mechanism within
the comparison process was to simulate features of potential multimedia applications,
where user control and spatial scene rotation might (ideally) be integral to the listening
and sound localisation experience.

The same three songs are presented for each of the 15 pairings. Each song is of the
same musical genre (latin pop, as determined by the process outlined in Appendix C), is
edited to fade at one minute and plays back on a repeated loop. As stated in Table 3.2,
before starting the experiment a video is shown to the participant, which demonstrates
how to interact with the GUI and fully explain the task they need to complete. This
includes the instruction:

Listen to A and B. Rotate the song and decide if A or B has a better 3D audio effect.
Consider whether the song sounds outside your head, if it sounds like it really goes
behind and in front of you, and if where you hear the song matches where you see the
song on the screen.

Participants are also informed that this is a calibration process and that there is no right
or wrong answer, only their own personal preference.

As shown in Figure 4.1, the navigation and selection software enables A/B compar-
isons by allowing a seamless switch between HRTF sets without changing the song’s
virtual position in space or playback point. After 15 rounds the HRTF set chosen most
frequently as the winner of a tournament round (up to a maximum of five times) is iden-
tified as the participant’s preferred set. If there is no clear winner, one HRTF set is ran-
domly selected from the tied top results.

Auditory navigation trials

After choosing their winning HRTF set, the participant is presented with the 64 auditory
navigation trials that are described and analysed in section 3.2 (i.e. that which formed
the basis of Study 2a). At this stage it is important to highlight that a poorly matched
HRTF would be expected to make the majority of auditory searching and browsing tasks
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described in section 3.2 more challenging for participants. With two, three and four con-
current songs, less accurate binaural rendering would introduce greater front/back con-
fusion and reduce clarity in sound source localisation. This would be compounded in
the 50% of tasks where a visual representation of sound source locations is not displayed.
Such conditions could be anticipated to either increase selection error (reduce success),
or make disorientation more likely (lengthen response time).

Participants

The same 22 volunteers participated in the experiment as described in section 3.2.3 –
i.e. stages 2 and 3 of session one detailed in Table 3.5. As part of the consent form,
each subject filled in a personal profile questionnaire. This form requested information
about their prior musical experience and music listening habits, which is reported in
section 4.1.2.

4.1.2 Results

The following analysis is divided into four parts. First, results from this experiment
are examined in isolation to identify how often an HRTF set was chosen in individual
tournament rounds, when it was ranked as an overall winner and the strength of each
outcome. Second, the HRTF selection strength is examined against participants’ perfor-
mance in the search task outcomes from Study 2a. Third, an overview of participant lis-
tening habits and musical experience is presented in relation to HRTF selection strength.
Fourth, a comparison of the round robin results is compared with the projected outcome
of a knockout tournament, to see how far results would differ under a less comprehensive
selection process.

HRTF selections

Figure 4.2 shows that when the individual tournament match outcomes from each par-
ticipant are viewed collectively, one HRTF set performs clearly below chance level (CIPIC
58, with 22.7%) and another notably above (CIPIC 15, with 63.6%). One other set performs
marginally under chance level (LISTEN 1014) and the rest slightly over. A Friedman test
confirms there is a significant difference in the mean overall popularity of CIPIC 58 com-
pared to LISTEN 1022 (p = 0.011), LISTEN 1028 (p = 0.007), CIPIC 12 (p = 0.032) and CIPIC
15 (p = 0.002). LISTEN 1014, on the other hand, is not significantly different in its mean
ranking to either CIPIC 58 or any of the top four sets.

To analyse the degree of certainty or strength of the winning HRTF set two indices
were used: winning HRTF set score and winning HRTF set margin. The winning score
is the number of tournament round wins attained by the selected HRTF set, which has
a value of either 3/5, 4/5 or 5/5. The winning margin is the difference in tournament
round wins between the selected HRTF and the second place set, which has a value of
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FIGURE 4.2: Percentage of matches won by each HRTF set in the 2D selec-
tion tournament
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FIGURE 4.3: Breakdown of winning HRTF sets in the 2D selection tourna-
ment (x = tie, * = winner by margin of 1, • = winner by margin of 2).
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Margin Totals
0 1 2
(tied win) (slight win) (clear win)

Score of 3/5 1 0 0 1
Score of 4/5 7 2 0 9
Score of 5/5 0 5 7 12
Totals 8 7 7

TABLE 4.1: Distribution of HRTF selection results in the 2D selection tour-
nament

either 0 (in the event of a tie), 1 or 2. The distribution of both measures is shown in Ta-
ble 4.1. For all but one participant, the competitive selection process resulted in a winning
score of either 5/5 or 4/5.

The aggregate performance of each HRTF set (found in Figure 4.2) is mirrored in the
outcomes for individual participants (in Figure 4.3). For instance, CIPIC 15 was the most
frequently chosen set in all individual matches and the most commonly chosen as an out-
right or joint overall winner (five and four times, respectively). Both of the least selected
HRTF sets overall were still outright winners in one case (CIPIC 58, for participant V and
LISTEN 1014, for participant P). Furthermore, in each of these instances, the HRTF set
was an undefeated winner, scoring 5/5 in the selection process.

The instructional video told participants that the HRTF selection process would take
approximately 10 minutes and in practice the average time taken to complete it was a
mean of 11.4 and median of 9.5 minutes.

HRTF selection strength and user performance

Chi-square tests between the number of correct search task responses per participant
and the three winning score groups of the HRTF competition process (3/5, 4/5 or 5/5)
show no significant effect (χ2 = 0.028; p = 0.986). ANOVA tests of correct search task
response times (RT) do show significant difference between the same groups (F = 6.9; p
= 0.001). However, when comparing winning score to the winning margin as indicators
of selection strength, winning score is a less useful metric for two reasons reflected in
Table 4.1. First, membership of the categories is particularly imbalanced at 1, 9 and 12
participants in each group. Second, the 4/5 category contains a number of tied results
whereby the HRTF set used was subsequently selected randomly amongst the top tied
winners. For these reasons, the winning margin is instead identified as the preferred
index for selection strength and is the measure referred to in the rest of this section using
tied win, slight win and clear win as the grouping categories.

Chi-square tests of correct search task responses per participant between the three
winning margin groups of the HRTF tournament selection also show no significant effect
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FIGURE 4.4: Response time distributions for all correct search answers,
by 2D HRTF selection margin. Box plots indicate the 25th-75th percentile
range and median value, which are significantly different for the clear win
group compared to tied win and slight win. indicates the percentage of

correct responses for each margin (plotted against the right axis).

(χ2 = 0.688; p = 0.709), which is reflected in Figure 4.4. However, a significant difference in
RT is evident amongst participants who selected their HRTF with a clear win. This group
was quicker, on average, by 15 seconds or more than either the tied win or slight win
groups (F = 10.15; p < 0.001). This trend is in line with expectations – i.e. that participants
with the strongest HRTF selection outcome tended to respond quicker. In effect, the
group that experienced a more clearly preferable personalisation of their search tasks
may consequently have benefitted from improved disambiguation of sources and their
apparent locations.

However, the data displayed previously in Figure 3.19 and here in Table 4.2 show
that this apparent correlation could have a secondary association. Table 4.2 highlights the
disproportionate occurrence of participants who chose their HRTF set as a clear winner in
visual prompt exposure order Group B (4/9), compared to Group A (3/13). Further, the
five participants identified as having significant differences in RT deepen the three-way
association between speed, visual prompt order and HRTF selection strength. The clear
win HRTF selection strength category contains the three participants with faster correct
RTs, whilst tied win and slight win feature those two with slower correct RTs. When HRTF
selection strength is substituted into the three-way ANOVA alongside concurrency and
visualisation state (as outlined in section 3.2.4), it is seen to have a comparably significant
effect on RT (F = 10.59; p < 0.001) to visual prompt exposure order (F = 10.8; p = 0.001).
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HRTF Selection Strength
Tied win Slight win Clear win

Group A
(vis. first)

3
inc. S (slower)

7
inc. C (slower)

3
inc. Y (faster)

Group B
(vis.
second)

5 0 4
inc. D (faster)
inc. M (faster)

TABLE 4.2: Distribution of participants by visual location prompt order
and HRTF selection strength categories. (Five participants with significant

differences in their average correct response times are identified).

HRTF selection strength and user expertise

The makeup of the selection strength groups was also cross-referenced against personal
listening habits and musical experience. The breakdown in Figures 4.5 and 4.6 show
fairly even representation of all winning margin groups across levels of listening and
musical training. Chi-square tests confirm no significant difference in the makeup of
winning margin groups against either listening habits (χ2 = 6.40; p = 0.380) or musical
expertise (χ2 = 6.72; p = 0.567).

Alternate tournament format

A round robin tournament is an exhaustive competitive tournament structure, as all pos-
sible combinations are evaluated. This is in comparison to knockout tournaments where
only consecutive winners are matched against each other. The latter format results in
fewer comparisons and therefore a shorter overall tournament. A knockout tournament
was simulated to project whether this shorter format would result in different winning
HRTF sets than the results of the round robin format.

Each participant’s tournament was re-run using the same sequence of HRTF pairs
and results as in the live experiment, but any losing HRTF set was eliminated from fu-
ture rounds. Subsequent comparisons that involved an eliminated HRTF set were then
ignored. This tournament model reduced the number of comparisons per participant
from 15 to just five – with each round removing one of the six HRTFs from the competi-
tion.

This re-projected format resulted in a different final selection for just six of the 22
participants. Furthermore, for five of these six, the knockout winner had also been a
joint winner in the round robin (i.e. had won the same number of comparisons) and
had not been designated as the chosen HRTF merely due to random selection between
top tied results. Thus only one participant would have actually been allocated a weaker
choice under this identification method. In that instance, the participant would have been
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FIGURE 4.5: Makeup of 2D HRTF selection winning margin groups, by
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allocated an HRTF that they had deemed favourable in only 2/5 comparisons, rather than
the winning score of 4/5 that had resulted from their completed round robin tournament.

4.1.3 Discussion

The four criteria put forward at the beginning of this chapter are revisited to evaluate the
success of the HRTF selection system.

Reliability

Participants frequently showed demonstrable preference for an HRTF set through the
comparative selection process, with 95% of tournaments resulting in a score of 4/5 (either
as an individual or joint winner) or 5/5. Moreover, the distribution of competition results
for HRTFs overall and by individual participants confirms that less preferred sets, in the
context of a larger population, can nevertheless be well-matched for specific individuals.
This pattern is consistent with previous research (Roginska, Santoro and Wakefield, 2010)
and suggests that the requirements of listeners whose best fitting HRTF set is less com-
monly chosen in aggregate can still be successfully matched under this type of selection
system.

This data attests to the effectiveness of the pairwise comparison mechanism for con-
sistently identifying personally preferred HRTF sets. Had the system been less effective,
a higher proportion of unclear outcomes would be evident. In fact, there is only one in-
stance of either a joint winning score of 3, or a four-way tie (participant F, in both cases).
Furthermore, there were only three further cases of a three-way tie (participants G, S and
T).

Validity

The findings presented here show that the relative strength of the HRTF match had no
significant influence on user success in the subsequent auditory retrieval trials. This is
the case if participant selections are analysed either by winning score, or winning margin.
This data provides some verification as to the validity of the proposed HRTF selection
process for task-oriented applications, such as in the one devised for this research. I.e. all
strengths of selection returned by the system (tied win, slight win or clear win) provided a
fit that produced similar levels of accuracy.

However, further data uncovered in combination with the analysis of Study 2a shows
that either the user’s strength of HRTF set selection, or the sequence of their exposure to
visual location prompts, was associated with significantly improved correct search task
RTs. Overlap between these two factors by participant made it difficult to isolate their
relative impacts. Nevertheless, there is a commonality of principle between better HRTF
personalisation and initiation to the system without visual prompts; both serve to pro-
mote improved user focus on the auditory scene. It should be noted that visual prompt
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exposure order was a wholly independent variable in the study design, whereas HRTF
set selection strength was derived as an indicator to enable some comparison between
certainty of “fit”. More detailed and dedicated verification of the suitability of selected
HRTF set is therefore required to evaluate the validity of this general approach to binau-
ral personalisation.

This study also demonstrates a holistic, interactive approach to subjective selection of
non-individualised HRTFs. In doing so, it contributes to wider discussions on how qual-
ity of binaural rendering systems can be assessed using means that extend beyond mea-
surements of localisation accuracy alone (McKenzie, Murphy and Kearney, 2018; Nicol
et al., 2014; Reardon et al., 2017; 2018; Simon, Zacharov and Katz, 2016).

Usability

There is no evidence from this participant group to suggest that either personal listening
habits or musical experience influenced their ability to make a more or less decisive HRTF
selection via the method tested.

Efficiency

Preliminary investigation indicates that the round robin tournament format could be
shortened and still achieve very similar outcomes with potentially only small impact
on reliability. Reducing the process by a third (and in theory from around 10-11 minutes
to 3-4 minutes in duration) only altered one outcome substantively.

4.1.4 Study 2b summary

Together, Study 2a and b measured the success of a mechanism for selection of a non-
individualised HRTF set based on holistic comparative judgements, by users of an inter-
active binaural system without head-tracking. This approach has been shown to result in
consistent identification of optimal HRTFs — whether or not a singular preference is ulti-
mately identified by the process. The outcomes of the selection method have been tested
with a task-oriented simulation. Results show no significant effect between the different
strengths of HRTF preference that resulted and task competence. Moreover, neither per-
sonal listening patterns nor musical training appear to influence the strength of HRTF
choice that presents from using this selection mechanism, demonstrating its potential
applicability to both novice and expert users.

A clear, but three-way association between search task response time and exposure
to HRTF selection “fit” / initial use without visual prompts was also uncovered. The
overlap that resulted between these categorical variables meant that causation is unclear
in this instance. However, the trend points to a likelihood that improving participants’
focus on the binaural scene – whether this is through personalisation of the rendering,
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or an emphasis on auditory training – will support sound source disambiguation and
localisation, with concomitant impact on the speed of interface use.

Overall, these findings support the case for an interactive and iterative calibration
process that allows users to choose an optimal non-individualised HRTF set. Projection
of simpler tournament structures further shows that more efficient selection procedures
might be used in future systems to gain selections with a similar level of certainty, but
more rapidly and thus to potentially incorporate greater choice of HRTF sets. However,
the holistic judgement drawn out from participants in this design solution only caters
for 2D binaural display. Further verification of the validity of HRTF selections that re-
sult from interactive comparative judgement would also be beneficial. Section 4.2 now
explores how holistic evaluation of a 3D binaural effect could be elicited, both in terms
of the design of stimulus material and the nature of the pairwise comparison asked in a
mobile computing use case.

4.2 Study 3a: User HRTF selection for 3D interactive audio

Part a of Study 3 develops and evaluates a method for user selection of preferred HRTF
sets via a custom binaural rendering system for mobile, interactive spatial audio. It
presents a further response to the limitations of prior work on HRTF selection for end-
user audio-only contexts, as discussed in section 2.3.3. It extends the approach taken in
Study 2b, taking into account the findings from that analysis. In addition, the method
conceived for 3D HRTF comparison addresses the further limitation of mobile device
constraints. The proposed method is assessed against the same set of criteria established
at the start of this chapter, i.e. that the solution must demonstrate:

• Reliability – clear and consistent selection outcomes

• Validity – spatial fidelity that is fit for purpose

• Usability – potential benefit to any end user

• Efficiency – a duration acceptable for the use case

4.2.1 Considerations and approach for 3D audio-only mobile contexts

Adapting the 2D holistic approach described in section 4.1 for 3D judgement of HRTFs
in mobile use cases presents three challenges:

1. Thorough comparative judgement of 3D involves a much wider range of spatial
positions and trajectories, all of which must be adequately explored to make valid
selections.
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2. Mobile and ‘hearable’ devices have either restricted or no visual display, meaning
that judgements should be made without reference to dynamic graphics or complex
interfaces that would be necessary for audiovisual interaction.

3. A clear indication of selection repeatability (i.e. reliability is necessary in light of the
above complexities.

The prototype used to conduct this research deploys the virtual VBAP (Pulkki, 1997)
rendering system developed on an open-source embedded Linux platform detailed and
evaluated in section 5.1. It provided the head-tracked, audio-only, mobile approach to
binaural synthesis required for this experiment. In summary, the approach uses eight
HRIR pairs to simulate a sparse, pseudo-spherical virtual loudspeaker array. Individual
sound sources are positioned via VBAP signal processing prior to binaural encoding.
Five virtual speakers are located on the horizontal plane (0° elevation) at 0°, -60°, 60°,
120° and -120°. Three further speakers are placed around the median plane (0° azimuth)
at 90° (directly above), -45° (below front) and -135° (below back).

Participants wore a battery powered embedded device running the VBAP binaural
synthesis renderer, study journey and response logging software. They used a networked
smartphone to submit responses and progress through both part a and part b of the the
study. The role of the smartphone in both instances was to record participant responses
in the testing system via a touch screen, with a bespoke GUI – it did not have any involve-
ment or influence on the binaural rendering. Sennheiser HD6501 headphones provided
audio playback without any equalisation for binaural synthesis applied. Head-tracking
was not enabled for part a of the study (i.e. for the HRTF selection process). A link to the
source code repository is provided in Appendix A.2.

4.2.2 Participation

As stated, the HRTF selection method was devised and evaluated against the four criteria
in section 4.1. Participants undertook three identical study sessions (to help assess reliabil-
ity) in an isolated and acoustically dampened environment. In each of the three separate
sessions, part a comprised of the HRTF selection procedure (to test usability and efficiency)
and part b consisted of a follow-up objective localisation task (to measure validity), which
is detailed in section 5.2.

Twenty-one participants (aged 25-45, 6 female and 15 male) were recruited on to the
study, which was approved by the Queen Mary University of London (QMUL) Ethics
Committee (reference 2038). Each session was approximately 45 minutes, with a mini-
mum of 48 hours between sittings. Participants received £20 in compensation for their
time at the end of their third session. All participants were recruited via an open email
call to staff and doctoral students across QMUL’s School of Electronic Engineering and

1www.sennheiser-hearing.com/en-UK/p/hd-650/ [accessed 12/6/2022].

https://www.sennheiser-hearing.com/en-UK/p/hd-650/
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Computer Science. No hearing impairments were declared, other than from two partic-
ipants who reported occasional and slight tinnitus that neither regarded as pronounced.
A questionnaire was used to collect information on musical training, headphone listening
habits and prior exposure to binaural audio.

4.2.3 Experimental design

For the 3D selection study, a comprehensive tournament structure used 21 pairwise com-
parisons between an optimised shortlist of seven human-measured HRTF sets from the
LISTEN database (Warusfel, 2003) identified by Katz and Parseihian (2012). The makeup
of this shortlist differed from the 2D selection study in number (seven, rather than six),
database source (exclusively LISTEN) and specific sets used (only set 1022 featured in
both the 2D and 3D selection study). However, the work by Katz and Parseihian (2012)
emerged after the 2D HRTF selection data was collected. They systematically curated
the pool of seven LISTEN HRTF sets from the complete database of 46, specifically for
the purpose of supporting practical approaches to subjective user selection. The subset is
considered to offer an optimal balance of the the most convincing binaural simulation for
a range of 45 test participants, using the fewest possible options. It has been used by Kim,
Lim and Picinali (2020) in another prominent study investigating selection repeatability.

Another notable investigation into HRTF selection repeatability used stimuli with
fixed trajectories that were not responsive to head-tracking (Schönstein and Katz, 2012).
The test pursued here followed a similar approach, but used content derived from recorded
music, rather than test tone signals. The comparison stimulus was compiled from ex-
cerpts of an anechoic recording of Haydn’s Trumpet Concerto in Eb performed on unac-
companied cornet (Hansen and Munch, 1991).

Comparison trajectory

The trajectory in Figure 4.7 addresses considerations 1 and 2 specified in section 4.2.1.
The horizontal plane orbit consisted of a single sustained note lasting approximately two
seconds. Five short bursts in four static positions on the median plane used an even four-
note phrase of around one second. The overall stimulus was a little under ten seconds.
A key feature of the trajectory was that it passed through all eight virtual speaker loca-
tions, which takes advantage of VBAP’s amplitude panning approach to spatialisation.
Although the trajectory covered just 363 of 64,082 potential coordinates, this small mi-
nority focussed on the eight fundamental points from which all locations are rendered
(consideration 1). The trajectory was also refined and judged to be sufficiently short and
simple enough to enable purely internalised A/B auditory comparison, without refer-
ence to dynamic or interactive graphics (consideration 2).
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FIGURE 4.7: Trajectory for the virtual VBAP 3D HRTF comparison, includ-
ing horizontal plane orbit and five short bursts at four median plane loca-

tions

FIGURE 4.8: Smartphone user interface for 3D HRTF preference submis-
sion
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Selection process

Participants used the GUI shown in Figure 4.8 to compare trajectories and submit prefer-
ences. They were also given the diagram in Figure 4.7 and an accompanying instruction:

Which has the more convincing 3D effect, excerpt A or B?

When comparing A and B, you may wish to consider:

• horizontal accuracy during the orbit and at the four static central positions

• sense of spread between front/back and up/down positions

• sense of distance or how “outside of your head” the sounds seem

Participants completed one example response to check their understanding of the task
before starting. For each response, both the time elapsed and outcome of each compari-
son was logged automatically. Participants were allowed to listen to either trajectory as
many times as they wished, but were forced to listen to A and B at least once in their
entirety, before response buttons became enabled.

Both the sequence of comparisons and the order of A/B pairs were randomised for
each participant, at all three sittings. For each of their three sessions, the HRTF sets cho-
sen and rejected most often were designated as the preferred and least favoured options.
In the event of a draw one of the tied sets was picked at random. These two designa-
tions were then used as the best and worst fitting HRTF sets in participants’ subsequent
localisation test for part b (detailed in section 5.2).

4.2.4 Results

Between the 21 participants, 63 HRTF selection procedures were completed. For each ses-
sion, the outcomes of a participant’s comparisons were translated into rank order based
on the number of times each HRTF set was selected (a maximum of six and minimum
of zero occasions). Tied HRTF sets were given a shared ranking at the highest jointly
occupied position. So, for example, a ranking list of 1,2,3,4,4,4,7 reflects three HRTF sets
gaining a score equal to fourth place. This section presents the overall outcomes of the se-
lection process, detailed examination of the consistency of participant responses between
sessions, followed by outcomes of a simulated knockout tournament.

HRTF selections

For each of the 63 selection procedures, there were 21 tournament matches (or pairwise
comparisons) completed by the given participant. Figure 4.9 shows that there was very
little variation between HRTF sets in the outcome of all matches taken in aggregate. Each
HRTF set won a share of its matches that was close to chance level of 50% (i.e. 189 of
the 378 matches in which it featured). A repeated measures Friedman test confirms no
significant difference between the popularity of each HRTF set (χ2 = 7.75; p = 0.257).
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FIGURE 4.9: Percentage of matches won by each HRTF set in the 3D selec-
tion tournament

Although individual match outcomes show no greater or lesser overall preference for
any one HRTF set, Figure 4.10 indicates that the 63 round robin tournaments produced a
less even outcome between the choices, which ranged from 5-12 wins each. As discussed
in detail in section 2.1, the cues that inform binaural perception are highly personalised
and a product of individual ear, head and torso morphology – especially so for elevation
perception, discrimination along the cone of confusion and sense of externalisation. How-
ever, previous research – and, indeed, analysis of data from Study 2a in Figure 4.2 – has
uncovered trends that suggest some human-measured HRTF sets may be more amenable
than others to satisfactory use by a wider section of the population. This is likely to man-
ifest in cases where an individual’s measured HRTF is closer to the average or dominant
morphological characteristics of a given group (Armstrong et al., 2018; Katz and Parsei-
hian, 2012; Kim, Lim and Picinali, 2020; Roginska, Santoro and Wakefield, 2010). In the
case of this study, LISTEN 1031 was the most frequency selected HRTF across all compar-
isons, although its status in that regard was not statistically significant. It was also one of
the four best performing in terms of tournament wins (which includes tied results settled
by random selection), along with LISTEN 1003, LISTEN 1032 and LISTEN 1051. These
suggestions that LISTEN 1031 may have had widest appeal in the design of this render-
ing system and study, although not conclusive, turned out to be relevant in informing
later phases of research. Those considerations are discussed further in conclusion of this
chapter and in Chapter 6.
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FIGURE 4.10: Outcomes from the two 3D HRTF selection tournament for-
mats

Table 4.3 shows equivalent data to that shown in Table 4.1. On this occasion, a signifi-
cant minority of outcomes (11) were achieved with the lower score of 4/6 and clear wins
constituted only 17% of outcomes. For the 2D selection method used in Study 2b, win-
ning margin was derived as an index to indicate the degree of certainty in the preferred
HRTF selected by each participant, as reported in section 4.1.2. For the 3D selection pro-
cess, the three repeated sessions were instead used to verify selection confidence (each of
which was then further validated using the localisation task reported in section 5.2.

The average time taken across all sessions was a mean of 13 and median of 11.8 min-
utes. This is a marginal increase from the mean of 11.4 and median of 9.5 minutes re-
quired for the 2D selection process used in Study 2b, as reported in section 4.1.2.

Intra-class correlation measurement

Intra-class correlation (ICC) is a statistical approach used for measuring consistency be-
tween different raters to verify the robustness of a rating system (Hallgren, 2012). ICC has
been used previously to evaluate the reliability of repeated HRTF set ratings expressed by
the same raters (Kim, Lim and Picinali, 2020). The HRTF selection reliability established
for each participant via ICC is presented in Table 4.4. Calculation of ICC was achieved
using the R statistical computing package, according to the guidance and numerical out-
come classifications provided in (Hallgren, 2012), where: less than 0.0 represents lower
than chance levels of agreement (systematic disagreement); between 0.0 and less than
0.4 is an above chance (but weak) level of agreement; from 0.4 to less than 0.6 indicates
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Margin Totals
0 1 2
(tied win) (slight win) (clear win)

Score of 4/6 11 0 0 11
Score of 5/6 9 27 2 38
Score of 6/6 0 5 9 14
Totals 20 32 11

TABLE 4.3: Distribution of HRTF selection results in the 3D selection tour-
nament

Systematic Weak Fair or Good
Disagreement Agreement Agreement

C -0.306 (n) A 0.349 (n) B 0.429 (n)
D -1.080 (o) G 0.186 (n) E 0.743 (p)
H -0.095 (o) K 0.075 (n) F 0.437 (n)
J -0.418 (o) O 0.342 (p) I 0.715 (n)
L -0.840 (p) P 0.380 (o) N 0.726 (p)
M -0.795 (n) Q 0.142 (o) R 0.648 (o)
T -1.151 (p) U 0.258 (o) S 0.510 (o)

TABLE 4.4: HRTF selection reliability values and category for each partic-
ipant (A-T), including binaural experience indicator (n = none; o = occa-

sional; p = practised)

fair agreement; between 0.6 and less than 0.75 shows good agreement; 0.75 and beyond
constitutes excellent agreement.

Information provided by participants regarding their background with music and
audio was analysed against the groups in Table 4.4 using chi-square and Pearson cor-
relation tests. No relationship was evident between the selection consistency groupings
and either level of musical training (χ2 = 8.88; p = 0.353), weekly headphone listening
(r = 0.141; p = 0.541), or level of prior exposure to binaural audio (χ2 = 2.72; p = 0.843).
Each participant’s self-declared experience with binaural audio is shown in Table 4.4 for
reference.

Alternate tournament format

The alternate knockout tournament simulated for Study 2b (as described in 4.1.2) was ap-
plied identically to the results of the 3D selection process. The knockout format reduces
the procedure from 21 to just 6 pairwise comparisons, with each round eliminating one
HRTF set. Of the 63 comparisons, 15 had a substantial change in outcome when simu-
lated as a knockout (i.e. resulted in a selection with a lower score than the result of the
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round robin format). Figure 4.10 shows the net difference in the knockout tournament
outcome for each HRTF set compared to round robin selection processes. The knockout
simulation resulted in an even wider variation of tournament wins between HRTF sets,
ranging from 5-15 each.

4.2.5 Discussion

The four criteria for assessing an HRTF selection system put forward at the start of this
chapter are revisited to evaluate results for the described method.

Reliability

Headline data suggests that the reliability of the proposed 3D HRTF selection mechanism
may be lower than for the 2D method. Only 83% of selections were made with the two
highest possible scores of 5/6 or 6/6, compared to 95% for the equivalent 2D HRTF se-
lection outcomes. Moreover, the distribution of individual comparison outcomes viewed
in aggregate in Figure 4.9 shows no differentiation in popularity, whereas the final round
robin selection outcomes in Figure 4.10 shows wide variation. This is in contrast to the
outcomes for 2D HRTF selection in Figure 4.2 and Figure 4.4, which showed some signif-
icant differences in individual pairwise comparisons that were also mirrored in overall
selection outcomes.

Despite these indications of a lower level of certainty in participants’ 3D HRTF selec-
tions compared to the method for 2D HRTF selection, there is some evidence indicating
a degree of repeatability. Table 4.4 shows that a third of participants demonstrated a fair
to good level of consistency in the rankings that resulted between their three HRTF se-
lection sessions. A further third showed some tendency towards repeating their patterns
of selection beyond chance level. The final third returned sets of rankings that actively
diverged from each other to a greater degree than chance level. Although absolute val-
ues and proportions of participants between these groups do not indicate a mechanism
that could yet be described as reliable, for a significant minority it was possible to attain
outcomes that were repeatable to an acceptable level.

Validity

The validity of preferred HRTF selections was evaluated directly in part b of the study
through a localisation test. In summary, that data shows apparent improvement to the
accuracy of azimuth localisation in the upper hemisphere with participant’s preferred
HRTF set, compared to their least preferred. This trend was significant along the horizon-
tal plane (i.e. for sources at 0° elevation). In contrast, evidence suggests that vertical lo-
calisation accuracy improved over time, rather than with HRTF preference. Section 5.2.2
and 5.2.3 report and discuss these outcomes in detail.
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Usability

It is notable that the two most reliable raters judged themselves to be practised in bin-
aural listening (participants E and N). However, statistical analysis found no significant
relationship between ranking consistency and either musical training, headphone listen-
ing habits or prior binaural exposure. Moreover, some of those with only occasional
(participants R and S) and even no binaural experience (participants B, F and I) were
able to achieve fair or good levels of repeatability. All evidence therefore suggests that
the approach was similarly effective for all profiles of user, irrespective of any experi-
ence that could have a determining effect on capacity to evaluate binaural rendering
critically. This contrasts with many previous approaches, which have reported greater
consistency with participants categorised as expert listeners (Andreopoulou and Katz,
2016; Andreopoulou and Roginska, 2014; Kim, Lim and Picinali, 2020; Schönstein and
Katz, 2012).

Efficiency

The average completion time of between 12 and 13 minutes for the round robin selec-
tion process is outside the acceptable duration identified at the beginning of this chapter.
However, as stated previously, the simulated knockout tournament reduced the number
of required comparisons from 21 to 6 and resulted in either the same selection or an al-
ternative of equal rank (i.e. a different HRTF that was tied in first place from the round
robin) for 48 of the 63 sessions. A direct theoretical switch to knockout format there-
fore implies a procedure that is potentially only 3.7 minutes (or 29% of the round robin
length) but with outcomes that are equivalent 76% of the time. In practice, however, there
could actually be benefits to both accuracy and consistency by shortening the compari-
son process in this way. A six step process would not be as fatiguing and confounding as
undertaking 21 pairwise comparisons of stimuli that, in many cases, are very difficult to
distinguish. In this regard the option of a knockout tournament format has an alternative
potential to yield more robust outcomes that would require dedicated investigation.

4.2.6 Study 3a summary

Overall, it is to be expected that the 3D HRTF selection procedure would perform less
successfully than the 2D counterpart from Study 2b, for three main reasons:

1. Using a set of seven HRTFs requires six more comparisons, which presented greater
scope for fatigue or distraction to occur amongst participants.

2. The nature of the 3D judgement requires consideration of a further dimension (height),
which increased complexity and therefore likelihood of misjudgement.
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3. Real-time visual representations of the sound source location were not included as
these would be difficult to render clearly on a mobile device, which meant partici-
pants were making purely internalised judgements on a trajectory’s apparent path.

Despite these additions to the cognitive load in the 3D comparison process, selection
outcomes arrived at the two highest possible scores (5/6 or 6/6) in 52 of 63 sessions. This
is just 7% short of the 90% threshold specified at the start of this chapter. It is less clear
why the 2D selection process enabled marked rejection of one HRTF set by a majority of
users, whereas the 3D method resulted in chance levels of preference across all options
when the 1379 pairwise comparisons are viewed in aggregate. One possibility is that the
nature of the optimisation process undertaken by Katz and Parseihian (2012) resulted in
a list of seven that is more evenly balanced in its relative appeal to a pool of different
individuals.

Importantly, by conducting comparisons between individual participants’ ranking
sessions, this study has revealed a degree of repeatability in the method amongst a sub-
stantial minority of users, which also appears agnostic to expertise. Given the holistic na-
ture of the comparison judgement (simultaneously considering azimuth, elevation and
externalisation) and duration of the overall selection process, there is clear and substan-
tial potential for further development towards even more reliable usage. Important areas
of focus towards this goal would be to:

• identify how the stimulus, trajectory or written guidance outlined in section 4.2.3
could be further improved to focus the comparison process;

• explore whether a knockout tournament improves selection validity and repeata-
bility by reducing the length of the process and thus enabling more concerted user
concentration.

4.3 Chapter summary

The efficacy of binaural music recommendation and discovery experiences will be im-
pacted by the degree to which rendered scenes fit the perceptual profile of individual
users. To date, there is no established method for personalising the HRTFs deployed
for end-users of audio virtual or augmented reality in mobile contexts. When looking
towards end-user applications, the process needs to: result in clearly identifiable prefer-
ence(s) for the desired proportion of cases (be reliable); return an HRTF set that provides
a faithful spatial image (be valid); be equally effective for expert and non-expert listeners
(be usable); not burden the user through excessive and lengthy tests (be efficient).

Outcomes from Study 2b established the viability of a general approach that fulfilled
these aims for selection of a preferred HRTF set for 2D rendering. Study 3a built on those
findings to address the same problem for 3D rendering on a mobile device. Its first iter-
ation has shown promising outcomes against the same evaluation criteria. The method
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was also assessed more comprehensively over repeated sessions to gauge repeatability
and included a structured localisation test for more direct verification of the approach’s
validity. The latter is discussed in detail in section 5.2. The potential areas for improve-
ment identified above in section 4.2.6 were originally planned for inclusion in the final
study detailed in Chapter 6. However, as explained later in section 6.1.1, due to the
COVID-19 pandemic that final study was conducted remotely and it was not deemed
logistically possible to include an HRTF selection procedure as an additional preliminary
step. Instead, the most frequently chosen HRTF set in Table 4.9, LISTEN 1031, was used
for each participant involved that last piece of research.
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Chapter 5

Mobile 3D virtual auditory display
design and evaluation

Trumpets and violins I can hear in the distance,
I think they’re calling our names.
Maybe now you can’t hear them, but you will,
If you just take hold of my hand.

‘Are You Experienced?’
Jimi Hendrix

It was argued in section 2.3 that, although Ambisonics is an increasingly dominant
audio format for binaural immersive media, it is not necessarily the optimal approach
for rendering interactive virtual auditory displays (VAD). A virtual speaker based im-
plementation of vector base amplitude panning (VBAP) was advanced as a possible al-
ternative. The first part of this chapter details a virtual VBAP implementation for 3D
head-tracked binaural rendering on an embedded Linux system. The technical perfor-
mance of virtual VBAP is evaluated alongside a First Order Ambisonics (FOA) approach
on the same platform, using analysis of localisation cue error against a human-measured
head-related transfer function (HRTF) set. This virtual VBAP implementation was the
system used to undertake the 3D HRTF selection procedure already reported as Study 3a
in section 4.2.

The second section of this chapter reports the findings from Study 3b; the localisation
test that followed the 3D HRTF selection procedure. The aims of the test were twofold:
first, to assess the validity of the 3D HRTF selection method and, second, to establish user
error margins when the virtual VBAP system is deployed as an interactive system. The
outcome of the first aim was summarised earlier in section 4.2.5 and is laid out in more
detail here, along with findings related to the second aim.
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FIGURE 5.1: The Bela Mini embedded Linux platform (top) and Bosch
BNO055 IMU (bottom). The grid illustrates component dimensions (in

centimetres).

5.1 Binaural virtual auditory display system and measurement

This section describes a system developed for mobile, interactive binaural auditory dis-
play. It details the hardware used for real-time audio processing and head-tracking, the
software implementation of virtual VBAP and first order Ambisonics rendering systems,
and the methodology used for evaluation. The outcomes of the technical assessment in
terms of localisation cue error in both approaches are presented, followed by discussion
of of these findings’ significance for real-time, 3D, binaural VAD applications.

5.1.1 Implementation

Two real-time head-tracked binaural systems were developed on the same embedded
platform: a virtual VBAP renderer and a virtual FOA renderer. The hardware used and
software design are outlined in detail below, along with the methodology used for com-
parative evaluation.

Hardware

Bela is a commercially-available, open-source, embedded Linux platform for low-latency
audio and sensor processing. The software described here was run on the compact ‘key-
fob’ sized Bela Mini model (Figure 5.1), built to achieve a high degree of portability. The
Bela Mini runs a 1GHz ARM Cortex-A8 processor and has two channels of audio out-
put (Bela, 2018). Audio processing on the full sized Bela (which also runs a 1GHz ARM
Cortex-A8) has been shown to perform at sub-millisecond levels of round-trip latency
(McPherson, Jack and Moro, 2016). C++ was used to programme both the VBAP and
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Ambisonics systems outlined below. A link to the source code for the VBAP implemen-
tation and measurement is provided in Appendix A.2.

MrHeadTracker is a low-cost plug-and-play system for incorporating head-tracking on
Arduino embedded computing platforms. It uses the Bosch BNO055 nine degrees of
freedom sensor with on-board processing to measure, compute and output quaternions
or Euler angles (Figure 5.1). The device performs with a refresh rate of 100Hz and is
shown to have an angular standard deviation between 0.5° and 2.5° (Romanov et al.,
2017). The second supervisor for this doctoral research, Dr Rebecca Stewart, had ported
the MrHeadTracker code for integration with Bela (Stewart, 2018).

VBAP binaural rendering software

Sections 2.1.3 and 2.3 explained why and how an HRTF set is used to synthesise the po-
sition of virtual speakers and generate a binaural signal. The IRCAM LISTEN database
was chosen as the source from which to select a human-measured HRTF for this investi-
gation (Warusfel, 2003). As explained earlier in section 4.2.3, this collection was favoured
because it has been systematically rationalised into an optimal shortlist of seven HRTF
sets that, as a group, is judged to present the highest strength of preference for the largest
proportion of users (Katz and Parseihian, 2012). LISTEN HRTF set 1013 was randomly
chosen from the optimised shortlist for use in the analysis that follows here. It should
be noted that the convention used within the LISTEN database for expressing azimuth
angle differs from that expressed in section 2.1, instead incrementing continuously from
0° anticlockwise through 360°, as shown in Figure 5.2. This co-ordinate format is used
throughout the rest of section 5.1.

3D VBAP allows any combination of three or more loudspeakers placed equidistantly
from the listener to render spatial audio. A working constraint of eight virtual speakers
(therefore 16 individual convolutions with left and right HRIRs to render the binaural
scene) was established for realising this auditory environment. The aim was for the sys-
tem to render the effect of pseudo-spherical surround sound within that constraint. Full
surround rendering was also necessary to enable direct objective comparison against a
virtual FOA implementation. Similarly, the limit of eight virtual speakers established a
degree of parity in the computational resource demanded from the binauralisation pro-
cessing for both VBAP and FOA (i.e. 16 convolutions in each case), which made direct
cross-evaluation of the two spatialisation algorithms’ performance more viable.

As described further in section 2.3, the virtual VBAP layout deliberately concentrated
more loudspeakers towards frontal locations. It was hoped that improving resolution in
this zone would benefit interactive auditory display development planned for the final
research phase. The resulting position of each virtual speaker is given in Figure 5.2. The
five placed on the horizontal plane (at 0° elevation) are spread in 60° increments, but with
a 120° gap at the rear. A single speaker at the zenith enables upward triangulation. Since
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FIGURE 5.2: Representation of the VBAP and FOA systems’ virtual
speaker positions. © = VBAP system; × = FOA system.

the HRTF set does not feature a measurement at the nadir (as is typically the case), two
placed at -45° allow downward triangulation.

A flow diagram of the virtual VBAP system implementation is shown in Figure 5.3.
VBAP weightings for the virtual loudspeaker layout have been precalculated using the
code developed by Politis (2015). The resulting lookup table of speaker feed gains for
every possible angular position at 1◦ increments is loaded as a matrix on startup. Stan-
dard resolution audio files (16 bit 44.1 kHz) are called and streamed from any predefined
azimuth/elevation co-ordinate. Head-tracking readings are refreshed at 86Hz (every 512
samples) to update the position of each sound source. A buffer of 2048 samples is used
to comfortably meet processing deadlines for Fourier transformations and frequency do-
main convolution, which is in addition to the default Bela system buffer size of 16 sam-
ples. The Bela digital-to-analogue converter is known to introduce a further 21 samples
of delay (McPherson, Jack and Moro, 2016). Maximum system latency is therefore 2597
samples, or 59 milliseconds, which is within the 75 millisecond response time advocated
by Suzuki, Yairi and Iwaya (2007).

Ambisonics reference software

To evaluate the VBAP software’s performance, the same hardware was used to render a
virtual FOA environment. The virtual FOA reference system was implemented through
supervision of a Masters research student, Teodor Radu. This system adapted the lib-
spatialaudio C++ encoding/decoding library (Digenis, 2017). The libspatialaudio library
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FIGURE 5.3: Flow diagram of the virtual VBAP implementation

adopts MaxRe weighted and All-round Ambisonic Decoding algorithms for psychoa-
coustically optimised source representation, which has been shown to improve rendering
fidelity (Zotter and Frank, 2012). Head-tracking was included by using BNO055 output
data to rotate the B-Format sound field using on board functions. The library renders
3D FOA binaurally using virtual speakers placed in a cube arrangement with a chosen
HRTF set. However, the processing required to run this code in its original form proved
too computationally intensive for Bela. Instead, binauralisation was achieved using an
Ambisonics-to-binaural optimisation, which calculates direct transfer functions for each
B-Format channel, the principle for which is outlined by McKeag and McGrath (1996).
A cube virtual loudspeaker arrangement was retained for the resulting implementation,
because it was the configuration used in the Google VR Audio FOA binaural decoder at
the time of devising the analysis1. That decoding approach was already being widely
used in the Google VR SDK, YouTube360/VR and the Omnitone browser-based spatial
audio rendering library, so could be viewed as a de facto standard for immersive media
applications. The virtual FOA cube array therefore constituted a legitimate reference im-
plementation against which to evaluate the relative performance of virtual VBAP. HRIRs
from LISTEN 1013 were again used to generate binaural B-Format, which then only re-
quired eight convolutions (two for each of the channels W, X, Y and Z) to render 3D FOA

1https://www.york.ac.uk/sadie-project/GoogleVRSADIE.html [accessed 15/2/2023]

https://www.york.ac.uk/sadie-project/GoogleVRSADIE.html
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at virtual speaker locations defined in Figure 5.2.

Localisation cue error measurement

Section 2.1 summarised how auditory perception of spatial location can be quantified by
three measurements: interaural time difference (ITD), interaural level difference (ILD)
and the monaural and binaural spectral cues introduced by filtering from pinnae and
(to lesser extents) head and torso reflections. HRTFs encode into HRIRs the ITD, ILD
and spectral shaping experienced by an individual at given spatial locations. Whilst ITD
and ILD combine to determine lateral binaural localisation, the spectral response found
across an HRTF set forms cues that determine elevation perception, discrimination along
the cone of confusion and sense of externalisation. In effect, both the VBAP and FOA
systems synthesise new sets of HRIRs via virtual loudspeaker realisation. The response
of these synthetic HRIRs can be compared directly to the original HRTF set from which
they were derived and in respect of each of these localisation cues (Kearney and Doyle,
2015; Wiggins, 2017). To achieve this, unit impulse signals were fed into either system
at each of the 187 LISTEN database co-ordinates and the outputs processed to derive
localisation cue metrics compared to the original HRTF set, as follows:

• ITD – Measurement techniques advocated by Katz and Noisternig (2014) were ap-
plied to calculate ITD. VBAP-generated, FOA-generated and original HRIRs were
first filtered with a tenth order Butterworth lowpass filter at 3 kHz. ITDs for each
set and position were then computed in microseconds using cross-correlation func-
tions from the MATLAB Signal Processing Toolbox2.

• ILD – VBAP-generated, FOA-generated and original HRIRs were first filtered with
a tenth order Butterworth highpass filter at 1.5 kHz. ILDs for each set and position
were then computed as the mean-squared power difference in decibels.

• Spectral response – Peak normalisation was applied to both the VBAP-generated and
the FOA-generated HRIRs. In each case and to ensure uniform gain increase, nor-
malisation was referenced to the most significant unsigned value found in either
the left or right channel of all 187 HRIRs viewed collectively. The VBAP-generated,
FOA-generated and original HRIRs were then processed with a 40 band gamma-
tone filter bank implemented by The Institute of Sound Recording Surrey (2016),
with lower and upper centre frequencies at 0.1 kHz and 16 kHz . For the VBAP-
generated, FOA-generated and original HRIRs, spectral response was calculated as
the mean-squared power of each band, for either channel, at every position.

2uk.mathworks.com/help/signal/ref/finddelay.html [accessed 3/6/2022].

https://uk.mathworks.com/help/signal/ref/finddelay.html?s_tid=doc_ta
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FIGURE 5.4: Heatmap of Virtual VBAP unsigned ITD error (µs).
S = virtual speaker location.

= location not measured in the original HRTF set.
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FIGURE 5.5: Heatmap of virtual FOA unsigned ITD error (µs).
S = virtual speaker location.

= location not measured in the original HRTF set.

5.1.2 Results

To evaluate the VBAP and FOA systems, the ITD, ILD and spectral shaping error mea-
surements described above are compared against the original LISTEN 1013 HRTF set
ground truth.
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All locations Front locations* -45◦ elevation 0◦ elevation 45◦ elevation

VBAP 150 (114) 115 (98) 120 (79) 140 (120) 151 (98)
FOA 202 (123) 175 (117) 157 (97) 216 (138) 246 (140)

TABLE 5.1: Mean and standard deviation of unsigned ITD error (µs) for
virtual VBAP and FOA systems, by location

* Front locations include all elevation points within 0 to +/- 60◦ azimuth

All locations Front locations* -45◦ elevation 0◦ elevation 45◦ elevation

VBAP 3.18 (2.58) 1.75 (1.45) 3.43 (1.61) 1.62 (1.43) 4.83 (3.49)
FOA 4.69 (3.05) 3.90 (2.50) 5.66 (3.03) 3.85 (2.08) 4.91 (3.69)

TABLE 5.2: Mean and standard deviation of unsigned ILD error (dB) for
virtual VBAP and FOA systems, by location

* Front locations include all elevation points within 0 to +/- 60◦ azimuth

ITD Error

Unsigned ITD errors for each system compared against the full LISTEN 1013 HRTF set
are presented in Figures 5.4 and 5.5, for all 187 locations. As expected, no error is seen at
positions where virtual VBAP speakers are located. At these points the signal is repro-
duced solely with the LISTEN 1013 HRIR for that origin. This is not the case with FOA,
where there is no direct relationship evident between ITD error and speaker location.
Overall, greater deviation from the ground truth is generally apparent across wider areas
in the case of FOA.

These tendencies can be seen more clearly in Table 5.1, where error rates are sum-
marised into location groups. Inaccuracies are seen to be consistently lower and more
stable in the VBAP implementation than FOA across every zone. In particular, virtual
VBAP shows considerably less error than FOA at frontal locations and on the horizontal
plane – areas where the VBAP speaker layout has been specifically concentrated to pro-
vide greater resolution. Even at locations where the VBAP speakers are most dispersed
and FOA more concentrated (+ or - 45° elevation), virtual VBAP ITD is more closely
aligned to the original HRTF set.

ILD Error

Unsigned ILD errors for each system when compared against the full LISTEN 1013 HRTF
set are presented in Figures 5.6 and 5.7 for all 187 locations. In this instance, the pattern of
error is similar between implementations, but its extent is greater for FOA. Virtual VBAP
again benefits from points of no error at speaker locations, where FOA does not. Table 5.2
also confirms that VBAP outperforms FOA in every location grouping for ILD, with less
than half the average error of FOA at frontal and horizontal plane positions.
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FIGURE 5.6: Heatmap of virtual VBAP unsigned ILD error (dB).
S = virtual speaker location.
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FIGURE 5.7: Heatmap of virtual FOA unsigned ILD error (dB).
S = virtual speaker location.

= location not measured in the original HRTF set.

Spectral Error

The mean unsigned spectral errors for each system and channel when compared against
the full LISTEN 1013 HRTF set are presented in Figure 5.8. FOA has a lower mean spectral
error for both left and right channels quite consistently up to about 1-2 kHz. Above 2 kHz,
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FIGURE 5.8: Unsigned spectral error for all locations, by frequency band,
system and channel. A gammatone filter bank was used to compute the
mean error (plots) and standard deviation (error bars) for all 187 HRIR

locations at 40 frequency bands.

there is a fairly steady and relatively even increase in mean error seen for both systems
and in either channel.

Figure 5.9 gives some illustration of where the error manifests at different locations.
Points showing ≈ 0dB error occur at virtual VBAP speaker positions, as expected. It is
also apparent that the FOA error, although generally lower, tends to show greater asym-
metry between left and right channels than VBAP. This is particularly so at lower frequen-
cies, where the performance of FOA is seemingly better in aggregate (in Figure 5.8). The
VBAP system error is somewhat more symmetric between channels than FOA. There are
slight indications that the VBAP virtual loudspeaker configuration has resulted in lower
spectral error in some frontal locations (particularly at 0° elevation). However, unlike
with ITD and ILD error, in general spectral response at frontal locations is not clearly
shown to be any more in line with the original LISTEN HRIRs than FOA.
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5.1.3 Discussion

Impulse response analysis suggests the virtual VBAP system has clear reproduction ben-
efits for horizontal localisation. This configuration seems to reconstruct original HRIR
ITDs with fewer "black spots" of significant divergence than FOA and with lower error
overall. ITD is most pertinent to lateral perception of frequencies below 1.6 kHz, thus
it could be expected that VBAP would provide a more faithful representation of source
azimuth for low-frequency dominated sounds and from a broader range of locations. Al-
though the pattern of ILD error is loosely shared by both systems, VBAP again shows
closer adherence to the original HRIRs across all positions. ILD provides the dominant
horizontal cue above 1.6 kHz, so it can be anticipated that localisation would also be more
acute throughout the sound field within this frequency range (Blauert, 1997).

In contrast, spectral error analysis suggests FOA has an aggregate frequency response
that seems more faithful to source HRIRs. A simple interpretation might hypothesise
that FOA could therefore present a more reliable representation of the original HRTF
set’s elevation cues, since frequency shaping inherent in HRIRs is key to vertical localisa-
tion. However, the majority of elevation cues are derived from HRIR frequency responses
above 4 kHz (Kearney and Doyle, 2015), where spectral error patterns between the two
implementations become similarly discontinuous. As such, there is actually little data to
show that HRTF set elevation cues would be preserved any more faithfully by the FOA
system.

In fact, evidence of left/right ear asymmetries in the FOA spectral error (particularly
in lower frequencies) suggests that extent of colouration is more location-dependent than
for VBAP. It is possible that this unevenness is a byproduct of irregularities in the human-
measured HRTF set itself – whether down to subject morphology or marginal discrepan-
cies in the measurement procedure – in which case the VBAP configuration appears to
smooth discontinuity with more even error distribution. Understanding the perceptual
effect of these contrasting left/right channel spectral error patterns would require further
investigation.

Finally, it is clear that on the horizontal plane VBAP rendering represents the source
HRTF set’s ITD, ILD and spectral response more closely. Having more faithful rendering
on this particular plane is a significant benefit to any VAD system for source segregation
purposes. Furthermore, frontal locations are also shown to reproduce HRTF set ITDs and
ILDs more accurately with the proposed VBAP loudspeaker configuration. Combined
with head-tracking, this approach enables dynamic enhanced resolution rendering across
the 3D sound field.

5.1.4 Summary of virtual VBAP system

This section outlined the design and performance of a portable embedded system for ren-
dering multi-channel spatial audio scenes binaurally in real time, using virtual VBAP. The
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system supports head-tracking within recommended levels of latency. Technical analysis
shows that it outperforms an equivalent FOA setup when assessed against key localisa-
tion metrics. These specific findings related to virtual VBAP are in line with previous
investigations into FOA and VBAP spatial reproduction more generally (Pulkki, 2001b;
Satongar et al., 2013). Indications from that existing research and the findings uncovered
here suggest that second or even third order Ambisonics is required to meet localisation
cue reproduction accuracy of virtual VBAP (Pulkki, 2001b). This would require consid-
erably more computational resource that might not be available on embedded devices or
other working contexts with similar CPU resource constraints, such as mobile or wear-
able technology. Thus, in scenarios utilising embedded or other portable, low-resource
computing platforms, the nature and requirements of the immersive or interactive audio
application at hand may determine whether virtual VBAP is a viable (or even preferable)
approach compared to virtual FOA or HOA. Such use cases would include graphics-less
user interfaces (as is the topic of this thesis), or more broadly for purposes encompassing
multi-modal media experiences, art installations and interactive live performance.

5.2 Study 3b: Subjective localisation test

The process of development and analysis described in section 5.1 provide an objective
measurement of virtual VBAP’s performance. To further assess the system’s performance
for the intended application, it was important to conduct a subjective perceptual evalu-
ation of the binaural rendering using an interactive context. The user study presented
in this section addresses this consideration and consequently identifies known system
limitations. The study design also validated the 3D HRTF selection procedure devised in
Chapter 4, outcomes for which have been briefly summarised in section 4.2.5.

The test environment and participant makeup was identical to that outlined in rela-
tion to part a, in section 4.2.2. For each of the participants’ three sessions, the localisation
test (part b) was conducted following a break of around five minutes after the 3D HRTF
selection procedure (part a).

5.2.1 Experimental design

The Sennheiser HD650 playback headphones were secured to participants with an elas-
ticated hairband. No equalisation for the purpose of binaural synthesis was applied.
The head-tracking sensor was mounted securely on top of the headphones to counter-
rotate the sound scene and take head position readings at 1° angular resolution. Before
starting, the head-tracker was calibrated to a personalised position measured and agreed
as approximately directly ahead and level with the participant’s eyeline and therefore
considered as 0° azimuth, 0° elevation. Figure 5.10 shows the physical setup of the test
environment. The localisation stimulus used 20 seconds of continuous music from the
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FIGURE 5.10: Localisation testing setup showing equipment worn, person-
alised calibration point and smartphone interaction mode

same recording used in part one (Hansen and Munch, 1991). A link to the source code
repository is provided in Appendix A.2.

Target locations

Localisation targets were divided into three strata, so that the anticipated shortcomings
in upper and lower hemisphere rendering cues highlighted by the data in section 5.2.2
could be assessed independently:

• at 45° elevation – seven azimuths of -153°, -102°, -51°, 0°, 51°, 102° and 153°

• at 0° elevation – six of the azimuths stated above (0° was not used)

• at -45° elevation – the seven azimuths stated above

Localisation process

The test used egocentric head-pointing to report perceived source position, comparable
to Bahu et al. (2016). Participants used the simple smartphone GUI in Figure 5.11 with
the instruction:

Where is the target sound source?
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FIGURE 5.11: Smartphone user interface for localisation test response sub-
mission

Find the location of the target sound. Point your nose towards what you hear to be
the source position.

The source will be from somewhere around you and sometimes above or below your
ear level. In some cases, you might need to rotate in your seat and/or tilt your head to
point accurately.

Participants completed two example responses to check that they understood what
was required before starting the task. For each response, both the time elapsed and vari-
ance in head position from target location was logged automatically (as azimuth and
elevation co-ordinates). Participants were allowed as much time as they needed to re-
spond for each target. The 20 second excerpt continued on a loop, if necessary, until they
registered a response, after which time the next target location began automatically.

Both the sequence of 20 co-ordinates and the order of the two groupings (preferred
and least favoured HRTF set) were randomised for each participant, at all three sittings.
Therefore, a total of 120 data points was recorded for each participant using between
a minimum of two (in the event of perfectly repeated best and worst selections) and
maximum of six different HRTF sets.

5.2.2 Results

All participants completed three study sessions at least 48 hours apart. During the ses-
sion and on later examination of data, it became evident that one participant had not
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understood the requirements of the localisation task and had provided responses that
did not actively seek out the position of the sound source. This participant’s data was
reflected in the analysis for part a (3D HRTF selection), but is not included here for part
two.

Interactive localisation accuracy tolerances

Three factors mean a reasonable degree of error was to be expected, particularly at the
upper and lower strata (45° / -45° elevation). Firstly, even under optimal acoustic con-
ditions, localisation blur of broadband sound immediately in front of a listener is es-
tablished to be in the order of +/- 3.6° for azimuth and +/- 9° for elevation (Blauert,
1997). Secondly, inaccuracy in head pointing orientation was a further contributor to
response error. Bahu et al. (2016) suggest that, for sources with substantial vertical dis-
placement (57°), head pointed localisation can introduce mean unsigned error of 3° in
azimuth and 12° in elevation. A further consideration related to pointing precision is the
effect of laterality (i.e. left- or right-handedness) on perception of auditory space. Ock-
lenburg et al. (2010) found systematic bias in sound localisation that was contralateral to
the dominant hand. This was evident for both left- and right-handed participants and
whether hand- or head-pointing was used as the mechanism for indicating source loca-
tions. Thirdly, sparseness of the virtual speaker array in the upper and lower binaural
hemisphere would have degraded spatial representation of sources originating in these
areas far beyond optimal acoustic conditions (Baumgartner and Majdak, 2015).

Given these constraints, minimum standards of accuracy were established to evaluate
localisation outcomes. For azimuth, a tolerance of +/-15° was used to test whether the
rendering system could provide reliable interactive presentation of sound sources at a
minimum lateral separation of 30°. For elevation, a +/-22.5° threshold was applied to test
simply whether users could reliably distinguish between sources located above, below
and on the horizontal plane.

Influence of HRTF selection

Quality of HRTF fit could have impacted both response accuracy and time in the locali-
sation test. Figure 5.13 shows the distribution of participant outcomes for best and worst
HRTFs. Plots show the distribution of participants’ overall azimuth and elevation suc-
cess rate and their mean response duration, for each stratum (45°, 0° and -45°). If there
were objective interaction benefits to the HRTF selection procedure, higher successful
identification rates and lower mean response times would be expected . This is only
evidenced clearly in relation to azimuth accuracy in the upper hemisphere (upper and
middle plots of column one in Figure 5.13). A Wilcoxon signed rank test confirmed sig-
nificant improvement in accuracy of azimuth for sources placed on the horizontal plane,
when using a preferred HRTF set compared to least preferred (p = 0.047). The same
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FIGURE 5.12: Proportion of correct azimuth responses from all test targets
according to applied tolerance value, by elevation stratum

non-parametric test for significance did not uncover any other effects from using the best
judged HRTF set, for any of the remaining eight metrics in Figure 5.13.

Further analysis was conducted to evaluate the influence of HRTF selection consis-
tency on localisation performance. A Kruskal-Wallis test was conducted between the
participant groupings shown in Table 4.4 (but without the participant identified in ear-
lier, who was within the ‘Weak Agreement’ group) and the same nine metrics reflected
in Figure 5.13. Significant difference was found in elevation accuracy at 0° (p = 0.008,
χ2 = 9.575). Post-hoc Tukey-Kramer analysis identified that the ‘Systematic Disagree-
ment’ group performed with significantly better accuracy against this metric than the
‘Weak’ group.

Influence of learning effects

Figure 5.14 represents the distribution of participant outcomes when viewed as the first
and second halves of their sessions (irrespective of best/worst HRTF sequencing, which
was always randomised). A Wilcoxon signed rank test confirmed significant improve-
ment in accuracy of elevation identification with sources placed at 45°, for responses
given in the second half of localisation trials (p = 0.041). The same non-parametric test
further identified that responses at 45° (p = 0.003) and 0◦ (p < 0.001) were quicker in the
second half, without any detrimental impact on azimuth or elevation precision.

Overall azimuth tolerances

Figure 5.12 shows the proportion of correct azimuth responses returned, according to
the tolerance value applied. Overall, lower tolerance values are needed for the middle
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stratum to achieve a higher proportion of correct azimuth responses. The benefits of
widening the tolerance start to tail off for the middle stratum around about +/-20°, then
plateaux from about +/- 45°. By this point, residual errors such as front/back reversal,
unfocussed or fatigued attempts, or accidental answers are likely to form a substantial
portion of incorrect azimuth responses. Performance at the upper stratum is generally
less accurate, but with similarly continual benefits gained from more widening toler-
ances up to +/-20°, then again flattening around +/- 45°. The lower stratum follows a
noticeably different trajectory, with gains from wider tolerance slowing around +/-15°,
then about 10% of responses still remaining incorrect even with a +/-45° margin of error
for azimuth.

5.2.3 Discussion

Findings related to the two aims of the localisation study - validation of the HRTF selec-
tion approach and identification of interaction error margins - are addressed separately
in detail.

Validation of HRTF selection consistency

Analysis showed apparent benefits to azimuth localisation accuracy in the upper hemi-
sphere from preferred HRTF selection, which was significant along the horizontal plane.
It is unsurprising that preferred HRTFs were of most benefit across this dimension, where
five of the eight virtual speakers reside. Although this finding validates the selection ap-
proach in one respect, it is notable that positive elevation detection was increased by
general exposure to the localisation task (albeit from a low starting base). This improve-
ment and accompanying increases in response speed occurred independently of best or
worst HRTF usage. The selection routine might therefore be validly applied in tandem
with a structured pre-exposure phase to optimise perceptual experience.

It should also be noted that no meaningful statistical relationship was found between
participants’ HRTF ranking consistency and localisation performance. Significantly im-
proved elevation accuracy was found in the ‘Systematic Disagreement’ group for sources
on the horizontal plane. However, this apparent strength is actually a by-product of that
group returning a greater overall proportion of responses that neglected vertical locali-
sation and remained overly focussed at 0° elevation. The group was less likely to have
noticed vertically displaced sources and performed particularly poorly in elevation accu-
racy at heights of 45° and -45°.
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Error margins for interactive system design

The three plots in the second column of Figure 5.13 reflect quite clearly that elevation
perception was inconsistent whether or not a preferred HRTF set was being used. Even
though there was significant improvement in participants’ perception of positively el-
evated sources over time (top centre plot in Figure 5.14), for a majority of participants
this still remained below chance level of 33%. Source elevation cannot, therefore, be re-
lied upon as a parameter with specific interaction outcomes by any spatial VAD interface
implemented using the virtual VBAP system as it stands. Even the most fundamental
judgement of whether an audio source is above, below or at eye level is not perceived
reliably.

However, elevation remains a parameter of importance that still requires considera-
tion. When head-tracking is in operation the virtual speakers remain fixed relative to the
headset, but the sound sources are counter-rotated against head movement. This means
that, when a listener’s head is not level, even sounds with a source position of 0° eleva-
tion will be rendered with a vertically altered location, within the context of the virtual
speaker array. I.e., if a listener’s head is pointed downward the source is elevated up-
wards within the virtual loudspeaker layout, and vice-versa. Since it is uncommon and
physically uncomfortable to listen with one’s head tilted backwards for any duration, the
primary consideration is accuracy of azimuth perception when sources are elevated (i.e.
head titled downwards).

Figure 5.12 gives a clearer picture of the tolerance that may need to be considered for
a 3D interactive system founded on selection of sound source azimuth. When all partici-
pant responses are taken in aggregate, the tolerance of +/-15° used to evaluate the effects
of HRTF selection is too stringent and would seem to result in interaction error rate of
between 18% (on the middle stratum) to 37% (on the upper stratum). However, a toler-
ance of +/-20° reduces prima facie errors to between 11% (on the middle stratum) and
24% (on the upper stratum). It is also important to note that user interaction precision is
likely to differ in a real world use case, compared to the laboratory test environment. In
the latter case each participant was making 40 localisation responses one after another,
using an identical stimulus and then repeating the same task two further times on sepa-
rate occasions. Motivation and fatigue are factors that could have impacted the precision
with which some responses were made in the listening test environment.

Given the results in Figure 5.12 and this associated analysis, a potential user error
of +/-20° must be assumed for head-directed selection of audio targets using the virtual
VBAP system. This requirement dictates that at least 41° of lateral separation be pro-
vided between sources for any VAD design prototyping, because the +/-20° tolerances
for individual targets must not intersect.
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5.2.4 Summary of Study 3b

Following the 3D HRTF selection study, the same participants tested its impact on their
capacity to locate a continuous musical sound rendered in varying 3D positions. Pat-
terns of interaction show a significant benefit to horizontal precision that results from the
selection process. In contrast, length of system exposure (rather than HRTF preference)
demonstrates a significant degree of improvement to aspects of vertical perception and
overall speed of response, with no detriment to horizontal accuracy. However, despite
significant improvement over time, elevation accuracy did not reach a reliable level of
detectability amongst participants. These findings provided a general basis from which
to consider the design of interactive audio-only immersive applications using the vir-
tual VBAP system, which should be founded on horizontally located interactions only.
More specific analysis of azimuth error margins established a recommended tolerance of
+/-20° for a 3D interactive system prototype using the rendering system in its existing
form.

5.3 Chapter summary

The objective of this chapter was to advance the case for using virtual VBAP for inter-
active binaural VAD purposes. Section 5.1 demonstrated the feasibility of implementing
pseudo-spherical 3D virtual VBAP on an embedded computing platform. The target
device has processing capabilities comparable to those potentially available for audio
handling on a modern smartphone. Comparative technical measurement showed clear
advantages against FOA in horizontal localisation across the 3D rendering environment,
but with particular gains at frontal locations that would be especially important for an
interactive use case. There was some evidence of reduced accuracy in representation of
spectral cues compared to FOA. However, these shortcomings were more prominent at
lower frequencies, where FOA tended to show greater asymmetry in error between left
and right binaural channels. Therefore it is at best uncertain whether FOA would be
likely to recreate any more faithfully the spectral cues that determine apparent elevation,
sense of externalisation, or front/back and up/down discrimination.

By undertaking the subsequent perceptual evaluation presented in section 5.2, it was
possible to obtain an understanding of the system’s perceptual limitations and thresholds
of localisation precision in practice. It is evident that no aspect of interaction design
using the current virtual VBAP system can be contingent on even the most rudimentary
distinction in vertical placement (i.e. at, 45° above and 45° below ear level). Furthermore,
a tolerance of +/-20° separation has been clearly established as the minimum required
for lateral interaction with sound sources. The same testing process was used to verify
the validity of the 3D HRTF selection procedure, which showed the significant benefit to
horizontal localisation accuracy already reported in section 4.2.
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Overall, the work in Chapters 4 and 5 supports the use of virtual VBAP and an ac-
companying personalisation process for interactive binaural VAD design. The next chap-
ter outlines how the system was used to create and evaluate a prototype binaural playlist
editor. Up to this point, no reverberation was applied in the development or testing
process. However, potential integration of virtual VBAP with scattering delay network
(SDN) synthetic reverberation was mooted in section 2.3. Following the work described
in this chapter, SDN reverb was incorporated into the virtual VBAP system and evalu-
ated via research conducted in collaboration and separately from this thesis (Yeoward
et al., 2021). Further work on integrating SDN reverb for the prototype binaural playlist
editor, to create a fully immersive binaural experience, is described in section 6.1.1.
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Chapter 6

Prototype binaural playlist editor

Back to life, back to the present time.
Back from a fantasy, yeah!
Tell me now, take the initiative.
I’ll leave it in your hands until you’re ready.

‘Back to Life’
Soul II Soul

Chapter 1 laid out the rapidly and substantially transformed landscape of music con-
sumption practices that have emerged over the past decade. This posited that, in the
age of mobile digital distribution, immersive binaural audio holds potential to augment
music discovery and recommendation. It may be possible to direct innovations in per-
sonalised spatial sound towards designing augmented experiences in which listeners are
active arbiters in their engagement with recorded music, rather than purely passive re-
cipients of algorithmically aggregated offerings. Chapters 3 to 5 investigated and suc-
cessfully addressed some of the engineering and design considerations that are key to
implementing a viable, immersive, audio-only environment for music exploration. This
included, in section 5.1, direct objective comparison of the proposed virtual auditory dis-
play (VAD) rendering system against a standard approach used widely in commercial im-
mersive media applications. Subsequent perceptual evaluation with human participants
then established design considerations for the specific use case of a mobile, audio-only
music browsing interface deploying 3D VAD - a novel application that does not present
comparable alternatives. To complete the research, this final chapter describes and eval-
uates a binaural VAD prototype for rapid, immersed exploration and customisation of
music playlists against an equivalent graphical interface.

6.1 System design

Chapter 3 presented the design and evaluation of two different applications of binaural
spatial audio for interacting with music content.

Auditory Archive Explorer (AAE) addressed the problem of how spatial auditory
display could be applied to support or enhance voice controlled exploration of defined
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catalogues. No inherent practical advantages towards aiding orientation were found in
spatialising the navigation structure of content in that instance; though voice interaction
and the short exposure period may have acted as limiting factors on the fluency of par-
ticipants’ engagement. However, accompanying qualitative data suggested that the bin-
aural prototype provoked an evidently different type of interactive auditory experience
in the minds of those participants.

A second prototype system investigated the limitations of using concurrently pre-
sented sound sources in a binaural music search and browsing environment. Findings
from that enquiry established three key working principles for prototype system devel-
opment:

• a maximum of three concurrent sources should be presented to the user at any
given time

• accompanying visual cues to aid localisation and discrimination between simulta-
neous sound streams are not necessary or advantageous – an audio-only approach
seems just as or potentially even more effective

• musical similarity needs to be defined as comprehensively as possible, so that sonic
contrast between concurrently presented streams can be maximised

The prototype described in this chapter builds directly on each of the findings from
these two studies. To evaluate this design, an alternate use case is adopted that differs
from the previously examined contexts of exploring a limited catalogue of content (as
in the AAE study), and targeted search or browsing of a returned shortlist (used for the
concurrent presentation study). Instead, this experimental scenario centres on interaction
with playlists of recommended content, which are a commonly found feature in contem-
porary digital music distribution services. The prototype and user study described in
subsequent sections were devised to address two research questions:

1. How successfully can a binaural virtual auditory environment be used for personalising
playlists of unfamiliar content?

2. How does use of a binaural virtual auditory environment for this purpose differ from inter-
action with standard graphical media playing software?

6.1.1 Binaural virtual auditory display (BinVAD) prototype system

The mobile 3D rendering system described in chapter 5 was redeployed as the experi-
mental platform for this inquiry. The configuration used to generate a binaural virtual
auditory display (BinVAD) interface for interactive music browsing and playlist editing
is described in detail below. A link to the source code repository is provided in Ap-
pendix A.2.
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FIGURE 6.1: Example bird’s eye representations of BinVAD orientations
with three (top) and two (bottom) concurrent sources audible

Binaural display interface

The primary design objective behind BinVAD was to enable auditioning of multiple con-
current streams of music as rapidly and intelligibly as possible. Presentation of five sound
sources, or options, within an auditory browsing scene was a working principle first es-
tablished by Hiipakka and Lorho (2003) and Lorho, Hiipakka and Marila (2002), and
explored further in the AAE system outlined in chapter 3. In the BinVAD prototype a
maximum of three sources can be heard at any one time, but five music tracks are al-
ways present in the virtual auditory environment. Each of the five tracks runs continu-
ously on an independent loop – irrespective of whether or not they are currently being
monitored by the user. The sources are spatialised binaurally and can be imagined as
five monophonic speakers in a physical space, each playing a different track, arranged
in front of the listener at ear level (0° elevation) and at azimuth angles of -82°, -41°, 0°,
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FIGURE 6.2: BinVAD attenuation curve shown for the central sound
source, with illustrative crossovers for the inner left and right sources only

41° and 82°. This separation is based on the 41° lateral separation requirement identi-
fied in section 5.2.3 to achieve adequate tolerance for user selection accuracy. Horizontal
head movement directs an imaginary beam of auditory focus across the available pieces,
such that either three or two adjacent pieces can be previewed at any given moment and
forward-facing head orientation (as illustrated in Figure 6.1).

To smooth transition and aid auditory discrimination between tracks, a specially de-
vised attenuation curve is applied according to the listener’s point of visual attention
(derived from real-time tracking of head orientation) relative to the source. Figure 6.2
shows the gain reduction applied to a source (in this case, the track placed in the centre
position of the five options) when listener focus is within +/- 60° azimuth of its location.
Volume of the source is stable so long as it remains within +/-7° of the listener’s point of
focus. As the listener directs their attention further away, the amplitude of the source is
reduced – in addition to the binaural spatialisation already applied by the main virtual
VBAP algorithm. Volume reduction is initially applied at an even logarithmic rate be-
tween locations at +/-8° and +/-40°. The source then attenuates steeply to silence as it
traverses locations between +/-41° and +/-55° from the listener’s point of focal attention.
The source remains silent at any locations beyond this range.

Relevant portions of the inner left and inner right attenuation curves are superim-
posed in Figure 6.2, to illustrate the crossover with adjacent sources. Identical and evenly
spaced curves were also applied to the outer left and outer right sources, but for clarity
are not represented in Figure 6.2. Because sources are spaced at intervals of 41°, each
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FIGURE 6.3: Eyes-free gestural interface for the BinVAD auditory environ-
ment. (Text supports the research study construct only.)

one’s active range overlaps with those of its two neighbours (in this case, the inner left
and inner right sources). This enables the listener to place their auditory attention be-
tween either three or two sources. When focussing precisely on the centre source (as de-
picted in the example of Figure 6.1 top) its playback volume is at -6dB, the level of those
on the inner left/right is at -12.5dB and the outer left/right are entirely silent. When fo-
cussing directly in between two sources, (as depicted in Figure 6.1 bottom) the playback
volume of both is at -8.8dB and the three other sources are silent.

To assist with targeting and orientation of focal attention, a single click sound effect is
triggered whenever the user transitions into the stable level zone of a sound source (i.e.
within +/-7°) .

Mobile input interface

The five active sources represent only a portion of the available tracks in a playlist. Ac-
cess to and editing of the wider playlist is enabled via the simple touch screen interface
shown in Figure 6.3. This was again developed on a smartphone for ease of prototyping
and featured accompanying text information to support participant progress through the
research study construct. In reality, the gestural commands are designed to be suitable for
eyes-free use on a smartwatch or other compact, wearable, touch surface interface that
may not provide any visual feedback. On this occasion, unlike for Study 3a and 3b, the
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FIGURE 6.4: Illustration of BinVAD “SOLO” mode activation. Touching
and holding anywhere in the red bounded area immediately and seam-
lessly switches the scene to play back only the track closest to the listener’s

point of visual attention. This persists until touch contact is released.

interface is used by the participant to manipulate the auditory scene, as well as submit
their responses and progress through the tasks.

All three gestures for interacting with playlist content are conducted within the rect-
angular area bordered red, which acts a single, continuous touch surface interface. The
text "Remove", "SOLO" and "Keep" and the vertical chevrons do not represent specific
points of interaction, but serve as a reminder to study participants of the available ac-
tions. Making continuous contact anywhere within the rectangular area enables solo
mode, where the track closest to the listener’s point of visual attention is played back in
isolation, as illustrated in Figure 6.4.

Solo mode remains active until touch contact is released from the interface. When
entering solo mode, a spoken word announcement of the selected track title and artist is
heard once, whilst the music plays seamlessly in parallel and without interruption from
its progress position at the transition from full browsing mode. The announcer’s voice
occurs at the same lateral position as the corresponding track, but elevated by 30° to aid
auditory segregation. This elevation angle matches that used for the same purpose in the
design of AAE, in which subjective informal testing determined it sufficient to audibly
separate the voiceover from associated music, but without pushing the speech source too
far overhead the listener. Whilst solo mode is engaged (i.e. during continuous contact
with the interface area), only the active selection is heard, fixed to its virtual location
and playing at a constant volume, irrespective of head movement. This enables users to
solo a track in a lateral location with required head position, but return to any preferred
physical orientation for auditioning the piece in a relaxed posture, as shown in Figure 6.5
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FIGURE 6.5: Illustration of BinVAD “SOLO” mode with updated head po-
sition. Playback of a soloed track persists in its virtual location and at a con-
stant volume, irrespective of any head movement or orientation, so long as

touch contact is continued on the interface.

FIGURE 6.6: Illustration of the “Remove” gesture in BinVAD. Swiping up
on the bounded area removes the currently selected track from the audi-
tory scene and from the playlist. The track is discarded at this point and

cannot be retrieved.

Any of the five active tracks can be removed or kept, and supplanted by the next item
in the playlist, which is a longer list comprising any number of tracks. A standard touch
screen up swipe (smooth upward stroke followed by immediate release) removes the
currently selected track, as shown in Figure 6.6. When a track is removed it is discarded
from the active scene of five sources and also deleted permanently from the playlist.

Conversely, a standard touch screen down swipe (smooth downward stroke followed
by immediate release) keeps the currently selected track, as shown in figure 6.7. In this
instance, the track is discarded from the active scene of five sources, but it is retained in
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FIGURE 6.7: Illustration of the “Keep” gesture in BinVAD. Swiping down
on the bounded area removes the currently selected track the auditory
scene, but retains it in the playlist. The track is is kept for later retrieval

if and when the user cycles all the way through remaining content.

the playlist. Kept tracks will eventually reappear if the playlist is cycled through in its
entirety. Any tracks that remain in a playlist can be revisited when the list is looped over
from the beginning.

Three further confirmatory audio notifications are used to support eyes-free use of
the mobile input interface and orientation with the playlist:

• a waste paper bin sound plays immediately to confirm successful removal of a track
before the next item in the queue starts playing in its place

• an electronic buzzer sound operates in the same way, but to confirm that a track has
been successfully kept

• a glass chime sounds three times to indicate when the user has reached the final
entry in the playlist

Further text and interaction features on the interface are present for the research study
itself. Text information displays the current task description, number and playlist length,
which updates automatically on successful removal of a track. A ‘PAUSE STUDY’ /
‘RESUME STUDY’ button and volume control allows participants to manage their pro-
gression through the tasks.

Binaural rendering

The binaural rendering used to implement BinVAD follows the implementation described
in Chapter 5, with three modifications to accommodate the far greater processing require-
ments of this more complicated interactive system.
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1. Following completion of the work in this Chapter 5, a separate investigation was
carried out through supervision of a Masters degree researcher, Christopher Ye-
oward, which incorporated SDN reverb into the virtual VBAP system (as suggested
in section 2.3). The work examined methods for reducing the computational com-
plexity of the SDN algorithm and consequent impact on reported ‘envelopment’
and ‘naturalness’. One simplification explored a distributed mono spatialisation of
SDN, which calculated all six surface reflections according to the original algorithm,
but summed these streams and rendered the resulting signal equally to all eight
virtual loudspeakers. This technique avoided continual vector rotation of six in-
dependent reverberation channels that would otherwise be necessary with virtual
VBAP. Published results from perceptual evaluation identify the effect as a per-
ceptually optimal simplification for achieving sense of naturalness in small virtual
spaces (Yeoward et al., 2021). This is consistent with other findings indicating that
use of spatially simplified reverberation in binaural synthesis may be judged more
favourably than implementations with a higher degree of fidelity (Picinali et al.,
2017). The distributed mono SDN approach was adopted and has been simplified
further for the final study prototype, as follows:

• Four surfaces are modelled in the SDN algorithm (i.e. only the signals gen-
erated by wall reflection nodes are computed and reproduced, not those for
floor and ceiling nodes). The reverb algorithm is therefore implemented in 2D
(without height), but the sound sources themselves are positioned in 3D.

• These four reflection signals are summed to mono and sent equally to all eight
virtual loudspeaker positions, rather than being directed and counter-rotated
as independent streams in the virtual VBAP algorithm. Reflections are there-
fore calculated according to true physically modelled room dimensions, but
are rendered in a ‘immersive mono’ form rather than being discretely spa-
tialised.

• A single scattering network generates reverb for all sound sources. This means
that, although each dry source signal was spatialised and counter-rotated faith-
fully to its designated position, the acoustic reflections simulated for all sources
are computed using a single virtual point of origin (which is at ear level and
0° azimuth).

2. The length of the HRTF set has been shortened from 512 to 256 samples, with a pre-
served sampling rate of 44.1 kHz, to reduce the computational effort and time re-
quired for achieving binaural synthesis via multiplication in the frequency domain.
Although HRTFs from the LISTEN database are available by default at a length
of 512 samples and rate of 44.1 kHz, use of shorter HRTFs to conserve computa-
tional effort are common practice. For example, HRTFs in the CIPIC database are
available only at a length of 200 samples and rate of 44.1 kHz (Algazi et al., 2001).
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The SADIE database offers HRTF sets at both 256 samples (either at 44.1kHz/16
bit resolution, or 48 kHz/24 bit resolution) and 512 samples (but at 96 kHz/24 bit
resolution) Armstrong et al., 2018. The revised duration is therefore in line with
the SADIE formats and exceeds CIPIC. Nevertheless, the reduction truncates later
reflections from the subject’s head, upper body and ear that are embedded in the
HRIRs and contribute to perception of elevation, externalisation and hemispherical
direction (as discussed in section 2.1.

3. Further system buffering of 512 samples has been introduced to enable all synthetic
reverb and interactive processing deadlines to be met reliably. This results in a total
end-to-end latency of 70 ms (3093 samples at 44.1 kHz sample rate), which remains
within the target 75 ms response time advocated by Suzuki, Yairi and Iwaya (2007)
and comprises:

• 512 samples of system buffering

• 2048 samples of input signal buffering to handle Fourier transformation and
convolution processes

• 512 samples head-tracking refresh rate

• 21 samples of known latency at the Bela digital-to-analogue converter

A likely consequence of these modifications is an unknown degree of reduction in
spatial fidelity. Better understanding of their impact would require direct measurement
of source locations’ perceived accuracy, or assessment of the virtual scene’s acoustic plau-
sibility. Instead, for the needs of this enquiry, the resulting binaural effect has been as-
sessed and tailored through subjective informal testing during development. This ver-
ified that the required level of spatial clarity, responsiveness and immersion resulted.
With the above limitations consciously built-in, the final BinVAD system is configured to
simulate physical acoustics for a listener positioned in the centre of a small rectangular
room, as detailed in Figure 6.8.

All four system sound effects (i.e. the auditory focus transition click, the ‘remove’ and
‘keep’ action confirmation sounds, and the playlist cycle notification) are rendered with-
out any spatial effect. This segregates them from the BinVAD scene to create a subset of
sonic information about the user’s own interactions that is abstracted from the virtual en-
vironment itself. This approach is similar to the method deployed for AAE and described
in section 3.1.3.

HRTF personalisation

A further compromise in the rendering chain was included for the purpose of this study,
which faced necessary restrictions governing its completion during the COVID-19 pan-
demic. These factors are discussed further in section 6.2.4. One outcome was that it be-
came logistically unfeasible to incorporate personalised binaural rendering via the HRTF
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FIGURE 6.8: Virtual acoustic design of the BinVAD environment. (α = fre-
quency independent absorption coefficient (Sabine, 1922)

.

selection routine developed and evaluated in section 4.2. Instead, the most frequently
selected HRTF from that research study, LISTEN 1031, was used for all participants.

Use of a generic HRTF means that the quality of the binaural image experienced by
participants is likely to have varied more between participants. Indeed, the data in sec-
tion 4 strongly indicates that lateral localisation was improved when participants used
a preferred HRTF set. Although LISTEN 1031 was the set most often judged as prefer-
able in pairwise comparisons by 21 participants in the conditions of that study, its per-
formance in this context with a different group was not evaluated. For this study, any
reduction in lateral fidelity from a generic HRTF might consequently impact perceived
spatial segregation between sources. It is therefore possible that some participants would
have found the concurrent browsing scene more challenging to process than they might
with a preferred HRTF set. In the event, two participants reported a particular degree of
confusion and even discomfort in navigating the binaural scene – participants L and Q,
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FIGURE 6.9: GUI developed as a reference system for evaluation of Bin-
VAD

as per observation 3 in Table 6.3.

6.1.2 Graphical user interface (GUI) reference system

The graphical user interface (GUI) illustrated in Figure 6.9 was developed as a secondary
system against which to evaluate aspects of participants’ interaction with BinVAD. It
was developed using Max/MSP and created as a standalone application for Windows
and macOS. The design principle behind its development was to mimic the features of
a typical visual interface for music playlists, but to mirror the constraints of the BinVAD
system for comparison purposes.

Like with BinVAD, the GUI offers five tracks that play back simultaneously, each on
a continuous loop. However, only one track is heard at any time as a standard stereo sig-
nal. There is no binaural spatial effect applied anywhere in the system’s audio playback.
A standard mouse click on any of the five grey track/artist blocks selects that option (in
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yellow highlight) and playback switches immediately to the current progress position of
the chosen track. There are no voiceover announcements, but the equivalent information
is provided in the track title and artist text. The ‘remove’ and ‘keep’ functions are imple-
mented with large clickable buttons that edit the current playlist with the same effect as
for the BinVAD system (as shown in Figures 6.6 and 6.7).

6.2 Study Design

To evaluate BinVAD, participants were recruited to complete a series of playlist editing
tasks using both systems. The definition of the tasks, curation of content, participant
recruitment, and execution of study sessions during the COVID-19 pandemic are each
explained in the following subsections.

6.2.1 Study session format

The study took a total of 1h 45m, split across two separate sessions. Each participant’s
sessions were arranged at least a week apart to reduce the likelihood of order effects in
their responses. To mitigate further, half of the participants completed part A first and the
other half started with part B. Both parts followed an identical format that was tailored
to the given system, other than a short verbal discussion that was added at the end of the
BinVAD session only:

• Part A: music selection tasks using the GUI system (approximately 45 minutes)

1. software setup

2. overview and interface instruction

3. task explanation

4. example task completion and follow-up queries

5. study tasks 1-4

• Part B: music selection tasks using the BinVAD system (approximately 1 hour)

1. hardware setup

2. overview and interface instruction

3. task explanation

4. example task completion and follow-up queries

5. study tasks 1-4

6. short qualitative interview

Details of the software and hardware setup stages are provided in section 6.2.4. The
overview and instruction stage presented a summary of the information provided here
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Task Length Task selection criteria Target Qualifying tracks

Example 10 ... have a fast tempo. 5 7
1 10 ... you like. 5 –
2 15 .. have a strong beat. 8 9
3 20 ... you would listen to at the gym. 10 13
4 30 ... you would listen to on a commute. 15 –

TABLE 6.1: Task definitions for parts A and B of the BinVAD evaluation
study sessions

in relation to Figures 6.1, 6.3–6.7 and 6.9. An identical script was used to explain the
format and aim of tasks for both part A and B, as follows:

The Tasks

There are five tasks. The first one is an example that we will use to get you used to
working in the environment. Each task describes a specific listening scenario. For
each task you are asked to reduce a long list of songs to half its original length. The
starting length of the list increases with each task. There are 10 tracks in the first task
and 30 tracks in the final task.

The Aim

With each task, you are asked to provide the best response you can to satisfy the
request. How you make your decisions on which tracks to keep and which to remove
is entirely up to you. You can work at whatever speed you need to provide your
response. For each task, there is no one correct answer.

The criteria for the example and four subsequent study tasks of both part A and B
are specified in Table 6.1. Criteria from the exploratory concurrent browsing study were
reused, since a constructive pattern of engagement had been observed in that instance
(section 3.2.4). On this occasion, participant responses to task 2 and task 3 were to be
assessed for accuracy, since these selection criteria (and that of the example) could be re-
garded as somewhat objective, whereas task 1 and 4 were wholly subjective. Recruitment
prerequisites for the study are described later in section 6.2.3. It was considered a rea-
sonable expectation that this profile of participants would be able to identify tracks with
a more prominent pulse (in the case of task 2), or which have a suitable degree of energy
and impetus to encourage physical activity (for more task 3). The number of tracks qual-
ifying as ‘correct’ responses included in the playlists are shown in the final column. The
specific means by which each playlist and any qualifying tracks were curated is explained
further in section 6.2.2.

The two open questions posed at the end of the BinVAD session were:

Can you describe your experience of interacting with the auditory environment?
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Can you describe any strategies you used to make decisions when reducing the playlist?

These questions were designed to gather additional qualitative information to en-
lighten patterns of interaction that might emerge through quantitative analysis.

6.2.2 Content curation

Careful selection of music content for each task was an important aspect of the study
design.

Playlist criteria

The makeup of task playlists needed to satisfy the following four criteria:

1. minimise likelihood of familiarity bias whilst presenting an experience akin to edit-
ing playlists of commercial music;

2. populate the BinVAD and GUI tasks with playlists that were totally different, but
which were demonstrably comparable in their makeup;

3. establish a degree of ground truth against which to evaluate participant responses
for the example task, task 2 and task 3;

4. facilitate the maximum possible musical contrast between concurrently presented
pieces in the BinVAD system, as discussed in section 3.?.

Choice of content library

Jamendo1 is an online music distribution service for unsigned artists to promote and/or
monetise their work. It offers free streaming and download for personal consumption,
or a licensing model for creators who wish to seek financial return. Although contrib-
utors range from hobbyists to full-time professional musicians, the service’s promotion
algorithms tend to surface material that is of higher, near-commercial standards of pro-
duction. A proprietary API (application programming interface)2 allows querying of the
Jamendo catalogue to retrieve content according to popularity or contributor tagged meta-
data, such as genre, vocalist gender, language, instrumentation, etc. As such, it offers a
library of music that satisfies criteria 1 and 2 by providing unfamiliar but convincing
substitutes for mainstream releases, whose surface features can be filtered directly.

1www.jamendo.com [accessed 30/11/2021].
2developer.jamendo.com/v3.0/docs [accessed 30/11/2021].

http://www.jamendo.com
https://developer.jamendo.com/v3.0/docs
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FIGURE 6.10: Flow diagram of the Jamendo content curation. Flow path
values show the number of tracks returned after each filtering stage.

The Jamendo dataset has also been enhanced by other researchers in ways that make
it adaptable towards fulfilling criteria 2, 3 and 4. Xambó et al. (2018) previously con-
ducted a harmonic analysis of a large cross-section of the Jamendo catalogue using digital
signal processing techniques. This work formed the ‘query-by-chord’ engine of an inter-
active tool for learning and practising new pieces of music. When creating that enhanced
dataset, the researchers also performed broader content analysis using the Essentia open



Chapter 6. Prototype binaural playlist editor 137

source, audio based music information retrieval library (Bogdanov et al., 2013). The re-
sult is a subset of 100,044 Jamendo tracks with computationally derived metrics related to
a wide range of musical features such as key, tempo, timbre and beat strength.

Figure 6.10 illustrates how the Essentia annotated dataset and main Jamendo API were
integrated to curate the required content. Nineteen of the twenty genres listed on Jamendo
were queried to return the 200 most played tracks in each style available for download
and sung in English (for the purpose of consistency). ‘Pop’, which was considered stylis-
tically too generic, was excluded. Due to this language stipulation the result for ‘Latin’
only returned 103 tracks. These 3,703 tracks were cross-referenced against the Essentia
annotated dataset, resulting in a list of 1,275. From here, a number of data points were
used to filter down the selection pool to 252. This pool and its accompanying data was
used to determine the makeup of the 10 study playlists, which incorporated a total of 170
tracks.

Content categorisation and filtering

Two contributor-defined parameters were used to assist in curation decisions:

• Genre: Due to sonic and musical similarities, and frequent co-tagging of certain
stylistic categories, the list of 19 Jamendo genres was consolidated down to 10 groups.
These consisted of nine pairs and one single style (‘Electronic’), as shown in Fig-
ure 6.10. This broader set of genre groupings provided a better degree of contrast
between stylistic categories.

• Vocalist gender: Information about the gender identity of the singer on a track was
used to balance the makeup of part A and part B across each task playlist.

Three further stages of filtering (shown in Figure 6.10) were applied to segregate
tracks, as far as possible, into contrasting classifications related to different musical fea-
tures defined by Essentia algorithms:

• Key3: Only tracks identified as having one of six key signatures were retained. The
permitted keys included C major/A minor and then every other key signature oc-
curring in the “circle of fifths” that defines the principles of harmony underpinning
music written in the Western tradition (Campbell and Greated, 1987; Taylor, 1989).
This resulted, for example, in the exclusion of keys G major/E minor and F ma-
jor/D minor, which both share six of the seven pitches within C major/A minor.
This approach ensured that no two included keys had any more than five out of
seven pitches in common.

• Tempo4: Three tempo bands of slow (77-87bpm), moderate (95-110bpm) and fast
(118-143bpm) were defined. These values precluded any tempos corresponding to

3essentia.upf.edu/reference/std_Key.html [accessed 17/6/2022]
4essentia.upf.edu/reference/std_RhythmExtractor.html [accessed 17/6/2022]

https://essentia.upf.edu/reference/std_Key.html
https://essentia.upf.edu/reference/std_RhythmExtractor.html
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integer multiples of another. This ensured that tracks in different groups would
always have markedly different rhythmic rates, even if perceived in double or half
time by the listener. Additionally, the seven qualifying (valid answer) tracks in the
example playlist for both part A and B had a tempo of 135bpm or higher. All other
distractor (invalid answer) tracks in these playlists had a tempo of 105bpm or lower.

• Spectral Dissonance5: Essentia calculates spectral dissonance as a representation of
the overall timbre of a track, formed by the cumulative effect of the type and tone of
instrumentation used within a recording. Pure (0.0-0.42), rich (0.44-0.46) and rough
(0.47-0.5) classifications were defined to ensure that tracks from different groups
had a notably contrasting timbral character.

Two further parameters were used to identify qualifying tracks for participants’ an-
swers to task 2 and task 3:

• Beat Loudness6: This metric indicates the mean ratio of spectral energy found in
beat segments across an entire track (as a value from 0 to 1). It was used to assist
in identifying tracks more likely to be songs that “have a strong beat”. The nine
qualifying (valid answer) tracks in the task 2 playlist for both part A and B had a
value of 0.06 or greater. The six distractor (invalid answer) tracks in these playlists
had a value of 0.04 or less.

• Danceability7: This metric ranges from 0 to 3 (where higher values are more dance-
able) and was used to assist in identifying tracks more likely to be songs that “you
would listen to at the gym”. The 13 qualifying (valid answer) tracks in the task 3
playlist for both part A and B had a value of 1.3 or greater. The seven distractor
(invalid answer) tracks in these playlists had a value of 1.1 or less.

Track selection protocol

The list of 252 tracks returned after the filtering in Figure 6.10 was manually sifted and or-
ganised into the 10 required playlists (five each for part A and B), to satisfactorily address
criteria 2, 3 and 4. To address criterion 2 (comparable content for part A and B), the ratio
of different genres, female vocalists and tracks in a minor key between each task’s two
playlists was balanced as evenly as possible, as shown in Table 6.2. Because task 1 and
task 4 were entirely subjective, particular effort was made to match the characteristics of
their part A and B playlists to maximise comparability between the two. To address cri-
terion 3 (ground truth for assessed tasks), tempo, beat loudness and danceability values
were applied as described above. To address criterion 4 (contrast between concurrently
presented pieces), all tracks within a playlist had a unique combination of genre, key,

5essentia.upf.edu/reference/std_Dissonance.html [accessed 17/6/2022]
6essentia.upf.edu/reference/std_BeatsLoudness.html [accessed 17/6/2022]
7essentia.upf.edu/reference/std_Danceability.html [accessed 17/6/2022]

https://essentia.upf.edu/reference/std_Dissonance.html
https://essentia.upf.edu/reference/std_BeatsLoudness.html
https://essentia.upf.edu/reference/std_Danceability.html
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Task Part Genre Makeup

no. tracks in each style*

Vocalist Ratio

male : female

Tonality Ratio

major : minor

Example A

B

[1 0 1 0 1 ; 1 2 1 2 1]

[1 2 2 1 0 ; 1 1 0 1 1]

7:3

6:4

6:4

7:3

1 A

B

[1 2 2 1 1 ; 0 1 0 1 1]

[1 2 2 1 1 ; 0 1 0 1 1]

7:3

7:3

7:3

7:3

2 A

B

[2 1 0 0 1 ; 1 2 2 3 3]

[2 3 0 1 1 ; 1 2 0 3 2]

10:5

10:5

9:6

9:6

3 A

B

[3 2 1 1 1 ; 1 1 2 7 1]

[2 2 1 2 0 ; 1 2 4 3 3]

13:17

13:17

9:11

8:12

4 A

B

[6 3 4 2 1 ; 0 4 2 6 2]

[6 3 4 2 1 ; 1 4 1 6 2]

21:9

21:9

18:12

19:11
(* See Figure 6.10 for the 10 genre category definitions.)

TABLE 6.2: Balance of playlist characteristics for parts A and B of the Bin-
VAD evaluation study sessions

tempo or spectral dissonance categories, as defined above, which differed from that of
every other item in the playlist. This manual curation of contrasting tracks was in lieu
of a hypothetical automated system for real-time selection of tracks for optimal auditory
distinction between concurrent sources based on the similar sets of musical data.

Finally, track and artist voice announcements for the BinVAD system were automati-
cally generated from the macOS onboard text-to-speech converter, using the ‘Serena’ syn-
thetic voice. All music tracks used in the BinVAD and GUI systems were edited to two
minutes duration with a five minute fade-out, before being normalised to equal program
loudness of -23 LUFS.

6.2.3 Participant recruitment and makeup

Nineteen participants (aged 23-47; eight identifying as female, ten as male, one as non-
binary) were recruited on to the study, which was approved by the Queen Mary Univer-
sity of London (QMUL) Ethics Committee (reference 2488a). The study was conducted
during the COVID-19 pandemic and was pursued entirely remotely under the protocol
explained in section 6.2.4. Three of those recruited formed a pilot study to test and refine
the remote format, whilst sixteen participated in the final study format for which data is
presented.

It was judged that, to engage in tasks with the required degree of purpose and focus,
participants had to have a demonstrable and discerning interest in a variety of musical
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styles. This prerequisite and the social distancing restrictions in force at the time meant
that an open call for participation was neither desirable nor possible. Instead, study
recruitment was first achieved by targeted invitations distributed amongst professional
networks of individuals working in the fields of music and audio. For the final study
this resulted in eight music/audio professionals, including: an orchestral composer, a
broadcast music editor, a violin teacher/performer, a contemporary music producer, two
audio software developers, and two digital music researcher/practitioners. Eight people
with an amateur or personal interest in music were also recruited by targeted invitation.
The suitability of amateur participants was confirmed on the basis of their response to a
profiling questionnaire, which invited them them to state their level of musical engage-
ment against three indicators. All participants declared levels of engagement that met
the accepted minimum for at least two of the following three criteria:

• musical training - minimum of informally developed/self-taught musical skills

• average weekly music listening – minimum of 10 hours per week

• styles of music actively listened to - minimum of 25% (6 from the list of 23 stylistic
categories in (Rentfrow and Gosling, 2003))

Only one participant declared a known hearing impairment that was self-defined as
‘light tinnitus’. Each participant received a £15 gift voucher in compensation for their
time at the end of their second session.

6.2.4 COVID protocol

The BinVAD system was based on an almost identical set of equipment to that described
in section 5.2. The only difference for this study was that the headphone set was substi-
tuted for a closed-back model (KRK KNS 8400) with good isolation from external noise,
to control for participants’ varied listening environments as far as possible. The follow-
ing procedure was approved and used for preparation, delivery, handling and return of
the bespoke equipment used for part B between each participant:

1. All research hardware was sanitised and placed in a small box.

2. The small box was placed in a larger one, sealed with a lid and left in quarantine
for a minimum of 72 hours.

3. A socially distanced package drop was made for the next participant by placing the
large box at least 2 meters away, removing the lid and retreating 2 meters for them
to collect the smaller box from inside.

4. The research activity was conducted over remote video link.

5. The participant repacked the equipment into the small box.
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6. The package was collected by using the same method as in point 3, this time with
the participant replacing rather than removing the smaller box.

The pilot study was used to test and validate the remote format. For part B it became
apparent that participants’ own working environments influenced their physical interac-
tion with the BinVAD system, due to the configuration of their seat and desk. To reduce
this potential influence, all participants in the final study were asked to complete part B
whilst standing in a clear space with the smartphone interface strapped to the wrist of
their non-dominant arm.

It also became apparent during the pilot that gradual drift in the head tracking’s ref-
erence position (i.e. the precise sensor orientation that provided a neutral reading of 0°
azimuth and 0° elevation), varied depending on the idiosyncrasies of individual partic-
ipants’ movement and ambient electromagnetic interference in their surroundings. The
sensor had been attached permanently and securely to the headphones’ headband us-
ing three tightly adjusted cable ties. Participants had also been guided to adjust the
headphones so that they were always worn as securely as possible. These precautions
– plus the fact that the noticeable drift occurred predominantly in azimuth readings and
amounted to tens of degrees on occasion – meant that the inaccuracy could be clearly
attributed to drift in sensor calibration, rather than physical slippage of the headphones
themselves. If headphone movement had been the problem, it would have occurred
more prominently via forward/backward shifts of position, as opposed to lateral drift.
This would have affected elevation readings rather than azimuth. Whilst it was possible,
during the final study, to check via video link for relative stability of the headphones’
position, it was not possible to monitor magnetic drift remotely in real time. To minimise
variance between participants, the head-tracking reference point was therefore checked
and reset with the participant before they started each task, using a similar calibration
procedure to that described in section 5.

For part A, participants used their own headphones and personal computer to use the
GUI version of the standalone software application, but the session was still conducted in
real time over a video call. The pilot study was used to debug software issues on specific
operating system iterations, or to expose and resolve issues that prevented data being
written and saved successfully.

Both systems automatically logged the participants’ interactions (i.e. which tracks
they listened to, kept and removed, for how many times and for how long in total). A
written record was made of each participant’s responses to the two open questions in
6.2.1, which were asked verbally at the end of the video call for part A.

6.3 Results

Results displayed in this section do not include the pilot study (participants A-C) and do
not examine the outcome of the example task.
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Searching time

48%

Listening time

52%

FIGURE 6.11: Aggregated time spent by participants between listening
(solo mode) and searching (browsing mode) using BinVAD

6.3.1 BinVAD system interaction

Three sets of data related solely to participant use of the BinVAD system are presented to
illustrate patterns of use amongst participants.

Figure 6.11 shows the aggregated division of time spent by participants between
searching for tracks in standard mode (browsing) and listening to tracks in isolation
(solo), across all tasks. It is notable that just over half of participants’ interaction with
BinVAD was spent listening closely to individual pieces. This is in marked contrast to
the AAE system (see Figure 3.5), for example, where participants spent 36% of their en-
gagement listening and 64% searching.

Examination of individual participants’ interaction across each task in Figure 6.12
shows this division of activity differed between individuals and over time. Overall, 38 of
64 tasks were completed with a majority of time spent listening using solo mode. In some
instances, participants completed a task almost exclusively in standard browsing mode.
This was possible and actively enabled by the design of the swipe to ‘keep’ / ‘remove’
functionality, which did not necessitate use of the solo function. For example, participant
F appears to have made virtually all of their playlist decisions within browsing mode
only, as did participant K for task 1. Participant H, on the other hand, spent between 76%
and 90% of their time for each task listening in solo mode. Similarly, by task 4 participant
K worked by auditioning tracks in isolation for 87% of their time.

It seems likely that, despite the interface instruction phase, participant F had either
misunderstood or forgotten the solo listening function. Indeed, their comments during
the qualitative interview made no reference to the solo feature. In contrast, Participant
H’s focus on solo listening would have required a deliberate decision. Their comments
also confirmed that they preferred to work through the content methodically using close
listening. Participant K’s patterns of interaction were also in line with their subsequent
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FIGURE 6.12: Proportion of time spent by each participant searching (in
standard browsing mode) using BinVAD.

feedback. They acknowledged not fully understanding the solo listening function during
the first task and then making greater use of this in the later tasks.

One indication of the BinVAD browsing environment’s usability and usage is spread
of activity across sound source locations. A similar principle was evaluated for the AAE
prototype in Figure 3.6. This illustrated that content was explored relatively evenly, ir-
respective of category or track position in the laterally-organised auditory menu struc-
tures. Figure 6.13 shows the distribution of each participant’s ‘keep’ and ‘remove’ ac-
tions within BinVAD, aggregated for all study tasks. Some participants appear to have
favoured either the central (participants D and E), leftmost (H and L) or right (J, K, M and
N) locations by an additional 10% or more of overall activity – i.e. 30% or higher. Five
participants (G, J, K, M and P) only used a location for 10% of their interaction or lower,
each in a single case at either the leftmost or rightmost position. The lowest proportion
for any case was participant P’s use of the leftmost position, which attracted only 8.04%
of their overall activity.

6.3.2 BinVAD and GUI system comparison

128 tasks (16 participants completing 4 tasks on 2 systems) were completed in total. Three
comparisons between the participant responses provided using the BinVAD and GUI
system are presented to account for differences in engagement.

An Anderson-Darling test for normality confirmed log-normal distribution of all task
completion times. A t-test analysis showed no significant difference between the time
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FIGURE 6.13: Proportion of activity using BinVAD (‘keep’ and ‘remove’)
across source locations (-82°, -41°, 0°, 41°, 82°) for each participant

taken to provide task responses on either system (p = 0.341). This indicates that, as a
cohort, participants did not take any more or less time to complete their study tasks on
the BinVAD prototype compared to the GUI system. Figure 6.14 shows the distribution
of task completion times for either system. In both cases, a clear majority of the shorter
and more straightforward responses are found at durations of five minutes or less. In the
case of BinVAD, 15 task 1 and 13 task 3 responses were submitted within this timeframe,
compared to 13 and and 11, respectively, for GUI. There was a more even division of
task 2 and task 4 submissions either side of five minutes, with both systems resulting in
eight and nine responses exceeding this duration (respectively for either task). The main
difference seen between the two systems is slightly greater consistency in the compact
log-normal distribution of response times for BinVAD, compared to some unevenness
and outlier responses in the GUI.

An indication of how carefully participants considered their responses can be derived
from the average number of track appearances per task. An average track appearance
value of 1 indicates that every track in the playlist was encountered just once by the
participant before they submitted their response to that task. Values greater than one
indicate that the participant continued to cycle through the playlist from the beginning to
revisit tracks already heard and kept – i.e. they looped back over content before making
final decisions on which tracks to remove. Values less than 1 occur in instances where the
participant completed the task before hearing every track available in the playlist – i.e.
they removed the requisite number of tracks to fulfil the task without experiencing every
item in the list. Figure 6.15 illustrates the distribution of track appearances for all tasks
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FIGURE 6.14: Comparison of all completion times by system, broken down
by task type

completed by participants on either platform. A Wilcoxon signed rank test indicates
that average track appearances were higher for BinVAD than for GUI to a statistically
significant degree (p = 0.045), with median values of 1.3 and 1.2 respectively.

As described in section 6.2.2, task 2 and task 3 were conceived to enable objective
assessment of participant responses. Any item submitted for either of these tasks that
had not been included as a ‘qualifying track’ was judged to be an error (see Table 6.1
and section 6.2.2 for explanations of this definition). Figure 6.16 illustrates the distribu-
tion of response errors for assessed tasks returned by participants on either platform. A
Wilcoxon signed rank test indicates that errors in participant submissions for task 2 and
task 3 were more frequent for BinVAD than for GUI to a statistically significant degree (p
= 0.002), with median values of 3 and 2 respectively.
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FIGURE 6.15: Distribution of average playlist track appearances per task,
by system. Box plots indicate the 25th-75th percentile range and median

value, which are significantly different between groups.
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FIGURE 6.16: Distribution of response errors per assessed task, by system.
Box plots indicate the 25th-75th percentile range and median value, which

are significantly different between groups.
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ID Observation category Participants

1 Found the interactive binaural experience interest-
ing/enjoyable

D, F, H, M, N, O, P, S

2 Noted a degree of challenge or learning curve to navigat-
ing the binaural scene

D, E, G, I, J, K, M, N, S

3 Found the binaural scene very confusing or uncomfort-
able to operate

L, Q

4 Felt that they spent most of their time in solo mode D, N, Q
5 Felt inclined to focus their listening in one location E, G, K, M, Q
6 Felt that they preferred browsing at the sides (where there

were less streams audible)
D, E, I, K, L

7 Noted that the interface enabled them to make quick
judgements

F, M, N, O, P, S

8 Noted that the touch surface interaction was intuitive E, I, M, P
9 Noted difficulties with aspects of the touch surface inter-

action
K, L, R

10 Found the track voiceover announcements unclear E, L
11 Found the track voiceover announcements distracting G, M
12 Described a personal approach to completing tasks that

exploited the concurrent auditory browsing environment
E, H, I, J, K, M, N, O, P, R, S

TABLE 6.3: Qualitative observations on BinVAD performance by two or
more participants

6.4 Discussion

Qualitative information gained from the two open questions posed at the end of Part B
are presented in Table 6.3, to assist with interpretation of the quantitative data. Partici-
pants’ answers to both open questions were treated as a single response and comments
were categorised through manual analysis after all sessions were completed. Many par-
ticipants chose to focus part of their responses on addressing the particular features or
challenges of the playlist tasks or content. These factors were not relevant to this enquiry
so they were ignored during the categorisation of comments. Otherwise, all categories
of comment expressed by more than one participant were deemed noteworthy and in-
cluded in Table 6.3.

The two research objectives identified in section 6.1 are now addressed in turn, to
analyse results from the study in detail.

6.4.1 Using BinVAD for personalising playlists

The overall division of time spent between ensemble browsing (48%) and solo track audi-
tioning (52%) suggests that the two modes of the auditory interface were evenly explored.
Though 9 of 16 participants noted a degree of challenge or learning curve to using the au-
ditory environment (category 2 in Table 6.3), the breakdown of usage for each participant
and task in Figure 6.12 generally shows confident interaction with the interface features.
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Only 14 of 64 tasks were completed with less than a third of that time spent in ensem-
ble browsing mode. Four of these were submitted by participant H and just two other
participants, K and M, spent under a third of their time on browsing in more than one
task. Though some participants reported feeling that they favoured solo mode (category
4), none of these was H, K or M.

There is evidence of an inclination towards reduced use of ensemble mode as the
tasks progressed (specifically the data in Figure 6.12 for D, H, I, J, K, L, M, O, Q and R
all reflected this trajectory to some extent). This trend is understandable given the length
and repeat demands of the four study tasks. A degree of fatigue with the concurrent
browsing display would have been likely to set in towards the end of the session. This
pattern would be less likely in a real-world use case of customising a single list at one
moment in time, before listening to the edited playlist in its entirety. In this context, it
would typically be some hours, or even days, before a user edited another playlist us-
ing the proposed system. Conversely, participant E shows a potentially more advanced
degree of strategic engagement with the two modes. They had markedly different search-
ing:listening time ratios, depending on whether they were engaging in subjective or ob-
jective tasks. For task 1 and task 4, where decision making was entirely subjective, they
spent almost two thirds of their time in browsing mode (64% and 63%, respectively). For
task 2 and task 3, where objective features of individual tracks had to be evaluated, they
spent closer to a third of their time in browsing mode (25% and 35%, in either case).

Figure 6.13 further shows that the full width of the auditory environment was ex-
plored relatively well by most individuals in the cohort. Some evident preferences to-
wards specific locations were already noted above for eight participants (including H, K
and M) and for five who displayed under-use of a single location (including K and M).
There is also degree of correlation between the patterns of individual activity shown in
Figure 6.13 and most participants who either reported their tendency to remain focussed
on a single location (category 5; E, K and M), or to browse in lateral locations for reduced
auditory complexity (category 6; I, K and L). These patterns show an apparent element
of self-awareness and strategising in participants’ interaction decisions.

In most cases, therefore, each participant engaged openly with what were unfamiliar,
immersive, audio-only design features to construct their responses. H, K and M were
three participants who displayed a more narrow exploration of the auditory scene, as
well as a tendency to rely on solo mode more than their peers. These three participants
could be characterised as having approached the interface somewhat more conserva-
tively and in line with traditional media playing interface usage, though both H and M
were still within the 50% of participants who voluntarily expressed a positive response
to the experience as a whole (category 1).

Of the two participants who noted particular discomfort with the environment (cat-
egory 3), one had identified a slight hearing impairment prior to undertaking the task.
The potentially disproportionate impact of using a generic HRTF on the degree of sound
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source segregation experienced between participants has already been discussed in sec-
tion 6.1.1. It is also necessary to consider that asymmetric hearing ability is known to
occur in a small but not insignificant proportion of the general population. One UK
study found that 1% of adults who had neither been exposed to noise, nor been affected
by conductive hearing loss from congenital or acquired illness, experienced asymmetric
hearing. This definition was quantified as an average sensitivity difference between the
left and right ears of 15 dB, measured with pure tones at 0.5, 1, 2 and 4 kHz (Lutman and
Coles, 2009). It has been suggested that the plastic nature of human binaural perception
can potentially adapt to altered spatial cues experienced from asymmetric hearing loss
under normal acoustic conditions (Keating and King, 2013). However, auditory asym-
metry would potentially exert a limiting effect on the spatial coherence experienced with
binaural synthesis via non-individualised HRTFs, during a short listening session. It is
therefore possible that the shortcomings of non-personalised binaural rendering used in
the prototype would have affected the experience of one or more participants particularly
acutely.

Overall, these findings provide substantial evidence that the binaural virtual auditory
environment was used very successfully to pursue the four playlist editing tasks.

6.4.2 Differences in interaction between BinVAD and a GUI

That there was no significant difference in task completion time between either system
suggests that, despite being presented with a wholly unfamiliar audio-only interface, this
cohort of participants adapted to and utilised BinVAD as efficiently as an equivalent GUI.
Further, the comparison of Figure 6.14 indicates a slightly more consistent distribution of
response times in the former case. This statistical pattern is echoed by the third of partic-
ipants who commented that BinVAD enabled them to make quick judgements (category
7). Together, these data indicate an initial suggestion that an improved flow state may
have resulted for participants using this interface.

The possibility that BinVAD enabled improved focus is further supported by the sig-
nificantly higher average track appearances with this interface. The average appearance
value of 1.3 for BinVAD (compared to 1.2 for GUI) meant that participants were more
likely to reach the end of the full playlist and/or revisit tracks more frequently. The audi-
tory browsing environment therefore encouraged participants towards more widespread
exploration and consideration of their responses before submission, but all within a com-
parable timeframe. Of the 16 participants, 11 described using a technique that specifically
relied on the auditory nature of the BinVAD interface to pursue the task objectives (cate-
gory 12). Such approaches broadly comprised three different methods:

• ‘scanning’ - slowly surveying the whole of the current auditory scene to identify
pieces of potential interest (e.g. for subjective task 1 and task 4)



Chapter 6. Prototype binaural playlist editor 150

• ‘homing-in’ - more rapidly evaluating the whole of the current auditory scene to
evaluate pieces for required features (e.g. for objective task 2 and task 3)

• ‘parking’ - purposefully leaving a track in the auditory scene for it to progress fur-
ther and be revisited (e.g. if it is of uncertain usefulness or interest in the case of
any task)

It is difficult to evaluate how much added value these techniques specific to BinVAD
brought in relation to the more clearly subjective task 1 and task 4. However, the sig-
nificantly higher error rate for task 2 and task 3 shows that aspects of BinVAD actually
resulted in reduced accuracy of responses. Qualitative feedback reveals three potential
causes of this increased rate of error. First, three participants found the touch surface
swipe to ‘remove’ or ‘keep’ behaviour contrary to their expectations (category 9), com-
pared with four who commented that they found this design intuitive (category 8). Dur-
ing informal discussion to resolve follow-up queries after the example task, more than
one participant noted that they felt the swipe direction was inverted from the gestures
they would instinctively complete for these purposes. Occurrences of accidental swipe
motions when simply releasing the interface from solo mode were also informally flagged
by participants, in between tasks. Inadvertent ‘remove’ or ‘keep’ gestures may therefore
have contributed to increased error in BinVAD responses. Second, a total of four par-
ticipants reported finding the track voiceover announcements unclear (category 10) or
distracting (category 11). The implementation of this feature could also have affected
some participants’ execution of ‘remove’ or ‘keep’ gestures, since it occurred simultane-
ously with a touch interaction. Third, the degree of challenge that many participants
noted in navigating the binaural scene itself has already been noted (category 2), as has
the varying impact on spatial segregation experienced by individual participants due to
the non-personalised binaural rendering implementation. Misdirected actions may well
have been resulted on occasions where participants decided to make ‘keep’ or ‘remove’
actions without first verifying their target track in solo mode.

It should be noted that the the difference in errors, although statistically significant,
is relatively small in the absolute terms, which amount to an average of one additional
incorrect track per task completed using BinVAD, compared to the GUI. The potential
causes discussed here could be explored further to be identified more precisely and po-
tentially corrected through design refinements, such as: use of HRTF selection (as out-
lined in Chapter 4), a more dispersed auditory scene using just four or three tracks in
the active scene (as explored in Chapter 3) and more simple refinements to the swipe
interaction implementation.

6.5 Summary

The design and evaluation of a binaural auditory music browsing system for playlist
editing formed the concluding part of this research enquiry. Pre-curated playlists are a
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mainstay of music streaming services and so an increasingly common feature in contem-
porary listening practices. The prototype was conceived with eyes-free operation in mind
and careful curation of content enabled direct comparison of its usage with a standard
GUI media player paradigm. Two research questions were answered. Firstly, patterns of
interaction and qualitative feedback found that most participants were able to success-
fully adapt to the unfamiliar, immersive, audio-only design of the interface confidently
and proactively, including good evidence of conscious engagement with the entirety of
its features. Secondly, there are some signs that the prototype encouraged an enhanced
flow state for playlist editing compared to an equivalent GUI media player system, in
which more extensive activity was achieved over a comparable duration. Three specific
techniques enabled by spatial auditory browsing were voluntarily identified by users in
open questioning. Although tasks completed with BinVAD were more error-prone, po-
tential causes of this pattern have been analysed and two likely areas for improvement
related to earlier chapters directly identified (i.e. use of HRTF selection and increased
spatial separation between sources).
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Chapter 7

Conclusion

Let the music in tonight, just turn on the music.
Let the music of your life give life back to music.

‘Give Life Back to Music’
Daft Punk

You say that everything sounds the same,
Then you go buy them.
There’s no excuses, my friend,
Let’s push things forward.

‘Let’s Push Things Forward’
The Streets

This thesis set out to revisit the potential application of binaural spatial audio in mu-
sic discovery and recommendation. It was a topic that warranted renewed examina-
tion given substantially altered mechanisms for music distribution (the growth of digital
streaming), consumption trends (the increasing proliferation of smart devices) and 3D
binaural rendering capabilities on mobile computing platforms. The findings comprise
outcomes regarding binaural sound interaction design for music content, considerations
for 3D HRTF personalisation, and virtual auditory display implementation. Each of these
research objectives (stated in section 1.2) is core to delivering immersive audio-only ex-
periences that could be directed to augment music discovery and recommendation. Re-
flections on those three research questions and some considerations for future work are
offered here in conclusion.
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7.1 Review of research questions

1. What interaction design approaches might be employed to enable exploration of large
collections of music using only 3D binaural sound as the display interface?

The Auditory Archive Explorer highlighted the potential of binaural spatial audio for
transforming the engagement that users experience with existing audio-only interfaces,
particularly for the purpose of music discovery. There were, however, no benefits found
from simple spatialisation of sequentially presented content in terms of navigation flu-
ency, or recall of the system’s main design features. Yet, the slow responsiveness of voice
control meant the interaction mode itself could have overridden latent usability benefits
from binaural display. All subsequent research phases therefore relied on gestural input
interaction.

A separate experiment in concurrent display of music tracks provided strong evi-
dence that up to three concurrent music streams could be usefully applied in a search or
browsing system – an outcome that has not been systematically established in research
to date. Moreover, the same investigation demonstrated that providing graphical repre-
sentation of sound source positions offered no apparent advantages to speed or accuracy
of track identification.

The prototype binaural playlist editor provided more substantial evidence that spa-
tial presentation of music sources can provide novel design opportunities for more per-
sonal and active engagement with recommended content. On this occasion there was
some indication that the binaural implementation enabled an enhanced flow state when
reducing playlists to a required length, compared against like-for-like tasks on a com-
parable graphical interface. More content tended to be covered over the same period of
time with the binaural interface. Although error rates were slightly higher, likely causes
of these have been identified and potential remedies relate to the subsequent research
questions.

2. How can personalisation through HRTF selection be achieved to benefit interaction
with music content in a 3D auditory environment using a mobile device?

Although there is a significant and growing body of research related to HRTF selection,
very little of this focusses on end user solutions, even less so the particular constraints
and considerations for mobile devices. The work in this thesis has advanced a set of four
criteria for assessing end user HRTF selection procedures (reliability, validity, usability and
efficiency). It has further presented a novel design for HRTF selection in 3D on mobile de-
vices. Evaluation of that approach through repetition of the selection process (reliability),
follow-up comparative localisation testing (validity), analysis of user listening habits (us-
ability) and modelling of a shortened procedure (efficiency) showed demonstrable suc-
cess against these criteria.
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3. How can a 3D virtual auditory display system for presenting music content be imple-
mented on a portable computing platform and within significant processing constraints?

A virtual vector base amplitude panning (VBAP) method for low-cost, head-tracked, 3D
binaural rendering was developed as a core element of the thesis and assessed through
digital measurement of localisation cue errors. Comparison against the baseline ap-
proach used currently for immersive media applications – first order virtual Ambison-
ics (FOA) – showed that the method proposed is demonstrably more suitable for inter-
active auditory display. Representation of lateral cues is substantially improved in all
directions, but particularly so in the frontal region where, owing to the flexibility of the
approach, a greater concentration of rendering resource can be deployed. This flexibility
further benefits the interactive virtual auditory display use case.

Localisation testing with the system identified a minimum lateral separation between
sound sources of 41° to support reliable user interactions. Although vertical localisa-
tion was confirmed to be insufficiently reliable, measured errors in spectral cues did not
clearly indicate whether elevation representation was likely to be any worse than that for
FOA. Finally, the virtual VBAP system was developed into a complete, real-time, 3D au-
ralisation system by integrating a substantially simplified model for 3D scattering delay
network synthetic reverberation, with customisable room parameters. This framework
was adopted for the prototype binaural playlist editor used in the final study.

7.2 Future development

Potential areas for future work can be categorised into improvement of binaural render-
ing quality (questions 2 and 3) and additional sonic interaction design considerations for
spatial auditory display of music content (question 1).

Rendering quality

A clear limitation in the design of the of virtual VBAP rendering system is that only one
speaker array layout has been considered and tested. The goal, for the purposes of this
thesis, was to achieve pseudo-spherical 3D rendering, for full and fair comparison with
FOA. However, modifying the virtual speaker layout to, for instance, an array focussed
solely on the upper hemisphere would enable improvements to rendering of elevated
sources by discounting de-elevated source representation altogether. The outcome of
such trade-offs could now be tested and analysed carefully to determine the preferred
balance of available virtual sonic space against rendering fidelity.

Prioritisation could also be used to refine the 3D HRTF selection method, which in
its current iteration asks users to evaluate simultaneously accuracy in azimuth, elevation
and sense of externalisation. The aim in the context of this thesis was to test the viability
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of holistic 3D HRTF comparison. However, for an interactive, audio-only system, az-
imuth precision is less crucial than in other contexts that may involve spatial alignment
of audio and visuals. Furthermore, a working approximation of the virtual VBAP sys-
tem’s lateral tolerances for interaction purposes is now established, based on all collected
data (i.e. most and least preferred HRTF sets). It is possible that both the reliability and
validity of HRTF selection outcomes could improve if a simplified judgement wording
and / or comparison trajectory is presented for the selection procedure.

It is worth noting that this thesis has focussed solely on audio-only system design for
immersive music discovery and recommendation through binaural auditory display. Yet,
the growth of virtual reality and augmented reality (VR and AR) technologies – albeit
somewhat uncertain, as discussed in Chapter 1 – potentially present other new modes
and opportunities for accessing and exploring music content. Any future VR or AR tech-
nologies that might emerge for accessing music content would require sufficient levels
of consistency between spatial audio cues and visual information to maintain sense of
immersion and plausibility (Brinkmann and Weinzierl, 2023). To this end, virtual VBAP
would need to be tested further, in conjunction with visual stimuli, to evaluate its suit-
ability in VR- or AR-based music exploration systems.

Binaural interaction design for music content

Whilst this thesis has been underway, developments in music consumption and smart
technology have been continuing to evolve. Smart headphones with integrated head-
tracking, such as the more recent Apple AirPod models 1 and Yamaha YH-L700A2, are
gaining prominence. Apple Music’s Spatial Audio delivery format has been delivering
binaurally spatialised recordings since June 20213. Familiarity with the quality and sen-
sation of binaural audio will therefore be growing amongst music consumers. Playlist
creation is also an expanding feature of music consumption amongst the 78% of 16-64
year olds who use music streaming services in 19 leading music consuming countries. Of
this group, 62% listen to a playlist that they created more than once a week (IFPI, 2021).
In the context of these developments, there is a clear case for focussing further research
on users who have particular investment in either spatial audio or generating their own
custom playlists.

The nature of the playlisting activity could also be broadened in future research from
that used in this thesis. Great lengths were taken in the final study to use unfamiliar
content that could be methodically categorised to make like-for-like comparison against
an equivalent graphical user interface. That content was mostly produced by semi-
professional or amateur contributors. Using the binaural playlist editor prototype there-
fore did not adequately represent the excitement of encountering a dynamically curated

1www.apple.com/uk/airpods/compare/ [accessed 20/6/2022].
2uk.yamaha.com/en/products/audio_visual/headphones/yh-l700a/index.html [accessed 20/6/2022].
3www.apple.com/newsroom/2021/05/apple-music-announces-spatial-audio-and-lossless-audio/ [ac-

cessed 20/6/2022].

https://www.apple.com/uk/airpods/compare/
https://uk.yamaha.com/en/products/audio_visual/headphones/yh-l700a/index.html
https://www.apple.com/newsroom/2021/05/apple-music-announces-spatial-audio-and-lossless-audio/
https://www.apple.com/newsroom/2021/05/apple-music-announces-spatial-audio-and-lossless-audio/
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list of content, which would typically be tailored to the listener and filled with a variety
of surprises – familiar or otherwise. The true value and potential of immersive music
browsing is to connect listeners with music that they might otherwise pass over. In this
sense, direct sonification, via binaural virtual auditory display, might be used for more
than just swiftly sifting the week’s latest releases. It could also be a means of transport-
ing someone instantaneously to a moment in their life one, two, five or ten years ago, via
the tracks they then had on rotation. It could provide an immediate snapshot of what
music an old friend they’ve lost contact with has been exploring this month. It could
fluidly showcase the most frequently played tracks this week by their loved ones. These
emotional touch points are significantly diminished if playlists are only seen in written
form. They become vital and visceral when heard.

This thesis has taken several first steps towards understanding how 3D immersive
audio presentation might bring life to music discovery in the age of streaming. By pro-
moting more informed and responsive user approval or rejection of algorithmic recom-
mendations, binaural virtual auditory display could present a means to push forward
current models of engagement between music consumer and content provider.
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Appendix A

Source code for original research
software written as part of this thesis

A.1 Auditory Archive Explorer

https://github.com/rishi-s/Auditory-Archive-Explorer

The codebase used for the Auditory Archive Explorer research outlined in Chapter 3 , in-
cluding voice command recognition (via SpeakOSC1), interaction and navigation design
(using the Max2 visual programming language) and audio content management (han-
dled by a Reaper3 digital audio workstation project in real-time).

A.2 Immersive Audio Headset

https://github.com/rishi-s/Immersive-Audio-Headset

The main binaural signal processing code (using C++) and graphical user interfaces (us-
ing the TouchOSC4 GUI designer for iOS) devised for the research outlined in Chapters 4
to 6, including:

• Binaural virtual auditory display system and measurement

• Study 3a: User HRTF selection for 3D interactive audio

• Study 3b: Subjective localisation test

• Prototype binaural playlist editor

1github.com/dlublin/SpeakOSC [accessed 17/2/2022].
2cycling74.com/ [accessed 17/2/2022].
3www.reaper.fm/ [accessed 17/2/2022].
4hexler.net/touchosc [accessed 13/6/2022].

https://github.com/rishi-s/Auditory-Archive-Explorer
https://github.com/rishi-s/Immersive-Audio-Headset
https://github.com/dlublin/SpeakOSC
https://cycling74.com/
https://www.reaper.fm/
https://hexler.net/touchosc
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Appendix B

Study 1: Auditory Archive Explorer
mental model drawings

B.1 Models of the binaural smart headphone experience

FIGURE B.1: Binaural smart headphone experience participant A
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FIGURE B.2: Binaural smart headphone experience participant B

FIGURE B.3: Binaural smart headphone experience participant C
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FIGURE B.4: Binaural smart headphone experience participant D
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FIGURE B.5: Binaural smart headphone experience participant E
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FIGURE B.6: Binaural smart headphone experience participant F
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FIGURE B.7: Binaural smart headphone experience participant G

FIGURE B.8: Binaural smart headphone experience participant H
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FIGURE B.9: Binaural smart headphone experience participant I

FIGURE B.10: Binaural smart headphone experience participant J
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B.2 Models of the speaker experience

FIGURE B.11: Smart speaker experience participant K

FIGURE B.12: Smart speaker experience participant L
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FIGURE B.13: Smart speaker experience participant M

FIGURE B.14: Smart speaker experience participant N
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FIGURE B.15: Smart speaker experience participant O

FIGURE B.16: Smart speaker experience participant P
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FIGURE B.17: Smart speaker experience participant Q
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FIGURE B.18: Smart speaker experience participant R

FIGURE B.19: Smart speaker experience participant S

FIGURE B.20: Smart speaker experience participant T
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FIGURE B.21: Smart speaker experience participant U

FIGURE B.22: Smart speaker experience participant V
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Appendix C

Study 2b: Music dataset selection

C.1 Source and selection process

Million Song Dataset

MusicBrainz Tag

Echo Nest 
Familiarity < 0.6

Echo Nest 
Playlist

FIGURE C.1: Illustration of the song selection process from the Million Song
Dataset. (Note that the scale is not representative of the subsets of the col-

lection.)

The music used for the user experiment was drawn from the publicly available Mil-
lion Song Dataset (Bertin-Mahieux et al., 2011). The dataset contains both metadata and
features extracted from the audio signals of one million songs. At the time of preparing
the content used in the experiment, further features could be queried through the Echo
Nest API 1. Short audio clips of about 30 seconds length could also be retrieved for songs
through the 7digital API 2. Since a large amount of music was needed for experiment,
existing music information retrieval tools were used to filter and select the songs used,
rather than hand curate the collection.

Figure C.1 illustrates the selection process. Five genres or styles of music were re-
quired — three of the styles are used in single-genre trials and all five are used in com-
piling mixed genre trials. The aim was to enable comparison of participants’ ability to

1github.com/mukul13/REchoNest [accessed 4 April 2022]. An active Echo Nest API is no longer publicly
available, but an archive of the library exists at this location.

2docs.7digital.com/ [accessed 4 April 2022]. The 7digital API no longer provides open access to track
previews

https://github.com/mukul13/REchoNest
https://docs.7digital.com/
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discriminate similar (single-genre) and dissimilar (mixed genre) content presented con-
currently. To find artists within the same genre, the Million Song Dataset was queried to
retrieve all artists with a MusicBrainz tag of: "hiphop", "hip hop" or "hip-hop"; "rock";
"jazz"; "latin"; or "electronic". The three different spellings of ’hip-hop’ were used as no
single spelling alone retrieved a sufficient number of tracks. Popular songs that are easily
recognisable are difficult to control for within a music listening experiment, as different
users may not be familiar with the same songs. The selection process aimed to control for
this factor by selecting songs that were from relatively unknown artists.

Firstly, The Echo Nest artist familiarity measure was used to reject artists that were too
well known by retrieving only songs of artists that had a familiarity measure less than 0.6
(where 1.0 is very familiar and 0.0 relatively unknown). Secondly, the Echo Nest playlist
API was used to ensure that songs in each genre pool sounded similar. To achieve this,
the songs identified for each genre were grouped into five separate Echo Nest catalogues.
A playlist was then requested from each catalogue based on the corresponding seed Mu-
sicBrainz tag (i.e. the original artist style descriptor), with the additional stipulation that
returned songs had a maximum ’hotttnesss’ of 0.6. Hotttness is the Echo Nest measure
of the current popularity a song or artist, so this threshold further controlled for likely
familiarity.

The Echo Nest playlist and catalogue APIs did not support query of the whole Million
Song Dataset without a commercial agreement. So, selecting smaller sets of songs that
were first filtered by the defined artist MusicBrainz tags and familiarity metric was a
necessary step before querying the playlist API to ensure similarly. The outcome of this
process returned the following number of tracks for each genre:

• 123 electronic

• 83 hip-hop

• 83 jazz

• 75 latin

• 76 rock
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