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Abstract

Automotive technology today is focusing on autonomous vehicle development. The

sensors for these systems include radars due to their robustness against adverse

weather conditions such as rain, fog, ash or snow. In this constant search for ad-

vancement, high resolution systems play a central role in target detection and avoid-

ance. In this PhD project, these methods have been researched and engineered to

leverage the best radar resolution for collision avoidance systems.

The first part of this thesis will focus on the existing systems consisting of the

state-of-the-art at the time of writing and explain what makes a high resolution

radar and how it can cover the whole field of view. The second part will focus on

how a non-uniform sparse radar system was simulated, developed and benchmarked

for improved radar performance up to 40% better than conventional designs. The

third part will focus on signal processing techniques and how these methods have

achieved high resolution and detection: large virtual aperture array using Multiple

Input Multiple Output (MIMO) systems, beampattern multiplication to improve

side-lobe levels and compressive sensing. Also, the substrate-integrated waveguide

(SIW) antennas which have been fabricated provide a bandwidth of 1.5GHz for the

transmitter and 2GHz at the receiver. This has resulted in a range resolution of 10

cm. The four part of this thesis presents the measurements which have been carried

out at the facilities within Heriot-Watt University and also at Netherlands Organi-

sation for Applied Scientific Research (TNO). The results were better than expected

since a two transmitter four receiver system was able to detect targets which have

been separated at 2.2◦ in angle in the horizontal plane. Also, compressive sens-

ing was used as a high resolution method for obtaining fine target detection and

in combination with the multiplication method showed improved detection perfor-

mance with a 20 dB side-lobe level suppression. The measurement results from the

6-months placements are presented and compared with the state-of the art, reveal-

ing that the developed radar is comparable in performance to high-grade automotive

radars developed in the industry.
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Chapter 1

Introduction

1.1 Motivation and goal

In this chapter, a short account will be given on the importance of radar systems

in the automotive industry, its emergence and key role in avoiding collisions, while

creating the path to the development of autonomous systems. This chapter presents

the motivation for this thesis and highlights the key findings of the work, while

focusing on the breakdown of the thesis structure and main content.

1.2 Background

Automotive radar systems are primarily used as sensors for Autonomous Driving

Assistance Systems (ADAS). Sensors such as cameras or laser imaging, detection,

and ranging (”LiDAR”) gather complementary data to enable a holistic data acqui-

sition process called ”sensor fusion” [1.1]. This process leverages machine learning

algorithms to react in case there is any danger present. Radars are considered es-

sential in the detection of other cars, pedestrians or other objects for the collision

avoidance process [1.1, 1.2]. Radar sensors are used in conditions where other sen-

sors such as cameras and LiDAR underperform. Radar networks (such as the one

shown in Fig. 1.1) are combining severals streams of data which is usually later pro-

cessed in a process called ”sensor fusion”. This solution is attractive since multiple

sensors offer diversity, which can lead to improved angular performance in particular

if the whole network of sensors has a wider span than the sensor’s span [1.1]. In

1



Chapter 1: Introduction

Figure 1.1: High abstract layers are implemented more frequently in today’s auto-
motive radar [1.1].

literature, radar systems with several separated sensors is called a radar network.

These sensors create a fusion which is can be coherent or incoherent as depicted in

Fig. 1.1.

Several factors have resulted in the progress of automotive radar systems: the

development of monolithic microwave integrated circuits (MMICs) which operate

from 300 MHz to 300 GHz and are based on silicon technology which can be mass-

produced, the requirements set by the European New Car Assessment Programme

(EuroNCAP) on automotive safety, the advancements of the antenna systems such

as planar antennas with a reduced fill factor, and improved back-end digital sig-

nal processing techniques for advanced machine learning algorithms, as well as the

appearance of 5G connected vehicles. Research for radar has boosted in the automo-

tive sector. Market research companies such as Yolé Development closely monitor

the electronics industry especially in the automotive market. Their report is that

the automotive radar market is still expanding with a rate of 19% per year despite

the shortages with COVID-19 [1.2]. The total cost of these sensors on an individual

car is forecast to reach $10,000 by 2025, with an estimated 110 million radar units

to be shipped that year. In [1.2], Yolé propose several directions of research and

develop an automotive radar roadmap based on their experience of the radar market

2



Chapter 1: Introduction

Figure 1.2: Automotive radar roadmap for next generation of autonomous vehicle
systems. This figure is adopted from [1.2].

(as depicted in Figure 1.2) : 3D height measurement (elevation capability) started

in 2019, discriminate nearby objects (high resolution radar imaging) phased in from

2021, ensure no misses (reduce inter-radar interference) implemented from 2020 ,

classification and labelling (image processing with artificial intelligence (AI)) as an

ongoing development for radar manufacturers.

The gradual improvement of ADAS has made possible the pioneering of fully

automated vehicles deployed on street environments, reaching Levels 4 (constant

human interaction is not required) and in some cases Level 5 (driver controls are

optional) [1.2]. ADAS platforms at the time of writing of this thesis are prominently

based on Levels 2 and 3 of autonomy, meaning that Automated Emergency Braking

(AEB) is the current standard, Automated Emergency Steering (AES) represents

the next norm, while, Automated Driving (AD) is the convention of the future.

Autonomous driving at Levels 4 and 5 can be assisted by sensor data fusion, with

the surrounding of the car being recorded by video, LiDAR, and more conventional

microwave or millimeter-wave radar [1.2]. The inclusion of all three platforms is

necessary to provide adequate resolution and detection for all weather conditions

including fog, rain or snow. Radar is and will stand to be an essential part of the

automotive safety, with imaging becoming more predominant and essential for the

3
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detection process.

1.3 Motivation and Main Contributions

When it comes to voxel perceptions per scan, microwave and millimeter-wave radar

systems perform sixteen times worse than LiDAR, and approximately two hundred

times worse than camera [1.3]. Achieving improved resolution for automotive radar

and accurate target detection plays a key role in the progress towards autonomous

driving [1.2]. Basically, the constraint with radar performance is limited by the

actual physics of the problem [1.3], therefore radar performance can be improved by

system design in terms of resolution, in order to precisely detect the coordinates of

the targets present in the environment. The motivation is to design an automotive

radar system which is able to give a fast reading of the environment, while accurately

detecting multiple targets.

The following main contributions have been made towards designing a high res-

olution millimetre-wave radar system:

1. Design, fabrication and measurement of a substrate-integrated waveguide (SIW)

sparse antenna receiver array with enlarged antenna aperture for greater radar

angular resolution to prove detection of two targets which are separated at 2◦

in the angular domain with the use of only 8 antenna elements and the use of

compressive sensing reconstruction.

2. Design of a radar post-processing smoothing function using beampattern mul-

tiplication which improves side-lobe level (SLL) response for radar measure-

ments, which lead to the use of another algorithm using a 4x4 Butler matrix

radar detector, for increased angular resolution.

3. Radar system measurements with a multiple-input multiple output (MIMO)

substrate integrated waveguide (SIW) frequency modulated continuous wave

(FMCW) system in an anechoic chamber environment and characterisation of

a 24 GHz radar system, using SIW antennas using 6.3% impedance percentage

bandwidth (1.5 GHz), for increased range resolution.

In this thesis, Doppler velocity is not investigated since it is not possible to

measure it using the existing facilities at Heriot-Watt and additional efforts are
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needed to validate simulation results of the metric. Hence, only angular and range

measurements will be presented in this thesis. However, a detailed description on

how to theoretically calculate them are found in Chapter 2 (2.4.1).

1.4 Thesis Outline

The remainder of this thesis contains the following:

Chapter 2

This chapter introduces the concepts of millimetre-wave radar, and briefly describes

the theory behind the use of FMCWMIMO radar transmission and reception, which

is a key aspect in understanding the work presented in this thesis. Digital beamform-

ing is also presented as the means of processing the raw data acquired by the radar

and determining the points in the environment of maximum signal return. Other

relevant technologies are presented for antenna design: SIW technology, MIMO sys-

tems, an overview of sparse-array design and compressive sensing as an alternative

to conventional digital signal processing techniques.

Chapter 3

This chapter presents the novel antenna MIMO design which was first developed for

FMCWMIMO radar operating at 24 GHz, and which had improved range resolution

and angular resolution, due to the enlarged aperture formed with the MIMO array in

the time domain. This work has been presented in [1.4]. The chapter later presents

a new concept, called a sectorized radar system which enhances the field-of-view

(FOV) of the radar system by using multiple radar modules which are assigned

to different areas of the visible range of the radar, making it possible to have a

wide detection area, and also increased angular resolution with the use of a two-tier

detection system which is able to replicate the behaviour of a non-uniform sparse

array radar system. This work has been presented in [1.5].
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Chapter 4

This chapter introduces the signal processing techniques used for digital beamform-

ing in order to detect the positions of the targets in the angular domain. Classical

beamforming approaches are presented, but also new techniques are introduced:

interpolation/extrapolation of antenna element arrays for a MIMO radar system

(presented in [1.6]), spectral smoothing with the use of beampattern multiplication

(presented in [1.7]) and highly separated antenna systems which are able to detect

targets with an improved response due to the reduction of the coupling between the

elements.

Chapter 5

This chapter presents the sparse sensing approach to automotive radar using the

FMCW MIMO radar system and also applying a compressive sensing algorithm

called Your L1 Algorithm(YALL1). The advantages and disadvantages of this

approach are highlighted in this chapter. The results of this solution are considerably

improved in comparison to standard solutions since the sparse reconstruction is able

to detect targets even with reduced data sampling points. The work has been

presented in [1.8].

Chapter 6

The final chapter of the thesis presents a summary of the results, main contributions,

and the possibility of future work for the discussed topics.
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Chapter 2

Background

2.1 Motivation and goal

This chapter introduces radar systems for automotive collision avoidance applica-

tions. The goal of this chapter is to give the reader basic understanding of radar

mechanics, what are the performance indicators of these types of radars in order to

correctly identify the opportunities of improvement. Basic concepts of radar system

design are mentioned and explained, as well as the basic principles behind radar

signal processing, the way information is perceived from the environment, and how

the radar makes use of the signals in order to produce meaningful content. The

motivation is to make the reader confident about radar metrics and with the basic

principles understood, he/she is able to appreciate the efforts of the works presented

in subsequent chapters.

2.1.1 Chapter outline

This chapter will present the radar concept, outlining the types of radars available,

focusing on Multiple-Input Multiple-Output (MIMO) radar and frequency modu-

lated continuous wave (FMCW) radar. Then a discussion is made on the importance

of antenna placement for these types of devices. In the introduction, a classification

of MIMO antenna placement is made for collocated MIMO radar and widely sepa-

rated MIMO radar. Then, this chapter discusses the dominant techniques found in

literature for achieving high performance automotive radar sensors. Both hardware

and software processing techniques are highlighted. This chapter will also introduce
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the most recent and influential works in MIMO automotive radar to date, having

illustrated the benefits of several radar sensors and how these are compared with the

work presented in this thesis. This chapter also describes the classical MIMO ap-

proach for automotive applications and presents inter-element antenna array spacing

as the foundation for the sectorized radar system described in Chapter 3 as well as

the non-uniform spaced array presented in Chapter 5.

2.2 Radar in History

Electromagnetic signals have seen multiple uses over time. For example, they can be

used to carry information for radio or mobile communications. Another use of elec-

tromagnetic waves is to quantify back-scattered signals from objects to detect their

presence. This is the motivation for building a radio detection and ranging (radar)

device which is able to sense information about a target location. Historically,

RADAR had a major influence on the outcome in the Second World War (WWII)

in the Battle of Britain (1940). Scottish radio engineer Sir Robert Watson-Watt,

built an entire network of early-warning radar stations, to remove the necessity of

airborne flight patrols. These were called Chain Home (CH) and Chain Home Low

(CHL) and covered the area surrounding the English Channel, as well as adjacent

zones of Great Britain. The Royal Air Force was able to save half of its fleet of

pilots, compared to the German fire fighters. This led to Britain's success since it

was technologically more advanced with long distance object detection.

Nowadays, radars are indispensable working units of air-traffic control systems,

collision avoidance systems in automotive driving applications, motion sensing, speed-

camera tracking, space applications and many others.

2.3 Radar Basics

A radar can send signals which can be synchronously or asynchronously processed.

Synchronous types of radars are named coherent due to the nature of the architec-

ture which allows only signals defined to a reference to be processed.

A radar is a complex system formed of a transmitter and a receiver and
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(a) Map of Chain Home radar system (b) Chain Home radar towers

Figure 2.1: British defence radar systems used in World War II [2.1].

signal processing blocks. Each of the blocks has significant impact on RADAR

performance. When the transmitter emits electromagnetic waves, the target repels

a fraction of the electromagnetic waves to the receiver.

Because electromagnetic (EM) waves travel at the speed of light, the round-trip

distance is twice the distance to the target for monostatic radar. Once the signal is

received, it is then amplified, and digitized with the help of an analogue-to-digital

converter (ADC). This signal (the raw digital data) is then transferred to the signal

processing block, where it is processed for range, velocity and angle of arrival.

Types of radars are also able to determine the angular position of the target (not

only range and speed). This is possible by analysing the phases between receiver

antenna returns. This assumption is valid only for radars which have two or more

elements at the receiver array, such as a phased array antenna. The process of

identifying the direction of a phased array antenna is called beamforming.
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2.4 Radar Types

Pulsed Radar

A Pulsed radar is a type of radar where the signal is transmitted at a constant rate

and the target backscatters returns in-between pulses. These systems are simpler to

understand than CW systems, but more expensive to design and manufacture.

A Pulsed radar usually sends a signal to the target and expects to get a reflection

until the next pulse is send. Pulses can be sent synchronously or asynchronously, but

the target will always be detected in the window between two pulses. The frequency

at which a pulse is send is usually referred to the Pulse Repetition Frequency (PRF),

defined as:

PRF =
D

Pulse width
(2.4.1)

where D represents the duty cycle and the Pulse width is the pulse width of the

signal. The range of targets for pulsed systems can be calculated using the time

it takes to reach the target and back. The method of detection in pulsed radar is

called time gating. The range to the target can be calculated with:

R =
techo · c

2
(2.4.2)

where c is the speed of light (approx. 3× 108 m/s), R is the range to the target,

and techo is the time delay to the target.

Continuous Wave (CW) Radar

This type of radar emits energy continuously and listens for any target returns. CW

radars are widely used in applications such as door openers for large retail stores,

police speed cameras and collision avoidance in cars.

Frequency Modulated Continous Wave (FMCW) Radar

FMCW radars are an inexpensive solution which are also easy to fabricate and they

are the most used form of CW radar in use today [2.2]. FMCW radars have the
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Figure 2.2: Illustration of linear frequency variation with time, for a liniar FM
modulation as found in [2.2].

same basis as pulse compression, but it varies frequency as a function of time. This

way, a particular value of frequency is associated with a delay which translates in

range. Fig. 2.2 shows the linear FM signal.

where ∆F is bandwidth and Tm is the chirp period. When sending a signal to

an object and back, we can assume there will be a delay which also translates a

frequency change. This instantaneous difference in frequency between transmitted

and received signal at a point in time is called the beat frequency (fbeat). The

delay between the transmitted and receive signal is called the echo delay (techo), and

represents the time for the signal to echo to the target and back to the receiver. The

problem is that techo cannot be measured directly.

2.4.1 Measuring distance

Assuming that the targets are static, by measuring the beat frequency, we are

able to determine the range R by relating to the time for the signal to be echoed
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Figure 2.3: Illustration for a FMCW detection and determination of range as found
in [2.2].
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Figure 2.4: Illustration of Doppler effect as found in [2.2].

back. We already know Tm and we are looking to determine techo by looking at the

direct relationship between period, frequency, delay and change in frequency:

techo
Tm

=
fbeat
∆F

(2.4.3)

The two terms Tm and ∆F formed an enlarged triangle formed by techo and fbeat.

The range of the static target thus becomes:

R =
Tm
∆F
· c · fbeat

2
(2.4.4)

2.4.2 Doppler shift

In case we have moving targets we will notice an effect in frequency called the

Doppler effect or shift. In this case, the received signal is offset-ed with a frequency

deviation called the Doppler frequency (fD) and this can be seen in Fig. 2.4. The

total frequency deviation thus becomes:
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Figure 2.5: Solving for the Doppler effect using the up and down chirps of a trian-
gular FMCW signal as found in [2.2].

fbeat =
∆F

Tm

2R

c
+

2vr
λ

(2.4.5)

where vr is the target velocity, λ is the wavelength. In this case we have one

equation with two unknowns, since we do not know the range and the target velocity.

One method to determine both variables is to consider up and down chirps in the

case of a triangular FMCW waveform as seen in Fig. 2.5. The up and down beat

frequencies are thus defined as:

fbeat,up =
∆F

Tm

2R

c
− 2vr

λ

fbeat,down =
∆F

Tm

2R

c
− 2vr

λ

(2.4.6)

Thus for a single moving target we have two equations with two unknowns (range

and velocity) and thus we can find their expressions:

R =
Tmc

8∆F

(
fbeat,up + fbeatdown

)
(2.4.7)

vr =
λ

4

(
fbeat,down − fbeatup

)
(2.4.8)
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2.4.3 Defining the FMCW radar signals

The linear modulated waveform or a linear chirp is a signal which has a linear

variation in frequency. To better understand the concept, a sinusoidal signal is

taken [2.3]:

x(t) = A sin(ϕ(t)) (2.4.9)

where A is the amplitude and ϕ(t) is the phase. The derivative of the phase is the

instantaneous angular frequency[2.4]:

w(t) =
dϕ(t)

dt
, w(t) = 2πf(t) (2.4.10)

f(t) =
1

2π
× dϕ(t)

dt
; (2.4.11)

The frequency rate or chirp rate is defined by the rate of change of the fre-

quency[2.4]:

c =
1

2π
× d2ϕ(t)

dt2
=
df(t))

dt
; (2.4.12)

Since it is known that a LFM signal has a linear frequency response over time,

we can write that signal as:

f(t) = f0 + kt (2.4.13)

where f0 is the starting frequency, k is the slope of the chirp and t is the time

variable. k is defined as:

k =
f1 − f0
T

(2.4.14)

where f1 is the stop frequency and T is the period to sweep between f0 and f1.

Since the frequency behaves linearly within the sweep, one is able to compute the

phase of the chip by taking the time integral of the frequency.
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ϕ(t) = ϕ0 + 2π

∫ t

0

f(τ) dτ

= ϕ0 + 2π

∫ t

0

(f0 + kτ) dτ

= ϕ0 + 2π (f0 t+
k

2
t2)

(2.4.15)

where the linear modulated waveform signal (or linear chirp) can be written as

[2.3, 2.4]:

x(t) = sin [ ϕ0 + 2π (f0 t+
k

2
t2) ]; (2.4.16)

Usually, the initial phase at t = 0 is zero. The chirp is therefore an FM signal

which has a linear change of rate in the frequency domain.

2.5 Automotive Radar Concept

The concept of automotive radar dates back from the 1970’s when car manufactur-

ers have investigated the possibility of detecting objects at a distance for collision

avoidance. The first actual hardware was produced in 1998 with Daimler and this

radar worked at 77 GHz [2.5]. Until 2003, car manufacturers have adopted radar

hardware for executive cars in order to adapt distance without too much user inter-

action in adaptive cruise control (ACC) applications [2.5]. Nowadays, middle class

cars include radar sensors due to the reduction in price of electronics made with

mass manufacturing and their widespread adoption with car makers [2.5].

2.6 Key Parameters in Automotive Radar Perfor-

mance

Automotive radars will vary in their performance based on specifications chosen by

engineers and designers. These key parameters determine how the ADAS will react

in different scenarios and it is important that adequate values are chosen especially
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Figure 2.6: Types of automotive radar systems

in safety critical systems.

In this section, the parameters which contribute to radar performance for auto-

motive applications are described.

Range resolution

The first parameter a radar will be capable of displaying is the range to the target.

For automotive radars, there is a clear distinction between the several types of radar:

• Short Range Radar (SRR)- Typically operate between 0.15m and 50m and

have a wide field of view (FOV) covering up to ± 80◦ degrees the horizontal

view. These types of radar can render high resolution since they have a narrow

beam in the elevation plane but a fan beam in the horizontal plane.

• Medium Range Radar (MRR) - Operate between 50m and 100m and typ-

ically have less FOV in comparison with the SRR but are capable of detecting

targets at longer distances. A field of view of a MRR can span between ± 40◦

and ± 10 ◦ in elevation.

• Long Range Radar (LRR) can typically detect targets up to 250m in

distance and have a narrow beam both in azimuth (±15◦) and elevation (±5◦).

Although objects can be detected at a certain range, it is important to quantify

how many targets the radar is able to detect a certain distance. This is called the

range resolution (∆R). As an example, if two targets are located at 0.5m apart, but

the radar has only 1m range resolution, then the two targets will be detected as a

single target. It is desired to have a range resolution which is as small as possible.

The formula for radar range resolution is [2.6]:

∆R =
c

2B
(2.6.1)
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where c is the speed of light, and B is the bandwidth of the transmitters and

receivers. Typically, SRRs have higher range resolution than LRRs, with values

ranging from 10cm to 0.5cm depeding on the bandwidth.

Design frequency

Two millimetre frequency bands are predominant in automotive radar systems: 24

GHz (Ka-band) and 77 GHz (W-band). The 24 GHz frequency band has been chosen

by the European Telecommunications Standards Institute (ETSI) as a temporary

measure to prepare radars to work between 77-81 GHz [2.7]. Future radar systems

will not be allowed to use 24 GHz technology because frequencies up to 40GHz

will be dedicated for millimetre wave communications. If radars are used at this

frequency, the beams will interfere, therefore ETSI has scheduled that all radars

working at 24 GHz will have to have special permission to continue production [2.8].

The 24 GHz frequency band was initially adopted in order to allow car manu-

facturers to develop technology without the high costs of W-band production, since

the technology at higher frequencies adds extra cost. The transition between the

two frequencies would be less difficult and would allow decreasing the cost of higher

frequency components. Since the wavelength at 77 GHz is smaller than the 24 GHz

wavelength, radars at higher frequencies are three times smaller than an equivalent

24 GHz radar, hence the footprint is small [2.8].

Bandwidth

Bandwidth plays an important role in the range resolution of the radar and its per-

formance. According to the official standards, the radar bandwidth is limited at

250MHz for 24 GHz radars which use the industrial, scientific, and medical radio

band (ISM band)[2.7]. This is only a temporary measure set by the European Stan-

dards Telecommunications Institute (ETSI) and this ended in January 2018. The

maximum effective isotropic power which could be used was limited to 20dBm[2.8].

A ultra wide band (UWB) frequency spectrum is also available from 22.65-25.65

GHz, but should be shared with other applications. For for 77 GHz radars, a

frequency band of 1GHz has been allocated between 76 and 77 GHz, with an ultra
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wide band option available from 77 GHz-81 GHz[2.8]. The EIRP is limited to 40

dBm. [2.7]

Radar field-of-view (FOV)

The radar FOV is defined as the angular section over which the the main beam

can be steered in order to illuminate the target [2.6]. When an array of antennas is

steered electronically, a phase shift is applied to sensor elements which will affect the

array factor of the antenna array to 'look' in a certain direction. This is illustrated

in Figure 2.7.

Figure 2.7: Radar Field-of-view (FOV)

Angular resolution

The antenna array of the radar will transmit a number of waves which will travel

different paths, some combining constructively and others destructively. At certain

points, the amplitude of the antenna response decreases and becomes a perfect null

(where the waves completely cancel). The distance between two nulls on either side

of the normal of the antenna define the main lobe of the antenna [2.6].

After the angular position of the first null, waves partially construct into lobes

which are less in amplitude than the main lobe and they are usually preceded and
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Figure 2.8: Angular resolution

followed by nulls. These lobes are called sidelobes and it is better for a directive

array to have as lowside lobes as possible [2.6].

Antenna arrays are sets of antennas combined to output an improved response

compared to a single element. Phased arrays are steered by changing the phases

between elements as seen in Figure 2.7. The output of the phased array is obtained

by directly summing the signals from N elements [2.9, 2.10].

Ea =
N∑
k=1

sin(ωt+ ϕk); (2.6.2)

From the wavefront arriving at element K=1, an additional phase of ψ will be

added to each element of the array while the last element will have phase equal to

(N−1)ψ
2

. Therefore, the output will have the form:

Ea =
N∑
k=1

sin(ωt+ kψ − N + 1

2
ψ); (2.6.3)

For two elements, this will translate in adding two phase shifts:

Ea = sin(ωt+
ψ

2
) + sin(ωt− ψ

2
); (2.6.4)

By applying trigonometric identities, the output field pattern can be rewritten
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as:

Ea = sin(ωt)
sin(2ψ/2)

sin(ψ/2)
(2.6.5)

In the general case, for an N-element array, the numerator will be changed as to

reflect the N-elements of the sensor array[2.10, 2.9]:

Ea =
N∑
k=1

sin(ωt+ kψ − N + 1

2
ψ) = sin(ωt)

sin(Nψ/2)

sin(ψ/2)
(2.6.6)

The output field response of the array becomes:

Ea = sin(ωt)
sin(N πd

λ
sinθ)

sin(πd
λ
sinθ)

(2.6.7)

and |Ea(θ)| is the magnitude of the field intensity pattern[2.10, 2.9]:

|Ea(θ)| =
sin(N πd

λ
sinθ)

sin(πd
λ
sinθ)

(2.6.8)

To obtain the radiation pattern of the antenna, the field pattern must be nor-

malised and squared:

Ga(θ) =
|Ea(θ)|2

N2
=

sin2(N πd
λ
sinθ)

N2 sin2(πd
λ
sinθ)

(2.6.9)

The aperture of the antenna is L = N d, and the small angle approximation can

be applied ([2.10]) where sin(θ) = θ. Hence:

Ga(θ) ≈
sin2(πL

λ
sinθ)

(πL
λ
sinθ)2

(2.6.10)

Generally, the beamwidth of the antenna is calculated at the half-power point

Figure 2.9: Wavefront arriving at the antenna receiver
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at broadside (at the point at which the beam is steered at 0◦). The beamwidth

increases as the beam is steered away from broadside. It is a variable which is

dependent on wavelength and aperture diameter [2.10].

θ3dB = arcsin
(kλ
d

)
(2.6.11)

where k is a constant (70 for degrees and 1.22 for radians), λ is the wavelength

and d is the aperture of the antenna.

By rearranging (2.6.11) :

θ3dB = sin−1
( ω λ

2π d

)
(2.6.12)

where ω is angular velocity. If the elements are equally spaced and the spacing

between them is 0.5λ [2.11] then the angular resolution becomes:

θ3dB = sin−1
( 2

N

)
(2.6.13)

The field of view (FOV) of the radar will always be positioned radially between

angles (−π; π) [2.11]. Hence the FOV is defined as :

θFOV = ± sin−1
( λ
2d

)
(2.6.14)

If the spacing is 0.5λ then the FOV is ±90◦.

Digital beamforming

The digital beamforming method is similar to analogue beamforming, only that the

beamforming itself is done after each of the receiver channels have been sampled

with an analgue-to-digital converter (ADC). This offers a significant advantage over

analogue beamforming since high resolution angle of arrival (AoA) algorithms are

capable of obtaining a precise location of the target. However, the main disadvantage

of this method is that the signal processing time of these algorithms makes it difficult

for them to be adapted to safety critical systems. Also, for some of the algorithms,

the number of targets has to be specified, information which is not always known

apriori. A typical digital beamformer is depicted in Figure 2.10.
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Figure 2.10: Digital beamformer

2.7 SIMO and MIMO radar

The concepts of SIMO and MIMO radar have seen its adoption from 1989 when a

synthetic aperture impulse radar would use largely spaced arrays to continuously

illuminate airborne space for detection [2.12]. Since then, MIMO radar has seen

popularity in the 1990's [2.13] while today it is present in many area of radar and

communication systems. The concept of MIMO radar has been adopted also in au-

tomotive radar due to the evolution of manufacturing processes (e.g. SiGe, CMOS,

BiCMOS etx.) for on-chip technologies and the need to work at millimetre frequen-

cies not only for automotive applications but also for communication systems in

general.

2.7.1 Definition

The term SIMO (single input multiple output) is used to describe a radar sys-

tem with only one transmitter and multiple receivers. Multiple input multiple

output(MIMO) radar on the other hand can have multiple transmitters which

can increase the views of the target. The principle between the two is orthogonal

transmission and reception in either time, space or phase. In effect, a reduced num-

ber of elements is used for a wide virtual antenna aperture. Figure 2.11 illustrates
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the two SIMO and MIMO configurations.

MIMO radar is a technology which uses multiple receivers and transmitters in

order to take advantage of spatial diversity and illuminate several areas of the target.

SIMO radars are conventional radar configurations which have one transmitter

and usually equally spaced receivers defined as a uniform linear array (ULA). MIMO

radars, on the other hand, can provide increased angular resolution for automotive

detection systems because these radars can emulate an increased aperture size for

the receiver antenna array [2.14]. MIMO systems also combine the advantage of

using multiple reflections from transmit/receive paths. The targets are illuminated

successively from different views, taking into account the positioning of the antenna

sensors [1.1].

MIMO antennas also bring more spatial diversity. Emerging antenna designs

provide beamsteering which can improve radar resolution in addition to the trans-

mitted power distribution [2.15]. MIMO systems have also seen a proliferation

among radars designed for automotive applications [2.16, 2.17, 2.18]. This is espe-

cially true due to the well-known principles behind MIMO processing which have

been adapted from digital communication systems [2.19, 2.15, 2.20]. The advan-

tage of using MIMO radar front-ends is also related to the increased illumination

of the target for a defined FOV. At the same time, MIMO systems use the spatial

antenna distribution to increase the virtual aperture length by convolving the an-

tenna signals. Furthermore, signal ortogonality is key to multi-antenna transmission

systems, especially when concurent transmission is taking place. The received sig-

nal strengths vary for different radar cross sections (RCS) of the targets, however

increased aperture length improves angualr resolution.

According to the MIMO theory described in [2.21], the positions of the NTX

transmitters, together with the positions of the MRX receivers constitute an equiv-

alent array, also termed a virtual array with the following steering vector:

y(ϕ) = e
i
2π

λ
(dTx

⊕
dRx)u

, (2.7.1)

where dTx, dRx are the transmitter and receiver antenna element separations, and

(dTx
⊕

dRx) = (dTx1 + dRx1 , dTx1 + dRx2 , ...., dTxN + dRxM ) represents the antenna virtual

array configuration based on the convolution of the transmitter and receiver antenna
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array elements. The aperture of this equivalent virtual array has a total number of

NTX ×MRX element positions. The advantage of using this MIMO configuration is

the reduced sensor footprint and RF hardware requirement when compared to an

equivalent uniform linear array of the same size. In general, it is expected that for

an array of size NTX ×MRX antenna sensors, the total physical area is reduced to

only NTX +MRX antenna sensors for the radar front-end.

Figure 2.11: Single-Input Multiple-Output and Multiple-Input Multiple-Output Ar-
chitectures

2.7.2 MIMO Radar Configurations

MIMO radar can transmit multiple orthogonal signals. The next two sections will

describe the advantages and disadvantages of positioning the antennas closely to-

gether (in collocated configuration) and when they are separated at a considerable

distance (widely separated configuration).

Collocated MIMO Radar

For transmitter antennas that are closely positioned (collocated), the usually are

transmitting orthogonally. In addition, waveform optimisation offers an unique ad-

vantage for MIMO radars since beampatterns can be modelled with effective sensor

positioning. The illustration of collocated MIMO radar can be seen in Figure 2.12a.

Widely Separated MIMO Radar

MIMO radars with widely separated transmit/receive antennas benefit from gain

diversity since each of the modules can better illuminate the target and provide a

better view of the radar cross section (RCS) [2.22]. An important assumption in
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(a) Collocated MIMO radar (b) Widely separated MIMO radar

Figure 2.12: MIMO configurations

Figure 2.13: Physical MIMO spacing vs MIMO virtual array spacing

widely separated antennas is the decorrelation between antennas, which assumes

that the individual views of the target are independent and facilitates non-coherent

processing [2.22]. An illustration of widely separated antennas is present in Figure

2.12b.

2.7.3 MIMO Radar Angular Resolution Improvement

MIMO radars can improve resolution with transmission diversity. As can be seen

in Figure 2.13, one transmitter which sends a signal to the target will reflect a

beam at the four-element receiver. The number of transmit elements, NTX is 1 and

the number of receiver elements NRX is 4 in this case. If the transmitter has two
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elements which are spaced at a distance equal to the aperture size of the receiver (in

this case four), then the equivalent virtual array will receive two beams and it will

have twice the size of the receiver. Generally, if a MIMO transmission system has

NTX transmitters and NRX receivers, then the aperture of the receiver array will

have the size of NTX ×NRX elements [2.11, 2.13].

This property of MIMO systems allows for smaller antenna pysical size with

a larger virtual aperture. For radars, this property translates in better angular

resolution. In Figure 2.13, the angular resolution of the SIMO system has 30◦ res-

olution, while the MIMO array will be able to distinguish targets at 15◦ resolution,

at the expense of only a single physical element. Therefore MIMO systems achieve

NTX × NRX element aperture at the expense of NTX + NRX physical antenna ele-

ments[2.11, 2.13].

2.8 State-of-the-art Automotive Radars

In this section, the most recent works involving automotive radars are presented

and classified. This literature review was composed of a set of 40 conference papers

and journal articles [2.23, 2.34, 2.45, 2.56, 2.58, 2.59, 2.60, 2.61, 2.62, 2.24, 2.25,

2.26, 2.27, 2.28, 2.29, 2.30, 2.31, 2.32, 2.33, 2.35, 2.36, 2.37, 2.38, 2.39, 2.40, 2.41,

2.42, 2.43, 2.44, 2.46, 2.47, 2.48, 2.49, 2.50, 2.51, 2.52, 2.53, 2.54, 2.55, 2.57, 1.1] . A

shortlist of 5 papers was prepared for a more detailed comparison. The papers are

the most recent works of automotive radars found at the time of writing. In the clas-

sification of automotive radars, the most important factors taken into consideration

were the angular resolution of the radar, range resolution, ease of manufacturing,

detection time and the footprint of the antenna front end.

As a result of this review, different techniques of increasing angular resolution

have been identified in both hardware and software domain. It is the focus of this

chapter to identify the techniques which significantly improve radar detection.

Improving radar resolution can be achieved with several hardware techniques.

The works discussed in this review achieve this enhancement by the design of the

transmitter and receiver front end. It is possible to obtain accurate identification

of targets even with few number of elements (e.g. 5◦ 3-dB beamwidth with only 4
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elements both at transmit and receive). Hence, the angular resolution of the radar

can be determined by designing the aperture of the receiver antenna. The wider

the aperture of the antenna, the sharper the beam and a more precise detection

can take place [2.10]. The theory undelying the beamwidth of the receiver as well

as how MIMO achieves better resolution have been discussed in Chapter 2. In this

chapter, several techniques are presented as a way of enhancing angular resolution

and range resolution.

Figure 2.14: 77-81 GHz radar with 2x16 MIMO antennas [2.23]

Analogue beamforming

The analogue beamformer adjusts the sensor arrays to position the beam in the

radar’s direction of maximum return. By positioning the beam in a particular

direction, the target reflects energy back and this will show a peak. The target is

thus identified with a minimal signal processing overhead, which makes analogue

beamforming very fast.

The work presented in [2.23] shows a 2-by-16 MIMO analogue beamformer for

an automotive radar working at 77-81 GHz. The FOv achieved in [2.23] is ±50◦.

A microstrip patch array was employed for the antenna front end which has been

manufactured in a SiGe process with wire bonding assembly. Overall, the radar is

able to distinguish targets at 5.5◦ apart. The radar is able to scan in∼ 1◦ increments.

An illustration of the work in [2.23] can be seen in Figure 2.14.
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Quasi-optical beamforming

This type of beamforming requires antenna elements which are quasi-optical (they

act as a lens to shape the antenna beampattern). In [2.34], a 77 GHz automotive

radar is designed using on-chip glass resonators. A field of view of ±30◦ has been

achieved, while the angular resolution is 4◦, which is near the theoretical limit of

3.6◦ for a virtual antenna array of 32-elements. An illustration of the work in [2.34]

can be seen in Figure 2.15.

Figure 2.15: 77 GHz Quasi-optical radar [2.34]

Figure 2.16: 77 Ghz radar with SIMO digital beamforming [2.45]

The work in [2.45] describes a SIMO digital beamforming system which has

transceiver capability (each transmitter module can also work as a receiver). The

antennas were chosen to be microstrip patches with dielectric rods at half-wavelength
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spacing. The total dimension of the aperture of the antenna is 7λ0. By applying a

beamforming algorithm with Chebyshev weighting, the side-lobe level is 25 dB lower

than the main lobe. In addition, the application of MUSIC high-resolution offers

a sharp receiver beampattern with angular resolution of 3.9◦. The system together

with the beampatterns of the rod antennas can be seen in Figure 2.16.

Figure 2.17: MIMO 77 Ghz transceiver radar using non-uniform antenna element
spacing with 4- [2.56]

MIMO Digital Beamforming

The work in [2.56] has been positively received by the radar research community

since it has been awarded the IEEE Microwave prize in 2011 due to its implementa-

tion of transmit receive modules which are able to offer a wide antenna aperture by

using transmission and reception orthogonally. This automotive radar manufactured

in a SiGe wire bonding technology has used only 4 elements in order to account for

the performance of a 16-element uniform linear array (ULA). The unique method

adopted in [2.56] uses a rat-race coupler to allow for each sensor element to be used

as transmitter and receiver. This front end receiver will have 4×4 antenna elements

in the MIMO virtual space. Hence, the resolution expected for this type of radar

according to equation (2.6.13) should be 7.1◦ in the 0.5λ case. Hence, the 4 element

front-end is capable of achieving the same resolution as a 32-element uniform lin-

ear array. Moreover, the field-of-view of the radar is capable of scanning ±81◦ in

the azimuth plane. A block diagram with the transceiver front end and two target
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identification are shown in Figure 2.17.

MIMODigital Beamforming with Substrate IntegratedWaveg-

uide (SIW) antennas and sectorized radar

The work presented Chapter 3 of this thesis discusses a MIMO radar which has

increased receiver antenna bandwidth with low radiation losses at 24 GHz. A multi-

static radar (or radar network) approach has been adopted to increase the effective

RCS of the target by using the concept of transmitter diversity as discussed in [2.22].

Further details of this work are presented in Chapter 3.

A MIMO FMCW radar off-the-shelf commercial system has been used in this

work. Before choosing the device, a literature survey has been carried to establish

the best radar available, and several works have been found suitable.

Figure 2.18: Radar architecture

An investigation was carried to find a radar capable of integrating antennas

fabricated in-house, and which had documented software as well as good costumer

support. A comparison of the found radar systems is shown in Figure 2.20. Overall

the Radarbook automotive radar was capable of creating a 32-element virtual array

([2.63]), however, the antennas could not be changed. The Infineon evaluation board

[2.21] had only SIMO capability which would have limited the scope of its use.
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Therefore, in the opinion of the authors, the Analogue Devices evaluation board has

been the best option for the requirements of this project since it offered 2x4 MIMO

capability and well documented software. Steps have been taken to synchronise four

radar boards, for a 32-element MIMO virtual array however it has not been possible

to synchronise them. The problem was with the external sync since this did not

offer the same clock signal to the local oscillator of the transmitter, hence it was not

possible to receive the signals at the same time from different boards. However, the

2x4 MIMO radar has worked well and a modular radar approach has been taken to

circumvent the synchronisation problem.

Figure 2.19: Comparison of off-the-shelf FMCW radar systems

2.9 Propagation model: Two-way propagation chan-

nel model

The model used in this thesis and to carry out the simulations for the radar trials

is the two-way propagation model. This is the simplest form of propagation model

for a multipath channel. This model is shown in Fig. 2.19. It represents a useful

propagation model, which is based on geometric optics, and considers the direct line
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Figure 2.20: Two-ray ground propagating model taking into account multipath as
found in [2.64]. ETOT is the total field, Eg is the ground reflected field, Ei is the
incident field, Θi is the incident angle, Θ0 is the reflected angle, ELOS is the line of
sight field, ht is the transmitter height, hr is the receiver height, d is the distance
between transmitter and receiver, E0 is the free-space electric field (in units of V/m).

of light, and the reflected propagation path between transmitter and receiver. The

model is known to be accurate for predicting signal with high strength. Referring

to Fig. 2.19 the E-field from a reference position d0 with a known E-field E0 is:

E(d, t) =
E0d0

d
cos

(
ωc

(
t− d

c

))
(d > d0) (2.9.1)

where ωc is the angular frequency, and |E(d, t)| = E0d0/d is the envelope of the

electric field at d meters from the transmitter. There are two waves that propagate

to the receiver: the direct wave (which has a distance d’) and the reflected wave

(which travels a distance d”). The electric field which is related to the line of sight

(LOS) is:

ELOS(d
′, t) =

E0d0

d′ cos
(
ωc

(
t− d′

c

))
(2.9.2)

and the electric field due to the ground reflected wave is expressed as:

Eg(d”, t) = Γ
E0d0

d”
cos

(
ωc

(
t− d′

c

))
(2.9.3)

where Γ is the reflection coefficient for the ground. According to the laws of
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reflection:

Θi = Θ0 (2.9.4)

Eg = ΓEi (2.9.5)

Et = (1 + Γ)Ei (2.9.6)

For small values of Θi the reflected wave is equal in magnitude to the incident

wave (and 180◦ out of phase). The total electric field can be expressed as a sum of

Eq. 2.9.2 and 2.9.3:

ETOT(d, t) =
E0d0

d′ cos
(
ωc

(
t− d′

c

))
− Γ

E0d0

d”
cos

(
ωc

(
t− d′

c

))
(2.9.7)

while the resultant envelope function is |ETOT| = |ELOS + Eg|.

2.10 Radar Link Budget

After the selection of the radar hardware, a radar link budget analysis has been

carried out as illustrated in Figs. 2.21 and 2.22. In addition, an amplifier has

been chosen to improve receiver response (Analogue Devices HMC751LC4) and this

added another 22 dB of gain. This device was necessary due to the high free space

path loss (FSPL) at 24 GHz, which placed the received signal very close to the noise

level, even at 1m distance.

Unfortunately, high flicker noise, demand for low noise figure, and requirements

for low voltage supply as well as limited transmission power all affect the performance

of the radar link budget in the case of the automotive radar [2.65]. Compensation

is realised by implementing power amplifiers at the transmitter within the 30dBm

limited transmission power implemented by the standards [2.66]. The received power

of the radar (PR) is known to be [2.3]:
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Figure 2.21: Illustration of radar link budget diagram showing all system compo-
nents and values for the power budget calculation.

Figure 2.22: Calculation of received power levels for a Single Input Single Output
(SISO) radar system and a MIMO radar system assuming a signal to noise ratio
(SNR) of 10 dB, noise figure of 10 dB, radar cross section of 1.5m2

PR =
σGTGRλ

2

(4π)3LATMR4
PT (2.10.1)
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where σ is the radar cross section of the target,GT and GRare the transmitter

and receiver gains (in this we include the amplifiers and the antenna gains) λ is the

wavelength at 24 GHz (1.25 cm), R is the range to the target and LATM are the

atmospheric losses at the carrier frequency. This equation was used when deter-

mining the received power in the the radar case for the single input single output

case (SISO) or the multiple input multiple output case (MIMO) (see Figs. 2.21 and

2.22).

The free space path loss at 24 GHz is very high up to 5m, but then increases

only by 6dB per decade. The anechoic chamber used in this experiment is only 5.5m

long. Figs. 2.21 and 2.22 show the level of expected power for each of the antenna

configurations of the radar, considering all other power levels of the system known.

2.11 Substrate Integrated Waveguide Technology

In order to make a good selection of antenna technology which will be used for

the radar, classic technologies have been consiered in the first instance in terms of

antenna integration. It is preferable to integrate a technology which is compact and

cost-effective when considering antennas for automotive radar. Hence, microstrip

technology would be a first option. These are very lightweight, cost-effective and

robust, but often exhibit coupling with adjacent lines and radiation losses at higher

frequencies are very high. On the other hand, waveguides are less lossy and provide

lower radiative losses at higher frequencies while providing outstanding isolation.

Sadly, they are also bulky and cannot be easily integrated with mass-production

radar systems which are encapsulated.

Substrate Integrate waveguide technology on the other hand can brige a gap

between the two. Instead of creating a waveguide out of hallow materials, it is

possible to make a waveguide using planar technology, similar to how microstrip

patch antennas are made, only that these use vias to restrict the current flow in

certain areas of the antenna, while allowing more energy to be transmitted through

slots present on the top layer. A simple depiction of SIW antenna can be seen in

Fig. 2.23. Therefore SIW antennas can be considered as a rectangular waveguide
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Figure 2.23: SIW antenna cross section showing metalized vias (a) and the equivalent
dielectric waveguide (b) (courtesy of [2.67])

in planar form [2.67]. As seen in Fig. 2.23, the metallic dielectric waveguide has

effective width a = weff and thickness b = h. The effective width of the dielectric

substrate takes the following expression as determined in [2.68]:

weff = w − 1.08
d2

s
+ 0.1

d2

w
(2.11.1)

where w is the distance between the metallic vias, d is the diameter of the vias,

s is the distance between two adjacent via centers. With this structure, only TEm0

mode exists and this is due to parallel flow of currents with respect to the vias. For

other modes, the surface currents are cut by the vias which block propagation. The

cut-off frequency for the TEm0 mode is given by [2.68]:

fm0 =
m · c

2weff
√
ϵr

(2.11.2)

where c is the speed of light, and ϵr is the dielectric constant of the substrate.

Hence, the substrate dielectric height will not affect the cut-off frequency of the

modes. The propagation constant for the fundamental mode has the following ex-

pression:

βSIW(f) =

√(2πf · √ϵr
c

)2

−
( π

weff

)2

(2.11.3)

By making the two terms equal in Eq. 2.11.2 and 2.11.3, we are able to find

exact dimensions of our structure which will satisfy the cut-off frequency condition

and the operating frequency of the radar. A set of simulations have been carried

out to find the best dimensions for our radar. More details can be found in [2.67]
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and how to create similar structures based on specific cutt-of frequencies.

2.12 Microstrip patch antennas versus SIW an-

tennas

There are other considerations why series fed arrays (using microstrip, similar to a

patch antenna) have some issues when compared to SIW antennas. Because they

act as leaky wave antennas [2.68], the beam can scan with variation in frequency.

Hence, the antenna would deviate or squint from its position which will make this

an undesirable effect. Hence, microstrip series fed arrays can present some issue

which are not as much present in SIW antennas. Also, it is more difficult to design

a broadband antenna using microstrip patch in comparison to SIW antennas. One

microstrip patch antenna was designed and tested within our group as can be seen

in Fig. 2.24. The beampattern of the patch antenna can be seen as very narrow

in comparison to the SIW antenna depicted in Fig. 2.25. Although results are

not shown here for brevity, but can be found in [2.67], where the patch antenna

array can only reach 500 MHz by design, whereas the SIW antenna is able to show a

bandwidth of at least 1.6 GHz. This helps improve the range resolution of the radar.

Comparing Figs. 2.24 and 2.25 it can be seen that the SIW transmitting antenna

is more broad in its beampattern, which is more desirable for a transmitter since

targets which are at the edge of the field of view. Additional difference between

microstrip patch antennas and SIW antennas can be found in [1.5].

2.13 State-of-the art limitations and Outlook

This chapter has presented the background theory related to automotive radars used

for collision avoidance applications and the state-of-the art radar systems present in

literature. Radar systems have been analysed, and key performance parameters have

then been described: range and angular resolution, design frequency, bandwidth,

FOV, half-power beamwidth (-3dB point), side-lobe levels. From this investigation

we can draw some conclusions about the current state-of-the-art radar system:

• On-chip glass resonator antennas require extended manufacturing capabilities,
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Figure 2.24: Microstrip patch antenna beampattern measurements in the azimuth
and elevation plane. (courtesy of [2.67])

Figure 2.25: SIW antenna beampattern measurements in the azimuth plane. (cour-
tesy of [2.67])

whereas SIW antennas can be easily fabricated due to the availability of the

technology with current manufacturing processes. Quasi-optical antennas also

have a limited FOV compared to other antenna systems.

• Radars are trending towards the digital domain. Many systems adapt a hy-

brid approach to benefit both from the capabilities of analogue and digital

beamforming, with hardware reduction implying a further reduction in unit

cost. Re-configurable hardware is a key advantage to digital radar systems.

• ULAs have less performance compared to a non-uniform array equivalent which

39



Chapter 2: Background

can increase angular resolution or reduce side-lobe levels.

• High resolution algorithms such as MUSIC have a longer processing time which

is undesirable for certain automotive scenarios.

Due to these reasons, FMCW SIW radar systems are a good candidate as a

system solution which can be integrated easily with current manufacturing processes,

can transition to the digital domain by sampling the antenna receiver signals (as

we will see in later chapters, with the use of ADCs), and is able to accommodate

antennas with non-uniform spacing antenna arrays to offer an increased antenna

aperture and resolution as we will see in later chapters.

2.14 Contributions by the candidate

In this chapter, the presented work is a result of several pieces of several efforts

exercised by the candidate. Specifically, the candidate has carried out the initial

literature review and market survey for making a decision in acquiring the new

radar system and developing the test rig. He has done the power measurements for

the radar once it arrived. These were successful and the capabilities of the platform

integrated in the anechoic chamber facilities at Heriot-Watt.
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FMCW SIW Radar Systems

3.1 Introduction

Due to the growing need for the automotive industry to obtain accurate localisation

at radar proximity (up to 50m) [1.2, 3.1], many works address the topic of precise

detection. In addition to this, it is important for industry to offer a cost effective

solution which can be commercialised. In this chapter, radar system proof of con-

cepts are presented which are based on the preliminary work carried out in [1.4] and

further developed in [1.5].

3.1.1 Motivation and goal

The aim of the work presented in this chapter is to show that combining multiple

radar data using a network of sensors helps build an advanced system that is able

to show better performance than an indiviual unit. The motivation behind this is

building a system which is able to cover the entire field-of-view (FOV) of the radar

with maximum resolution capability.

This chapter will present the following advancements:

• Sectorized radar systems for visualising the whole FOV of the radar.

• Sparse non-uniform antenna array design for side-lobe level mitigation and

antenna aperture enlargement.

• SIW antenna arrays for enhanced transmission and reception with the reduc-

tion of radar losses at millimetre frequencies.

• Antennas with high bandwidths for high range resolution
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Conventional patch array antennas provide a robust architecture and are easily

fabricated at relatively low-cost, but often do not achieve high bandwidth perfor-

mances when compared to SIW technology at millimetre frequencies [3.2, 3.3]. For

example, SIW antennas can exhibit the same ratio of bandwidth and operational

frequency.

Many works found in the literature approach the problem of radar resolution

[2.23, 2.34, 2.45, 2.56, 2.58]. The discussions in this chapter will focus on both

azimuth and range resolution while maximising the angular span, also termed as

the field-of-view (FOV) and minimising side-lobe level for better target detection

. These high performance radars are made innovative with techniques including

but not limited to beamforming, antenna engineering, target detection algorithms,

orthogonal transmission and clever RF front-end design.

The chapter is organised as follows: Section 3.2 will discuss concepts and state-

of-the art automotive radars for increased angular resolution, Section 3.3 will present

radar design, hardware and signal processing for the design of a sectorized automo-

tive radar system, Section 3.4 will present simulations and experimental setup of the

proof-of-concept sectorized radar system, Section 3.5 will discuss the advantages and

disadvantages of using the sectorized radar system and Section 3.6 will present the

findings of this thesis chapter.

3.2 Overview of Radar Concepts

A single radar system with high angular resolution implies a large antenna front-

end. Depending on the carrier frequency, car manufacturing requirements and space

available on the vehicle, the designer has to restrict the size of the radar front-end

to specific dimensions. A number of other radar solutions have been reported in lit-

erature for high angular resolution and are summarized in Table 5.1. The work pre-

sented in [2.23] used analog beamforming with 2 transmitter and 16 receiver elements

(vertically polarised) defining the radar antenna front-end. While a range resolution

of 2.5 cm was achieved with a 5.2% impedance matching bandwidth and minimal

beam squinting (where the beam changes angle with change in frequency), the FOV

only covers ±50◦. The half-power beamwidth (Θ3dB) ranges between 5.5◦ to 7◦. In
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[3.4], a 120 GHz compact radar system was presented to show that it is possible

to employ integrated circular antennas to achieve a high range resolution, whilst

adopting a 5 GHz radar bandwidth. Furthermore, in [3.5], it was shown possible

that different transmit-receive (TRX) architectural blocks can be configured and

spaced appropriately to achieve better angular resolution when compared to more

conventional MIMO strategies.

Recently, works have also been carried out in the low-terahertz frequency range.

This is because research has shown that absorption losses between 100 GHz and 900

GHz does not exceed 3dB/km, hence detection ranges up to 200 m are achievable

[3.9]. For example, high resolution images have been obtained with a 1.2◦ angular

resolution (see [3.7, 3.8]) where increased frequencies allowed for larger bandwidths

and thus improved range resolution. In addition, novel processing techniques such

as Doppler beam shaping (DBS) have been adopted from aerospace engineering

principles for advanced imaging techniques [3.7].

To advance these findings a novel radar system is presented in this chapter of

the thesis. It consists of a sectorized radar system using SIW antennas arrays with

non-uniform element spacing. This is a development which resulted from the work

published in [1.4]. This antenna selection and distinctive features along with the

radar electronics which offer high bandwidth in the 24 GHz band, provides signifi-

cant benefits as compared to other radars in terms of FOV, the angular resolution

(i.e. Θ3dB), and detection time. More specifically, the novelty of this approach

consists of designing a sparse antenna system, using virtual antenna apertures with

MIMO technology to enhance angular resolution and boost target detection. The 24

GHz multi-radar system prototype uses three different sectors (also defined herein

as a sectorized radar) as illustrated in Figure 3.1 for automotive applications. A

comparison with the works found in the literature review and the work presented in

this chapter can be found in Table 3.1

3.3 Sectorized Radar System Design

The system is capable of refined angular resolution due to the developed two-tier

detection procedure by considering sparse arrays to achieve better angular resolu-
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Chapter 3: FMCW SIW Radar Systems

Figure 3.1: Modular sectorized radar concept using three modular MIMO radars
across the front bumper of an automobile.

Figure 3.2: Proposed automotive radar and antenna configuration: (a) SISO, (b)
a MIMO radar module (RM) defined by 2 physical transmitters (TX) and four
receivers (RX), (c) modular MIMO radar defined by 32 antenna elements in total
(= 4 RM × 2 TX × 4 RX), (d) sectorized MIMO radar system where 6 targets are
illustrated.

tion, and multiple radar modules (RMs) for a larger effective FOV. Also, the use

of the designed SIW antennas offers a broad impedance matching bandwidth to

achieve high range resolution. Using this radar system configuration allows for sev-

eral sectors to be illuminated to obtain a complete ±90◦ image while achieving an

angular resolution of 2.2◦ and a range resolution of 10 cm for the entire FOV, with

a maximum detectable range of 50m.

In order to assess the benefit of using several modules together, the radar con-

figurations have been simulated in MATLAB. The trialled radars and their config-

urations are illustrated in Figure 3.2 and are classified as follows:

• SISO Radar (Figure 3.2(a)): This refers to the single transmit single receive
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Figure 3.3: Workflow diagram for the signal processing of the sectorized radar for
one acquisition cycle, showing in-quadrature (IQ) data, delay and sum (DAS) beam-
forming and Fast Fourier Transforms (FFT).

radar configuration.

• Radar Module (Figure 3.2(b)): This configuration is defined by two transmit-

ters and four receivers defining an elementary MIMO radar module (RM).

• Modular MIMO Radar (Figure 3.2(c)) This radar configuration uses a com-

bination of four MIMO sub-modules; i.e. four distinct RMs where each RM

is defined by two transmitters and four receivers. This defines the modu-

lar MIMO radar system to have 32 (= 4 × 2 × 4) virtual receiver antenna

elements.

• Sectorized MIMO Radar Front-end (Figure 3.2(d)): The final configuration is

composed of three modular MIMO radars which are assigned in three sectors

to cover the range from -90◦ to +90◦. Each sector is operating independently

to other sectors, to reduce interference between radars. An overview of signal

processing schedule for the radar can be seen in Figure 3.3.

The 24 GHz frequency band was chosen because the radar hardware as well as

the supporting MMICs are commercially available. This offers simple integration,

low-cost implementation for research and development, and proof-of-concept demon-

stration for our proposed radar system architecture. The frequency band range for

automotive radars has been used in this work for making a proof-of-concept demon-

strator. A scaled-down version of the radar system, for operation at 77 GHz for

example, is possible and defines future work. The usage of the 24 GHz ISM bands
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Figure 3.4: Comparison of radar synchronisation designs based on FMCW radar
architectures ranging from non-coherent networks (left) to synchronized systems
(right) [1.1]

are explained in [2.66] and [3.10]. However, the motivation of the present thesis

is development and study of the proposed MIMO radar system using sub-modules

whilst employing sparse antenna arrays for enhanced angular resolution. At the

same time, the range resolution is also proven in advance of a scaled-down 77 GHz

version of the radar.

There are several challenges at 77 GHz as mentioned in [3.11] and [3.12]. Firstly,

77 GHz are smaller in size and packaging is very important at these frequencies

since they significantly contribute to the transition losses of the radar. This is a

performance penalty for manufacturing with set tolerances. Some of these on-chip

losses are described in [3.12] with several antenna-on-chip technologies. Another

disadvantage for working at 77 GHz is the increased cost for antenna design and

manufacturing. The size of an antenna design a 77 GHz is three times smaller than

one at 24 GHz due to the wavelength and so it is more expensive to design and

fabricate antennas at a smaller dimension, requiring more specialised equipment.

Sectorized radar: synchronised vs. non-synchronised

In vehicles today, we see how several sensors are employed, and in this process,

the functions of each radar needs to be combined defining a network of sensors.

Radar networks show improved performance due to the diversity obtained by the

much larger aperture created and the possibility of ego-motion estimation [3.13].

Results shown in [1.1] show that networks of radars, either coherent or not, are able
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to improve the performance of radars. These types of radars have adopted a few

terminologies such as netted radars, radar networks or multi-static radar. These

concepts are often subdivided into sensor nodes, monostatic and bi-static radars.

A coherent network is one where synchronization is possible when the clock

signal of the transmitter or the LO is distributed around the network for all sensor

nodes, such that they have a common time and phase reference relative to a single

node . Fig. 3.4 shows the different types of coherent radar. It is often difficult to

implement a coherent radar in a practical system. Most time a common oscillator for

the transmit and receive path for a monostatic radar is easily achievable. However,

coherency for a radar network implies a common local oscillator for all of the network.

In a passive radar, coherency is assured for the local node, however, if the TRX pairs

are not all synchronized, they will not be all coherent. Partially coherent distributed

radar is better than the monostatic case, but less performant in comparison to a

fully coherent network.

The degree of coherence in a distributed radar system can be classified into two:

the degree of coherence across the system and the level at which the coherency is

combined on the system. Netted radars can be coherent in time, or space or locally

coherent. In a coherent system, the RF frequency and phase are known locally and

globally with good stability of the clock [3.14].

The question if a radar is coherent or not relates to several aspects. Coherence

may be present in space, time, frequency and phase [3.15]. For automotive radar,

typical coherence relates to phase synchronisation between different sensors in a

network. In case there is no synchronisation or coherency between nodes they act

as a single radar nodes which often do not record angular information about the

target. However, these sensor nodes can collectively determine angular information

through multilateration [3.16, 3.17]. This method suffers from target ambiguities,

more specifically in scenarios with multiple targets. Another method of obtaining

angles is through velocity evaluation [3.18].

Incoherent networks with synchronization (where space, time and frequency are

coherent but not phase), provide angular diversity, however, they lack coherent

processing gain [3.19, 3.20]. In [3.19], a bistatic incoherent network is presented

where the phase differences between the sensor nodes are compensated in post-
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signal processing. Methods for achieving phase coherence have been found and

offer both a broad aperture and coherent processing gain. Coherence has been

reported with transmission lines or optical fibres as a simple way of coherent coupling

[3.13, 3.21]. Since coherence realized with hardware integration is more difficult to

achieve, research is directed towards compensating coherence with signal processing

means or system concepts [1.1]. Some signal processing techniques for coherent radar

compensation can be found in [3.22] and [3.23]. A general FMCW architecture which

describes N nodes is presented in: [3.23] and [3.24] in coherent form, while [3.25]

uses repeaters for the same. Interferometric methods have been proposed in [3.26].

While most sparse apertures have a larger aperture, false targets are likely to appear

due to the the side lobes. This can be avoided by using compressive sensing methods

as presented in [3.25].

Sectorized radar design considerations

We define our radar antenna system design as a multi-static radar system (design

also used in Chapter 5.4) because we obtain a 32% improvement in angular reso-

lution since the total array aperture size has the length of 47 elements spaced at

half-wavelength, compared to 32 elements at half-lambda. Our approach can also

reduce costs due to the scalability and repetition of the required sub-module hard-

ware and radar antennas. This makes the system maintenance and repair simpler in

that individual RMs can be replaced or fixed, rather than the entire radar system it-

self. This modular design strategy also fosters low-cost mass production of the RMs

rather than the assembly and manufacturing of an equivalent radar system. Also,

by considering pipelined signal processing for the individual RMs (as seen in Figure

3.3), interconnect lines are kept at a minimum electrical length, reducing losses and

noise susceptibility. This would not be possible for an equivalent and more stan-

dard (or larger scale) radar architecture. In addition, the MMICs connected to the

antenna front-ends can be physically separated (in practice discretely encapsulated

for example) to reduce electromagnetic coupling between radar electronics.
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Grating lobe reduction: avoidance of false targets

The problem of grating lobes and possible false targets are also mitigated in our

radar system by the implementation of a non-uniform MIMO radar receiver made

possible by sparse array theory [3.27, 3.28, 3.29]. We define a MIMO array as array

formed of transmitters and receivers which cooperatively combine several illumina-

tions of the target for a larger aperture (or virtual array). Moreover, to study this

for the developed radar system, a static λ
/
2-spaced receiver was designed for the

RMs using substrate integrated waveguide (SIW) technology. Then, the required

channels connected to the antenna elements were appropriately selected. In par-

ticular, during the radar signal processing of the simulated and measured system,

the antenna elements (and the corresponding RF channels) that contribute to the

grating lobes can be suppressed and mitigated. It is shown in the chapter thesis that

the overall radar system performance can benefit from this MIMO sparse array ap-

proach whilst preserving a large antenna aperture for the equivalent virtual receiver

array. Comparisons are also made in this chapter for the radar system response

when considering more conventional λ
/
2-spaced and λ-spaced radar receivers.

3.4 Radar Antenna Design

Microstrip antenna arrays have seen a widespread use for automotive radar systems

since this type of antenna is simple to design and is easy to manufacture [3.30].

On the other hand, the radiation losses of SIW antennas are significantly reduced

for millimetre-wave frequencies when compared with microstrip patch antennas as

described in [3.2] and [3.3]. Also, SIW-type antenna arrays generally are less disper-

sive when compared to series-fed microstrip structures and other patch-type arrays

[3.31], leading to reduced beam-squint over frequency which is generally desired for

improved radar accuracy. A detailed review of other automotive antenna types can

also be found in [3.32] and a complete review of SIW technology can be found in

[3.31].

Following these previous efforts, SIW antennas have been selected for the radars

presented in this thesis (see Figure 3.5). This is because when considering more

conventional microstrip patch antennas, the beam can become squinted depending
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RP3 RP5

RP1

RP2

RP4 RP6

RP7

RP8

TP1

Figure 3.5: Single element SIW TX (left) and 8-element RX (right). The TX and RX
SIW antenna ports, are labeled as TPi and RPi, respectively. The design has been
carried out by Thomas Stoeber, another PhD student working in the automotive
radar group.

on the transmission frequency; i.e. the undesired effect that the main beam position

can change with frequency. This is due to the fixed distance of the radiating elements

with respective to the wavelength [3.33]. More specifically, since the transmission

frequency is constantly being changed in an FMCW radar, the beam angle can vary

due to this dispersion, when employing more standard microstrip-based antenna

arrays. A property which is undesirable in radar detection [1.4].

SIW structures on the other hand support fundamental and dominant TE01-like

mode excitation. This mode is generally known to have lower dispersion when com-

pared to the quasi-TEM mode of microstrip [3.34, 3.31]. SIW slot-based antennas

can also offer reduced (unwanted) beam squint over frequency and can also exhibit

reduced electromagnetic coupling because of reduced surface wave losses [3.31]. This

effect happens due to the change in frequency can also the phase of individual an-

tenna elements, and hence the beam changes angle with the deviation of phase over

the frequency change [3.35].
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Figure 3.6: Realised gain beam pattern of the SIW transmitter antenna in the
horizontal plane.

3.4.1 Transmit Substrate Integrated Waveguide (SIW) An-

tennas

SIW antennas generally have decreasing impedance bandwidth with a higher number

of radiating slots [3.36]. However, the investigated structure employs three slots

which not only increase the gain and bandwidth of the antenna but generates a

fan-like far field beampattern in the horizontal plane. This is important such that

a large angular range is illuminated by the transmitter. For example, the field of

view is about 60 degrees (as seen in Figure 3.6).

The three radiating slots determine the transmit antenna fan-like beam in the

horizontal plane and the resulting beam pattern can be seen in Figure 3.5 (left).

It should be mentioned that results for two transmitter prototypes are reported,

and as can be observed, similar results are shown with general agreement with the

full-wave simulations. This beampattern characteristic allows the radar to have a

wide coverage of the FOV in the transmit path, assuring electromagnetic scattering

returns back from the targets at the required angles.
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Figure 3.7: Comparison of theoretical array factor, simulations and measurements
for the λ/2 array with 4 RX elements using RP3, RP4, RP5, and RP6 (see Figure
3.5).

3.4.2 Receive Substrate Integrated Waveguide (SIW) An-

tenna Arrays and Dual-Mode Detection

In the receiver configuration, the designed SIW structure uses an array of longitudi-

nal slots (as seen in Figure 3.5 (right)). As with the transmit antennas, the design

parameters have been selected according to the guidelines presented in [3.37, 3.38]

and optimised using CST Microwave Studio. The beam pattern measurements of

both the transmit and the receive antennas were completed in a calibrated anechoic

chamber using a near-field system (NSI) positioner which computed the far-field

response of the antennas. Good agreement between CST simulations and the mea-

surements can be observed for the horizontal patterns of the four-element array at

λ/2 inter-element spacing (see Figure 3.7).

The half-power beamwidth of the λ-spaced receiver is reduced by approximately a

factor of two when compared to the λ/2 spaced receiver due to the enlarged aperture,

but it introduces grating lobes. The investigation of these two configurations can

allow for the same target scenario to be viewed by the radar system to obtain useful

data from both resolution perspectives. Consequently, this makes it advantageous

to interrogate data from both radar receiver configurations because each set has
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acquired complementary data for each radar measurement. Therefore, combining

data with such a two-fold detection system (see Figure 3.10)) can offer improve

angular resolution for the radar should that be desired. Since the radar presented

in this thesis uses an antenna array which can detect at both λ/2 and λ spacing

(respectively RP3, RP4, RP5, and RP6, and, RP1 · · · RP8, defining Tier 1, see

Figure 3.10), a two-tier approach has been used to investigate further the possibility

of improved angular resolution.

3.4.3 Two-tier process for non-uniform antenna design

The motivation for employing a two-tier process for the non-uniform antenna receiver

realisation is the use of the λ-spaced antenna receiver elements, which allows for a

much greater antenna aperture compare to the 0.5λ-spaced antenna receiver array.

This process is done with two sets of measurements. One where the 8-element

antenna receiver is spaced at 0.5λ and another at λ spacing for the same antenna

receiver. If the measurements are done for the same scenario at different times, we

are able to combine those results in order to achieve the best angular resolution and

side-lobe-level reduction.

The employed method for obtaining the non-uniform antenna array (Tier 2) is to

search through the antenna beampattern responses which result in an improved Θ3dB

and SLL by combining both λ/2 elements and λ elements. By removing unnecessary

elements that contribute to the grating lobes and increased SLL, an improved array

pattern was obtained and the beampatterns will be presented later in the chapter.

However, this exhaustive search implies evaluating the patterns of over 10,000 an-

tenna array configurations. Thankfully, an automated methodology in MATLAB

was developed to identify the best antenna array combination of λ/2 data and λ

data, where the algorithm would choose only solutions which have improved Θ3dB

and SLL compared to the previous solution. This process is illustrated in Figure

3.10, which also shows the best antenna configuration for our antenna array design.

3.4.4 Selecting the best antenna configuration

There are three stages before we can device on the optimal configuration of the

antenna receiver:
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Figure 3.8: Best antenna configuration for four element receiver array with 0.5λ-
spacing between potential element positions.

Figure 3.9: Best antenna configuration for eight element receiver array with 0.5λ-
spacing between potential element positions.

1. Find the best configuration for 4 elements (by choosing the best array factor).

2. Find the best configuration for 8 elements.
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Figure 3.10: Two-tier process for determining the sparse, non-uniform antenna re-
ceiver from MIMO data for λ/2 and λ-spacing.

3. Find the best antenna configuration for the SIW antenna receiver

For the first item (as seen in Fig. 3.8) we can easily discover which antenna array

is most suited since there are limited number of possibilities. Using the array factor

for several configurations we can easily find which offers best angular resolution and

SLL. Then for the second array we can expand our search which will take more time

for eight elements (as seen in Fig. 3.9.) Finally, we are ready for the 8-element and

32-element arrays by investigating .

Fig 3.11 depicts the 8-element receiver antenna connecting ports. A similar

procedure was adopted for the modular MIMO radar (see Figure 3.2(c)) realising

the effective 32-element receiver. This receiver configuration has a virtual aperture

length of 23.5λ, which is equivalent to an array of 47 antenna elements with a

spacing of λ/2. Therefore, a 32% element reduction is achieved by employing just

32 elements for an aperture size of 47 antenna array elements. Further discussions

on the measurements will be described in the next section considering the different

spaced arrays.

The employed antenna array using the SIW approach exhibits less radiation on

the edges of the element beampattern compared to a similar omnidirectional beam-

pattern. Therefore, the total antenna receiver array response for the RM will also

exhibit lower dissipated energy on the antenna edges. The expected array factors

are computed in Figs. 3.12 and 3.13 for 8-elements and 32-elements respectively.

These can be compared to the measured beampattern antenna response found in
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Figure 3.11: Radar receiver configurations for 8-element λ/2, λ-spaced and non-
uniform MIMO array receiver using SIW receiver antennas.

Figs. 3.14 and 3.15. The grating lobes for the λ-spaced receiver do not appear as

high grating lobes as expected in the array factor due to the absence of radiation

of the edges for the antenna element as described earlier. There are a few possible

solutions to improve this. One solution as mentioned in [3.39], is to apply a spectral

smoothing. This technique has also shown an improvement of 13 dB of SLL as

mentioned in [1.7]. Other possible solution for this are the use of tapering functions

such as Chebyshev, Hanning or Taylor window functions. These have a good success

rate, however, they tend to alter the angular resolution of the radar.

3.4.5 Radar system specifications

The preliminary MIMO radar developed by the authors in [1.4] used two trans-

mitting antennas (2TX) and four receiver antenna elements (4RX). This initially

developed MIMO radar configuration is now used as a building block in the follow-

ing for developing the proposed two mode radar system with FOV sectorization.

Also, the antenna transceivers work in a time domain sequence; i.e. TDMA, in

order to avoid signal interference while maintaining orthogonality. The process of

acquiring a sectorized radar estimate is shown in Figure 3.3. A photo of the radar
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system hardware and the radar block diagram can be seen in Figures 3.16 and 3.17

, respectively. Also, the circuit-system architecture for an individual MIMO RM is

outlined in Figure 3.18.

The radar system uses monolithic microwave integrated circuit (MMIC) compo-

nents from Analog Devices and Hittite. Signals are generated at the transmitter

(model: ADF5901) by using a calibrated voltage controlled oscillator (VCO) pre-

ceded by a varying ramp signal generated by a phased lock loop (PLL) (model:

ADF4159). This allows for the signal to operate in FMCW transmission. Also, the

signal obtained at the output of the VCO is then up-converted to 24 GHz. The

ADF5901 has an internal amplifier to reach an output power up to +8 dBm. In

addition, the transmitter antennas are used alternatively since the ADF5901 has

an RF switch that can alternate the use of the transmitters by using a Hittite

-90 -70 -50 -30 -10 10 30 50 70 90

Angles (°)

-40

-35

-30

-25

-20

-15

-10

-5

0

N
o

rm
al

iz
e

d
 B

e
am

p
at

te
rn

 (
d

B
)

non-unifom (HPBW= 8.2°)
0.5λ-spaced (HPBW=12.86)
λ-spaced (HPBW=6.1°)

-90 -70 -50 -30 -10 10 30 50 70 90

Angles (°)

-40

-35

-30

-25

-20

-15

-10

-5

0

N
o

rm
al

iz
e

d
 B

e
am

p
at

te
rn

 (
d

B
)

non-unifom (HPBW= 8.2°)
0.5λ-spaced (HPBW=12.86)
λ-spaced (HPBW=6.1°)

Figure 3.12: Array factor for beampattern array of RM with 8 elements at λ/2
uniform spacing, λ uniform spacing, and sparse non-uniform spacing.
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Figure 3.13: Array factor for beampattern array of RM with 32 elements at λ/2
uniform spacing, λ uniform spacing, and sparse non-uniform spacing.

HMC1084LC4 switch (one for each RF channel).

The receiver is also connected to a 24 GHz VCO which is part of the down-

converter. Including a low noise amplifier (LNA) (Hittite HMC751LC4) in cascade

at the receiver input also lowers the noise level according to Friis’s formula [3.40].

After the signal is down-converted, it passes through a band-pass filter in order to

remove unwanted higher order modulation products generated by the mixer. The

signal is then sampled by an analog-to-digital converter (ADC) and passed to the

digital beamforming network. Differential lines are used to improve the common

mode rejection ratio of the amplifier and reduce noise. A summary of the radar

hardware is presented in Table 3.2.

Increasing the physical and virtual aperture size of the receiver front-end im-

proves the angular resolution for the MIMO radar system. Consequently, it is con-

59



Chapter 3: FMCW SIW Radar Systems

Figure 3.14: Comparison of measured 8 element modular MIMO radar at λ/2 uniform
spacing, λ uniform spacing, and non-uniform sparse array using element beampat-
tern and array factor.

Table 3.2
Circuit Components for the Radar

Circuit

Component
Supplier Part Number

Phased Lock

Loop
Analog Devices ADF4159

Transmitter MMIC

(2TX)
Analog Devices ADF5901

Receiver MMIC

(4RX)
Analog Devices ADF5904

Low Noise

Amplifier
Hittite HMC751LC4

MESFET Switch Hittite HMC1084LC4

ceivable that multiple MIMO RMs could be appropriately placed to collect data,

and therefore, be able to achieve better system performance in terms of resolution
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Figure 3.15: Comparison of measured 32 element modular MIMO radar at λ/2 uni-
form spacing, λ uniform spacing, and non-uniform sparse array using element beam-
pattern and array factor.

Figure 3.16: Radar connection and signal processing diagram for a single RM.

and target detection when compared to an individual MIMO RM. This design mo-

tivation follows the MIMO radar work in [3.41] which also employs highly separated

antennas. However, it is important at this stage to validate that the individual
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Figure 3.17: Photograph of the 2TX by 4RX radar electronics defining an individual
RM.

Figure 3.18: TX and RX block diagram for an individual RM.

MIMO RMs (see Figure 3.2(b)) first detect the targets individually, before integrat-

ing them further into a larger radar with multiple RMs. The following sub-sections

investigate the sensitivity of detection for different radars starting from the funda-
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mental mono-static radar, and then, leading to the proposed sectorized radar system

(Figure 3.2(d)) which uses a network of MIMO-RMs.

3.5 Sectorized Radar System Measurements

3.5.1 Radar Measurement Setup

The radar for proof of concept has been tested in an anechoic chamber. Several trials

have been carried out to verify: range approximation, range resolution and angle

of arrival estimation with delay-and-sum digital beamforming. The experiments

included a SIMO setup for radar range testing as well as three RMs (see in Figs.

3.19(a) and (b)), which were assigned to each sector of the FOV. This meant multiple

readings were required to achieve the effective virtual apertures for the modular

MIMO radar and the sectorized radar systems with each RM were required to achieve

the virtual aperture of the modular MIMO and sectorized radar systems (see Figure

3.2) as outlined previously. Also, as shown in Figure 3.19(c), three square metallic

targets have been used with different sizes during the experiments. A photograph

of the measurements can be seen in Figure 3.19 (d).

3.5.2 Radar Linearity and Range Resolution Measurements

A summary of the measured linearity parameters for three radar sectors for three

different RMs, representative of the three sectors, see Figure 3.2(d) are also reported

in Table 3.3 while output power spectrums are shown in Figure 3.20. Measurements

have been completed using a N9030B PXA Signal Analyzer from Keysight Technolo-

gies. The signal bandwidth which could be analysed for the linearity parameters

was limited to 50 MHz due to the inner circuit constraints of the PXA analyzer

hardware.

In comparison with the results presented in [3.42] which uses direct digital syn-

thesis (DDS), the transmitter presented in our paper uses a fractional-N frequency

synthesizer capable of generating 2 GHz of bandwidth. However, the device can

transmit a signal using 13 GHz of bandwidth when triggered by an external source.

Clear advantages have been further explained in [3.43], while both PLLs and DDS
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Figure 3.19: Measurement setup for the radar detection trials within an anechoic
chamber with 3 RMs and three targets of dimensions: 10 cm x 10 cm, 20 cm x 20
cm and 30 cm x 30 cm.A diagram with the radar setup can be seen in appendix C

Table 3.3: Three Different Measured RM Transmitter Outputs1

Sector
Power
Mean
(dBm)

Average
Power

Deviation
(dB)

Phase
Error
(deg)

Frequency
Error
(kHz)

Slope
Frequency

Error
(kHz)

Bandwidth
per Time
Period

(MHz/µs)

Impedance

Matching
Bandwidth(%)

1 5.01 0.52 3.59 17.18 72.41 480 6.25
2 4.95 0.53 2.97 14.17 72.21 480 6.25
3 4.82 0.55 4.12 17.17 68.37 480 6.25

1See the photos in Fig. 3.17 and 3.19(b) for an individual RM and three RMs
clustered for system measurements, respectively.

can be tailored for certain applications. However, PLLs can be more cost efficient

than DDS [3.43]. This defines a clear advantage when employing such modular radar

systems for automotive applications.

As further explained in [3.44], the ADF4159 PLL uses a 25-bit fixed modulus .
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Figure 3.20: Measured transmitter spectrum response for three different 2TX by
4RX MIMO RMs (see Figure 7) by sampling TX port 1 only.

In addition, a 12 bit DAC powers the VCO and the average power consumption of

the ADF4159 module is 100 mW. Also, the spurious-free dynamic range (SFDR)

for the VCO can reach -90 dBc [3.44], while the frequency update time per step

is 100 ns. The FFT gain of the system is 33 dB. Except for the update time, the

fractional-N frequency synthesizer, employed here, shows improved figures of merit

for generating the transmitting signal, in comparison to the DDS solution outlined

in [3.42].

For a 1.5 GHz radar bandwidth we observe a theoretical range resolution of

10 cm by Eq. 2 (see Chapter 2). This is also confirmed by the measurements.

Furthermore, a target has been swept at several distances up to 4 meters in order

to check the range accuracy at both 250 MHz and 1.5 GHz bandwidths. Results

are reported in Figure 3.21 where it can be observed that the radar was able to

track the target in range. Also, with increased radar bandwidth, it can be observed

that the measured range accuracy improved. Radar detection of targets was first

measured using a SISO configuration (see Figure 3.2(a)). As can be seen from Figure

3.22, both the targets (30 cm x 30 cm and 20 cm x 20 cm) are visible for a 13 cm

separation. Another test has been carried out for target separations below 10 cm

and the targets are just separable. This experiment confirms that the lower limit
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Figure 3.21: Range accuracy comparison using one target for a distance up to 4
meters using 250MHz and 1.5GHz bandwidth.

Simulations 8 cm

Figure 3.22: Range resolution simulations and measurements with two targets sep-
arated above and below the angular resolution limit of 10 cm using a 1.5 GHz
bandwidth.

for the range resolution of the radar is just above 8 cm.
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3.6 Angular Resolution Measurements

Angle(°)

P
o
w
er
(d
B
)

non-uniform

Figure 3.23: One target comparison: λ/2, λ and non-uniform spacing with setup as
described in C.1, just for one target.

Measurements have been carried out for λ/2-spaced, λ-spaced and non-uniform

sparse receiver configurations. Since each RM is defined by using only two transmit-

ters and four receivers, the measurements for the 32-element virtual receiver array,

for each sector, have been carried out by displacing the MIMO RMs at positions

displaced exactly 4λ from each other. This measurement approach and by consider-

ing the same target scenario, has permitted the authors to predict the performance

of the modular MIMO radar system for the 32-element virtual receiver array, whilst

considering both uniform and non-uniform spacing.

The results of the measurements with one target as well as two targets spaced at

different angular separations are shown in Figs. 3.23, 3.24, 3.25 and 3.26. For the

multiple target scenarios, the targets have been measured while spaced at decreasing

offsets of 2◦ in order to observe the responses. The results show that the non-

uniformly spaced radar is managing to detect both targets in all situations, even

when these targets are spaced at an angular distance of ±2◦. Also, the side-lobe

levels (SLLs) are about 7 dB below (or better) from the main target estimates for
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Figure 3.24: Radar measurement comparison for an 8 degree angular target separa-
tion: λ/2, λ and non-uniform spacing. It should be mentioned that grating lobes are
observed for the λ spaced array at about ±60◦ while the radar measurement with
the non-uniform receiver array clearly distinguishes the targets and where grating
lobes and SLLs are about -10 dB or lower. The setup is presented in Fig. C.1

the angular spectra. In addition, it can be observed that the grating lobes are

mitigated at about ±90 degrees for the non-uniform spaced array when compared

to the λ-spaced radar receiver. For example, grating lobes are reduced to about -12

dB (or more) in Figure 3.23 for the non-uniform array. Similar results are observed

in Figs. 3.24, 3.25, and 3.26. These SLLs could generally be further improved, and

providing motivation for future research. For example, different strategies to reduce

SLLs include amplitude weighting for the antennas (such as Gaussian or Tchebyshev

[3.45]) as well as time-domain smoothing through spectral multiplication [1.7, 3.46].

Most radar systems assume that a single radar covers the FOV in the horizontal

plane. The sectorized MIMO radar system, on the other hand, presents a novel and

improved solution to previous radar works (see Table 3.1) by employing multiple

RMs in order to discretely sample the angular space. The front horizontal plane of

the radar can be divided into three sectors allowing for precise detection (see Figure

3.2(d)). Moreover, this allows for data to be sampled at each RM, giving a combined
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Figure 3.25: Radar measurement comparison for a 6 degree angular target sepa-
ration: λ/2, λ and non-uniform spacing, which, is the only effective radar antenna
which can clearly distinguish the two targets; i.e. the non-uniform spaced array.
The setup is presented in Fig. C.1

response for the three sectors by data fusion. Results are shown in Figure 3.27.

Each of the modular MIMO radars for each sector is defined by a 32-element

virtual receiver array with non-uniform spacing as described in the previous sections.

Since the switching speed of the RF ports is completed in approximately 50 ns

between each transmitter, the total switching time for the radar system is estimated

to be 0.3 µs. Also, the time required to process the targets by the beamforming

algorithm varies between 22 ms and 30 ms for each sector. The computer hardware

used for this data processing is performed using a laptop running MATLAB. In

particular, the computer characteristics are as follows: a 2.6 GHz Dual-Core Intel

Core i5 processor (I5-4278U), with 8 GB of DDR3 memory, using an Intel Iris

graphics card of 1536 MB. It is expected that the performance can be improved if

the system is transitioned to FPGA-based processing. The modular MIMO radars,
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Figure 3.26: Radar measurement comparison for a 4 degree (or ±2 degrees) angular
target separation: λ/2, λ and non-uniform spacing. Again, similar to Figure 3.25,
the non-uniform spaced array is the only virtual receiver than can decipher the two
targets and with low SLLs for the angular spectrum estimate. The setup is presented
in Fig. C.1

see Figs. 3.2(c and d), are also tilted which are representative of the final front-end

configuration, so that non-overlapping horizontal coverage can be obtained uniformly

for the combined radar views. If the radar beams would overlap then it is possible

to see some unexpected effects in detection due to the interference caused by the

adjacent radars.

Figs. 3.27 (a) and (b) show how multiple radar sub-modules extend the horizon-

tal coverage of the radar system and that non-uniform spacing can avoid false target

detection. The modification of the antenna beamwidth with respect to angle can be

found in 5.5.1. This figure highlights two targets consisting of one larger metal plate

(30 cm x 30 cm) at 60° from the middle line of the radar system at 2.5 m distance

while the smaller (20 cm x 20 cm) is situated at 4 m distance at the middle line of

the radar. It can be seen from the simulation results of the scenario, depicted in

Figure 3.27 (a) how λ-spaced antenna arrays suffer from grating lobes.
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Figure 3.27: Simulations (a) and measurement (b) results for a radar trial detecting
two targets at 0◦ and 65◦ as identified in Figure 3.19(d). The targets have been
placed at an angular separation of 65◦ to highlight the improvement of the sparse
array approach compared to the λ/2-spaced and λ-spaced uniform array. The setup
is similar to the previous measurements which are described in Fig. C.1

3.6.1 Power budget for complicated radar scenarios

In order to get correct measurements, the radar system has to be calibrated with

regards to the losses of the system due to several component such as cables and other

elements on the transmit/receive path. As can be seen in [3.47], targets such as a car

can have complex shapes and metallic targets will always reflect back more energy

in comparison to a target which is made of a non-reflective material. Therefore,

pedestrians are much more difficult to detect in comparison to a car [3.47]. If we
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refer to the initial calculations for the radar link budget (see Section 2.10), we can

easily recognise that some targets will overshadow other targets. In this case, the

SNR and grating lobes will affect radar performance. One solution for this problem

is to provide more amplification on either transmit or receive path, however, another

idea that was implemented by another colleague in the Samsung project is the use

of passive transmitter beamforming techniques, such as the use of a Butler matrix

system, where the transmitter is able to scan the field of view and offer more power

in the direction where there is less scattered energy. For more information about

this solution, please see [3.39]. The other issue with radar detection is the formation

of clutter, and multipath signals which come back at the receiver and make the

transmission more difficult to carry out. Some of these scenarios are also discussed in

Appendix C where the multiplication algorithm is used for improving SLL response.

3.7 Discussion

In comparison to the mentioned literature [2.23, 2.34, 2.45, 2.56, 2.58, 3.6], the non-

uniform radar presented in this chapter provides maximum performance in all areas

of detection in terms of ±90◦ FOV, angular resolution Θ3dB, and detection time

(see Table 5.1). Increased receiver aperture length improves the angular resolution

of the radar while range resolution is improved by the operating bandwidth of the

employed SIW antennas. When used appropriately, the modular MIMO radars can

maximize FOV for the three sectors while targets are detected due to the simple

digital beamforming method and MIMO processing. This introduces a sectorized

MIMO radar architecture which achieves full coverage of the horizontal plane (±90◦)

using numerous modular MIMO RMs and supports low-cost mass production rather

than the assembly and manufacturing of a larger scale and equivalent radar system

with the same number of receiver elements.

In comparison with other methods presented in other chapters of this thesis,

the sectorized radar approach is preferable for situations where a larger FOV is

desired, such in the case of short-range radars (SRRs) since these need to cover a

wide FOV and also increased range resolution is necessary for targets that are up to

a range determined by the near field region of the radar system [1.1]. The sectorized
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radar approach also would benefit from a reduced SLL scheme, where improved non-

uniform spacing combined with either spectral smoothing or tapering would offer a

significant advantage in terms of angular resolution for target detection.

3.8 Summary and Conclusions

This chapter has presented a sectorized MIMO radar system which achieves high

range resolution while being able to detect targets with an field-of-view of ±90◦ and

resolving targets with an angular resolution of 4◦. Despite increased signal processing

requirements due to the multiple radar sub-modules and data fusion for the three

sectors, scalability and repeatability make this design a good candidate for mass

production. Also, the angular resolution achieved by the non-uniform sectorized

two-mode MIMO radar is better than the standard λ/2-spaced array, offering an

experimentally verified half-power beamwidth of 2.2◦.

It should also be mentioned, that by employing the aforementioned non-uniform

radars, channel noise and signal delays are reduced to a minimum in comparison

with a larger scale and more conventional transmit and receiver array, mainly due to

the fact that microstrip-based corporate feeding network or other large-scale beam

forming networks (i.e. a Rotman lens for example) are not required. In addition

the two-tier detection approach allows for a three-fold aperture in comparison to an

uniform array alternative. This distributed sensing concept will also prove useful

in the application of the spectral smoothing multiplication technique when multiple

radars are employed (explained in more detail in the next chapter, Chapter 4) In

summary, the presented system design allows for individual sub-sector sampling

enabling a modular and sectorized MIMO radar approach. This can support the

development of new beamforming techniques for automotive short-range radars with

competitive range and angle target resolution.

3.9 Contributions by the candidate

In this chapter, the candidate has taken the idea of sectorization from idea to pratical

implementation with radar system measurements in the anechoic chamber. Specif-
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ically, the receiver antennas designed by Pascual Hilario has been tested with the

sectorized radar idea by the candidate. The candidate has done the measurement

setup and taking the measurements in the anechoic chamber and also designing

the beamforming algorithm for the MIMO processing, taking beampattern mea-

surements of the transmitter and receiver antenna using the near field and far field

systems of Heriot-Watt University. Moreover, the candidate has developed the two

tier process of beamforming with non-uniform antenna spaced array, allowing for im-

proved radar performance and doing the measurements of such system. The results

of this work was also published in the Journal of Microwaves after a peer-review

process. Throughout the thesis, the candidate shows a comparison of theory simu-

lations and measurements which have been carried out by himself. The transmitter

spectrums of the three radars and the range accuracy tests have also been completed

by the candidate. Each of the radar measurement scenarios with the three radar

configurations has been measured by the candidate in the anechoic chamber.
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Signal processing techniques with

improved target detection for

MIMO Automotive Radar

When considering imaging resolution capabilities, microwave and millimeter-wave

radar systems have less resolution compared to camera and LiDAR[1.3], however

they are able to image in adverse weather conditions where other technologies have

difficulty obtaining the same.. Hence, achieving improved resolution for automo-

tive radar and accurate target detection plays a key role in the progress towards

autonomous driving [1.2]. This is especially important in high density urban envi-

ronments where the radar has to discriminate between multiple targets in a short

period of time.

The constraint with radar performance is limited by the actual physics of the

problem [1.3]. The angular resolution of the radar is given by the RF front-end an-

tenna aperture dimension and the capability of the signal processing back-end given

by the beamformer [1.4]. The aperture length can be real or virtual, as described

in Chapters 2 and 3 with MIMO antenna arrays, while having more transmitter

receiver pairs increases resolution at the expense of creating bulkier sensors [1.3].

Higher frequencies of operation and larger bandwidths can drastically enhance key

performance indicators, however, these are often limited by frequency regulation,

manufacturability readiness, and large scale production [1.3].
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4.1 Motivation and goal

This chapter has the goal to introduce and describe three signal processing tech-

niques that help smooth out the response of the radar and advance its performance:

• Spectral smoothing multiplication

• Interpolation

• Extrapolation

In addition to these concepts, highly separated radars are also discussed as a

possibility of enhancing accuracy for automotive radar detection. The motivation

for this work is to find other techniques which improve both the resolution and

accuracy of the radar.

4.2 Spectral smoothing using beampattern mul-

tiplication

4.2.1 Background

In radar detection, angular target estimates such as the ones processed using digital

beamforming are mostly shaped similarly to a Bell-shaped curve as seen in a normal

or Gaussian distribution with a mean and standard deviation. Chapter 2 introduces

the concept of beamforming, and explains both analogue and digital beamforming.

In this section, the response given by the radar can be combined and smoothed

in order to provide a more realistic angular target response. In the following, an

explanation is given as to why this feature is possible.

The beamwidth of the radar angular return determines the radar capability of

being able to discriminate between multiple targets. If the angular target returns

are narrower in width, then the radar is capable of resolving multiple targets. The

goal is to find the best description of the mathematical result of ”thinning” the

beamwidth of radar returns by angular target multiplication. A frequency domain

signal E(f) is defined as a sinc-shaped function as shown in Figure 4.1.

The goal is to find the best description of the mathematical result of ”thin-

ning” the beamwidth of radar returns by angular target response multiplication. A

76



Chapter 4: Signal processing techniques with improved target detection for MIMO
Automotive Radar

Figure 4.1: Comparison of linear (upper) and logarithmic (lower) representations of
sinc(x), sinc2(x), sinc10(x).

time domain signal E(t) is defined as a sinc-shaped function and the beamforming

response for this signal is shown in Figure 4.1,

E(t) = 2T sinc(2πt
/
T ) (4.2.1)

where T is the period of the function and t is the time of the signal. In order

to quantify the efficiency of the angular target response multiplication, let us also

define a noise-free signal in the time domain E0(t). The height of such a signal is
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given by its zero-point. Thus:

E0(0) =

∫ ∞

−∞
E0(t)dt . (4.2.2)

After smoothing, the noise-free general line becomes:

E ′
0(0) = W (0) · E0(0) (4.2.3)

=

∫ ∞

−∞
A(t)dt ·

∫ ∞

−∞
E0(t)dt (4.2.4)

where A(t) is our time domain smoothing function. Now the relative distortion,

∆(t) of the line shape E0(t) can be defined as:

∆(t) =
E ′

0(t)− E0(t)

E0(t)

=
W (t) · E0(t)− E0(t)

E0(t)

= W (t)− 1 = F [A(t)]− 1 (4.2.5)

=

∫ ∞

−∞
A(t)e−i2πft dt− 1 (4.2.6)

while the maximum relative distortion can be found at the peak height:

∆(0) = W (0)− 1 =

∫ ∞

−∞
A(t)e−i2π0· t dt− 1 (4.2.7)

=

∫ ∞

−∞
A(t)dt− 1 . (4.2.8)

Another indicator highlighting smoothing effects is the relative distortion at full-

width half maximum (FWHM) of the line, δ1/2 as defined in [3.46]. This is a measure

of how much the resolution is improved after smoothing, compared to the overall

line smoothing. ∆f1/2 is the full-width half maximum of the signal, while the ∆′f1/2

is the full-width half maximum of the signal after smoothing. The relative distortion

at FWHH is therefore defined as [3.46]:

δ1/2 ≈
−E0(0)∆(0)

E ′
0(0)

= − ∆(0)

∆(0) + 1
. (4.2.9)
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A measure of enhancement is the signal-to-noise ratio (SNR) improvement. In

order to reach this result, the random noise white spectrum needs to be found. The

SNR of the smoothed signal is thus the ratio between its peak and the root-means

squared (RMS) of the noise:

( S
N

)′
=
E ′

0(0)√
N2
A

=

√
2fb

∫∞
−∞A(t)dt ·

∫∞
−∞E0(t)dt

n2·
∫∞
−∞A2(t)dt

(4.2.10)

If we want to compare different smoothing functions, it is possible to define

an intrinsic smoothing function A0(t) and thus quantify the SNR enhancement,

annotated with Q. The intrinsic smoothing function can be defined as any of the

aforementioned functions: sinc-like functions, sinc2-like functions, and Lorentzian

functions. As mentioned in [3.46], Q is defined as:

Q =
(S/N)′

(S/N)0
=

∫∞
−∞A(t)dt ·

√∫∞
−∞A2

0(t) dt∫∞
−∞A0(t)dt ·

√∫∞
−∞A2(t) dt

(4.2.11)

In the following, we will apply this smoothing approach on these base functions

in order to determine the best SNR enhancement from the existing set of func-

tions. This process will allow us to determine which response will produce a better

smoothing when applying the multiplication procedure.

4.2.2 Smoothing Using a sinc Function

Smoothing with a sinc function has less distortion in comparison to other smooth-

ing, such as a Lorenzian smoothing function [3.46]. The equivalent time domain

response for this smoothing is the boxcar apodization function [3.46]:

A(t) =

1 , |t| ≤ T

0 , |t| > T

(4.2.12)

The smoothing factor (K) is dependent on the the standard deviation (σ) and the
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relative distortion of signal (∆(t)) [3.46], whereas the maximum smoothing factor

(K0) is dependent on the standard deviation and the maximum relative distortion

(∆(0))

K =
2σ

∆(t)
(4.2.13)

K0 =
2σ

∆(0)
(4.2.14)

We are able to quantify the exact improvement of our smoothing multiplication

function of the signal to noise enhancement by evaluating Q:

Q =

√
K0

K
· (1− exp(−S0/2)) . (4.2.15)

, where S0 is the resultant signal from the smoothing process [3.46].

4.2.3 Multiplication Smoothing Function Practical Imple-

mentation

The radar system has been designed so that a target is seen in multiple frames. After

receiver beamforming, the spectral beam pattern return generally takes the form of a

sinc function. As it was discussed at the beginning of the chapter, the smoothing of

spectral data can occur as a result of applying sinc, sinc2 and Lorentzian functions

[3.46]. According to [3.46], the best smoothing function is the sinc function for

spectral data. Similarly when considering radar beamforming, sinc functions based

on the multiplication of radar beam patterns can provide a smoother response with

the precondition that target returns are above the noise level.

The composite radar system formed by 4 sub-modules has been designed to allow

multiple spectrum multiplication of the individual radar patterns. The MIMO sub-

module radar configuration can be observed in Figure 4.2(a). In this case, the radar

sub-module is formed by 2 transmitters (2TX) and 4 receivers (4RX), forming 8
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Figure 4.2: Radar configurations: a. sub-module b. complete radar.

Figure 4.3: Radar signal processing approach where multiplication is employed in
the spectral domain.

virtual elements in total. Each separate radar view contributes to the rendering of

an image of the target. By combining the data from 4 radar sub-modules, we are

able to obtain a 32-element virtual array. MIMO radar configurations allow for large

virtual arrays to illuminate the target, while being small in size. The configuration

of the radar sub-modules are depicted in Figure 4.2(b). The 0.5λ distance between

multiple views is the same as the inter-element spacing (d) since that preserves the

uniformity of the virtual linear antenna array.

Multiplying the sub-module radar beam patterns results in smoothing of each

sub-radar view. The result converges to a combined sinc function with the peaks

increasing and the troughs decreasing in magnitude. This characteristic is advan-
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Figure 4.4: FMCW MIMO radar sub-module calibrated in an anechoic chamber
with antenna transmitters at the top, 8-port receiver underneath the transmitter
and radar system connected with 2.92mm cables connected from the back of the
radar stand.

tageous in radar beam pattern analysis since the target levels are increasing in

magnitude while the side lobe levels decrease, refining radar accuracy.

To process the receiver data, the digital beamforming network will first process

radar responses individually and then apply a beamforming algorithm for each view.

The spectral beam pattern for each response is then multiplied, after which target

detection takes place for the composite radar system. The process is illustrated in

Figure 4.3. The system has been measured in a calibrated anechoic chamber with a

metallic target as described in Chapter 3. The setup of a radar sub-module can be

seen in Figure 4.4, while the modular beampatterns, their spectral multiplication

and the MIMO response are plotted in Figure 4.5.

4.2.4 Measurement Results

The side-lobe level improvement by the proposed method is 13dB and the beam

pattern of the MIMO response is seen to have a smaller half-power beamwidth

than the multiplication technique. This is caused by the sub-radar antenna array

aperture length of 4 elements while the virtual array for the MIMO radar will have
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Table 4.1: Radar Specifications for Multiplication Measurement Trial

Number of Modules 4
Sub-Module Transmitters 2
Sub-Module Receivers 4
Virtual Array Elements 32

Carrier Frequency 24GHz
Bandwidth 1.5GHz

Sweep Period 5ms
ADC resolution 12-bit

Half-power Beamwidth 14◦

Range resolution 10cm

Figure 4.5: Measurements for a target at broadside for MIMO radar (4TX by 8RX
elements) and spectral beam pattern multiplication
(4 sub-radars with 2TX by 4RX for each).

the resolution of an equivalent 32-element array at the receiver. Also, the angular

resolution of each sub-radar module can be improved by increasing the number of

elements. As a result of this change, the half power beamwidth of their pattern

multiplication decreases. The individual MIMO responses are multiplied to increase

SNR, improve the pattern resolution, and reduce side lobe levels compared with

individual MIMO and multiplication algorithms.

4.2.5 Additional simulations for the Multiplication method

Although the improvement for the multiplication method can be clearly seen for

the single target scenario, it is often the case that many targets are present in the
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Table 4.2
Additional simulations for Multiplication (Appendix B for full results)

Case No.
Radar cross section

difference between targets (dB)
Multiplication

factor
Side lobe
level (dB)

Are both targets identifiable?

1 10 1 -15 Yes
1 10 2 -100 Yes
1 10 3 -200 Yes
2 20 1 -13 No
2 20 2 -100 No
3 2 1 -11 Yes
3 2 2 -45 Yes
3 2 3 -150 Yes

environment when detection takes place. It is often that there are multiple SLL levels

which might hinder the detection of some targets. In the case of a pedestrian and

a car, the difference between the two is about -20 dB, which makes multiplication

behave differently, and these cases are analysed in Appendix B . These simulations

probe the cases where we would have either a pedestrian and a car, with two different

radar cross sections, as well as applying the multiplication method with two cars

present in the environment. A summary of the simulated cases can be found in

Table 4.2.

4.3 Interpolation and Extrapolation of Antenna

Array Data for Enhanced Radar Detection

4.3.1 Background

Radar front-ends are characterised by an effective aperture length which is usually

quantified by equally spaced elements either at the transmitter or receiver an in

general it is defined as Uniform Linear Array (ULA). In this section we will approach

two methods which can potentially enhance detection accuracy for automotive radar

scenario:

• Interpolation is a method for adding new data points within a range of a set

of known data points. In our case, we want to use the interpolation method

to add pertaining data points which will improve resolution for the receiver

antenna array within the data set of raw data signals from the antenna element

sensors.
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Figure 4.6: Template for obtaining an interpolated (a) or extrapolated (b) antenna
array design for an uniform liniar array (ULA), with elements spaced at λ/2 inter-
element spacing.

• Extrapolation is similar to interpolation but it differs due to its approxi-

mation of the missing element data on the outskirts of receiver element array

positions.

MIMO radar can provide increased angular resolution for automotive radar be-

cause it uses a larger antenna aperture size. This idea is further expanded in order

to achieve higher angular resolution with just a small fraction of signal processing

time. Radar front-ends are characterised by an effective aperture length, which will

be quantified in this paper in terms of an ULA. We will assume a baseline ULA,

which will be the same as the hardware setup and all additional elements are in-

terpolated/extrapolated elements. This concept is illustrated in Figure 4.6. For a

MIMO antenna array, the transmitting and receiving steering vectors can be written

as [2.11]:

st = [e−jϕt1 , ..., e−jϕtM ] (4.3.1)

sr = [e−jϕr1 , ..., e−jϕrN ] (4.3.2)

where M and N are the number of transmitting and receiving sensor elements,

the transmitting phases are ϕt = ω0τm, where m = 1, ..,M are the transmitting

antenna indices, and receiving phases are ϕr = ω0τn, where n = 1, .., N are the

receiving antenna indices, ω0 = 2πf is the angular frequency of the incoming wave,
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and τm/τn are the delays for the transmitting and receiving antenna elements.

The MIMO steering vector in this case is the Kronecker product of the two

vectors[2.11]:

s = st ⊗ sr (4.3.3)

s = [e−j(ϕt1+ϕr1), ..., e−j(ϕN+ϕM )] (4.3.4)

It is possible by using a piecewise function, formed of a set of polynomials to

estimate the first and last element data values: e−j(ϕt0+ϕr0) and e−j(ϕN+1+ϕM+1) for

the steering vectors. In our approach, a shape-preserving extrapolation method is

used. The data point which is queried, is estimated based on a piece-wise cubic

extrapolation method of the adjacent values at the grid points. The condition of

applying this method is C1 continuity over the acquired data, meaning the function

we are trying to obtain must be differentiable and its derivative must be continuous,

or monotone.

Let p(x) be the function we are trying to estimate on the subinterval Ii and fi

and fi+1, two adjacent data values at the breakpoints in this subinterval, where i

is the index of the data point. Ii is defined as [xi, xi+1]. According to [4.1], it is

possible to reconstruct p(x) using Hermite blending functions. Thus p(x) can be

written as:

p(x) = fiH1(x) + fi+1H2(x)+

diH3(x) + di+1H4(x).
(4.3.5)

where Hi are the basis Hermite functions as defined in [4.1], and di, di+1 are the

derivatives of p(xi) and p(xi+1) respectively. The Hermite basis functions find their

application in geometric modelling and have been chosen here since these types of

splines are known to successfully predict motion trajectories in three-dimensional

space, hence they are able to better estimate the travelling of wavefront.

The limitations of this method come with the smoothness of the collected data,

which means that a large number of extended elements will fail to predict with

accuracy, based solely on the convexity. However, the resolution improvement can

still be significant [4.1].

It is possible by using a piecewise function, formed by a set of polynomials to
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Figure 4.7: Illustration of the interpolation method for predicting missing inter-
array data for the improvement of detection accuracy.

Figure 4.8: Illustration of the extrapolation method for estimating extra-array data
for the enhancement of antenna aperture

estimate the previous and next element data values: e−j(ϕt0+ϕr0) and e−j(ϕN+1+ϕM+1)

for the steering vectors. More information of the theory behind virtual arrays and

MIMO radar can be found in Chapters 2 and 3. In this approach of estimating the

element data, a shape-preserving interpolation and extrapolation methods are used.

The data points are estimated with a piece-wise cubic function for the adjacent

values at the grid points. This is illustrated for the interpolation method in Figure

4.7 and in Figure 4.8 for the extrapolation method.

These are related to the receiver spacing and position for the physical array. In

order to efficiently predict the values for the grid points, the condition of smoothness

must be met between two points. C1 is the property which assumes continuity of

the tangent vector of two such points, so that the derivative and integral between

said points are continuous or monotonic [4.2].

The limitations of this method come with the smoothness of the collected radar

data. A large number of extended elements will fail to predict accurately, based

solely on a reduced data sample. However, for a large-enough array size, the res-
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Table 4.3: Baseline ULA and Extended Receiver Comparison

Base
ULA Size

Base Θ3dB (°) Extended
ULA Size

Interpolated/Extrapolated Θ3dB (°)

4 30.00 6 19.47
8 14.48 12 9.59
12 9.59 16 7.18
16 7.18 24 4.78
32 3.58 44 2.61

olution improvement of the extrapolated array can be significant [4.1]. A possible

explanation for this behaviour is that the angular resolution of the radar can be

determined by using the Rayleigh criterion which is based on the number of ele-

ments N . For example, when considering λ/2 receiver element spacing, the angular

resolution can be defined in degrees as Θ3dB = sin−1 (2/N) [1.4]. Table 4.3 shows

resolution predictions for interpolate/extrapolated ULAs.

4.3.2 Practical Implementation of Interpolation and Extrap-

olation for Radar System

Since the signal processing methods have been described, some results are presented

here for the practical implementation of these methods and assessing their perfor-

mance. In order to highlight the benefits of data interpolation and extrapolation

at the radar receiver the hardware setup is used in a similar manner to the experi-

ments presented in Chapter 3. The measurements have been carried out using the

24 GHz frequency-modulated continuous wave (FMCW) 2× 4 MIMO radar system

with 1.5 GHz SIW transmitter and receiver antennas. The characteristics of this

radar have been previously described in Chapter 3 of this thesis, together with the

antenna design principles as well as the resulting range resolution and field-of-view

capability.

4.3.3 Measurements with extrapolation

Measurements have been carried out in a controlled anechoic environment. A pic-

ture with the extrapolation measurement front-end setup can be observed in Figure

4.9(a). Two targets of size 30 cm x 40 cm with an angular spacing of 25◦ between
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Figure 4.9: Real, simulated and measured angular target estimates considering a
SIMO (1TX4RX) radar configuration which identifies two targets at: 0◦ and 25◦

(with a theoretical resolution of 30◦)at 24 GHz, with two extrapolants using a piece-
wise cubic extrapolation function: (a) SIW Transmitter and receiver array with
highlighted extrapolation elements, (b) front-end configuration and illustration of
the radar scenario, (c) simulations and measurements comparing the baseline and
extrapolated cases.

them have been placed at 2 meters in front of a SIMO 1TX-4RX configuration as

shown in Figure 4.9(b). The minimum separation which can be distinguished is

30◦. With regards to the sensor calibrations, corrections have been applied to en-

sure phase balance of the electrical length of the antenna front-end using a known

calibration target. A relative phase factor correction, ∆ϕ, has been applied to each

of the receiver channels. The SIMO results of the simulations and measurements for

the extrapolation trials can be seen in Figure 4.9(c).

A comparison of different interpolation/extrapolation functions applied for the

SIMO measurement data can be observed in Figure 4.10. In particular, the following

extrapolation methods have been used: linear, nearest, next and previous (a variant

of linear extrapolation), piecewise cubic extrapolation (pchip, used in this work,

see Figure 4.9(c)), modified Akima (makima) and spline extrapolation. A brief

comparison is made here:

• ‘Nearest’, ‘next’ and ‘previous’ extrapolation functions are the fastest. They

also do not require the function data to be monotonous.

• ‘Linear’ extrapolation entails smooth continuous data while taking more time

than the previous methods.

• ‘Pchip’ extrapolation demands more time and computational space than ‘lin-

ear’, however it provides better smoothing than previous methods [4.1].
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Figure 4.10: Trial runs on 1x4 SIMO measurement data comparing discontinuous
extrapolation functions (nearest, next and previous) and continuous extrapolation
functions (linear, pchip, makima and spline) with pchip rendering an optimal re-
sponse for target detection and resolution.

• ‘Spline’ and ‘makima’ are the most computationally expensive, however they

account for data which contains overshoots.

Figure 4.11: Simulated and measured interpolated angular target estimates consid-
ering a MIMO (2TX4RX) radar configuration which identifies two targets at: 0◦

and 15◦ at 24 GHz, showing a baseline and results for three interpolants using a
linear extrapolation function.
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4.3.4 Measurements with the Interpolation Method

Measurements and simulations have also been carried out and results are available

for both MIMO 2TX-4RX (see Figure 4.11) and MIMO 6TX-12RX (see Figure

4.12) using the same radar architecture as before but taking multiple images of

the same scene and displacing the radar module with each measurement, similar to

how synthetic aperture radar (SAR) is formed. The results for the 2TX-4RX case

(Figure 4.11) shows that even three interpolants can increase accuracy with target

detection, due to the extended aperture size of the receiver antenna array mimicked

by the processed elements using the interpolation method as previously described

in the first sections of the chapter. In this case the SIMO radar configuration is

measured at a distance of 2λ apart from each trial and then the data is processed

together with the interpolation function. The second case looks at 3 views of a 2TX

4RX antenna configuration and it can be seen that from the interpolation method,

a 20% improvement is possible in antenna aperture size. The targets are now seen

with better accuracy, and the half power beamwidth in Figure 4.12 is thinner for

the interpolated 32-element ULA than the measured 24-element ULA.

Table 4.4 shows a summary of the rest of the measurements for interpolation

and extrapolation. With these results we are able to see that with higher number

of elements, it is possible to have more errors appearing if the configured antenna

Figure 4.12: Simulated and measured interpolated angular target estimates consid-
ering a MIMO (6TX12RX) radar configuration which identifies two targets at: 3◦

and 30◦ at 24 GHz, with eight interpolants using a linear extrapolation function.
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Table 4.4: Summary of interpolated and extrapolated measurements for various
antenna element sizes

array is not able to model an adequate SLL, as in the case of two targets with 2

interpolated array elements in comparison to 4 interpolated elements which are able

to distinguish the targets.

4.4 Highly Separated Radar Systems for Improved

Target Illumination

4.4.1 Background

Another concept discussed in this thesis is the scenario where antennas for the radar

are placed at a certain distance apart, with a large separation between them. This

introduces the concept of highly separated antennas for radar and will behave in a

different manner than what we have seen so far in the previous chapters. According

to [3.41], MIMO radar can be seen as a sort of multi-static radar system. While it

is true that position deviation from the uniform linear array (ULA) will alter side

lobes, it can be the case that with non-coherent processing, the radar cross section

(RCS) variation for a target can offer increases diversity gain [3.41].

Hence we can see an angular resolution improvement due to reducing the coupling

of collocated radars. There are several algorithms which offer improved angular res-

olution at the expense of either computational cost or detection error. A method of
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Figure 4.13: Illustration of highly separated radar detection showing 4 point scatters.

doubling the total antenna aperture is to space receiver elements at spacing, which

reduces the field of view but increases antenna aperture. In this case, multiple

radars have to be used to cover the radar field of view. When using multiplication

and highly separated radar modules , target accuracy is significantly improved when

compared to classic MIMO radar. This concept has been applied with the Power+

algorithm [2.67] which uses this multiplication smoothing function at multiple steer-

ing angles of the transmitted beam.

The concept of spatial multiplexing which is used in MIMO radar is actually

setting up a multidimensional space for the signals which are either transmitted or

received at the radar antennas [3.41]. Several arrays, such as adaptive arrays and

phased arrays optimise the processing of signals in order to maximise the signal-to

interference ratio [3.41]. From a modelling point of view, when spacing antennas at

large separation, the target is seen rather as an extended target, different than a

point modelled with no spatial properties, as seen with co-located antenna systems.

However, each of the antenna configurations, both collocated and widely separated

have their advantages and disadvantages. Some of these are:

• With collocated MIMO antennas, the processing gain (related to the band-

width) can be compensated with gain in time with an uniform illumination.
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On the other hand, complex targets with a large number of scatters have a

complex RCS which is dependent on the angle.

• For a target which has a complex geometry, positioning the MIMO elements

can lead to diversity gain, quantified in improved SNR levels.

• The addition of MIMO radar in combination with widely separated antennas

offers improved angular resolution due to the larger antenna aperture formed

by receiver antenna elements spaced at a larger distance.

• MIMO radar systems in combination with phased arrays can provide diversity

gain for direction finding applications [3.41].

In order to verify if the elements are uncorrelated, [3.41] presents how this prop-

erty can be verified. Let us assume a model formed of four antenna elements with

two transmitters having coordinates (xta, yta) and (xtb, ytb) for the receiver elements

(xrc, yrc) and (xrd, yrd). In addition, let us define Dx and Dy as the target dimensions

in the x and y planes respectively while d(Ta, X0), d(Tb, X0), d(Rc, X0), d(Rd, X0)

are the distances between target and the transmitter and receiver elements. It is

expected that the channel matrix will have uncorrelated elements if and only if the

following inequalities apply:

xta
d(Ta, X0)

− xtb
d(Tb, X0)

≪ λ

Dx

yta
d(Ta, X0)

− ytb
d(Tb, X0)

≪ λ

Dy

xtc
d(Rc, X0)

− xtc
d(Rd, X0)

≪ λ

Dx

yta
d(Rc, y0)

− ytb
d(Rd, X0)

≪ λ

Dy

(4.4.1)

where a,b are the indices of the transmitters and c,d are the indices of the receiver

elements. This concept is also illustrated in Figure 4.13. As an example, we are able

to define a target at d = 104λ with dimensions D = 10λ. At 24 GHz, this means

that we have a 10 cm2 target located 12.5 meters. In this case, the transmitters and

receivers have to be distanced at 103λ for Eq. 4.4.1 to be satisfied. Therefore, the

size of the radar front-end in the automotive scenario becomes 1.25 m in size, which
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Figure 4.14: Highly separated antenna configurations showing the spacing of the
transmitters and receiver antennas with 10cm and 45cm apart.

is less than the size of the bumper in most situations. Hence, the radar designer is

able to play with the antenna elements to obtain uncorrelated elements and ripe the

benefits as further mentioned at the beginning of this sub-section.

4.4.2 Highly Separated Radar

For highly separated radars, a trial has been carried out to prove the performance

claims as highlighted in the theory section of this chapter. A similar radar architec-

ture to the multiplication method has been used in order to compose a 32-element

equivalent antenna system (Figure 4.14 for reference). The measurements for the

45 cm and 10 cm inter-element spacing can be seen in Figure 4.15, which highlights

these two configurations. The case where the elements are spaced at 45 cm shows an

immediate advantage, where the target is illuminated from a wider perspective, thus

increasing spatial gain, showing the benefits of MIMO antennas now with widely

separated transmitter elements.

A target with complex RCS can be better illumined with the widely separated

antennas and this response can be improved with the use of multiplication. Com-

bining the multiplication and highly separated radar will complement the weakness

of each and improve radar response. The methods is illustrated in Figure 4.16. The

measurement in Figure 4.17 shows the illumination of one target, the diversity gain

can be clearly identified for the separation of the MIMO base detection and MIMO

radar with separation at 45 cm plus multiplication, with the later having a better

side-lobe level response, at the expense of beamwidth.
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Figure 4.15: Results of highly separated radar measurements showing 10 cm and 45
cm separation (without normalisation).

Figure 4.16: Highly separated radar signal processing chain showing the data acqui-
sition of each radar and post-processing for complete target detection.

In order to see the benefits of radar multiplication and highly separated radar

for multiple targets these two methods have been combined into a new type of

detection and processing which improves the response of the radar. The delay-

and-sum algorithm can be applied to individual SIMO blocks. When this data is

combined, the MIMO data sets can be sampled at different times (i.e. time T1,
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Figure 4.17: Highly separated radar target detection of one target with multiplica-
tion.

Figure 4.18: Highly separated antenna configurations measurements showing two
scenarios with antennas separated at either 0.5λ or 45cm apart, showing the benefit
of using highly separated radar antennas.

time T2, . . . , time T4 ). This is the same principle applied for synthethic aperture

imaging, where the antenna aperture is enlarged by taking multiple samples of the

data at different points in the time and spatial domain.

In Figure 4.18, we analyse measurements of highly separated radars for two

targets using multiplication. Since the separation between radar modules is now

bigger (d = 45 cm), the two targets can be noticed easily in comparison with the half-
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lambda case (d = 0.5λ) when considering the multiplication algorithm. Accuracy

for the separated case (d = 45 cm), is improved when compared to classic MIMO.

For the case of two targets at 0◦ (broadside) and 40◦, the MIMO radar modules

can identify the two targets with good accuracy. This considers more classic MIMO

radar signal processing approaches. Accuracy is reduced for the off broadside target,

and for the highly separated radar case; i.e. d = 45 cm.

4.5 Conclusions and future work

In this chapter, four methods have been presented for enhancing target detection

for automotive radar sensing. The methods demonstrated that with the help of

interpolation and extrapolation, the effective aperture of the receiver antenna array

can be improved or enlarged, which in turn relates to a better detection of the target

due to the narrowing of the receiver antenna beampattern. At the same time, the

spectral smoothing multiplication function is able to improve the target response

by narrowing the main lobe of the receiver and suppressing the side-lobes. This

overall improves the accuracy of the detection, however, that does not improve the

aperture length, which is related to the physical or virtual size of the antenna. On

the other hand, highly separated antenna arrays are improving the decorrelation

between antenna elements, and thus providing a better illumination of the targets

provided that the space between antenna elements and the size of the targets satisfy

some conditions outlined in detail at the beginning of the chapter. In Chapter 5,

compressive sensing in conjunction with non-uniform sparse antenna arrays will also

be discussed as a methods for an improved radar detection due to the use of a wider

aperture length and sparse processing.

4.6 Contributions by the candidate

In this chapter, the candidate has developed the idea of multiplication for radar

detection and has related to spectral physics to find a mathematical expression of

the overall improvement, especially for an FMCW radar using MIMO SIW antennas .

The candidate has also implemented the concepts of interpolation and extrapolation
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in radar detection for FMCWMIMO in the angular domain, using the same template

with signal reconstruction. In addition, simulations and measurements have been

carried out by him to prove the theoretical improvements. For the extrapolation

measurements, the candidate has identified several extrapolation techniques which

have been compared. In the same manner, the highly separated radar concept has

been probed and measured by the candidate within the anechoic chamber. All of

the processing methods have been developed by him in Matlab.
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Chapter 5

Compressed Sensing for High

Resolution Radar Detection

5.1 Introduction

In radar detection the number of total possible targets outnumbers the number of

reflections that the radar receives back from a detection, even for higher resolution

sensors. Hence, the amount of information of the signal is much lower than the num-

ber of resolution cells or the number of samples. Therefore radar systems typically

solve a compressible problem, be it in range, angle or velocity. Therefore radars

resolve sparse problems when it comes down to minimal information offered by the

environment. By solving this sparsity problem, undersampling techniques such as

compressive sensing (CS) allows robust sampling beyond the Nyquist-Shannon limit

[1.1]. Radar signals may be sparse in each of its dimensions. Hence, the signal can

also be sparse in the angular domain, or it can be sparse in the frequency domain.

When we refer to sparsity in the following sections, we will refer to sparsity in the

angular domain. To apply CS it is important to note that it is aperiodic and random.

I was shown that only 20% of the resolution bandwidth was enough to accurately

recover targets. CS is very popular in direction of arrival (DOA) estimation [5.1].

Accurate localisation of targets is important for collision avoidance applications

and the industry is seeking to obtain a high resolution radar system which is able to

generate 4D data (x,y,z and time) of the targets. This has been presented in detail

in Chapter 2, showing the preliminary works undertaken to solve this solution. In
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this chapter, the following concepts are introduced:

• compressive sensing for target detection using undersampling methods and

image reconstruction.

• sparse non-uniform antenna array configurations tailored for compressive sens-

ing algorithms.

• YALL1 algorithm for a versatile compressive sensing approach.

5.1.1 Motivation and goal

This chapter has the goal of demonstrating how compressive sensing is able to offer

high resolution images with a few number of samples compared to classical beam-

forming techniques. The chapter also presents the mechanics of one particular algo-

rithm which is known to be used in other compressive sensing application. Moreover,

the motivation of this work is to prototype compressive sensing detection with the

FMCW radar equipped with SIW antennas, and see the performance improvement

in cases we have analyzed in previous chapters.

While signal to noise (SNR) ratios need to be above a certain threshold to detect

targets, another challenge is to be able to discriminate between closely spaced tar-

gets, especially in an environment where clutter is present. While MIMO systems

provide enhanced performance, Nyquist spatial sampling is not always needed for

enhanced radar performance [5.2]. The number of transmitters M, together with the

number of receivers N, form the virtual array of the radar, also termed the virtual

ULA. This virtual ULA needs to scale linearly with the number of elements due to

the Nyquist rate, hence the resolution of the radar is limited by the array aperture

length [5.2]. In a sparse array architecture employing sub-Nyquist rates, it is pos-

sible to apply reconstruction to achieve a similar goal in comparison to a full ULA,

however, the antenna is sparse.

5.2 Compressive Sensing (CS)

Compressive sensing (CS or compressed sensing or sparse sensing) represents a math-

ematical framework for measuring signals with reduced sampling or compressing

them. However, in this thesis, when referring to sparsity, it would refer only to
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the sparsity of the antenna positions, due to the design of the non-uniform antenna

array. The underlying principles behind compressive sensing can be summarised in

the following points:

• Sparsity : Real-world signals can reveal essential information in small amounts

[5.3]. It is therefore possible by acquiring basic components of the signal to

retrieve a basis for the original signal with far fewer measurements.

• Measurement scheme: By employing a random measurement scheme it is pos-

sible to obtain samples that allow accurate reconstruction. Typically, an ap-

proach which finds distinct samples helps identifying the basis faster. [5.3].

• Reconstruction algorithm: Good approximations of the original signal are go-

ing to be dependent on the reconstruction procedure and the convergence

criterion of the algorithm. [5.3].

In this context, compressive sensing is able to offer reconstruction based on

reduced number of samples. The above principles are critical to the successful

reconstruction of the signal since each contribute equally to the end result. For

example, poor signal compression will lead to ineffective measurement of the signal,

hence the reconstruction algorithm is prone to fail signal reconstruction. On the

other hand, if reconstruction algorithms are too slow and costly or if results are

inaccurate, then the reconstruction will again be ineffective.

5.2.1 CS in Automotive Radar

While hardware developments in automotive radar progressed in more recent years,

the point of interest on millimetre wave radar systems has been directed towards

digital technologies [1.1]. Although analogue systems are still used today, with a

combination of both analogue and digital components, the focus on more recent

research has been directed towards digital technologies [1.1]. Topics such have in-

cluded digital modulated radar, compressed sensing, radar networks, grid mapping

and automotive synthetic aperture radar (SAR) [1.1]. There has been significant

development in compressive sensing for automotive radar since its adoption has re-

duced sampling requirements and data rates [5.1], especially since higher bandwidth

radar sensors require more powerful hardware. Recently, innovative proof-of-concept

systems have been designed and presented in the literature. Some of the early works
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present MIMO radar systems that show improvement compared to the FFT method

[5.4], even better than adaptive subspace search methods such as MUltiple SIgnal

Classification (MUSIC). The work presented in [5.4] describes an X-band radar sys-

tem which is formed of 12-folded dipole antennas separated at λ/2 and the outer

receive channels separated at 0.25λ from the transmitters. Although it is not spec-

ified which type of reconstruction is used in [5.4], the targets separated at 6.4◦ in

the angular domain are being easily detected with CS, clearly surpassing the per-

formance of the FFT and MUSIC angle of arrival (DoA) estimation. Several CS

algorithms have been developed since then. In [5.5], the focus is directed towards

identifying the CS algorithm which can give the best accuracy by minimising the

RMS of the detected signal, coupled with reducing SLL. Although the azimuth

resolution is not specified for the set of measurements, the half-power beamwidth

(HPBW) of the antenna array configuration is less than 10◦.

The methods presented in [5.5] confirm that increased accuracy requirements for

the algorithm implies more complex computations, and therefore increased detec-

tion time. It can be seen that orthogonal matching pursuit (OMP) requires less

computational time than NESTA (a shorthand notation for Nesterov’s algorithm).

However, NESTA benefits from improved reconstruction and could be used for static

scenarios or with slow moving targets. The same research group has compared the

same algorithms with another radar platform in [2.21], where the CS algorithms are

compared for angular resolution and several algorithms are used for detection of the

best sparse antenna configuration. In this later work, tapering is applied to improve

SLL for detection and simulated annealing is used to vary the search pattern of the

antenna configuration. This investigation shows results the side-lobe levels versus

the HPBW. A trade off is therefore needed between these two performance metrics,

as large aperture antenna arrays using a sparse configuration can suffer from high

side lobe levels. The work also shows that the probability of detection is lower for

targets that are closer than the azimuth resolution limit. Target detection for sparse

antenna configurations is better than ULAs as can be seen with the results shown in

[2.21]. The OMP algorithm can for example detect targets separared at 13◦ for an

ULA while only separated of 7.7◦ by a sparse array. The improvement is consistent

with the other algorithms, with FOcal Underdetermined System Solver (FOCUSS)
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reaching almost a two-fold improvement. Maintaining a good FOV is also very im-

portant, hence the FoV has been measured to be ±60◦ with an SNR = 5dB. On the

other hand, other methods for improving angular resolution exist. The authors in

[3.39] obtain improved target detection by scanning the medium with the help of a

beam switching network and together with signal smoothing of each detection, the

combined view of the detection is further improved. This is done with the use of a

beampattern multiplication method as highlighted in Chapter 3 of the thesis.

It can be seen from Table 5.1 that there has been a sustained effort for improving

angular resolution and range resolution, especially with higher number of antenna

elements being present. This shows that the academia and industry is seeking for

a compact modular solution which has a high number of elements [1.2], which can

be either high performance or cost optimised. As it can be seen from the table, the

most effective solutions are the ones which incorporate sparse array design, while

ULA type of approaches may not experience the same level of performance. It

is desired that modular radar systems be manufactured as a chip solution, which

incorporates the power management, antenna and signal processing all on the same

chip, leaving the possibility of adding machine learning at a later stage. From Table

5.1, it is clear that the higher the operating frequency, the better for the radar since

the percentage bandwidth also increases the range resolution of the system, as can

be seen in [5.6]. However, the issue at the moment is that these systems tend to

be bulky and costly, while the industry might want to choose a different solution

such as the one found in [5.7], which offers similar or better performance . The

targets are obtained by applying the FFT, and while this is allows fast detection

due to the size of the array, it can also result in a loss of angular resolution. There

are other beamforming methods which will result in a better detection, however,

the speed of such detection needs to be optimal, hence new digital beamforming

methods need to be optimally configured for larger array sizes. The work presented

in [5.8] and summarised in Table 5.1 suggests that sparse MIMO array design can

increase angular resolution, while uniform MIMO and ULA solutions may achieve

less performance in terms of angular resolution.
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5.2.2 Problem formulation

How does compressive sensing allow reconstruction with a reduced number of sam-

ples? Let us assume that we are reconstructing a complex signal x from a linear

number of measurements such that:

y = Ax, y ∈ Cm, A ∈ Cm×N (5.2.1)

where A is the measurement matrix, y is the measured signal of size m, where

m << N , i.e. the number of sparse measurements (m) are far less than the total

number of measurements (N). This process is called encoding, while the process of

obtaining x is called decoding [5.9], by solving the set of linear of equations which

derive from Eq. 5.2.1:

x = A−1y (5.2.2)

This complements the fact that x is known before hand to be k-sparse, where k

is the sparsity of the signal. A vector is k-sparse if it has at most k non-zero entries.

When looking for the solution, it is assumed that one would look for the sparsest

signal available. Mathematically, it would translated into the following form:

min||x||0 : y = Ax (5.2.3)

where ||x||0 represents the the non-zero entries from x. This problem is actually

computationally hard since going through all the possible solutions is too complex,

and hence not practical. This form represents the ”l0-norm”. An alternative practial

solution is to choose the nearest approximation to the l0-norm, which is the ”l1-norm”

[5.9]:

min||x||1 : y = Ax (5.2.4)

This approach is also termed basis pursuit. A key result for compressive sensing

is that if the measurement matrixA satisfies the Restricted Isometry Property (RIP)

with high probability, then the original signal x can be reconstructed. The property

takes the following form [5.3]:
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Figure 5.1: Diagram showing the steps taken to apply CS reconstruction.

m ≥ Ck ln(N/k) (5.2.5)

where C is a constant. Nyquist sampling rates are thus not required in this case,

significantly reducing the need for extensive processing of the signal [5.3]. A more

intuitive answer is that CS gathers only the essential information from a sparse

signal, hence it reduces the number of measurements altogether. There are two

basic needs for compressive sensing: recoverability and stability. With recoverability,

the point of interest is the types of measurements and their number to extract a

sufficiently sparse signal. Stability refers to the robustness of the algorithm over

time and noise variation.

While CS seems like an all encompassing solution to problems requiring Nyquist

sampling, sparse-like signals are only half of the battle. Measurement matrix design

and reconstruction algorithms represent the second problem to overcome. Greedy

algorithms and iterative algorithms that have to converge to a certain solution often

need a right set of initialisation parameters, hence their design is also a considerable

challenge [5.3]. An illustration of the CS reconstruction steps is shown in Figure

5.1, showing data acquisition, sparse data formation and reconstruction using l1

minimisation.

With a known measurement y of high sparsity, it can be assumed that a recon-

struction algorithm will look at the sparsest solution for the measurement
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Table 5.1
State-of-the-Art Radar System Comparison as Reported in the Literature

Automotive
Radar
(Year)

Carrier
Frequency
(GHz)

Target
Estimate
Algorithm

Receiver
Array

Architecture

Antenna
Type

Equivalent
Receiver
Array
(ERA)

Planar
Receiver

Percentage
Bandwidth

Range
Resolution

(cm)

Angular
Resolution

(°)

[5.4] (2011) 12 CS Uniform
MIMO

Microstrip Patch 18 (= 2×9) Yes 16% 9.3 6.3

[2.21] (2019) 76
CS (OMP/ SPGL1/

FOCUSS)

ULA Microstrip Patch 12 (= 3×4) Yes 1.3% 15 5.5

[5.12] (2019) 76.5 CS
(IMAT)

Sparse Array Microstrip Patch 32 (= 4×8) Yes 2.62% 7.5 2.6

[5.6] (2020) 300
CS (Elastic Net

Algorithm)

Sparse by
Single element

(with
Mechanical

Movement in Time)

Horn Antenna 5 TX-RX channels No 6.2% 0.083 1

[5.8](2022) 24 CS
(YALL1)

MIMO Sparse SIW 32 (= 4×8) Yes 6.25% 10 2

5.2.3 Application of CS to Radar

CS radars have been introduced in the 2000’s with the underlying mathematical

model being understood [5.10], [5.11] and being developed in a wide range of appli-

cations. Radar detection requires robustness and making sure the target is detected

with an adequate SNR ratio and relatively low SLLs [5.11]. This allows for multi-

ple applications like tracking or target recognition and classification. CS comes as a

’revolution’ for radar science [5.11] since the high data rates of traditional radar pro-

cessing is now significantly reduced with CS, which means less power consumption

and lower hardware costs. Moreover, it is possible to develop and design waveforms

for accurate target recognition of sparse signals with sub-Nyquist sampling [5.11].

5.3 Your Algorithm for L1 (YALL1)

In the effort of finding the best CS algorithm, several options have been considered.

Methods such as basis pursuit (BP) and orthogonal matching pursuit (OMP) show a

quick convergence however, the algorithms are not always converging to the optimal

solution [5.13]. Your Algorithm for L1 (YALL1) is a versatile solution which provides

solutions to several l1/l2-norm problems. It is particular faster than other algorithms

of its category according to [5.13]. Specifically the YALL1 algorithm solves l1/l2

constrained non-negative regularization [5.3], which follows the following form:

min
x∈Rn

∥x∥1 s. t. ∥Ax− y∥2 ≤ δ. (5.3.1)
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Figure 5.2: Your Algorithm for L1 (YALL1) procedure diagram.

where δ is the detection threshold. Moreover x ≥ 0, and ∥n∥ ≤ δ. Thus it is

important that the threshold is not lowered too much so that the detection does not

reach the noise levels and detect false targets.

Some studies focus on optimisation of l1 minimisation algorithms but also the

sparsity analysis of real traffic scenarios, meaning the success and failure of sparse

reconstruction can be known if contributing factors such as sparsity and SNR are

considered [5.14, 5.15, 5.16]. This can be achieved with phase transition diagrams

[5.14]. Similarly, it is reported that different antenna array configurations and sparse

recovery algorithms are contributing elements to the failure or success of automotive

radar detection. Sparsity-SNR transition diagrams are a good tool to discover the

optimal detection parameters for the system as shown in [5.14].

YALL1 is a complex algorithm which necessitates a few iterative steps to find the

reconstruted vector x. A flow diagram depicted in Figure 5.2 shows the procedures

taken in the algorithmic process. As previously mentioned, there is a necessity of a

matrix dictionary or a measurement matrix A, which will use a set of measurement

values found in y. This signal y needs to be k-sparse as mentioned in the previous

sections of this chapter. It is important to initialise the target vector but also the

108



Chapter 5: Compressed Sensing for High Resolution Radar Detection

Table 5.2
YALL1 Input Value Parameters

Parameter Range Description

ρ (1e-2;1e-3)

This parameter assigns

the L1/L2 model, usually with

a positive value.

w (0;1)
YALL1 can compute

the conversion with non-uniform weights.

δ 0.1 Noise level threshold

Print [0,1,2] Levels of printout

Maxit [0:9999] Maximum iterations

ν [0:1] > 0 for L1/L1 model

ρ 1e-3 > 0 for L1/L1 model

nonneg 0 1 for non-negativity

µ set by user penalty parameter

YALL1 parameters. These parameters refer to the tolerance, noise threshold, max-

imum number of iterations, mean, etc. These parameters have been summarised in

Table 5.2. Setting the parameters for YALL1 is important since its convergence de-

pends on setting adequate parameters, especially for initialisation. In the iteration

phase of the algorithm as shown in Figure 5.2, the method for obtaining the recon-

structed signal is by using minimised Lagrangian functions through an alternating

minimisation procedure and update each multiplier after each sweep. This method

is an iterative solution which solves a convex optimisation problem by dividing it

into smaller pieces which are simpler to solve. The full pseudo-code of the algorithm

can be found in Appendix A. A key step with YALL1 is appointing Pw which is a

projection box onto the user defined Bw matrix. This can be found with an iterative

method once the algorithm has been setup as can be found in Appendix 5.2.
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5.4 Non-uniform sparse array

Recently, there has been a wide interest in sparse antenna array design for automo-

tive radar systems due to the capability of obtaining a larger aperture and modelling

SLL for better target detection [5.1, 2.21, 5.6, 5.12, 5.7]. While most works use differ-

ent algorithms to obtain the optimal solution based on a set of constraints (antenna

size, number of elements, desired SLL, etc.). It is reported in this thesis that a clear

methodology of how to obtain an array with optimal design based on an a heuristic

technique is not currently present in automotive radar literature , most solutions

implement algorithms to find the best antenna configuration.

5.5 Design of the non-uniform sparse array

In chapter 3, we have seen how the combination of a half-lambda spaced array

and lambda spaced array can result in a non-uniform array, which we are able to

use without the side-lobe level penalty and with better angular resolution. In this

section we describe the method of design for the SIW non-uniform sparse array.

In order to fully appreciate the number of possibilities in the array design process,

Fig. 5.3 shows how an SIW receiver configuration for 4 elements can be used in a

MIMO setting in order to make an enlarged array. Changing the element positions

as to make an emppty or full space determines the positions of the side lobes and

the angular resolution. Therefore, by placing the physical receivers on several of

the receiver positions for the 8-element array positions, we are able to choose the

configuration with best angular resolution and SLL.

In the scenario depicted in Figure 5.3, the same MIMO antenna system with

2TX and 4RX is used to obtain a sparse antenna design by re-arranging the two

antenna tiles (one being a physical antenna array, while the other is a virtual antenna

array). Varying the spacing between the two antenna transmitters allows for creating

a larger antenna aperture, which can enhance the total aperture length. However,

this extra degree of freedom comes with the possibility of introducing grating lobes

and raising the SLL, which is undesirable.

In fact, there are only a handful number of combinations which would result

in the best angular resolution and SLL. These are obtained by searching through
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Figure 5.3: Template for obtaining a sparse array design for a 2TX 4RX receiver
MIMO array, with elements spaced at λ/2 inter-element spacing.

Figure 5.4: Comparison of measured beampatterns using the element beampattern
multiplied with the array factor of the configurations found in Table 5.3.

all of the array factors of each configuration and deciding which has acceptable

performance. In Table 5.3, the best five configurations are being presented for SLL

and HPBW while Figure 5.4 two of the configurations found are presented in a side

by side comparison and both the array geometry and the associated array factors

are available for comparison. These configurations are gathered by first discovering

the best solution for an individual antenna array tile, and then for different spacing

between the antenna arrays.

The element positions are specified in terms of λ spacing, which is 1.25 cm at

24 GHz. It should be mentioned that there is no perfect solution even among the

first five configurations, as some configurations offer improved HPBW while others
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Table 5.3
Comparison of Optimal Sparse Antenna Receiver Array Configurations

Config.

Nr.

Inter-array

spacing(λ)
Element Positions (λ)

Angular

Resolution(◦)

SLL

(dB)

1 7.5
-1.75, 0.25, 1.25, 1.75,

5.75, 7.75, 8.75, 9.25
3.6 -5.23

2 7 -
1.75, -1.25, 0.25, 1.25,

5.25, 5.75, 7.25, 8.25
4 -5.06

3 6.5
-1.75, -0.75, -0.25, 1.75,

4.75, 5.75, 6.25, 8.25
4 -6.17

4 6
-1.75, -1.25, 0.25, 1.25,

4.25, 4.75, 6.25, 7.25
4.4 -5.86

5 5.5
-1.75, 0.25, 1.25, 1.75,

3.75, 5.75, 6.75, 7.25
4.6 -5.00

better SLLs. Five antenna element patterns have been compared in Figure 5.4. The

u-v response coordinate system helps even more to detect the side lobe levels when

varying the antenna scanning angle and the representation of the simulated response

for array configuration No. 1 (as seen in Table 5.3) can be observed in Figure 5.5.

Measurements of the same can be observed in Figure 5.6, where a maximum SLL of

-4.185 dB is reported.

5.5.1 Non-uniform antenna array scanning with angle

Even if the SLL is under a certain margin when scanning at different angles, it is

possible to have two side-lobes in the azimuth or elevation plane by scanning the

angle. Therefore, sweeping the θ angle allows the detection of these lobes. Therefore,

simulations and measurements of the scanning pattern have been carried out.

Figure 5.7 shows the SLL variation with scanning angle for all configurations

highlighted in Table 5.3. This graph, shows the SLL variance with steering antenna

angle, and it is observed how at a displacement of 30◦ the SLL can drop as low as

-2.5 dB. This indicates that the antenna array cannot be used for beamsteering in

certain cases, as the target detection may see false targets caused by the grating
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Figure 5.5: Simulated response for 8-element antenna receiver in u-v coordinates for
complete antenna scan.

lobes. In these situations, it is possible to add tapering to reduce the SLLs at the

expense of HPBW. From this graph it can seen that configuration no. 3 provides the

best SLL over scan angle and this is the one which has been chosen for fabrication.

5.5.2 Non-uniform Antenna Array Fabrication

The selected antenna configuration no. 3 from Table 5.3 was fabricated with the

same material and techniques presented in [1.4]. A detailed presentation on how the

SIW antenna was designed can also be read in 2.11. The receiver antenna is depicted

in Figure 5.8 which depicts configuration No. 3 as described in the previous section.

The antenna uses the same substrate as described in [5.17], having similar return

losses as the previous prototype. The antenna was made in July 2020 with Printech

Ltd, in the UK and shipped in the Netherlands for measurements completed during

the EUMA internship award in 2020.
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Figure 5.6: Measured UV response for antenna array beam steering for complete
antenna scan, showing highest SLL.

5.6 Measurement Setup and Results

5.6.1 Antenna Beampatterns

Also shown in Fig. 5.8 is the FMCW hardware measurement setup for target de-

tection. Here the Analog Devices raar has been connected to the antenna receivers

with the help of 2.92mm co-axial cables and interfaced with Analog Devices SDP

board to connect to the computer. The antenna was first measured for functionality.

The measured and simulated return losses for the 8 elements for the antenna array

are presented in Figure 5.9 and a good agreement between them can be seen. The

antenna under test (AUT) was placed at 2.5m from the test horn antenna, and was

measured at 24 GHz . The compared beampattern measurements and simulations

can be seen in Figure 5.10 for the azimuth plane, while in Figure 5.11 the elevation

pattern is presented. We can see there is good agreement between the the measure-

ments and simulations in both planes. The SLL is also at the expected -5 dB level.

The realised gain for the antenna is 16.7 dB, only 0.7 dB down compared to the
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Figure 5.7: Side lobe level response comparison for 8-element array configuration
with a large separation between arrays as described in Table 5.3.

Figure 5.8: Newly fabricated SIW transmitter and receiver antennas, and radar
hardware setup for far-field measurement.
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Figure 5.9: Simulated and measured return losses for the manufactured SIW sparse
8-element antenna array.

simulated 17.4 dB and the antenna efficiency is 83.5%.

5.6.2 Radar Measurements over frequency

A preliminary study has been done where the radar system bandwidth was tested for

different values for the small corner reflector. This result can be seen in Figure 5.12.

The side lobe levels for the 1.5 GHz measurements are improved compared to the

200 MHz bandwidth, therefore 1.5 GHz bandwidth was used for the measurement

trials.

5.6.3 Radar Measurements with CS

For the target detection trial, two targets have been chosen to simulate target de-

tection. The two targets represented here are an aluminium corner reflector with an

rcs of 30 cm2, as well as a metal plate with an edge also of 10 cm. The radar setup

for the measurements has been depicted in Fig. C. These have been chosen due to

the necessity of working in the far-field at the detection range. The corner reflector

has been attached to a plastic pole which allowed its re-positioning for the target

trials. The other target plate was placed at a fixed position in the anechoic cham-

ber. The radar MIMO setup can be seen in Figure 5.13, where the antenna setup is

illustrated, the target positions and and the radar platform from TNO Radar Signal

Processing group. This setup has been used similar to the setup as depicted in Fig.
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Figure 5.10: Azimuth beampattern response of 8-element SIW antenna receiver
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Figure 5.11: Elevation beampattern response of 8-element SIW antenna receiver
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Figure 5.12: Normalised target return for frequency calibration at 200 MHz and 1.5
GHz for corner reflector with 10 cm size at 2.6 meter distance.

Figure 5.13: Radar hardware setup for target detection measurement comprising of
two targets positioned at 2.6m, spaced at different angle separations.
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C.

Measurement trials for the target detection have been carried out and results are

reported here. The radar targets have been positioned at an angular separation of

2◦ between the center of each target. The detection has been compared with two

algorithms, delay and sum (DAS) and CS. This results can be seen in Figure 5.14.

The two targets distanced very close are not distinguishable with the DAS algorithm

but they can be clearly identified with the CS algorithm, which shows the potential

improvement of the CS implementation. As expected from then antenna measure-

ments, the SLLs are high. If the CFAR threshold (see Chapter 2 on definition) is

set at -5 dB then just the two targets are detected and no false targets are present.

Therefore a new objective for this work is to find the best way of reducing the SLL

while preserving HPBW.

5.6.4 CS and Multiplication

In Chapter 4, the multiplication method is presented a smoothing function which

is based on multiple readings of the target scenario and use beampattern pattern

multiplication to smooth the SLL. The same technique is applied here for the CS

algorithm to reduce the SLL and reduce the probability of false targets. By adding

this technique, target detection response is much improved as an be seen in Figure

5.15, with an SLL of almost 40 dB. This is very helpful in situations where clutter

would hinder performance, however, as it is noted in Chapter 4, the multiplication

method does not increase angular resolution. The combination of both CS and

multiplication yields a clearer image for automotive radar detection.

5.6.5 Measurements with radar rotation

Another trial has been done with rotating the radar platform and checking the

response of the radar for angles further from broadside. Six trials have been carried

out with an angular target separation of 20◦ and rotation angle from 0◦ to -50◦ (in

the left plane). This shows the response of the radar for the right quadrant and the

trials can be observed in Figure 5.16. These results shows a lot of noise due to the

reduced power transmitted at the edges of the field of view. Hence, a system that

is able to beamform at the transmitter (such as a Butler matrix network, see [3.39])
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Figure 5.14: Final measurement for two targets spaced at 2 degrees at a distance of
2.6m as shown in Fig. 5.13, comparing delay-and-sum (DAS), compressive sensing
(CS) with range resolution of 7.5cm (1.5 GHz bandwidth).

Figure 5.15: Final measurement for two targets spaced at 2 degrees apart at a dis-
tance of 2.6m as shown in Fig. 5.13, comparing delay-and-sum (DAS), compressive
sensing with multiplication (CS+M) with range resolution of 7.5cm (1.5 GHz).
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Figure 5.16: Measurement sweep for two targets spaced at 20 degrees apart at
2.6m as shown in Fig. 5.13, rotating the radar platform in 10◦ increments, while
comparing delay and sum (DAS) and compressive sensing (CS) with 7.5cm range
resolution (1.5 GHz).

can alleviate some of the problems encountered with detecting targets at the edges.

5.6.6 Discussion and limitations

It is clear that CS is able to resolve the targets better, but in this case, it can be seen

that keeping the angular separation constant would have implied that this should be

translated at different angles for the separate trials. Unfortunately, this is not the

case with the detected images as the targets are separating more once the radar is

rotated at a further angles. In this case, it is clear that the SLL response is affecting

the measurement and also that the results are inconclusive since the expected results

are not seen with the radar system rotation.

This effect can be traced due to several factors. At the time of the measurement,

time based MIMO processing was taking place and some ports were changed man-

ually in between measurements, which could have caused a slight shift of antenna

positioning. The SLLs response can be affected by the noise of the system and cal-

ibrations may need several trials to accurately show a good measurement. In this

scenario, an additional calibration procedure needs to be carried out. In conclusion

we can find the following limitations:
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• In the case where SNR is not enough, CS is not able to distinguish multiple

targets, therefore it is important the this is provided.

• Non-uniform antenna design reduces SLL and this can cause for the CS algo-

rithm not to detect multiple targets.

• Multiplication can have limitations for targets that have a large difference in

RCS.

5.7 Conclusions and future work

In this chapter, compressive sensing for automotive radar scenarios has been dis-

cussed. It has been demonstrated how non-uniform sparse arrays can aid radar

detection by offering an enlarged virtual antenna aperture, while preserving an ac-

ceptable side-lobe level response, and this thesis presents results of a MIMO radar

system with capability of detecting targets at an angular separation of just 2◦. This

work is also compared with other radar systems present in literature, identifying

advantages and disadvantages of each. The work also discussed the methodology of

obtaining a sparse antenna array design, given some constraints, such as antenna

inter-element spacing and number of elements. Configurations have been compared

for best possible radar angular resolution and side-lobe level, prior to the new an-

tenna fabrication. Good agreement between simulations and measurements have

been reported for antenna array characteristics which has been designed and mea-

sured throughout the project. In addition, a study was undertaken to obtain the

SLL response with steering angle, determining the response of the radar while trying

to identify objects at further angles within the FOV. Future work will discuss how

to achieve better SLL response for the antenna design and improve SLL with scan

angle as well.

5.8 Contributions by the candidate

In this chapter, the candidate has developed the compressive sensing algorithm

(YALL1) for the angular target detection of the radar, beginning from the frequency

domain signal reconstruction and obtaining the angular spectrum reconstruction as
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desired. The measurements used a non-uniform spaced antenna receiver in the

SIW technology, antenna which the candidate has designed in CST and it has been

externally manufactured during July 2020 by Printech Technologies. The candidate

has therefore performed measurements at the TNO facilities in the Netherlands with

a new antenna which he designed and obtaining very good results. The non-uniform

design has been obtained with the prolonged efforts of finding the best antenna array

design, which has been found using an exhaustive search method. The array then

was simulated and tested for side-lobe level response and half-power beamwidth for

angular resolution. The beampatterns of the new array have also been simulated

and measured by the candidate. Lastly, the compressive sensing measurements have

been carried out by the candidate at the TNO facilities in the Netherlands.
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Conclusions

6.1 Motivation and goal

In this chapter, we will summarise the novelties of this thesis, draw a conclusion and

discuss the opportunities of future work.

Radars system developments and their performance characteristics have been

investigated in the context of the automotive industry with the aim of enhanced

resolution. As it can be seen from Chapter 2, a comprehensive analysis of the auto-

motive radar literature has been carried out to find which state-of-the art systems

provide the best resolution, detection time, cost and the ease of manufacturing.

Additionally, a market research (outlined in Chapter 3) was also carried out for

prototyping a radar system outlined in the thesis. Multiple input multiple output

(MIMO) systems together with newly developed substrate integrated waveguide

(SIW) antenna arrays have been the focus of this research due to the improved

characteristics and capabilities of these systems.

A focused approach on performance balanced with simplicity of design and keep-

ing costs reasonable has been adopted throughout the work. These efforts have been

widely recognised in the radar community, and so the first radar MIMO SIW system

(outlined in chapter 3) which was presented in European Conference on Antennas

and Propagation (EuCAP, London, 2018) was nominated for Best Antenna Appli-

cations paper, which classed it among the first 5/1050 papers submitted that year.

During the same year, the multiplication spectral smoothing function outlined in

Chapter 4 has received Best Student Paper Award at the International Sympo-
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sium on Antenna Technology and Applied Electromagnetics (ANTEM), Waterloo,

Canada, August, 2018. This recognition has been very motivating, and so in 2019,

this work has also been awarded the European Microwave Association (EuMA)’s In-

ternship Award which allowed research to be done up to 6 months at one of the best

radar facilities in the industry at TNO Research and Defence, The Hague, Nether-

lands, where the compressive sensing and interpolation work has been developed

and outlined in Chapters 4 and 5.

6.2 Novelty in this work

The automotive radar candidate systems which have been developed throughout

the thesis have some advantages over conventional radar systems and some of these

developments have been pioneered to enhance system performance, by using new

techniques implemented here. Some of these points are highlighted below:

• Integration of SIW antenna arrays with a MIMO radar and performing radar

measurements with an off the shelf 24 GHz radar system for short-range radar

(SRR) applications.

• High percentage bandwidth antennas with SIW arrays that allow a stable

impedance bandwidth of 1.5 GHz for a radar range resolution of 10 cm, and

a design which is scalable to 77 GHz, allowing for as little as 3 cm separation

distance between targets.

• Spectral multiplication method which can smooth out receiver radar data to

allow better radar accuracy (improvement of -13 dB in side lobe level is re-

ported in Chapter 4).

• The realisation of sparse antenna array using an heuristic search method for

the antenna element positions to maximise angular resolution and reduce as

much of possible SLL. The radar employs 32 elements which have a virtual

array aperture of 47 elements at 0.5λ spacing.

• Using compressive sensing together with sparse array antenna systems to facil-

itate sparse recovery using less hardware resources for the SIW MIMO radar

system.

• Applying interpolation and extrapolation methods on the MIMO SIW radar to
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further increase angular resolution by an additional 20% in antenna aperture.

• Using a sectorized radar sub-modular system to detect targets within ±90◦ of

the field-of-view, together with non-uniform antenna arrays.

6.3 Limitations of this work

Although there are many advancements with the use of the radar systems developed

in this work, there are still many challenges that need to be addressed and would

consist the starting point of future work. The known limitations of the work are:

• The use of 24 GHz radar systems are is already phased out by the European

Telecommunications Standards Institute (ETSI) and Federal Communications

Commission (FCC) since the beginning of 2022, which makes the use of the

current hardware not suitable for future radar systems.

• More losses are expected at 77 GHz due to the increased tolerances and diffi-

culty of manufacturing at a smaller wavelength, and increased cost of manu-

facturing and prototyping.

• The smoothing multiplication method does not increase angular resolution,

only improves accuracy by lowering the SLL of the detection. The aperture of

the radar needs to be large enough for the targets to be detected and so the

it will not discriminate for targets that are very close to each other.

• Compressive sensing does not reduce signal processing time in comparison

to other sub-space based algorithms such as MUSIC and MVDR, although

it processes less data, it reduces the hardware requirements for analogue-to-

digital (ADC) converters.

• Sectorized sub-modular radars use multiple radar system which increase cost,

however this also increases scalability of the manufacturing process which can

be optimised by parallelising tasks.

• The size of the bumper is a limiting factor for the highly separated radar

system. Since an average bumper has the size of one meter, it is therefore

practical only to use highly separated radars within this space. The use of

77 GHz radar is beneficial in this case since the wavelength is approximately

three time less than the 24 GHz wavelength.
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6.4 Future work endeavours

The topics which have been discussed have opened the possibility of future work in

the following areas for the automotive radar system research:

• The design, manufacturing and testing of an automotive radar system using

SIW antennas at 77 GHz, using ultra wide band antennas, with the use of

aforementioned methods outlined in this thesis.

• The development of SIW monopulse antenna arrays which have large antenna

aperture and the development of a new monopulse radar signal processing

algorithm which can integrate the smoothing multiplication function.

• The development of genetic algorithms such as Particle Swarm Optimisation

or Simulated Annealing to detect optimal antenna array positions with non-

uniform sparse array and the development of an antenna beamformer based

on the same principles and the measurement of such a system in an anechoic

chamber.

• The design, implementation and testing of a highly separated automotive radar

system which is capable of improved detection and uses re-configurable anten-

nas in order to shape the aperture of the radar corresponding to the detection

scenario.

• The integration of pulse-width modulation (PMW) and other detection meth-

ods such as multiple frequency shift keying (MFSK) with the automotive radar

system and data transmission in addition to the target detection capability.

• Using compressive sensing also in the range domain, and enhancing range

resolution capability of the radar system.

Many areas of improvement still remain with the automotive radar system, and

it is the duty of the design engineer to develop new methods of enhancing these types

of systems. This thesis has covered some of the techniques which help achieve the

goal of better resolution and improved detection for ultimate road user safety. The

radar systems are also part of the in-sensor fusion capabilities of new automotive

collision avoidance application present in newly manufactured vehicles. Thus, the

automotive radar topics are going to be of wide interest among car manufacturers

and researchers for future decades to come.
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Compressive sensing beamforming

implementation with YALL1

The YALL1 algorithm is divided into four sections: input, initialisation of the pa-

rameters, iteration of the projection and output of the reconstructed signal. In this

case, the YALL1 algorithm is optimised to detect targets in the angular domain.

The requirements for the algorithm are to have a matrix dictionary A, and a set of

measurements y, chosen with a degree of sparsity k. Once the initialisation phase is

done, the algorithm sets the parameters which will loop either until the maximum

number of iterations is reached, or the stopping criteria for the algorithm are met.

During each iteration, one target is identified by randomly undersampling the signal

and re-creating the original image with back-projection. This method allows for

Nyquist aliasing to disappear, however the side-lobe level (SLL) can pose an issue

if the level is higher than smaller targets. Therefore, the design of the antenna is

important for YALL1 since a good SLL response will be able to detect more targets.

Example of YALL1 iteration step:

1. Detect strong signal component above the threshold.

2. Obtain sparse estimate based on threshold level.

3. Compute interference based on the detected targets and convolve sparse esti-

mation.

4. Subtract interference signal from original to find targets that might have been

masked by side lobe levels.

5. Continue iteration until stop criteria is met.
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The following is the YALL1 pseudocode implementation:

Algorithm 1 Your Algorithm for l1 (YALL1) pseudocode

1:

Require: measurement matrix A, measurement vector y,

2: sparsity level k, n ≥ 0

Ensure: k-sparse target vector x, x0 = 0;

3: Initialisation : tol, ρ, Bmax, µ, maxit, weights w, γ.

4: ρ = 0.01

5: maxit = 9999

6: w = 1

7: tol = 5× 106

8: Bmax← limn→∞ y[n]

9: ρ← ρ/Bmax

10: y ← y/Bmax

11: x = A′ ∗ y;

12: x0 ← x/max(x)

13: b← y

14: n← size(x)

15: z ← 0

16: y ← 0

17: Aty← 0

18: µorig ← µ

19: ρavg ← ρ/µ

20: ρavg ← ρ/µ

21: bavg ← b/µ

22: relgap ← 0

23: relρ ← 0

24: stop← false

25: Iteration :

26: while iter ̸= maxit do

27: iter ++

28: xµ ← x/µ

29: yres ← A ∗ (A′ ∗ y− z+ xµ)− bavg

129



Appendix A: Compressive sensing beamforming implementation with YALL1

30: yres ← yres + ρavg ∗ y

31: denom← Atry′ ∗ Atry;

32: denom ← denom+ ρavg ∗ (y′
res ∗ yres);

33: stp← real(y′
res ∗ yres)/(Re(denom) + ϵ);

34: y← y− stp ∗ yres;

35: Aty← Aty− stp ∗Atry;

36: z ← Aty+ xµ;

37: z = z .* w ./ max(w,abs(z)); ▷ Projection

38: res← Aty− z;

39: xprojected = x;

40: x = x+ (γ ∗ µ) ∗ res;

41: if iter is even then

42: q ← 0.1 ▷ Check stopping conditions

43: resnormal ← norm(res)

44: objp =
∑
|w. ∗ x|;

45: objd = y′ ∗ y;

46: relρ ← resnormal/norm(z)

47: resprojection = A ∗ x− y;

48: resnormprojection = norm(resprojection)

49: objp = objp + (0.5/ρ) ∗ resnorm2
projection;

50: objd = objd − (0.5 ∗ ρ) ∗ norm(y)2;

51: relgap = |(objd− objp)|/|(objp|);

52: stop← false;

53: xchg = norm(x-xp)/norm(x);

54: if xchg < tol ∗ (1− q) then ▷ Stop if not within tolerance

55: stop← true

56: else

57: if xchg < tol ∗ (1 + q) and relgap < tol and relρ < tol then

58: stop← true

59: end if

60: end if

61: if stop then
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62: break;

63: end if

64: if iter is even then ▷ Update the mean value

65: mfrac = 0.1;

66: big = 50;

67: nup = 8;

68: µmin = mfracnup ∗ µorig;

69: update← (relgap > big ∗ relρ) and µ > 1.1 ∗ µmin and iter > 10

70: end if

71: if update then

72: µ = max(mfrac ∗ µ, µmin);

73: ρavg = rho/µ;

74: babg = b/µ;

75: end if

76: end if

77: end while

78: x← x ∗Bmax
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Additional Simulations with the

Multiplication Method

This section aims to provide additional data for the use of the multiplication method,

as there are some cases where angular target detections would not benefit from the

use of multiplication. There are three cases presented:

1. When there are 10 dB difference between the RCS of the targets.

2. When there are 20 dB difference between the RCS of the targets.

3. When there are 20 dB difference between the RCS of the targets.

For each of the cases, we have varied the multiplication factor and observe what

is the effect on the target responses for a classic beamforming processing. In the the

first case (Fig. B.1), we can see that the multiplication method manages to reduce

the SLL, but the difference between the two targets is now 40 dB in Fig. B.2 when

the multiplication factor increases to 2. This difference increases more than 80 dB

when M = 3 (in Fig. B.3). However, when the difference between the two targets

is 20 dB (as seen in Fig. B.4), it is clear from the start that the pedestrian is not

detected because of the side lobes and also the multiplication algorithm does not

help with it’s identification (Fig. B.5). One last interesting aspect is to probe what

happens when the two targets are similar in RCS as can be seen in Fig. B.6. Once

the smoothing process happens, the side-lobes almost disappear as seen in Fig. B.7

and when the multiplication factor is increased to 3, only the targets are shown as

seen in Fig. B.8.
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Figure B.1: Diagram showing the multiplication scenario where the radar cross
section difference between the pedestrian and the car is 10 db and the multiplication
factor is set to M = 1.

Figure B.2: Diagram showing the multiplication scenario where the radar cross
section difference between the pedestrian and the car is 10 db and the multiplication
factor is set to M = 2.
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Figure B.3: Diagram showing the multiplication scenario where the radar cross
section difference between the pedestrian and the car is 10 db and the multiplication
factor is set to M = 3.

Figure B.4: Diagram showing the multiplication scenario where the radar cross
section difference between the pedestrian and the car is 20 db and the multiplication
factor is set to M = 1.
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Figure B.5: Diagram showing the multiplication scenario where the radar cross
section difference between the pedestrian and the car is 20 db and the multiplication
factor is set to M = 2.

Figure B.6: Diagram showing the multiplication scenario where the radar cross
section difference between two cars is 2 dB and the multiplication factor is set to M
= 1.
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Figure B.7: Diagram showing the multiplication scenario where the radar cross
section difference between two cars is 2 dB and the multiplication factor is set to M
= 2.

Figure B.8: Diagram showing the multiplication scenario where the radar cross
section difference between two cars is 2 dB and the multiplication factor is set to M
= 3.
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Measurement Setup for Anechoic

Chamber Measurements

This short appendix is designed as a reference for all measurements which have been

carried out in the anechoic chamber, where two targets have been used.

Figure C.1: Diagram showing the chamber setup for two targets for each of the
measurements presented in previous chapter
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[3.29] Robin Rajamäki and Visa Koivunen. “Comparison of sparse sensor array

configurations with constrained aperture for passive sensing”. In: 2017 IEEE

Radar Conference (RadarConf). IEEE. 2017, pp. 0797–0802.

[3.30] YI Chong and DOU Wenbin. “Microstrip series fed antenna array for mil-

limeter wave automotive radar applications”. In: IEEE MTT-S IMWS. IEEE.

2012, pp. 1–3.

[3.31] Ke Wu, Maurizio Bozzi, and Nelson JG Fonseca. “Substrate Integrated

Transmission Lines: Review and Applications”. In: IEEE Journal of Mi-

crowaves 1.1 (2021), pp. 345–363.

[3.32] Wolfgang Menzel. “Antennas in automobile radar”. In: Handbook of Antenna

Technologies. Springer, 2014, pp. 1–22.

[3.33] Nelson Jorge G Fonseca, Ahmed Ali, and Hervé Aubert. “Cancellation of
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