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Abstract

An absolute secured wireless communication is unattainable. Nevertheless, commu-

nication models must be secure and unique across each layer of the model. The

physical layer is the easiest layer through which information leaks, due to its broad-

cast nature. The security in the physical layer, measured as secrecy capacity, is

subdivided into keyed and keyless security models. In practice, the eavesdropper’s

evasive and obscure random wireless channel model makes it difficult to optimise

keyless security measure at the physical layer. Considering this practical challenge,

the objective of this work is to use novel keyless approaches to reduce the ability of

an illegitimate user to access the transmitted message via the physical layer. Phys-

ical layer security (PLS) was achieved through the deployment of unmanned aerial

vehicles (UAV), intelligent reflecting surfaces (IRS), and communication sensing as

security enablers in this thesis. The UAV operates with interfering signals while the

IRS and sensing techniques optimise respective inherent properties leading to higher

PLS performance. The thesis presents solutions to the parametric design of UAV,

IRS, and wireless sensing technologies for PLS functionality. Designs and analysis

herein follow from analytical derivations and numerical simulations. Specifically, the

thesis presents a novel average secrecy rate formulation for passive eavesdropping

with a reception rate upper bound by that of the legitimate receiver. The keyless

PLS assessed from the formulations guaranteed positive rates with the design of a

broadcast interfering signal delivered from a UAV. Based on the verification of the

positive secrecy rate with passive eavesdropping, a swarm of UAVs improved the

PLS of the communication system delivering more interfering signals. Furthermore,

the functionalities of the interference driven UAV swarm were miniaturised with a

system of aerial IRS. By harnessing inherent channel dynamics, a novel non-iterative

design of the aerial IRS system was presented as a panacea to PLS requirements.

Finally, the thesis presents the analysis of a legitimate receiver with a novel noise

and interference filter as a sensing mitigation technique. The filter enhanced PLS

by enabling the legitimate receiver to effectively extract desired information.
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Chapter 1

Introduction

Remote monitoring of infrastructure and machineries are necessary for technological

adaption to global connective singularity. It was promoted by advances in the Inter-

net of Things (IoT), fifth generation (5G), and beyond. But these advances increase

the requirement for secured and guaranteed communication. Therefore, this thesis

aims to explore means of ensuring secured data communication between a remote

transmitter and desired receivers using the unmanned aerial vehicles (UAV), intel-

ligent reflecting surfaces (IRS), and wireless communication sensing as regulatory

agents. In this chapter, a background to the challenge of seamless secured remote

connectivity, and the regulatory agents were presented. The discourse of this chapter

conclude with an overview of the thesis contribution.

1.1 Background

The maintenance of diverse industrial infrastructure is key to sustaining robust

global supply chain. An example of such diverse infrastructure is the interconnection

of pipeline systems for the oil and gas industry.

1



Chapter 1: Introduction

These infrastructures need monitoring to ascertain their reliability and possible acti-

vation of redundant control mechanism when failure occur. The monitoring require-

ment allow for the installation of sensory devices to collect various data transmissi-

ble to a central station for processing and decision making. The central station is

required because the sensory devices are deficient with computational and power ca-

pabilities. The data is transmitted to the central station by collective inter-working

(e.g. beamforming) of the sensors or using hop-to-hop (which can be automated

or manual) transmission method [1]. But the distributed location of the infrastruc-

tures and distances to the central station in both the inter-working and hop-to-hop

methods, makes it easier for eavesdroppers to purloin the transmitted data.

These eavesdroppers can be classified as active or passive depending on their status

and activity within network. The active eavesdroppers continue to transmit data

while listening to the leaked data. They are easily detectable based on their activities

using well defined user geometric identification techniques [2]. Whereas the passive

eavesdroppers are termed “quiet” as they only receive the leaked data while trying to

mask their presence [3]. In this thesis, emphasis is laid on passive eavesdropping since

they are more difficult to manage and pose greater challenge in securing information

leakage.

Furthermore, the data collected by the passive eavesdroppers can be used in sev-

eral legal and/or illegal ways. For example, in terms of pipeline monitoring, legal

use may entail security re-evaluation, while illegal use may enable vandals to deter-

mine the activity of the pipeline and possible points of attack. Therefore, research

into improving wireless communication-oriented security of infrastructure monitor-

ing systems against eavesdropping is necessary against illegal use. We note that se-

curing pipeline monitoring communication infrastructure is the primary application

of thesis. However, since the scope of the communication-oriented security models

are applicable to other sensor networks and peer-to-peer (P2P) communication, the

thesis subsequently de-emphasis pipeline application.
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1.2 Principles of Physical Layer Security (PLS)

A paramount interest of private businesses, public or government institutions, mili-

tary and intelligence services is the protection of confidential and sensitive informa-

tion. In the event that such data/information is made public, the affected organi-

sation may face legal or financial ramifications. At the very least, they will suffer

loss of customer trust (e.g. with respect to production companies, etc.); but in the

worst case, it could lead to the complete annihilation of the organisation (e.g. with

respect to the military, etc.). Therefore, secure communications are obligatory to

most businesses/organisations; and in this sense seen as a primordial requirement of

technological and industrial advances.

As technology continue to explode, especially with the gains of the IoT, 5G and

future generation networks, adverse robust ways of information theft continue to

grow [4]. In practice, an absolute secured communication is unattainable, neverthe-

less, theories seem to support some acceptable measure of security parameters [5,6].

It is important that we continue to improve on the security parameters in line with

the growth in technology.

Furthermore, due to technological growth and the need for standardisation, it be-

came apparent that the structure of communication should be split into layers.

This layered structure birthed the open system interconnection (OSI) [7, 8] pub-

lished by the international organisation for standardisation (ISO) and the Internet

model (transmission control protocol/Internet Protocol (TCP/IP) suite) [9] pub-

lished by the USA department of defence (DoD). Generally, each layer of the OSI

or the TCP/IP model communicate uniquely. Such unique communication aims to

guarantee effective and secured communication. Nevertheless, information leakage

still occur due to the resilience and adaptation of illegitimate listeners. However,

researchers continue to develop several algorithms and techniques to secure the com-

munication in each layer of the models, especially in the physical layer [6].

The physical layer is the easiest layer to purloin information in wireless communica-

tion, and it is similar to both the OSI and TCP/IP models [6]. In the higher layers of
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the OSI and TCP/IP models, virtual P2P communications were established between

the transmitter and receiver sections using packet headers and trailers. However, the

headers and trailers cannot apply to the physical layer because it has a broadcast na-

ture. It also deals with the processing of the encapsulated message for transmission

via the channel in form of a broadcast [10]. In wireless communications, it means

that it converts the message to electromagnetic waves referred to as radio signals.

These signals are susceptible to eavesdropping since they are broadcast to defined

directions [6]. Securing these signals lead to the concept of physical layer security

(PLS).

The PLS is divided into keyed and keyless security models [11, 12]. The primary

objective of both models is to reduce the ability of an illegitimate receiver, or eaves-

dropper, to gain access or properly decode the transmitted message. While the keyed

model use information obscurity as its main tool, the keyless model detects possible

information leak in the presence of eavesdropper(s) and attempts to decrease the

quality of information it receives [13]. Several algorithms such as [14,15], examine

the generation of keys for keyed PLS. However, the main limitation of the keyed

PLS is the complexity of exchanging the security keys between the transmitter and

the legitimate receiver [16]. This has encouraged the acceptability and attraction of

keyless PLS. In this thesis, keyless PLS if therefore discussed as a panacea to PLS.

1.3 Evolution of PLS in Wireless Communication

With the advent of mobile communication in the early 1990s, they have been rapid

spread of wireless communications services spanning into the 5G applications [13,17].

But securing these wireless communication and services are paramount issues. In

this section, an evolutionary description of securing the wireless communication

using PLS was presented.

The discussions on PLS dated to Shannon’s theorem popularly referred to as noisy

channel coding theorem or Shannon limit on communication channel of 1945 [18].
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The theorem states that the maximum error free information rate is upper bound by

its maximum rate through the channel. It implies that the channel is ideal, free from

noise and interference. It also means that perfect secrecy is possible if the signal

received by the eavesdropper does not contain any information of the transmitted

message since the channels are unique to each user. A typical Shannon model is

illustrated in fig. 1.1. However, this assertion is plausible only when we neglect

the processing and listening capability of the eavesdropper or the possibility of its

knowledge of the transmit codebook [19]. These inherent assumptions of Shannon

theory limits its application to practical wireless communication models.

Figure 1.1: Shannon communication model.

Figure 1.2: Wyner wiretapper.

Subsequently, A.D. Wyner in 1975 defined a wiretapper channel without the compu-

tational limitation of Shannon. The wiretapper refers to a passive eavesdropper that

does not attempt to alter the transmitted message. Wyner assumed a noisy channel

for the wiretapper and a noiseless channel for the legitimate receiver as shown in

fig. 1.2 [20,21]. Wyner further defined the equivocation “as a measure of the degree

to which the wiretapper is confused” [21] by using a randomised invertible encoder.

Furthermore [21] records that it is possible to transmit under the Wyner conditions
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and still obtain a near perfect secrecy because of the ideal status given to the legiti-

mate channel. It is noteworthy that the attempts to pursue perfect secrecy with the

Wyner wiretapper led to discourse into keyed and keyless PLS.

The keyed PLS emphasise on confusing the eavesdropper by using variable key

lengths and configurations for message encryption. This makes it difficult for the

illegitimate receiver to decipher the message without knowledge of the encryption

key. In contrast, keyless PLS uses the dynamic intrinsic properties of communication

channels to support the legitimate receiver’s signal, while reducing the information

content of the signal received by the eavesdropper. Such intrinsic channel properties

include fading, interference, multipath, shadowing and noise [22]. Without under-

mining the security benefits of keyed PLS and higher level security, the keyless PLS

tends to enjoy the following advantages:

(a) The complexity of key management and distribution is subdued with the keyless

PLS.

(b) Keyless PLS enjoys less overhead with no alterations to the legitimate message.

(c) The security system is robust due to inherent stochastic channel distribution.

It is based on these benefits that we have focused on developing algorithms to im-

prove the keyless PLS in this thesis.

Figure 1.3: Gaussian version of Wyner wiretapper.
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Considering keyless PLS, the Wyner model was adapted to a realistic model by

Leung and Hellman in 1978 [23]. They showed that by applying a noisy Gaussian

channel to the legitimate user, some degree of equivocation was maintained. Secrecy

capacity given in (1.1) was then defined as a measure of the equivocation. A pictorial

representation of the model developed by [23] is shown in fig. 1.3.

Cs = [log(1 + γB)− log(1 + γE)]
+, (1.1)

where [x]+ = max(x, 0) and γi ∀ i ∈ {B,E} represents the signal to noise ratio (SNR)

at the legitimate receiver (B) and the eavesdropper (E).

Equation (1.1) gives the secrecy capacity as the difference of Shannon’s information

rate at the legitimate receiver and the eavesdropper. The higher the secrecy capac-

ity, the greater guarantee that the communication is secured from a physical layer

perspective. However, positive secrecy capacity is possible with respect to (1.1), if

and only if the channel quality of the legitimate receiver is better than that of the

eavesdropper.

Following the description of the secrecy capacity, two main key performance metric

(KPM) were developed to enable the quantification of PLS of wireless communi-

cation. The KPM are the secrecy rate and the secrecy outage probability defined

mathematically as (1.2) and (1.3) respectively [24].

Rs = max
P (t)

Cs, (1.2)

Poutage = Pr[Cs < Rt], (1.3)

where P (t) is the instantaneous transmit power. While the secrecy rate presents a

direct measure between the capacities of the legitimate receiver and the eavesdrop-

per, the outage probability compares the deviation of the secrecy capacity from a

set or desired threshold [24,25]. In other words, secrecy rate defines PLS of a com-

munication system over time while secrecy outage probability is not time bound.

Since the average secrecy rate is defined by time, it allows for investigation of the
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the distribution of the secrecy capacity rather than direct probabilities of secrecy

outage probability. Therefore, although both KPMs are frequently used in literature

to define PLS, in this thesis, we have used secrecy rates (defined as average secrecy

rate) as the primary KPM, due it’s robustness to define PLS over the communication

time frame.

Figure 1.4: Wireless communication model.

The condition for positive secrecy capacity is strict in the wireless communication

model, shown in fig. 1.4. The strictness is due to the independent noise level between

the legitimate receiver and eavesdropper in the wireless domain. Hence, the con-

straint on better channel quality of the desired receiver cannot be guaranteed [26,27].

However, to ensure secured physical layer communication, techniques of improving

the channel quality of the legitimate receiver or worsening that of the eavesdropper

continue to evolve. The variable rate scheme is an example that cause the trans-

mission be stopped when the channel conditions at the eavesdropper is better than

the legitimate receiver [5]. Another example is the deployment of jamming [28, 29]

and artificial noise signals [30] to worsen the channel quality of the eavesdropper.

Studies in literature continue to merge advances in technology with designs of key-

less PLS systems. Table 1.1 presents a general overview of the contributions from

the literature in comparison to the works presented in this thesis.
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Table 1.1: Overview of PLS algorithms

Reference
Eavesdropper

Jamming Key technology
Active Passive

[5] ✓ ✓ ✗ Variable rate

[29,31–33] ✓ ✗ ✓ UAV, M-MIMO

[Thesis] ✗ ✓ ✓ UAV, IRS, Sensing

1.4 Technologies Deployed for Improved PLS

Studies into PLS adapts to the growth of technologies that support wireless commu-

nication. This is because these advances increase the processing and computational

ability of the eavesdropper too. In this section, we introduce on key technologies

that have been implemented within this thesis as solutions to current PLS demands.

1.4.1 Unmanned Aerial Vehicle (UAV)

Unmanned aerial vehicle (UAV) is fundamentally an automated aircraft without di-

rect on-board human supervision [34, 35], [36]. It is a component of the unmanned

aircraft system (UAS) which comprise of the UAV, ground station and a commu-

nication link. The UAV flight maybe remotely controlled or programmed [37, 38].

In recent times, UAVs have been the subject of concerted research, primarily due

to their vast applications and unique properties of autonomy, and flexibility [17].

Although it was initially designed for military use, its application currently spans

various application domains such as agricultural, scientific, product delivery and

recently, in wireless communications.
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1.4.1.1 UAV Classification

UAVs are classified based on their peak flight heights (altitude) and the type of

wing build up [39]. These classification also guarantees their unique properties

and subsequently their suitability for specific applications. For example, for long

term wireless communication coverage over a large area, it is typical to deploy high

altitude platform (HAP). Figure 1.5 and table 1.2 presents the classifications and

features respectively. It is important to note that typically HAP is usually fixed

wing while low altitude platform (LAP) can be fixed wing (FW) and/or rotary wing

(RW). The flight duration in table 1.2 is also a function of several factors like energy

source, type of UAV, specific deployment function, UAV weight, and speed of the

UAV.

Figure 1.5: UAV classification.

Although the application of UAV is vast, its deployment is still subjected to various

regulatory issues due to concerns on privacy, accident, and data security/protection

[35]. UAV regulations are usually country or geographical specific but generally in-

cludes ethical and technical constraints, administration, application and operational

boundaries. Therefore, operating UAVs for wireless communication applications

ensures that the wireless domain supports for other wireless communication appli-

cations is maintained with no additional risk to the environment or the populace.

10



Chapter 1: Introduction

Table 1.2: Features of UAV classification

HAP LAP FW RW

Wide coverage Limited coverage Cannot hover Can hover

Quasi-stationary Non-stationary Travel with high speed Lower speed

Cost intensive Cost effective com-

pared to HAP

Expensive compared

to RW

Cheap

Longer flight du-

ration (Days or

Months)

Less flight duration

(several hours)

Several hours Very few hours

(<2hours)

Limited deploy-

ment flexibility

Fast and flexible de-

ployment

Large payload Small payload

1.4.1.2 UAV Swarm

A collection of independent mobile individual entities that are autonomous but in-

teract reactively to produce an aggregated behaviour, called a global behaviour, is

referred to as a swarm [40,41]. The global behaviour can be referred to as the

behaviour from a single but larger entity. Some practical examples of swarming in

nature include, the movement of flocking birds or a school of fish and the swarming

bees. With advances in technology, these natural occurrences were adopted into

the use of collaborative UAVs applications (including wireless communication ap-

plications). The group of collaborative UAVs are referred to as UAV swarm or the

internet of drones. The entities of the UAV swarm are individual autonomous UAVs.

Although for wireless communication purpose, the UAV swarm was primarily de-

signed to provide ubiquitous communication in 5G, its application in keyless PLS is

gaining greater popularity in recent times [34]. However, control of the individual

UAVs in the swarm to act as a single entity is an open research aspect based on its

application.
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In general, UAV swarm control is broadly classified, based on its decision making

process, into centralised and decentralised control [41]. The centralised control

defines explicitly the unique behaviour of elements of the swarm via a central control

system while the decentralised control allows each swarm element to independently

access its local (immediate environment) or global (entire environment) information

and makes decisions based on the information that controls its behaviour.

1.4.2 Intelligent Reflecting Surfaces (IRS)

Recently, focus on wireless channel control has led to a shift in paradigm with the

discovery of the intelligent reflecting surfaces (IRS) [42–44]. IRS provide an inter-

face between traditional wireless base stations and users. Unlike conventional active

relays, IRS only reflect radio signal, thus do not require the radio-frequency (RF)

chains. The reflected signals are inherently free from self-interference while travel-

ing through a conditioned wireless communication channel [45]. Current literature

explores several designs to harness the intelligence of IRS for effective communica-

tion, by optimally controlling the reflection coefficients and other related established

parameters, like transmit beamforming weights when multiple sources/receivers are

applicable.

In wireless communication, PLS inherent desired specular reflection of the IRS sys-

tem is harnessed. This property allows for maximum power transfer at the desired

reflection location. It is therefore apparent to carefully design the parameters of the

IRS system to manage eavesdropping.

1.4.3 Wireless Communication Sensing

Recently, due to advances in vehicular infrastructure the need for driverless vehicles

has inclined studies into the feasibility of the cohabitation of various sensors using

diverse spectrum bands. This is further exacerbated by the congestion of the below

6GHz spectrum band mainly used for low earth spectrum applications. A prominent
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sandwich of application in most discourse is radio detection and ranging (RADAR)

and wireless communication applications with critical reviews presented in [46, 47].

Spectrum users can in principle collaborate via cohabitation, co-design and coopera-

tion [46]. However, such collaboration is usually marred by several design challenges

such as interference management, varying power requirements, integration and secu-

rity. For example, a typical paradigm to the design challenges suggests that RADAR

systems require higher transmit power than wireless communication, but reflected

RADAR signal is usually low powered which is highly susceptible to interference

from communication signals. Joint sensing entails developing algorithms to enable

seamless collaboration between applications sharing a particular spectrum.

1.5 Scenario Description

Consider a secure wireless communication scenario between a base station (BS)

acting as a transmitting source (Alice) located at a known ground point1 ΩA =

[xA, yA, 0]
T and a receiver (Bob) at a known ground point ΩB = [xB, yB, 0]

T as

shown in fig. 1.6. However, an eavesdropper (Eve) lurks around the area.

hAB

Alice Bob

A
B

Figure 1.6: General thesis system model discussed.

We assume that Eve is located in a closed circular region with radius, ε, and centre

at point ΩE = [xE, yE, 0]
T. The circular region is within the coverage region of

1z-coordinate represents the altitude and the ground point is located at z=0.
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Alice. This assumption is feasible given that a passive Eve will practically be within

an area where it can easily purloin information without revealing its location. As

ε→ 0, the closer we arrive at the exact location of Eve. However, since the exact

position of Eve is unknown, ε must always be greater than zero and possibly can be

increased to cover the entire coverage region of Alice, and thereby introducing the

maximum uncertainty on Eve’s location. It is also possible that the uncertain region

where Eve is located can extend to the location of Bob. This will imply that Eve

can possibly be co-located with Bob. In this thesis, the co-location of Eve and Bob

is the worst case scenario as the schemes developed aimed to reduce the listening

capacity of Eve when it is not co-located to Bob.

We note that it is assumed that the optimisations and computations carried out in

this thesis were performed on a high capacity central node. This implies that memory

and computing equipment are assumed to be infinity at the central processing node.

Furthermore, we also assume that the computations are transferred seamlessly to

the required node using a secured control signalling terminal.

1.6 Thesis Outline

In this thesis, solutions to securing communication between users (sensors) and the

control stations (base stations) were presented using a combination of the technolo-

gies highlighted in section 1.4. Two main approaches were deployed: use of jamming

signal; and harnessing the immanent properties of IRS and wireless sensing systems.

These approaches were designed by jointly optimising the UAV trajectory and the

transmit power, reflection coefficients, and beamforming vectors as applicable. It

suffice to mention that the primary performance metric used to evaluate the PLS in

this thesis was the average secrecy rate.

In the subsequent chapters of the thesis, complex non-convex PLS problems were

reduced to sub-optimal convex problems. The problem transformation and method-

ological techniques were part of the novel contributions of this thesis.
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Chapter 2 gave a discourse on using jamming from the UAV to guarantee positive

secrecy rate for communication under passive eavesdropping. A novel expression for

average secrecy rate with passive eavesdropping was derived considering that the

rate of the eavesdropper was upper bound by that of the legitimate receiver. To

improve on the PLS of the system, a UAV was used to deliver jamming/interfering

signals in a coordinated approach to minimise interference at the legitimate receiver.

Hence, an optimisation problem was formulated to design the transmit power from

the transmitter, the jamming power, and the trajectory of the UAV. The solutions

obtained showed that positive secrecy rate was guaranteed when the eavesdropper

is passive.

Furthermore, the study of the possibilities for improving PLS with multiple UAVs

were analysed following the positive single UAV observation in chapter 2. A swarm

of UAVs in grid formation was deployed and optimised to improve the performance

of the secrecy rate in chapter 3. The swarm design entailed the determination of

their trajectory and jamming power.

Subsequently, the IRS miniaturised the swarm of UAVs while offering guaranteed

positive secrecy rate in chapter 4. Hence, a single UAV solution for data collection

and security optimisation using IRS was investigated. The chapter examined the

reflective coefficient adjusting property of IRS as the primary variable and showed

that it has the potential to aid PLS. Following the non-convex problem formulated

in the chapter, two solutions were developed considering the passiveness of the eaves-

dropper.

In chapter 5, the role of communication sensing in enhancing PLS was examined.

Using the cohabitation of wireless communication and RADAR technologies as a

case study, the impact of their relationship was considered as a prerequisite for PLS

guarantee. Specifically, novel autoencoder based interference and noise cancellation

filter was designed to separate desired signals from the received signal. The filter is

applicable where sensing is required for seamless cohabitation.
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A summary of the thesis was elucidated in chapter 6 with some future prospects

discussed. In addendum, appendices A and C provided proofs of different equations

relating to derivations made in chapters 2 and 4 respectively. Furthermore, the

signal-to-interference noise ratio (SINR) probability distribution of the aerial UAV-

carried IRS system was given in Appendix B.

Parts of the chapters of this thesis were based on published peer reviewed journal

or conference articles.

(a) Chapter 2 was based in part on the journal article Christantus O. Nnamani,

M. R. A. Khandaker, and M. Sellathurai, “UAV-aided jamming for secure ground

communication with unknown eavesdropper location,” IEEE Access, vol. 8, pp.

72 881–72 892, Apr. 2020

It was also presented in the conference of Christantus O. Nnamani, M. R.

A. Khandaker, and M. Sellathurai, “Maintaining secrecy in communication with

UAV-to-ground jamming amidst passive eavesdropping,” in TECHISD2020: Int.

Conf. on Technol. Innovation for Holistic Sustainable Development, Sept. 2020.

(b) Chapter 3 followed from the conference proceedings of Nnamani, Christantus

O., M. R. Khandaker, and M. Sellathurai, “Secrecy rate maximization with

gridded UAV swarm jamming for passive eavesdropping,” in 2021 IEEE Global

Commun. Conf. (GLOBECOM), 2021, pp. 01–06

(c) Chapter 4 was published in part in the journal article Christantus O. Nna-

mani, M. R. A. Khandaker, and M. Sellathurai, “Secure data collection via

UAV-carried IRS,” ICT Express, Elsevier, 2022, Accepted

(d) Chapter 5 has been submitted to a journal Christantus O. Nnamani and M.

Sellathurai, “Inter-ference and noise cancellation for joint communication radar

(JCR) system based on contextual information,” IEEE, 2022, Submitted
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1.7 Notations

Throughout the chapters of this thesis, we comment that “Eve”, “Bob” and “Al-

ice” describe the eavesdropper, the legitimate receiver and the transmitting stations

respectively. The variables used in any chapter of the thesis were properly defined

therein, and are exclusive for that chapter. However, the general structure of the

notations employed in the thesis elucidate in this section. {·}∗, {·}T and {·}H repre-

sent the conjugate, transpose and Hermitian of vectors/matrices, respectively, while

âij ≜
aj−ai

∥aj−ai∥ represents a normalised/unit vector along the direction of propagation

from location i to j. diag(x) is a diagonal matrix with the vector, x as the main

diagonal and 1 is a column vector of 1’s. Low case letters are scalars, bold-faced low

case letters are vectors while bold-faced upper case letters are matrices. Further-

more, rank(X) and Tr(X) are the rank and trace of matrix X respectively, while

E[·] is the expected value. [a]+ indicates max(0, x) i.e. the maximum value between

0 and x. Re{x} and Im{x} represents the real and imaginary parts of the complex

number, x.
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Physical Layer Security

Optimisation for Passive

Eavesdropping

In this chapter, we investigate the use of a single UAV to deliver jamming signals

when an eavesdropper is passive. The design characterises the procedure to ensure

that the effect on the legitimate receiver is minimum compare to the eavesdropper.

The objective of this chapter is to present the formulations to reduce the amount

of information obtained by an eavesdropper. Section 2.1 discusses state-of-the-art

literature and the research gap filled by this chapter. In section 2.2, the system de-

scription of the model was presented leading to the problem formulation. Solution to

the formulated problem was given in section 2.3. Thereafter, numerical simulations

and analysis of the results were highlighted in 2.4. The chapter concluded with a

recap of the main contribution of the chapter in section 2.5.

2.1 Related Works

To maximise the secrecy capacity, an on/off algorithm that regulates the power

transmitted from the source depending on the channel quality of the eavesdropper
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and legitimate receiver was developed in [5]. This method, referred to as the variable

rate scheme, rely on the principle that the transmitter knows the channel state of

the eavesdropper. This information may be based on previous channel monitoring or

reliable estimation. However, when the eavesdropper is passive, as in many practical

scenarios, the on/off approach become limited. This is because determining the

control for the transmit power becomes difficult since channel comparison of the

eavesdropper and legitimate receiver cannot be performed. In addition, the on/off

approach reduces the information received at the legitimate user when both active

or passive eavesdropping occur. Therefore, instead of regulating the transmit power

alone, a need for other ways to augment and minimise the content of information

received by the eavesdropper is necessary. Such approach requires the deliberate

jamming of the eavesdropper’s channel.

Jamming of illegitimate signals is a prominent brute-force methods of limiting infor-

mation theft in keyless PLS. It exploits the fading characteristics of the channel as

a physical layer protection strategy [10]. The jamming signals have similar charac-

teristics to the legitimate signal received by the illegitimate listener but they do not

contain information. The jamming signals cause interference of the legitimate signal

at the eavesdropper. Although the jamming technique does not guarantee that there

will be no information leakage, similar to other security techniques, it reduces the

probability of successful interception, by increasing the signal distortions of an end-

to-end communication. A form of jamming entail attaching artificial noise signal to

the transmission signal and then rely on the ability of the legitimate receiver to filter

out the noise. Several authors had proposed the designs at the receiver to enable it

filter out the artificial noise [30,48,49]. Furthermore, the jamming signals can be

delivered from a fixed transmitter [50,51].

The major limitation of these jamming techniques is that the eavesdropper will

usually operate at the same band as the legitimate receiver. Hence jamming the

received signal at the eavesdropper will also affect the legitimate receiver. Therefore,

while jamming poses to be an effective technique for improving secrecy, there are

some critical design issues, such as:
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(a) The degree of transmit power required to increase the secrecy capacity without

adversely degrading the information content of the desired receiver or exceeding

the acceptable power threshold of wireless communication.

(b) The transmitter’s responses to the knowledge of the possible eavesdropper(s).

(c) The optimal location or channel to deliver the jamming signals.

Researchers have since investigated these requirements independently as shown in

[52]. However, the collective investigation of (a)-(c) is of practical interest due to

their inter-dependency in the context of secrecy performance. While some recent

studies affirm that signal jamming yields improvement in the secrecy capacity, they

are mostly based on the impractical assumption that the eavesdropper location is

perfectly known at the transmitter [36, 53]. However, in practice, the eavesdropper

may be passive as implied in this thesis. The passiveness means that the channel

statistics are unknown at the transmitter or that the location of the eavesdropper is

unknown. Nevertheless, if we consider inverse-square law, then the location of the

eavesdropper invariably translates to its channel quality.

With respect to the known eavesdropper location (referred as active eavesdropper in

this thesis), mobile means of delivering the jamming signals have recently been inves-

tigated in the literature. Mobile jammers using vehicular ad hoc networks (VANET)

was investigated in [54]. It was shown that by transmitting jamming signals peri-

odically, communication can be jammed even with weak jamming signal. However,

the influence of the jamming is reduced without clear line-of-sight (LoS). Another

effective mobile methods is the use of an UAV in scenarios where the nodes under

consideration (the source, the main receiver and the eavesdropper) are all ground

based. The efficiency of using UAV as a mobile means to deliver jamming signals

are due to its aerial radio visibility of the ground terminals, its cost efficiency and

availability for low-range applications. Other applications of UAVs in communica-

tions range from their use as aerial base stations [33, 55–57], as relay nodes [58], as

20



Chapter 2: Physical Layer Security Optimisation for Passive Eavesdropping

access/user nodes [55, 59] to channel estimation [39], etc. Recently, with the ad-

vancement of the IoT, network of UAVs for UAV-to-UAV communications as well

as for general data transmission has also been considered [60].

UAVs was deployed for secured communications between ground terminals [29, 31],

and to act as both relay nodes and security agents between ground terminals [61].

In [32], the UAV was deployed with two opposing roles namely: to establish favorable

channel for the legitimate receiver, and degraded eavesdropping channels. A sepa-

rate jammer UAV had been considered in [62] to degrade the eavesdropping channel

in addition to the cooperative UAV for the legitimate channel. Subsequently, UAVs

have been used to deliver classified messages to ground terminals amidst the con-

straints of eavesdroppers and no-fly regions in [63]. Critical examination reveals that

the methods used in [29, 31, 32, 61–63] are similar in principle since they optimise

the transmitted power, the UAV jamming power and its trajectory for the corre-

sponding scenarios. The examination also reveal that a combination of jamming and

the on/off approach proposed in [5] is the bedrock of modern signal jamming tech-

niques. However, a strong assumption made by the papers were that the location of

the eavesdropper(s) was known to the source and/or the UAV(s) [29, 31, 32, 61–63].

Although this assumption simplifies the respective problem in each scenario, it is

impractical. In most practical communication scenarios, even knowing that an eaves-

dropper is present is often very difficult, let alone knowing their exact locations or

channel state information (CSI). This practical challenge motivates us to investigate

secret communication with unknown eavesdropper location and CSI. We consider

UAV-aided jamming technique to proactively degrade the eavesdropping channel at

unknown ground point thereby, improving the achievable secrecy rate.

An attempt to introduce eavesdropper obscurity has also been made by Miao Cui,

et al. in [64]. The authors in [64] considered the UAV as the information source

and optimised its trajectory and transmitting power to a legitimate receiver amidst a

group of eavesdroppers located within an independent small uncertainty region. The

trajectory of the UAV was optimised to find the best points in the space to deliver

the maximum information to the legitimate receiver while the eavesdroppers receive
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minimum information. In contrast, we consider the UAV with an opposing role to

degrade the eavesdropper’s channel via cooperative jamming. Note that our work

differs from [64] not just in terms of the UAV’s role, but also in terms of guaranteed

secrecy performance. In fact, the achievable secrecy performance in [64] cannot be

guaranteed as the uncertainty region expands and overlaps with the certainty region

of the legitimate receiver.

Furthermore, solution to a UAV networked system was considered in [65]. A UAV

acts as the base station to transmit signal to other legitimate UAVs in altitude and

the eavesdropper UAVs from unknown locations try to overhear the signal. The se-

crecy outage probability and average secrecy rate performance were analysed. Since

all the nodes are at the same altitude, the gains of aerial visibility of UAV was

subdued. In this chapter, we intend to explore this opportunity for ground nodes

(source, legitimate receiver and eavesdropper) in order to maximise the benefits of

aerial visibility of the UAV while constrained by the properties of ground propaga-

tion.

We formulate the problem of maximising the average secrecy rate under the un-

known eavesdropper location assumption by jointly optimising the source transmit

power, the UAV trajectory and its jamming power. The problem was non-convex

due to the correlation of the optimisation variables in the problem. Therefore, we

sequentially optimise the flight path of a UAV, its jamming power and the trans-

mitted power by the source node to ensure secure communication in the considered

scenario. A variable was optimised in each step while keeping the others fixed. The

main contributions in this chapter are as follows:

(a) Developing the formulation of average secrecy rate for passive eavesdropping

considering variable rate scheme.

(b) Applying the block coordinate descent method and successive convex approxi-

mation (SCA) technique with the aid of the first-order Taylor series expansion

in order to solve the non-convex problem arising from the formulations.

22



Chapter 2: Physical Layer Security Optimisation for Passive Eavesdropping

(c) Investigating the influence of the unknown eavesdropper’s received power on the

average secrecy rate between the source and the legitimate receiver.

(d) Validating the formulations and the solutions by demonstrating the performance

of the proposed algorithm against existing UAV-aided secure communication

schemes through extensive numerical simulations.

2.2 System Model

Figure 2.1: UAV-aided jamming for secure communication.

Let us consider the scenario described in section 1.5 where we use a UAV to de-

liver jamming signals to Eve. Figure 2.1 presents the pictorial description of the

scenario. We discuss in this section, the analytical description of the relevant parts

of the model that will enable the definition of the PLS problem. It is important to

highlight that the jamming signals designed in this thesis are low powered to avoid
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causing radiation injuries and manage interference. The algorithm ensures that the

interference is restricted to the illegitimate receiver.

We denote the complex block-fading channels of Alice with Bob and Eve as gB and

gE, respectively. Since Eve’s location was unknown, Alice’s transmission power PA

is a function of Bob’s channel power gain hB = E[|gB|2] alone; hence PA = P (hB).

This implies that Alice varies her transmission power depending on the channel state

of Bob. Averaging through all fading realisations of the channels of Bob and Eve,

the average secrecy rate and secrecy capacity derived from Shannon’s information

content are given respectively as (2.1) and (2.2) [5].

Rs =

∫ ∫ [
log2(1 + hBP (hB)︸ ︷︷ ︸
information rate of Bob

− log2(1 + hEP (hB)︸ ︷︷ ︸
information rate of Eve

]+
f(hB)f(hE)dhEdhB, (2.1)

Cs = max
P (hB)

Rs, (2.2)

where Rs, Cs, and P (hB) are the average secrecy rate1, secrecy capacity, and trans-

mit power from Alice, respectively. hB, f(hB), and hE = E[|gE|2], f(hE) are the

channel power gain and probability density functions (PDF) of Bob and Eve, re-

spectively. Note that [·]+ imposes a constraint such that Eve cannot receive higher

information than Bob at any time during the communication. Hence, in the subse-

quent formulations, the [·]+ will be ignored since the value of the integral function

is always non-negative. Accordingly, the limits of the integrals in (2.1) are defined

such that when hE > hB, the mutual information between Alice and Eve is upper-

bounded by log2(1 + hBP (hB)). This ensures that averaging the secrecy rate over

all possible channel realisations of Eve is upper bounded by the channel of Bob fol-

lowing the variable rate scheme described in [5]. Thereby sustaining the objective

of keyless PLS to ensure that (2.2) was maintained at its optimal value over the

communication duration. It is desirable that the rate of Bob is as high as possible

and only limited by the power constraints of Alice (transmitter). In this regard,

1All logarithms used in this thesis are of base 2, since we refer to digital communications.
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(2.1) reduces to (2.3).

Rs =

∫ ∞

0

∫ hB

0

[log2(1 + hBP (hB) − log2(1 + hEP (hB)]f(hB)f(hE)dhEdhB. (2.3)

The achievable secrecy rate in (2.3) describes the secrecy rate as the difference of

the average information rates of Bob and Eve over all fading realisations. The

non-negativity assumption on the secrecy rate [·]+ requires that the location of Eve

revolves around that of Bob and not beyond the coverage region of Alice. However, in

practice, Eve may even be located at positions closer to Alice than Bob and thereby

receive stronger signals than Bob based on the proximity, and assuming they both

share the same channel model. In such scenarios, the achievable secrecy rate would

be zero as defined by the integral limits in (2.3) and proposal in [5]. This implies

that the transmit power will be switched off, thereby stopping the transmission to

the Bob too.

However, to ensure that even when Eve supposedly has better channel quality, that

the transmission continues, we deploy a UAV that will deliver jamming signals. The

jamming signals will act to reduce the information content of Eve while sustaining

that obtained by Bob. Based on this functionality of the UAV, the question arises

on how to design its trajectory and the power level of the jamming signal. The

challenge worsens when the CSI of Eve is unknown.

If we assume that the UAV is not equipped with tracking devices, then the UAV

will not be able to locate or track Eve despite having a clear LoS to all points within

the coverage region of Alice due to aerial visibility. Furthermore, if the UAV flies

horizontally at constant altitude from an initial point, q0, to a final point, qf , its

ascent and descent flight path to the initial and final ground points can be neglected.

This means that the UAV flight displacement is preset by the start and end points.

Let the UAV flight duration, T , be sampled at discrete time-stamps of N equal time

slots with duration of δ = T/N [29, 55, 58]. The UAV maintains constant speed Z

m/s and transmits a pulse of the jamming signal within a slot δ. The channel within

the slot is assumed to vary slowly allowing for block fading within the slot. Hence, by
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increasing the number of time slots, N , the UAV may be assumed to transmit almost

continuously. We note that as N →∞, the UAVs are seen as following a continuous

trajectory satisfying time-sharing conditions, thereby, delivering jamming signals

continuously through its entire flight time [29]. For simplicity, we assume that

Z m/s is constant over the entire flight duration as also assumed in [29, 55]. If

the distance covered in each sample is small enough, we can assume that the UAV

is stationary at each sample point. Considering a large number of sample points,

the UAV, therefore, sends jamming signals continuously as it flies. These sampled

points can be denoted as q[n] =
[
x[n], y[n], z[n]

]T
, ∀ n ∈ {1, ..., N}, which satisfies

the constraints in (2.4).

∥q[n+ 1]− q[n]∥2 ≤ (Zδ)2 (2.4a)

∥q[1]− q0∥2 ≤ (Zδ)2 (2.4b)

q[N ] = qf (2.4c)

∥q[n]−ΩA∥+ ∥q[n]−ΩB∥ ≤ 2ε (2.4d)

q(xn, yn, zn) = q(xn, yn, H). (2.4e)

Inequalities (2.4a) and (2.4b) ensure that the distance covered by the UAV within

the flight samples does not exceed the parametric distance. The velocity Z m/s

is chosen such that the total distance covered by the UAV through the samples

will be greater than or equal to the Euclidean distance between q0 and qf , i.e.,

(Zδ) ≥ ∥qf − q0∥, otherwise the system will be intractable. This ensures that the

UAV travels at least in a straight path from its initial to its final points for a given

total flight duration. The equality in (2.4c) ensures that the final flight point of

the UAV is at an a-priori final destination, while (2.4d) allows the UAV to remain

within the uncertainty region where the eavesdropper can be found. This region was

postulated as an ellipse and physically represents a cellular coverage region of Alice.

The variable, ε determines the size of the ellipse and satisfies {ε > ∥ΩB−ΩA∥}, ΩA

and ΩB are the two foci of the ellipse, ensuring that Bob is not a cell-edge user. We

26



Chapter 2: Physical Layer Security Optimisation for Passive Eavesdropping

note that in this chapter, ε > 0. However, if ε = 0, then the exact location of Eve

is obtained. Finally, (2.4e) places the UAV to fly at constant altitude denoted by H

meters.

Assuming that the ground fading channel between Alice and Bob is Rayleigh dis-

tributed, the lower bound of the channel power gain (corresponding to the worst

channel condition) with the jamming signal delivered by the UAV was extracted

from [31,32,62] and presented (2.5).

hB[n] =

ground channel gain︷ ︸︸ ︷
ρ0d

−ψ
ab E[ζ]

Pu[n]ρ0d
−2
qb [n] + 1︸ ︷︷ ︸

LoS jamming signal attenuation

, (2.5)

where ψ is the ground path loss component between Alice and Bob, ρ0 represents the

signal-to-noise ratio (SNR) at a reference distance (d0 = 1m) of the ground channels,

ζ is an exponentially distributed random variable with unit mean (E[ζ] = 1), dab

and dqb are the Euclidean distance between Alice, UAV and Bob respectively and

Pu is the UAV jamming signal power.

We note that (2.5) is the upper bound of the random complex channel gB as expressed

in [32, eq. (12)]. Thus the channel power gain of Bob (hB) has been discretised to

reflect the discrete interference caused by the UAV jamming signal as represented by

the N samples. We also note that the choice of integrals in (2.3) depicts averaging

over all channel realisations of Bob and Eve. Clearly,
∫∞
0
g(hB)f(hB)dhB shows that

the channel realisation of Bob, hB, is continuous over an infinite space. However,

based on the discrete-time samples of the UAV trajectory, hB was sampled as shown

in (2.5) to represent the channel of Bob under the jamming signal delivered by the

UAV at each sampled slot. Hence, assuming slow fading in between slots of the UAV

flight time, it is sufficient to find the average in (2.3) under the discrete-time block

fading samples as (2.6).

Rs =
1

N

N∑
n=1

∫ hB[n]

0

[
log2(1 + hB[n]PA[n]− log2(1 + hE[n]PA[n]

]
f(hE)dhE. (2.6)
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To ensure that the power levels of the communication is within acceptable range,

Pu and PA are subjected to average and peak power constraints described as (2.7).

0 ≤ Pu[n] ≤ Pumax (2.7a)

1

N

N∑
n=1

Pu[n] ≤ P̄ub (2.7b)

0 ≤ PA[n] ≤ Pamax (2.7c)

1

N

N∑
n=1

PA[n] ≤ P̄ab. (2.7d)

Equations (2.7a) and (2.7c) limits the power for jamming and the transmit power at

each nth slot. And equations (2.7b) and (2.7d) places a limit on the total jamming

and transmit power respectively. These limits are necessary to control hazardous

impact of transmitting radio signals with excessive power.

2.2.1 Problem Formulation

In this section, we formulate an analytical problem that describes fig. 2.1 using the

parameters defined in section 2.2. LetQ = {q[n], n ∈ N}, pA = {PA[n], n ∈ N}, and

pu = {Pu[n], n ∈ N} be the set of UAV sample points (representing its trajectory

from q0 to qf ), the set of power transmitted by Alice as well as the jamming power

transmitted by the UAV, respectively.

In order to solve (2.6), we need to know the possible distribution of the fading channel

of Eve which can be obtained via historical measurements collected over the region

covered by Alice (represented in this model as an ellipse, as in (2.4d)). If we consider

that the time-varying complex channel gE(t) of Eve is normally distributed with

mean zero and known variance such that gE(t) = gE,I(t) + igE,Q(t), where gE,I , gE,Q

∼ C(0, b0) are the in-phase and quadrature components of gE(t), then its magnitude,

α(t) = |gE(t)|, will be Rayleigh distributed with average envelop power E[α2] = 2b0 ≜

yE. The instantaneous envelop power is the squared envelop α2(t) = |g(t)|2 ≜ hE
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and is exponentially distributed as

f(hE) =
1

yE
e
−
(
hE[n]

yE

)
, ∀ hE ≥ 0. (2.8)

Considering block fading within a slot, the channel variations are negligible for the

time in between slots, as N becomes very large. Substituting (2.8) in (2.6), we

obtain

Rs =
1

N

N∑
n=1

log2
(
1 + hB[n]PA[n]

)(
1− e−

(
hE[n]

yE

))
+

∫ hB[n]

0

log2
(
1 + hE[n]PA[n]

)( 1

yE
e
−
(
hE[n]

yE

))
dhE. (2.9)

By applying integration by parts,(2.9) reduces to

Rs =
1

N

N∑
n=1

log2(1 + hB[n]PA[n])︸ ︷︷ ︸
information rate of Bob

−
∫ hB[n]

0

PA[n]e
−
(
hE[n]

yE

)
1 + hE[n]PA[n]

dhE︸ ︷︷ ︸
information rate of Eve

. (2.10)

The secrecy rate in (2.10) can be further simplified with [66, eq. 3.352.1] to (2.11).

Rs =
1

N

N∑
n=1

log2(1 + hB[n]PA[n])− e
(

1
yEPA[n]

) [
Ei

(
−hB[n]

yE
− 1

yEPA[n]

)
−Ei

(
− 1

yEPA[n]

)]
, (2.11)

where Ei(x) =
∫∞
x

e−t

t
dt is the exponential integral. We note that (2.10) is equivalent

to (2.11) and they can be used interchangeably depending on the parameter been

inferred. Thus we substitute the objective function in (2.2) with the elaborated form
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in (2.11) to obtain the optimisation problem2 as (2.12).

max
pA,pu,Q

N∑
n=1

log2(1 + hB[n]PA[n])− e
(

1
yEPA[n]

) [
Ei

(
−hB[n]

yE
− 1

yEPA[n]

)
−Ei

(
− 1

yEPA[n]

)]
(2.12a)

s.t. ∥q[n+ 1]− q[n]∥2 ≤ (V δ)2 (2.12b)

∥q[1]− q0∥2 ≤ (V δ)2 (2.12c)

q[N ] = qf (2.12d)

∥q[n]−ΩA∥+ ∥q[n]−ΩB∥ ≤ 2ε (2.12e)

q(xn, yn, zn) = q(xn, yn, H), (2.12f)

0 ≤ Pu[n] ≤ Pumax (2.12g)

1

N

N∑
n=1

Pu[n] ≤ P̄ub (2.12h)

0 ≤ PA[n] ≤ Pamax (2.12i)

1

N

N∑
n=1

PA[n] ≤ P̄ab. (2.12j)

Equation (2.12) entails that the secrecy capacity of the proposed system depends

on the optimal transmission power of Alice, the jamming power delivered by the

UAV and the UAV location. Unfortunately, (2.12) is a non-convex optimisation

problem with respect to the optimisation variables (pA,pu,Q) and cannot be easily

solved directly. However, using a sequential and iterative technique under a block

coordinate approach, we can obtain suboptimal solutions that satisfy the constraints

in (2.4) and (2.7).

2We neglected the constant scaling factor 1
N in the objective function as this does not affect the

optimal solution.
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2.3 Proposed Solution

We propose solving the non-convex (2.12) in an alternating fashion. The proposed

solution involves decomposing the original problem, (2.12), into three sub-problems

each characterising a set of optimisation variables. In each sub-problem, we optimise

one set of variables while fixing the other variables in each iteration. The results

obtained from each iteration step are analysed with the objective value of (2.12) and

the iteration stops at the point when the objective value (2.12) converges.

2.3.1 Optimising the Source Power (PA)

We optimise Alice’s transmit power for arbitrary initial trajectory and jamming

power. Replacing the objective in (2.12) with (2.10), (2.12) can be reformulated for

any given Q and pu as (2.13).

max
pA

N∑
n=1

log2
(
1 + hB[n]PA[n]

)
−
∫ hB[n]

0

PA[n]e
−
(
hE[n]

yE

)
1 + hE[n]PA[n]

dhE (2.13a)

s.t. (2.12i) and (2.12j). (2.13b)

Note that (2.13) is still non-convex over the entire domain of pA. However, for

the region under peak and average power constraints, the objective can be shown

to be the sum of a concave and a convex functions. The proof is relegated to

Appendix A. Since the objective function of (2.13) is differentiable (as demonstrated

in Appendix A), it can be solved using the Karush-Kuhn-Tucker (KKT) conditions

for non-convex problems [67, section 3.2.1]. We note that the KKT solution is the

optimal solution for the non-convex problem only for very large value of N. This

is because the time-sharing conditions for non-convex problems lead to negligible

duality gap only when N is very large [68]. The KKT conditions relevant to the
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solution were defined as

∇f0(x∗) + λ∗∇fn(x∗) = 0, (2.14a)

λ∗fn(x
∗) = 0, (2.14b)

where f0 is the objective in (2.13), fn are the constraints in (2.12i) and (2.12j) and

x∗ is the optimal value of PA. By solving (2.14) using [66, eq. 0.410 and 3.462.17],

we obtain (2.15).

− 1

N
P̄ab −

[
hB[n]

1 + hB[n]PA[n]
− 1

yE(PA[n])2
e

1
yEPA[n]

[
Γ

(
−1, 1

yEPA[n]

)
− Γ

(
−1, hB[n]

yE
+

1

yEPA[n]

)]] N∑
n=1

PA[n] = 0, (2.15)

where Γ(−i, z) = (−1)i

i!
(E1(z) − e−z

∑i−1
k=0

(−1)kk!
zk+1 ) [69, eq. 8.4.15]). Solving (2.15)

with a non-linear solver produces the suboptimal values of PA.

2.3.2 Optimising the UAV Jamming Power (Pu)

To optimise the jamming power, pu delivered by the UAV, we consider pu as the

optimisation variable while fixing the values of pA and Q. Equation (2.12) is

then reformulated while substituting for hB[n] as (2.16).

max
pu

N∑
n=1

log

(
1 +

ρ0d
−ψ
ab PA[n]

Pu[n]ρ0d
−2
qb [n] + 1

)
− e

1
yEPA[n]

Ei
− ρ0d

−ψ
ab

Pu[n]ρ0d
−2
qb [n]+1

yE
− 1

yEPA[n]


−Ei

(
− 1

yEPA[n]

)]
(2.16a)

s.t. (2.12g) and (2.12h). (2.16b)

Under the constraints, the objective of (2.16) is a non-convex function with respect

to pu due to the non-convexity of the information rate of the Eve. However, the

information rate of Bob is concave with respect to pu. Hence, (2.16) can be solved

using successive convex approximation (SCA) approach [70, 71]. Note that SCA
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(also known as majorisation minimisation) is a popular optimisation approach for

solving this type of problems by iteratively solving a locally tight approximation

of the original optimisation problem, subject to a tight convex restriction of the

constraint sets [71]. Given an initial UAV jamming power in the k-th iteration as

pku = {P k
u [n], n ∈ N}; and using first order Taylor expansion we obtain (2.17).

e
1

yEPA[n]

Ei
− ρ0d

−ψ
ab

Pu[n]ρ0d
−2
qb [n]+1

yE
− 1

yEPA[n]

− Ei(− 1

yEPA[n]

)
≤ Gk[n] + Tk[n](Pu[n]− P k

u [n]), (2.17)

where

Gk[n] = e
1

yEPA[n]

Ei
− ρ0d

−ψ
ab

Pku [n]ρ0d
−2
qb [n]+1

yE
− 1

yEPA[n]

− Ei(− 1

yEPA[n]

)

and Tk[n] =
PA[n]ρ20d

−ψ
ab d

−2
qb [n]e

−
(

ρ0d
−ψ
ab

yEρ0d
−2
qb

[n]Pku [n]+yE

)
(ρ0d

−2
qb [n]Pku [n]+1)(PA[n]ρ0d

−ψ
ab +ρ0d

−2
qb [n]Pku [n]+1)

. Taking only the non-constant

terms in (2.17), (2.16) can be reformulated as (2.18).

max
pu

N∑
n=1

[
log

(
1 +

ρ0d
−ψ
ab PA[n]

Pu[n]ρ0d
−2
qb [n] + 1

)
−Tk[n]Pu[n]] (2.18a)

s.t. (2.12g) and (2.12h). (2.18b)

Note that (2.18) maximises the lower bound of the original objective (2.16). Hence,

it suffices that the objective value obtained by solving (2.18) is at least equal to

the solution obtained by solving (2.16), using the updated P k
u . As we iterate over

k iterations, the Taylor expansion of (2.18), ensures that its objective value is the

same as that of (2.16). Equation (2.18) is a convex problem within the constrained

region and can be efficiently solved using interior-point method or a convex solver

such as CVX [72,73].
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2.3.3 Optimising the UAV Trajectory (Q)

In this sub-problem, the equation (2.12) is recast to ensure that only the UAV

trajectory, Q is the optimisation parameter. However, the reformulated problem is

non-convex in Q. Hence, to reduce computational complexity, we introduce a slack

variable M = {m[n] = ∥q[n] − ΩB∥2, n ∈ N} such that d−2
qb [n] =

1
m[n]

. Thus we

obtain the following optimisation problem given as (2.19).

max
Q,M

N∑
n=1

log

(
1 +

ρ0d
−ψ
ab PA[n]

Pu[n]ρ0
m[n]

+ 1

)
− e

1
yEPA[n]

Ei
−

ρ0d
−ψ
ab

Pu[n]ρ0
m[n]

+1

yE
− 1

yEPA[n]


−Ei

(
− 1

yEPA[n]

)]
(2.19a)

s.t. m[n]− ∥q[n]−ΩB∥2 ≤ 0, (2.19b)

(2.12b) to (2.12f). (2.19c)

Due to the non-convexity of problem (2.19) with respect to the trajectory, q[n], we

reformulate the problem using successive approximation with the first order Taylor

expansion. Let Qk[n] = {qk[n], n ∈ {1, . . . , N}} denote the initial UAV trajectory

for the kth iteration. Then the non-convex part of the problem given in (2.19) can

be rewritten as (2.20) and (2.21) using first order Taylor’s expansion.

e
1

yEPA[n]

Ei
−

ρ0d
−ψ
ab

Pu[n]ρ0
m[n]

+1

yE
− 1

yEPA[n]
)− Ei(−

1

yEPA[n]




≤ Ok[n] +Wk[n](q[n]− qk[n]) (2.20)

−∥q[n]−ΩB∥2 ≤ Sk[n], (2.21)
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where

Ok[n] = e
1

yEPA[n]

Ei
−

ρ0d
−ψ
ab

Pu[n]ρ0
mk[n]

+1

yE
− 1

yEPA[n]

− Ei(− 1

yEPA[n]

) ,

Wk[n] =

ρ20d
−ψ
ab Pu[n]e

− ρ0d
−ψ
ab

yE

(
1+

ρ0Pu[n]
mk[n]

)
yE

(
− 1
yEPA[n]

− ρ0d
−ψ
ab

yE

(
1+

ρ0Pu[n]
mk[n]

)
)(

1 + ρ0Pu[n]
mk[n]

)
m2
k[n]

,

and Sk[n] = ∥qk[n]∥2 − 2[qk[n]−ΩB]
Tq[n]− ∥ΩB∥2. Under similar conditions as of

explained for equation (2.16), equation (2.19) can be reformulated as (2.22).

max
Q,M

N∑
n=1

log

(
1 +

ρ0d
−ψ
ab PA[n]

Pu[n]ρ0
m[n]

+ 1

)
−Wk[n]m[n] (2.22a)

s.t. m[n] + Sk[n] ≤ 0, (2.22b)

(2.12b) to (2.12f). (2.22c)

Equation (2.22) is a convex problem in Q under the specified constraints and can

be solved using interior-point methods or with a convex solver.

2.3.4 Overall Procedure

The overall procedure has been summarised in algorithm 1. The convergence of the

algorithm 1 was depicted in fig. 2.2. The legend of fig. 2.2 defines “AA 1”, “AA 2”

and “AA 3” as the simulation of algorithm 1 for UAV flight times of 300s, 350s and

400s respectively. All other parameters for the simulation was given on table 2.1.

It was observed to begin to converge after three iterations for different scenarios of

the UAV flight time. This corresponds to the convergence analysis of the scenario

where the eavesdropper is active in [31]. Therefore algorithm 1 was guaranteed to

converge for all feasible initial points.
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Figure 2.2: Convergence analysis of algorithm 1.

Algorithm 1 Iterative algorithm for solving pA, pu and Q

1: Initialise p0
A, p

0
u and Q0 such that the constraints in (2.7a), (2.7b) and (2.4) are

satisfied.
2: m← 1.
3: repeat
4: Compute and update pmA in (2.15) with given pm−1

u and Qm−1.
5: Using updated pmA and current Qm−1, solve (2.18) for pmu .
6: With given pmA and pmu , find Qm by solving problem (2.22).
7: Compute Rm

s as defined in (2.11).

8: ϵ =

∣∣∣∣Rms −Rm−1
s

Rms

∣∣∣∣.
9: m← m+ 1.
10: until ϵ < 10−5 OR m ≥ 200.
11: Output: pmA , p

m
u , and Qm.
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2.4 Simulation Results and Analysis

In this section, we evaluate the performance of the proposed solutions through nu-

merical simulations. We implement the solution discussed in section 2.3 following the

procedure described in algorithm 1. The optimisation parameters were initialised by

solving the feasibility problem such that the the initial values satisfy their respective

constraints. The feasibility problem was formulated by setting the objective of prob-

lem (2.12) to zero, with all the primary constraints unchanged. The solution to the

variables obtained from the feasibility problem were used as the starting point to the

iterative algorithm. By iteratively optimising each parameter with the knowledge of

the others, we obtain the suboptimal solution to (2.12) when the error (ϵ) between

steps is less than 10−5 or the maximum number of iterations (200) was reached.

In all the simulations, we used the parameters as described in table 2.1 unless oth-

erwise specified in the caption of the figures. The legend used in the figures describe

the various scenarios implemented as follows:

(a) For fig. 2.3, the legend is described as follows:

(i) PA: Refers to the optimised transmitted power from Alice (Source).

(ii) Pu: Refers to the optimised jamming power delivered from the UAV.

(b) For fig. 2.4, the legend is described as follows:

(i) “AA” refers to the proposed solution to the passive eavesdropper problem

with 300m Euclidean distances between Alice and Bob.

(ii) “BB” refers to the scenario where the eavesdropper’s location was known

as considered in [29]. The attached numbers represents scenarios with

varying distances of Eve from Alice. We have that “BB 1”, “BB 2”, “BB

3”, “BB 4” represent the scenarios of 291.5m, 350m, 300.7m and 308.1m

Euclidean distance between Alice and Eve. In these scenarios, the location

of Bob fixed. The geometric locations of the eavesdropper tested for this

scenario were specified in table 2.1.
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(iii) Straight refers to a straight flight of the UAV from the start to final des-

tination (no trajectory optimisation).

(c) From figs. 2.5 to 2.10: “AA 1”, “AA 2”, “AA 3”, “AA 4”, “AA 5” and “AA 3”

refers to the simulation of proposed passive eavesdropping solution (algorithm 1)

for UAV flight times of 200s, 250s, 300s, 350s, 400s and 450s respectively. The

use of the legend depends on the simulated scenarios.

Table 2.1: Simulation parameters for jamming of obscured eavesdropper

Simulation parameter Symbol Value

Alice location ΩA [0, 0, 0]

Bob location ΩB [300, 0, 0]

Eve location ΩE [150, 250, 0], [350, 0, 0],

[300, 20, 0], [300, 70, 0]

Initial UAV location q0 [−100, 100, H]

Final UAV location qf [500, 100, H]

UAV height(when fixed) H 100m [29]

Velocity per sample(when fixed) Z 3m/s [29]

Duration per sample(when fixed) δ 0.5s [29]

SNR ρ0 90dB [29]

Average received envelop power yE 20dBm

Average UAV transmit power P̄ub 10dBm [29]

Maximum UAV power Pumax 4P̄ub [29]

Average Source power P̄ab 30dBm [29]

Maximum source power Pamax 36dBm [29]

Radius of uncertainty region (when fixed) ε 450m

Path loss for ground communication

(urban area cellular radio) ψ 3.4
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Figure 2.3: Comparing transmitted power from Alice and UAV for T = 20s.

In the analysis of the performance of the design of the jamming parameters, we

first examine the relation between the optimised transmitted powers - that is power

from the source (Alice) and the UAV jammer. The transmitting power of Alice (PA)

and the UAV jamming power (Pu) were plotted in fig. 2.3. We notice from fig. 2.3

that when PA increases, Pu decreases, and vice versa. The powers were inversely

related. The UAV jammer transmits more when it is far from its optimal position.

This means that it will also cause more interference at the legitimate receiver (Bob),

hence, the transmitter (Alice) reduces its transmission. When the UAV hovers at

the best location to deliver the jamming signals, Alice then transmits more while

the jamming can be carried out with less power. The lowering of the jamming power

ensures that the interference at the legitimate receiver was reduced.
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Figure 2.4: Average secrecy rate with ‘unknown’ as well as ‘known’ eavesdropper
locations, and direct UAV flight path.

Furthermore, we analyse the secrecy rate performance of the proposed scheme and

compared it with existing schemes. In fig. 2.4, the performance of the unknown

Eve location scenario using the proposed joint trajectory and power optimisation

algorithm (“AA”) was compared to the scenario where Eve location was known

(“BB”). We also compared with a baseline scheme, referred to as “Straight”, without

optimising the UAV trajectory. We make the following observations from fig. 2.4:

1. The direct flight path with constant power (Straight) scheme performs the

worst in terms of the average secrecy rate. The UAV hovers at the centre of

the uncertain region of the eavesdropper. Hence, the trajectory of the UAV

was not optimised for this scenario causing the jamming signals to interfere

with the legitimate receiver (Bob) and the eavesdropper (Eve) equally or worse

for Bob depending on the unknown location of Eve.
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2. When we consider the “BB” scheme where the eavesdropper’s location was

known, it was observed that when the eavesdropper was close to the legitimate

receiver (Bob), the secrecy rate was low (slightly above the straight scheme).

However, as the eavesdropper moves away from the legitimate receiver (either

towards Alice or away from Alice), an increase in the average secrecy rate was

observed. This is because the UAV can track the eavesdropper and deliver the

required jamming signal. Therefore for “BB 2”, we observe high secrecy rates

compared to the other schemes.

3. Comparing these schemes to the scenario where the eavesdropper’s location

was unknown, we see that the average secrecy rate was not dependent on the

location of the eavesdropper. Furthermore, the secrecy rates were positive

and higher than the “BB” schemes where the eavesdropper was close to the

legitimate receiver.

It is important to note that the information rates of both Bob and Eve were affected

by the jamming signal of the UAV. However, Eve was affected more, even when it

has better channel condition (measured in terms of its average received envelope

power). This is because the UAV regularly finds paths such that it stays further

from Bob and estimates as close to Eve as possible until it flies to its final point.

We show the trajectory of the UAV for the “AA” scheme in fig. 2.5.
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Figure 2.5: UAV flight trajectory in 2D and 3D view while Eve location is
unknown (For clarity, we use δ = 10).

The flight trajectory of the UAV with respect to Alice and Bob was shown in fig. 2.5.

The 2D plot shows that from an aerial view, the trajectory of the UAV follows a

given pattern bound by the uncertainty region of Eve provided it flies at a constant

altitude. For clarity, the 3D plot shows that the UAV trajectory moves towards the

opposite of Bob while ensuring that the jamming signal is still delivered to all points

within the constrained region of Eve.
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Figure 2.6: UAV flight trajectory as a function of time (For clarity, we use
δ = 10).

In fig. 2.6, the trajectory of the UAV was plotted with respect to time. It is clear

from the figure that the UAV traces its path to an optimal area, and then hovers

around this area until it returns to the final destination.
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Figure 2.7: Effect of average received envelop power of Eve on average secrecy
rate.

Figure 2.7 examines the constraints posed by the assumptions on the property of

Eve’s channel. We recall that the only known property of Eve is its average received

envelop power, yE. Hence fig. 2.7 presents the effect of varying yE on the average

secrecy rate. It was observed that increase in yE decreases the average secrecy rate

via a positive exponential path. Therefore, for large values of yE, characterising

Eve having better reception equipment and channel compared to Bob, the change in

average secrecy rate with respect to increasing yE becomes negligible. The optimised

UAV path delivering jamming signals ensures that even when the location of Eve

was unknown, the average secrecy rate of the communication between Alice and

Bob was guaranteed even if Eve was supposedly receiving signals with high envelope

power. While this average secrecy rate is low, it can be improved by increasing the

time of flight of the UAV as shown in figs. 2.4.
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Other factors that affect the average secrecy rate in the considered scenario of passive

eavesdropping include the UAV height and speed, and the SNR of the environment.

Figures 2.8, 2.9 and 2.10 show the average secrecy rate of the proposed system

compared to the UAV altitude, speed and ground node SNR, respectively. The

information rate of Eve increases with its proximity to the source. This acts as

a measure of better channel quality since the channel obeys inverse square law.

However, the rate is bound by the information rate of Bob as designed in the problem

formulation.
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Figure 2.8: Influence of UAV altitude (height) on average secrecy rate under
the proposed scheme.

The trend in fig. 2.8 suggests that the average secrecy rate increases with increase in

the UAV altitude/height for different flight times. However, we observed from our

simulations that for large values of UAV flight altitude, the trajectory optimisation

problem ((2.22)) becomes infeasible. The observation follows from the LoS link

established between the UAV delivering the jamming signal, and the ground nodes.
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Since high altitude helps with better LoS, but too high altitude leads to connection

difficulties.
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Figure 2.9: Influence of UAV flying speed on average secrecy rate with obscure
Eve.

It was interesting to observe from fig. 2.9 that increasing the UAV speed increase

the average secrecy rate. As the UAV speed increases, its sample points increase

allowing it to deliver more jamming signal to Eve within its flight time. Similar to

results observed in [65]. By increasing the time of flight of the UAV, with increasing

speed, the average secrecy rate is higher. Recall from the trajectory of the UAV

given in fig. 2.5, the UAV hovers when it gets to the point where it can deliver the

jamming signals successfully. Therefore, increasing the speed of flight helps the UAV

arrive at the hover point and spend more time delivering the jamming.
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Figure 2.10: Average secrecy rate versus signal-noise-ratio (SNR) with obscure
Eve.

Figure 2.10 examines the impact of varying the SNR of the ground nodes in the aver-

age secrecy rate. It is clear that for higher SNR, the average secrecy rate increases.

We note that although the ground SNR improves the secrecy, this parameter is

subject to characteristics of the environment which cannot be easily controlled.

2.5 Chapter Summary

In this chapter, a method for minimising the amount of information leaked to a

passive eavesdropper was investigated using jamming signals delivered from a UAV.

We first formulated a description for the average secrecy rate as a measure of PLS

for the UAV-aided jammer under passive eavesdropping. Using the formulation, we

defined a non-convex optimisation problem in terms of key adjustable parameters.
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The solution to the formulated problem obtained the numerical values of the pa-

rameters - UAV trajectory, transmission power and UAV jamming power. These

solution were obtained using an iterative sequential algorithm. When the passive

eavesdropper was confined to a defined space, we showed that positive secrecy rate

can be maintained. The results presented in the chapter also showed that the speed

of the UAV and the length of time it is on-flight allows more delivery of the jamming

signals. Therefore, both variables aids the positive average secrecy rate. We also

demonstrated that even when the eavesdropper has better channel conditions de-

picted by the high envelop power, the jamming signal degrades the quality, thereby

offering better PLS. However, the average secrecy rates were not comparable to de-

signs where we know the location of the eavesdropper especially if the location is far

from the legitimate receiver. Nevertheless, the solutions presented in this chapter

shows positive average secrecy rate and inspires a search for methods to improve on

it.
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Chapter 3

Physical Layer Security

Improvement with UAV Swarm

The chapter investigate the design of a grid structured set of UAVs in a swarm

formation for maximising the secrecy rate in the presence of a passive eavesdropper.

Following the possibilities observed when delivering jamming signals from a UAV

in chapter 2, this chapter extends the application to the gridded swarm of UAVs.

Section 3.1 describes from literature, the research contribution of the chapter. It

reviews current literature leading to the system model and analytical formulation

of the problem in section 3.2. The methodological approach to solving the problem

was given in section 3.3. Furthermore, section 3.4 focuses on the results obtained

from numerical simulation of the solution developed. The chapter concludes with a

summary in section 3.5.

3.1 Existing Techniques and Discussions

Due to aerial visibility, ease of maneuvering and cost effectiveness, the UAV is rapidly

becoming a preferred choice for on-demand wireless communication applications

[74, 75]. The benefits accruing to the use of a single UAV as observed in several

wireless communication applications can be extrapolated with the use of multiple
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UAVs, popularly called UAV swarm [40, 63, 76]. For example, the use of a single

UAV to deliver jamming signals studied in chapter 2 of this thesis can be extended

to a swarm of UAVs.

However, the use of UAV swarm is marred by the overhead in its control logistics.

The control mechanism of the UAV swarm has been discussed in [34, 38, 41, 77] for

different applications in order to characterise the trade-off between design complexity

and performance. In this chapter, we explore the complexity and performance trade-

off for the deployment of the UAV swarm for PLS.

Let us recall from chapter 2 that PLS uses the dynamic intrinsic properties of wireless

communication channels to support the legitimate receiver’s signal while reducing

the information content received by the eavesdropper(s) [76]. Although PLS can

be traced to Shannon’s theorem [18], PLS optimisation methods have been recently

broadened to the use of UAVs [29, 32, 56, 65]. An elaborate discussion on the sys-

tematic research progression that established the foundation for the design for PLS

was performed in [10,13] and summarised in chapter 2.

Subsequently in chapter 2, UAV-aided jamming technique for enabling PLS in

ground station with a passive eavesdropper was discussed. The unknown eavesdrop-

per location was assumed to be within a closed path characterising the coverage

region of the transmitter. Although this work guaranteed positive secrecy rate for

the unknown eavesdropper CSI, the secrecy rates reported were relatively low, hence,

the need for capacity improvement.

Following positive results from single UAV use-case scenarios for PLS, explorations

of techniques to increase the secrecy rate led to the deployment of multiple UAVs

in form of a swarm for PLS. The UAV swarm is simply a collection of independent

flying UAVs that are autonomous but interact reactively to produce an aggregated

behaviour [34,41]. The theoretical framework for the relationship between the UAV

swarm and the ground base station was proffered in [78]. In [40], the UAV swarm

tracked the movement of the eavesdropper to jam its received signal while max-

imising the secrecy rate of the main receivers. The location of the eavesdropper
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was assumed to be known and the formation geometry of the UAV swarm was not

considered contrary to the specifications suggested in [77, 78]. However, without

considering an ordered formation of the UAV swarm, the optimised beamforming

weights are not guaranteed to produce a beam pattern [78,79]. This implies that

due to the sparsity of the unordered formations, coordinate beamforming that gen-

erates a single wide beam to cover the eavesdropper’s region cannot be obtained.

Nevertheless, distributed beamforming can be attained if the eavesdropper is ac-

tive. Alternatively, deploying the unordered formed UAVs to manage a specific area

within the region leads to pocket black regions where the eavesdropper can evade the

jammers. Therefore, in this chapter, we considered a grid arrangement for the UAV

swarm with passive eavesdropper in order to increase the secrecy rate via coordinated

jamming. Simulation results demonstrate the better performance of the proposed

grid-structured UAV swarm approach compared to conventional approaches. The

technical contribution of this chapter can be characterised in terms of seeking the

answers to the following questions:

(a) What is the position of the each member of the UAV swarm at any given time?

(b) How to harness the properties of the UAV swarm to improve on the average

secrecy rate?

These questions as enumerated are correlated and are answered within the general

principles of controlling the UAV swarm and beamforming design as discussed in

this chapter.

3.2 System Model and Problem Formulation

Let us consider a scenario in which a transmitter (Alice) wants to send a confidential

message to a legitimate receiver (Bob) in the presence of an eavesdropper (Eve). A

group of K UAVs coordinate their jamming signals to ensure worst channel state of
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Figure 3.1: UAV Swarm interaction with ground stations

Eve despite its unknown location without tampering the channel of Bob. A pictorial

representation is given in fig. 3.1.

Without loss of generality, we assume that the UAVs fly at constant altitude, H

and with maximum speed of Zm/s for each δ seconds giving rise to a trajectory

represented as Q = {qk[n], n ∈ N & k ∈ K}. The received signal at Bob (B) and

Eve (E) in the n-th time-slot is given by (3.1).

ri[n] = hAi wAs︸︷︷︸
xA

+
K∑
k=1

(hki[n]wk[n]s̄[n]︸ ︷︷ ︸
xk[n]

) + ni[n], ∀ i ∈ {B,E}, (3.1)

where ni for i ∈ {B,E} is an independent and identical (iid) additive Gaussian white

noise (AGWN) signal received by Bob or Eve with ∼ C(0, σi) , hAi is the complex

channel gain between Alice and either Bob or Eve while xA and xk represents the

uncorrelated transmission symbols (s) and jamming signals (s̄), respectively. We
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also assume that E[|xA[n]|2] = σ2
A = 1. This implies that the transmit power from

Alice is scaled with the channel gain.

Having prior knowledge of the channel of Bob, we design the jamming signal such

that Bob remains in a region free from it. This is achieved by nulling the jamming

signal on the channel of Bob for each n ∈ {1, . . . , N}. Such that the beamforming

coefficient (wk) for each UAV was chosen to ensure that hT
Bw = 0, where hB =

[h1B, . . . , hKB]
T and w = [w1, . . . , wK ]

T. This ensures that w lies in the null

space of hB. Nevertheless, since the UAV swarm will continue to jam Eve at every

possible location within the described uncertainty region, it will imply that hT
Ew ̸= 0

for hE = [h1E, . . . , hKE]
T.

Furthermore, we define the channel impulse response between the kth UAV and the

ground stations, i ∈ {B,E} as (3.2) from [78].

hki = cke
jϕkδ(t− τk), (3.2)

where ϕk = (ωc + ωd)t − ωdτk is the phase shift due to Doppler effect ωd and time

delay τk; ck is the large scale channel effect due to path loss and shadowing. We

assume that there is a line of sight (LoS) communication link between the UAV

swarm and the ground stations (Bob and Eve), hence ck[n] = ρ0ζ∥qk[n] − Ωi∥−2,

where ρ0 represents the channel power gain at reference distance d0 = 1 m and ζ is

an exponential random variable with unit mean [29,56,76].

Assuming that E[|xA[n]|2] = σ2
A = 1. The implication of this assumption is that

the transmit power from Alice is fixed and will subsequently not be optimised for

either Bob or Eve. Alice is considered to transmit equally in all directions using

an omni-directional antenna. Since the location of Eve is unknown, varying the

transmit power of Alice is not necessary in this scenario. This is because, Eve can

be closer to Alice than Bob which implies that any value of the transmitting power

of Alice will always contribute to improve the information content received by Eve.

We note that the emphasis is to ensure that the channel quality of Eve is scrambled
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such that it receives little or no information from Alice while limiting the impact of

the jamming on Bob. Accordingly, the signal to interference plus noise ratio (SINR)

at Bob and Eve is given by (3.3a) and (3.3b) respectively.

γB =
|hAB|2

σ2
AB

, (3.3a)

γE[n] =
|hAE|2∑K

k=1(|hke[n]xk[n]|2) + σ2
E

, (3.3b)

where hAi is Rayleigh distributed with gain of E[|hAi[n]|2] = ρ0ζ∥ΩA − Ωi∥−ψ for

i ∈ {B,E} and ψ is the pathloss [29]. Since Alice does not adjust its transmission

rate because it is ignorant of Eve and the UAV swarm transmits in the null space

of Bob, the channel between Alice and Bob was not affected by the samples of the

UAV jamming signals. This is why, (3.3a) is not dependent on n.

Following the SINR given in (3.3), the average secrecy rate defined as the difference

in the information rate between Bob and Eve is given in (3.4) [5, 29].

Rs =
1

N

N∑
n=1

[
log2(1 + γB)− log2(1 + γE[n])

]+
, (3.4)

The guarantee of positive secrecy was maintained by setting the power of the trans-

mitter (Alice) to zero when the CSI of Eve is greater than the CSI of Bob. However,

if we consider a more realistic scenario where Alice is ignorant of Eve, then it cannot

adjust its power based on the CSI of Eve, which may invariably lead to negative

secrecy rate if Eve has better CSI than Bob. Hence, the objective of this work is

to ensure that the negative secrecy rate is completely mitigated even for cases when

Alice is ignorant of Eve with the aid of UAV swam jamming. If we assume that the

uncorrelated jamming symbols have unity energy, we aim to maximise Rs in (3.4)

by finding the appropriate w and Q which represents the beamforming vectors and

UAV swarm trajectory respectively.

To simplify the trajectory problem, let us consider centralised grid swarm control

where one element of the swarm is classified as the head of the swarm qc = [xc, yc, H]

[34]. Other elements are distributed in a grid form within a predefined width from
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the head. This enables the optimisation of only the trajectory of the head of the

UAV swarm through the optimisation process under the constraints in (3.5).

∥qc[n+ 1]− qc[n]∥2 ≤ (Zδ)2, (3.5a)

qc[N ] = qf . (3.5b)

Equation (3.5a) provides the upper bound for the maximum distance covered by

the UAV swarm head within a sample period, while (3.5b) constrained its final

destination. The direct implication of (3.5a) ensures that the time of flight of the

UAV is lower bound by T ≥ ∥qf−q0∥
Z

, where qf and q0 represents the final and initial

trajectory of the UAV head. This means that the number of discrete time-stamps,

N = T
δ
, must be sufficient to allow the UAV travel at least in a straight line from

its initial to its final point. However, this trajectory is not guaranteed to be optimal

in terms of maximising the secrecy rate.

The UAV swarm transmit power is bound by the peak and average power constraints

given in (3.6) due to the limited capability of each individual UAV payload and

power.

Tr(w[n]w[n]H) ≤ P̄tot, (3.6a)

0 ≤ |wk|2 ≤ Pmax, (3.6b)

where Pmax and P̄tot represents the maximum power transmitted by a single UAV in

the swarm and the average power transmitted by the UAV swarm respectively. (3.6b)

constrains the minimum and maximum value of the jamming power while (3.6a)

bounds the collective power radiated from the UAV swarm at each n ∈ {1, . . . , N} to

minimise external interference. Subsequently, we formulate the UAV swarm problem
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as (3.7).

max
w,q

Rs (3.7a)

s.t. hTB[n]w[n] = 0, (3.7b)

Constraint (3.5) and (3.6). (3.7c)

We note that the problem in (3.7) is solvable with perfect knowledge of both the

channels of Bob and Eve by solving the semi-definite program (SDP) with successive

convex approximation (SCA). Nevertheless, we consider that the location of Eve is

unknown but within a circular region bound by ε.

Therefore, similar to [80], we define the exact location of Eve (ΩE) as a point on a

circular uncertain region such that

ΩE = Ω̂E ±∆ΩE, (3.8a)

∥ ±∆ΩE∥ = ∥ΩE − Ω̂E∥ ≤ ε, for ε ≥ 0, (3.8b)

∥∆ΩE∥ ≤ ε, (3.8c)

holds true, where Ω̂E, ∆ΩE and ε define the estimated location of Eve, the error

of the estimation and the radius of error, respectively. Hence, we can estimate the

exact location of Eve with a maximum error of ε

3.3 Proposed Solution

To solve (3.7), we decompose the problem into a two sub-problems describing the

beamforming vectors and the UAV swarm trajectory. The original problem (3.7)

can be solved iteratively between the sub-problems to obtain the sub-optimal/near

optimal results that satisfy the constraints as used in [29,76,81].
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3.3.1 Solving for Beamforming Vectors

Since the power transmitted by the UAV swarm at each n-th sample of the trajectory

is independent of other samples, the problem in (3.7) can be simplified by obtaining

the values of wk for each n. Hence, we can rewrite (3.7) for each n ∈ {1, . . . , N} as

(3.9), by considering only constraints that relates to beamforming vectors.

max
W

log2

(
1 +

(
|hAB|2

σ2
B

))
− log2

(
1 +

( 1
σ2
E
|hAE|2

1
σ2
E
(hTEWhE)[n] + 1

))
,∀ n (3.9a)

s.t. (hTBWhB)[n] = 0, (3.9b)

Tr(W[n]) ≤ P̄tot, (3.9c)

diag(W[n]) ≤ Pmax, (3.9d)

rank(W[n]) = 1, (3.9e)

where (3.9d) is a reformation of (3.6b) and (3.9e) is a corollary of W = wwH. Note

that (3.9b) is a condition necessary to fulfil the nulling of the channel of the main

receiver, Bob. Hence, we desire to find some w such that (3.9b) will be satisfied.

For simplicity, we satisfy this condition by obtaining a set of complex vectors, v,

such that w = {v|hH
Bv = 0}. v becomes the projection vector onto the subspace

of w. Hence, w = H⊥v; where H⊥ is the transformation matrix for the projection

of v on w. It is apparent that W = H⊥v(H⊥v)
H = H⊥vv

HHH
⊥ ( [82, eq. 1.9]).

Let V = vvH, using [82, eq. 1.1.17] and omitting n ∈ {1, . . . , N} for notational

simplicity, (3.9) can be reformulated as

max
V

log2

(
1 +

(
|hAB|2

σ2
B

))
− log2

1 +

 |hAE|2
σ2
E

1
σ2
E
Tr(hEhTEH⊥VHH

⊥) + 1

 , (3.10a)

s.t. Tr(H⊥VHH
⊥) ≤ P̄tot, (3.10b)

diag(H⊥VHH
⊥) ≤ Pmax, (3.10c)

rank(V) = 1. (3.10d)
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The problem in (3.10) is a non-convex SDP problem [83]. Hence, using the method

for solving an SDP problem obtained in [28], we omit the rank constraint. We

note that due to the grid formation of the swarm, V is symmetric and represents

the tensors (outer product) of v and vH, the rank(V) = 1 is guaranteed provided

that the v is a non-zero vector [84]. Since Alice is assumed ignorant of Eve and

subsequently transmit continuously through the flight of the UAV swarm, the UAV

swarm will continually send jamming signal through out the entire flight duration.

This ensures that the vector, v is not zero for each n-th sample. Hence, we can

neglect the constant terms of (3.10) and reformulate as (3.11).

max
V

Tr(hEh
T
EH⊥VHH

⊥) + 1, ∀n (3.11a)

s.t. Tr(H⊥VHH
⊥) ≤ P̄tot, (3.11b)

diag(H⊥VHH
⊥) ≤ Pmax. (3.11c)

We note that the solution obtained in (3.11) is sufficient to characterise the sub-

optimal solution of (3.10). Equation (3.11) is a convex SDP problem that can be

efficiently solved using SDPT3 solvers [72].

3.3.2 Solving for Trajectory of the UAV Swarm

To obtain the trajectory of the UAV swarm, we optimise the trajectory of the head

of the swarm then we derive the trajectory of other members of the UAV swarm

in relation to the head since they are in grid formation with fixed spacing. If we

consider the scenario when the location of Eve is unknown but can be estimated to

exist within (3.8). Problem (3.7) can be reformulated in terms of trajectory of the
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head UAV swarm as given in (3.12).

max
Qc

N∑
n=1

log2(1 + ( |hAB|2

σ2
B

))
− log2

1 +

γ0∥ΩA − (Ω̂E −∆ΩE)∥−ψ
γ0pu[n]

∥qc[n]−(Ω̂E−∆ΩE)∥2
+ 1

 ,
(3.12a)

s.t. Constraint (3.5), (3.12b)

where γ0[n] =
ρ0

σ2
E[n]

, and pu = |wk|2 represents the signal to noise ratio at reference

distance d = 1m and the transmit power from swarm head. Since the locations of

Alice and Bob are fixed, we assume that the noise variation is the same for each

n ∈ N . Using triangular inequality for x ∈ {qc[n],ΩA}, and substituting (3.8), we

defined the distance between point x and Eve as (3.13).

∥x− (Ω̂E −∆ΩE)∥ ≤ ∥x− Ω̂E∥+ ε. (3.13)

The right hand side is a lower bound to Euclidean distance between the UAV swarm

head and the centre of the circular region1 in which Eve is located. The lower

bound represents the best case scenario since the influence of the jamming signal of

the swarm will be greater if it is close to Eve. On the contrary, the lower bound

represents the worst case scenario for the transmitter (Alice), since it gives the closest

Euclidean distance between Alice and Eve. If Eve is close to Alice the likelihood of it

to purloin information increases. Following these estimation, (3.12) can be rewritten

with bounds as in (3.14)

max
Qc

N∑
n=1

log2(1 + ( |hAB|2

σ2
B

))
− log2

1 +

γ0(∥ΩA − Ω̂E∥+ ε)−ψ

γ0pu[n]

(∥qc[n]−Ω̂E∥+ε)2
+ 1

 ,
(3.14a)

s.t. Constraint (3.5). (3.14b)

1Due to the approximation of (3.13), ε = 0 does not represent the case for when the exact
location of Eve is known, however, it gives an insight into the goodness of the estimator. If ε→ 0,
then Eve is bound to be located at the centre of the region of uncertainty.
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Note that (3.14) is non-convex due to (3.14a) but it can be solved by introducing

slack variable, M = {m[n] = (∥qc[n] − Ω̂E∥ + ε)2, n ∈ {1, . . . , N}} to characterise

the separation between the UAV and Eve.

max
Qc,M

N∑
n=1

[
log2

(
1 +

(
|hAB|2

σ2
B

))
− log2

(
1 +

(
γ0(∥ΩA − Ω̂E∥+ ε)−ψ

γ0pu[n]
m[n]

+ 1

))]
,

(3.15a)

s.t. (∥qc[n]− Ω̂E∥+ ε)2 −m[n] ≤ 0, (3.15b)

Constraint (3.5). (3.15c)

Equation (3.15) is still non-convex because we are trying to maximise a convex

function of (3.15a). However, it can be solved using SCA technique given in [70].

This allows to solve a local tight approximation under tight constraints and relax

gradually until the original problem is solved. Hence, given a predefined initial

feasible trajectory, Ql
c[n] = {ql

c[n], n ∈ {1, . . . , N}} for the l−th iteration, the non-

constant term of the objective of (3.15) can approximated with the first order taylor

expansion as given in (3.16).

log2

(
1 +

(
γ0(∥ΩA − Ω̂E∥+ ε)−ψ

γ0pu[n]
m[n]

+ 1

))
≤ F l[n](m[n]−ml[n]) +Gl[n], (3.16)

where

F l[n] =[γ20(∥ΩA − Ω̂E∥+ ε)−ψpu[n]]× [(ml[n] + γ0pu[n])((γ0(∥ΩA

− Ω̂E∥+ ε)−ψ + 1)ml[n] + γ0pu[n])]
−1,

ml[n] =(∥ql
c[n]− Ω̂E∥+ ε)2,

Gl[n] = log2

(
1 +

γ0(∥ΩA − Ω̂E∥+ ε)−ψml[n]

ml[n] + γ0pu[n]

)
.
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Neglecting all constant terms in (3.16), (3.15) can be reformulated as

max
Qc,M

log2

(
1 +

(
|hAB|2

σ2
B

))
− F l[n]m[n], (3.18a)

s.t. (∥qc[n]− Ω̂E∥+ ε)2 −m[n] ≤ 0, (3.18b)

Constraint (3.5). (3.18c)

Now, (3.18) is convex and can be efficiently solved using interior point method with

tools in cvx [72]. Since (3.18) maximises the lower bound of (3.15), the objective

value obtained is at least equal to (3.15) using the updated trajectory, Ql[n]. Having

obtained the trajectory of the head of the UAV swarm, the trajectory of other UAV

swarm members are easily determined following the grid parameters.

3.3.3 Overall Solution

The combined solution to (3.7) was presented in algorithm 2. The proof for the

convergence of algorithm 2 was shown in fig 3.2 by plotting the error of the objective

function to the formulated problem after successive iterations. The algorithm begins

to converge on an average of 3 iterations as depicted in fig. 3.2.
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Algorithm 2 Iterative algorithm for solving w, and Q

1: Initialise w0 and Q0 with Q0
c such that the constraints in (3.6) and (3.5) are

satisfied and calculate R0
s with (3.4).

2: m← 1.

3: repeat

4: Compute and update wm with Qm−1 by solving (3.11).

5: Using updated wm, solve (3.18) to update Qm
c .

6: Using the grid parameters, construct the location of all the other K UAVs in

the swarm, giving rise to Qm.

7: Determine the channel impulse response between the UAV swarm and the

ground nodes from (3.2).

8: Compute Rm
s as defined in (3.4).

9: ϵ =

∣∣∣∣Rms −Rm−1
s

Rms

∣∣∣∣.
10: m← m+ 1.

11: until ϵ < 10−5 OR m ≥ 200.

12: Output: wm and Qm.
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Figure 3.2: Convergence analysis of algorithm 2 with K = 9.

3.4 Results and Analysis

In this section, we evaluate the performance of the UAV swarm to deliver the jam-

ming signals with algorithm 2. The parameters used in the numerical simulations

set were presented in table 3.1 unless otherwise stated. The initial values of the op-

timisation parameters satisfying respective constraints were obtained via feasibility

analysis. The UAV swarm beamforming vectors and its trajectory were solved by

iteratively optimising each parameter with the knowledge of the others, until the

error (ϵ) between steps was less than 10−5 or 200 maximum number of iterations

was reached.
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Table 3.1: Parameters for simulating the UAV swarm problem

Simulation parameter Symbol Value

Alice location ΩA [0, 0, 0]

Bob location ΩB [1000, 0, 0]

Eve location ΩE [500, 250, 0]

Initial UAV location q0 [−100, 100, H]

Final UAV location qf [1500, 100, H]

UAV height(when fixed) H 100m

Velocity per sample(when fixed) Z 3m/s

Duration per sample(when fixed) δ 1s

Signal-to-noise ratio ρ0 90dB

Average UAV transmit power P̄tot 20dBm

Maximum UAV power Pmax 26dBm

Average Source power P̄ab 30dBm

Maximum source power Pamax 36dBm

Path loss for ground communication

(urban area cellular radio) ψ 3.1 (outdoor)

Grid gutter 10λ

Grid cell 3

In the legends in figs. 3.3 - 3.7; T , K, and ϵ represents the UAV swarm flight time,

the number of UAVs and the radius (ε) of the location of Eve respectively. While

“Unknown Eve” and “known Eve” scenarios represents the trajectory plots when

Eve location is unknown and when it is known respectively.
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Figure 3.3: Comparative performance of the UAV Swarm on average secrecy
rate when the eavesdropper location is known and unknown.

The performance of the UAV swarm in relation to PLS for different flight times

was given in fig. 3.3. The figure also showed that as the number of UAVs in the

swarm was increased, beyound some critical number the improvement on the average

secrecy rate becomes insignificant. Consider that an increase in the number of UAV

swarm elements leads to a large grid. The large grid causes the collaboration of

the UAV elements to lower as some elements become redundant. From fig. 3.3, it is

easy to see that such inflection point for the “Unknown Eve” scenario occurs when

the number of UAVs was 9. However, the effect of K is minimal when the exact

position Eve is known. Furthermore, as the number of UAVs making up the swarm

increases, with higher flight times, improved average secrecy rate performance was

observed.
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Figure 3.4: Effect of radius of Eve region on average secrecy.

Further observation on fig. 3.4 presents the limit to the uncertainty location area

of Eve at different flight times. As the radius where Eve is located increases, the

impact of the UAV swarm jamming signal becomes less significant as the average

secrecy rate reduces. Negative average secrecy rate is obtained once Eve has better

CSI than Bob and the UAV swarm do not provide enough jamming power as shown

in fig. 3.4. The influence of the UAV swarm flight time is further increased at larger

radius. Nevertheless, the characterisation of the maximum tolerable error radius in

the position of Eve will guide the design of its location estimators. For example for

9 UAVs forming the swarm, the tolerable error region is 300m while for 3 UAVs, we

have 200m.
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Figure 3.5: Comparative performance of the average secrecy rate of the UAV
Swarm and single UAV jammer for K = 9, Ωb = [200, 0, 0]T, Ω̂e = [200, 150, 0]T,

qf = [150, 100, 100]T.

In fig. 3.5, the average secrecy rate performance analysis of the UAV swarm joint

trajectory and beamforming optimisation for known and unknown Eve’s location

are compared with known Eve location scenario considered in [29] (referred to as

JTP in the legend) under similar power constraint. It is evident from the figure

that the application of the UAV swarm out-performs the baseline scheme of a single

UAV jamming model. It can be further observed that the longer time of flight of the

UAVs ensures better secrecy performance. This is intuitively, and correlates with

similar results presented in [29,31,32], since the UAVs delivers more jamming power

during the communication with longer duration of flight time. When the radius of

error ε is approximately zero, the unknown location of Eve relaxes to a single point

which then acts as the known Eve’s location. When that happens, we define the

scenario as the upper bound of the optimisation as it gives the best case scenario

67



Chapter 3: Physical Layer Security Improvement with UAV Swarm

to the performance of the scenarios where ε > 0. In practice, as ε > 0, the average

secrecy rate reduces (as also presented in fig. 3.4).
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Figure 3.6: Beam Pattern at T = 600 and ε = 300m.

Examining the radiation pattern generated by the UAV swarm, as presented in

fig. 3.6, it was observed that for K values that did not complete a quadrilateral

formation of the grid (K = 4, 5, 7, 8), the null depth is shallow compared to values

where the grid quadrilateral is complete (K = 3, 6, 9). The implication is that little

spurious jamming signal from the UAV swarm has greater tendencies of leaking to

Bob when the grid formation is incomplete. Despite the observation that higher val-

ues of K gives higher power in the main lobe, it is apparent that even when multiple

UAVs are available, a selection needs to be made to ensure the grid quadrilateral is

complete with recourse to the minimum number required to achieve maximum av-

erage secrecy rate as shown in fig. 3.3. However, for all values of K, side lobes with

high power levels were observed. Although in conventional beamforming, the aim is
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to minimise the side lobes, however, since the exact position of Eve is unknown and

Bob is at the null of the jamming signal, the jamming power radiated from the side

lobes will further reduce the information content received by Eve, especially where

multiple Eve exist.
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Figure 3.7: The UAV swarm trajectory for T = 600s.

The trajectory of the swarm in fig. 3.7, shows that the optimal trajectory when

Eve’s location is unknown follows a path close to Alice and Bob. Since the channel

models are distance dependent, if Eve enjoys better channel quality than Bob then

the zero or negative average secrecy rate ensues. The UAV prioritises sending higher

jamming signal to Eve when it is closer to Alice. Since it cannot determine the exact

location of Eve, following this trajectory ensures that the channel for Eve is always

degraded despite its proximity to the transmitter (Alice). On the contrary, when

the location of Eve is known (known Eve in fig. 3.7), the swarm flies directly above

it and jams the signal.
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3.5 Chapter Summary

In this chapter, grid formation of UAV swarm was exploited to collaboratively jam

a passive eavesdropper. The passive eavesdropper was bound within a predefined

region. An optimisation problem characterising the UAV swarm jammer problem

was formulated and solved by finding the trajectory of the UAVs and their corre-

sponding jamming signal power. By performing the coordinated jamming, the PLS,

measured as the average secrecy rate, was increased compared to the use of a single

UAV application. Considering that physical spacing between the UAV member of

the swarm is larger, a barrier to increasing their number was observed from the

results. Other analysis in relation to the average secrecy rate examines the impact

of varying the total time of flight, and changing the radius of the uncertain region

of the eavesdropper.
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Physical Layer Security with

UAV-Carried IRS

Replacing the UAV swarm, discussed in chapter 3, with an IRS system, we explore

the inherent properties of the IRS system to guarantee PLS. This is necessary to

reduce the computational cost and logistic of synchronizing multiple UAVs to act as

a single unit. Secondly, the IRS system is a passive device with little contribution

to power consumption of the model. Therefore, in this chapter a UAV-carried IRS

for secure data collection in wireless sensor networks was investigated. The goal

of this chapter is to ascertain the performance of aerial based IRS system on PLS

when an eavesdropper is passive. The related literature was discussed in section 4.1.

Thereafter the model was described and mathematical formulation of the model was

given in section 4.2. Having formulated the problem, section 4.3 provided a method

to solve the problem. Numerical simulations were carried out and the discussions on

the results were presented in section 4.4. Section 4.5 summarised the contribution

of the chapter.
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4.1 Overview of IRS on PLS

Next generation networks will be equipped with more active and passive commu-

nication nodes to improve on coverage and capacity by accommodating the use

of higher frequency spectrum (e.g. millimeter wave) and massive multiple-input

multiple-output (M-MIMO) technology [45,74,85]. Nevertheless, these expectations

foretell several logistic and environmental drawbacks ranging from increased com-

munication cost in terms of energy, space and finance, to lower security guarantees.

In recent times, secure, high capacity, energy efficient and cost effective communi-

cation systems have been the paramount facet in developing technologies for the

next generation of wireless communication systems [74, 81]. These next generation

technologies ensure ultra-reliable connection to massive end user nodes, amidst rapid

time varying channels due to fast mobility and complex inter-connection [74]. On its

part, traditional communications technologies were rapidly been upgraded to sup-

port growing demands. But these upgrades only act as a conduit since they will

eventually be overwhelmed in due time, especially with full deployment of the next

generation systems. Several cost effective wireless communication technologies have

been proposed in recent times such as lens MIMO, hybrid beamforming, unmanned

aerial vehicle (UAV)/drone communications, advanced analog to digital converters

(ADCs), etc. One of the primary goal of these technologies is to maximise the

utilisation of the wireless communication channel.

A shift in paradigm in the wireless channel control occurred with the discovery of the

intelligent reflecting surface (IRS) [42–44]. The IRS was pitched to provide an inter-

face between the traditional wireless base stations and the users. Unlike the conven-

tional active relays, radio signal reflected by IRS are free from self-interference [45].

The IRS system acts as a collection of small passive “mirrors” that reflects the sig-

nals by performing passive beamforming. An overview of IRS with the technicalities

of the physical implementation have been studied in [42, 43, 45]. Several literature

continue to explore novel designs to harness the intelligence and capacity of the IRS

for effective communication. These works develop methods to optimally modelling
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the reflection coefficient and other related established parameters like beamforming

weights.

For specific IoT applications, a joint optimisation of the transmit beamforming and

the reflection coefficients of the IRS system serving as relay between multiple antenna

access point (AP) and a single antenna user was investigated in [86]. Further research

used the IRS to extend the coverage region of a base station by constructively

reflecting its impinging signal to desired locations either terrestrial [87] or aerial

[88]. Furthermore, the IRS-enabled programmable wireless channels is a promising

technology to promote PLS due to its inherent property of configuring transmission

to desired users [75, 89, 90]. Literally, this manipulates the wireless channel to be

favourable at desired location and adverse at another.

One key feature of the IRS system is that the reflected signal can be possibly made

to constructively sum at the legitimate receiver while destructively combined at the

undesired location (eavesdropper). However, the combination of the IRS reflected

signals are not perfect. It is possible that the imperfection in the destructive sum-

mation can compromise the PLS of the communication with an IRS system. The

authors in [91] showed analytically that the imperfection arise due to the beamwidth

dependence of the reflected signal on wavelength and IRS size. The beamwidth is

inversely proportional to the IRS size but proportional to wavelength [91]. The pro-

portionality on wavelength implies that for fixed size, wider beams are generated

in the radio spectrum. However, a narrow beam (more specular reflection) can be

obtained when visible light is reflected with the same IRS. Therefore, IRS was de-

scribed as an “anamolous” radio spectrum reflector [89,91]. Further assertion relates

the mismatch of the IRS reflected signals to the placement of the IRS system [92].

Most of the existing works on IRS-aided communication focus on fixed terrestrial

IRS deployment (on facades of buildings or indoor walls/ceilings). This fixed de-

ployment does not provide adaptability to mobile users and does not reap the full

potential of IRS in terms of information rate and PLS.

Therefore, it is desirable to allow mobility of the IRS system possibly by mounting it

on a UAV or other aerial devices [92,93]. The choice of aerial mobility system will
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also aid exploitation of aerial visibility for the IRS line-of-sight (LoS) application.

One major drawback of aerial IRS is that more malicious users can easily establish

LoS link to the aerial IRS system. Relying on the non-specular nature of the reflected

radio signal, the PLS of the communication can be compromised. It is therefore the

goal of this chapter to investigate the design of an IRS system mounted on a UAV.

The UAV-carried IRS system will seek optimal placement while ensuring that the

spurious signals received at illegitimate locations are of low quality.

Another objective of this chapter is to secure data transmission with a UAV-carried

IRS system in a noisy multi-sensory scenario. By maximising the achievable secrecy

rate under total transmit power constraint, we optimise the transmit beamform-

ing weights, IRS reflection coefficients and the location of the IRS system aided by

the mobility of the UAV. We assume that there were no direct link between the

sensors/transmitters and the receivers, therefore the communication link was estab-

lished only through the UAV-carried IRS system. By this assumption, we model the

transmitter, Alice to be located in a blackout remote region where the only possible

access is through the UAV-IRS system. In practise, the assumption supports remote

infrastructure monitoring facilities e.g. monitoring a remote pipeline with a group

of low-powered sensors. The assumption can be guaranteed in practise considering

that the very large distance between the transmitters and receivers may be due to

natural barriers like mountains and rivers. We note that if this assumption fails,

then the solution developed in this chapter will not be applicable.

Therefore, having examined the literature alluding to the scope of the models, we

can highlight the major contributions of this chapter as follows:

(a) Designing the IRS reflection coefficients, beamforming weights and UAV trajec-

tory considering when passive eavesdropping.

(b) Considering a noisy environment, we proposed an analytical derivation of the

SNR at the main receiver and at the eavesdropper.
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4.2 System Model and Problem Formulation

Let us consider that an IRS was carried by a UAV tracing a path such that the

reflected signals from transmitter (Alice) were received at a base station (Bob) which

are physically incommunicado as shown in fig. 4.1. Since the radio signals from the

IRS are not specularly reflected especially in noisy environment, (i.e. the reflection is

not mirror-like [91]), an eavesdropper (Eve) lurking around Alice can receive an out-

of-phase version of the reflected signals. Invariably, the secrecy of the communication

between Alice and Bob can be compromised, especially if Eve has access to advanced

signal reconstruction technologies.

Figure 4.1: Schematic of the UAV-IRS interaction with ground nodes

Let us consider that Alice comprise of closely packed M sensor nodes at the ground

level within an area of radius, r, collaboratively beamforming a unique symbol to Bob

through the IRS. Similar to the defined notations, let the 3D location of Bob, Eve,

and the centre of Alice be ΩB, ΩE, ΩA, respectively. We note that Bob and Eve are

in the far-field of the IRS system as required practically. The channels within the slot
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relating to the UAV-IRS system are assumed to vary slowly allowing for block fading

within the slot. For ease of computation, the IRS are placed on the UAV such that,

for each n ∈ {1, . . . , N}, the location of the first IRS element, which we consider

as the reference element, is the same as the location of the UAV (qR[n] = q[n]).

Given that λ is the carrier wavelength, all other adjacent elements of the IRS are

separated by a fixed distance such that dx <
λ
2
and dy <

λ
2
[92]. This implies that

dx = λ
zx

and dy = λ
zy
, where zx > 2 and zy > 2. Hence we define the location of the

nth IRS element such thatQIRS[n] = (qRx[n]+(kx−1)dx,qRy[n]+(ky−1)dy, H), n ∈

{1, . . . , N}, kx ∈ [1, . . . , Kx], ky ∈ [1, . . . , Ky]; where Kx and Ky define the number

of IRS elements along the x- and y-directions of the grid, respectively. Since, the total

number of IRS elements is given as K = KxKy, a compressed form of IRS element

location can be written as QIRS[n] = {qk[n],∀n ∈ [1, . . . , N ], & ∀k ∈ [1, . . . , K]} .

We further assume that the IRS element are arranged in a planar form.

Following the convention as in [94], we assume that the sensors in Alice collabora-

tively transmits a unique symbol s(t) with E{|s(t)|2} = 1 giving rise to a passband

signal of x(t) = s(t) exp(jωct). The incident signal on the IRS elements from the

mth sensor of Alice during an nth sampling period is (4.1).

r[n] = gm[n]wm[n]x(t)[n] + nm[n], (4.1)

where gm = [gm1, gm2, . . . , gmK ]
T and nm ∼ CK×1 denote the IRS to the mth sensor

complex channel vector and the independent and identically distributed (i.i.d.) white

Gaussian noise vector due to the LoS link between the IRS elements and the mth

sensor, respectively. The symbol wm represents the beamforming weight of the mth

antenna element of Alice (∀ m = 1, . . . ,M). Thus, the complex channel matrix

between the IRS elements and all the sensors on Alice is given by

G = [g1,g2, . . . ,gM ] ∈ CK×M .

The UAV’s continuous flight trajectory causes the reflected signals from the IRS to

undergo Doppler shift and time variation at the receiver ground receivers (Bob and
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Eve). However, since all the IRS elements are fixed on the UAV and travelling at the

same velocity, the Doppler shift due to the respective position of the elements will be

uniform. Furthermore, we note that we can eliminate the Doppler effect, by carefully

compensating the Doppler phase shifts through the IRS reflection coefficients as

discussed in [95,96]. This can be justified for the model of this chapter because

(a) there are no direct transmission link between the Alice and the ground receivers

(Bob and Eve) which cannot be influenced by the IRS and

(b) for large N leading to continuous trajectory, the coherence time of the channels

is relatively low.

Invariably, considering the interaction between the kth IRS element and the mth

sensor, we have that the incident signal in (4.1) can be expanded to (4.2).

gmk[n]wm[n]x(t)[n] = Re{wm[n]
√
cmk[n]s(t− τmk[n]) exp (jωc(t− τmk[n]))}, (4.2)

where τmk[n] ≜
∥qk[n]−Ωm∥âmk

c
defines the coordinate spatial frequency between the

kth IRS element and themth antenna element and gmk follows an exponential distri-

bution with channel power gain, cmk[n] ≜
ρ0ςk

∥qk[n]−Ωm∥µ for ρ0 and ςk representing the

channel power gain at reference distance d0 = 1m from the the centre of Alice and an

exponentially distributed random variable with unit mean, respectively [29, 56, 76].

Note that ρ0 determines the quality of the channel which is then scaled randomly

by ςG via the inverse distance square. Furthermore µ = 2 represents the LoS path

loss exponent between the IRS and the ground nodes [93, 97]. We assume that

the LoS is the main component of the channel link. Contrarily to [94], we note

that although the distance between the IRS elements and the distance inbetween

the sensors nodes are less than the distance between the UAV and Alice (that is

∥qk[n] − qk±1[n]∥ ≪ ∥qR[n] − ΩA∥ and ∥Ωm − Ωm±1∥ ≪ ∥qR[n] − ΩA∥), the in-

dependent sensor to IRS element variations cannot be ignored since the separation

between sensors can be significant when deployed in multi-faceted environment.

Nevertheless, we assume that the beam from the sensors is directed to the UAV car-

rying the IRS and not necessarily each IRS element, therefore the phase direction is

77



Chapter 4: Physical Layer Security with UAV-Carried IRS

towards the UAV. Equation (4.2) can then be modified for each n ∈ {1, . . . , N} as

gmkwmx(t) = Re{wm
√
cmR exp (−jϕmkâmR)δ

(
t− ϕmk

ωc

)
s(t) exp (jωct)}, (4.3)

where ϕmk ≜ ωcτmk characterises the phase shift due to the kth IRS element loca-

tion relative to the mth sensor and aMR is the normalised unit vector from m to

UAV(R). By implication of the distance between the IRS being far less than the

distance between the UAV and Alice, the phase shift for each n ∈ {1, . . . , N} can

be approximated as

ϕmkâmR ≈
2π

λ
∥qR −Ωm∥︸ ︷︷ ︸

ϕamR

+
2πâmR

λ
∥qk − qR∥âRk︸ ︷︷ ︸
ϕbmk

. (4.4)

It is imperative, then, that from (4.4), the phase shift is comprised of two distinct

parts; based on i) fixed phase: the position of the UAV (ϕamR) and ii) variable phase:

the kth IRS element response (ϕbmk) to the signal from the mth sensor in Alice. In

component form, the kth IRS element response phase can be written as (4.5).

ϕbmk = [(kx − 1)d̄x, (ky − 1)d̄y, 0] · [âxmR, â
y
mR, â

z
mR]

T, (4.5)

where d̄x = 2πdx
λ

and d̄y = 2πdy
λ
. It is easy to deduce that the IRS array response to

all the sensor nodes can be represented with a K ×M matrix, ΦG, whose elements

are given in (4.5).

ΦG =


ϕb11 . . . ϕb1K
...

. . .
...

ϕbM1 . . . ϕbMK


T

The rank{ΦG} ≥ 1 depends on the value of the radius of Alice (r). For r > 0

increases the possibility of large distance between the M sensors, thereby causing

significant variations for the elements in ΦG.

By extracting the complex channel coefficients from (4.3) for each n ∈ {1, . . . , N},
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the complex channel between the kth IRS element and the mth sensor node in Alice

is thus presented as (4.6).

gmk =
√
cmR exp (−jϕamR) exp (−jϕbmk)δ

(
t− ϕmk

ωc

)
, (4.6)

where exp (−jϕbmk) elucidates the kth IRS elements response to the incident signal

from the mth sensor. Recalling that gm = [gm1, gm2, . . . , gmK ]
T, (4.6) describes the

elements of gm.

Alternatively, the combined IRS response to the incident signal from the mth sensor

in Alice can be rewritten as (4.7). This is obtained by substituting (4.5) into jb =

exp (−jϕbmk). The jb presented in (4.7) shows the influence of the IRS formation on

the incident signal.

jb = [1, . . . , exp (−j(Kx − 1)d̄xâ
x
mR)]

T + [1, . . . , exp (−j(Ky − 1)d̄yâ
y
mR)]

T. (4.7)

Therefore, the channel vector between all the IRS elements and the mth sensor can

be presented as

gm =
√
cmR exp (−jϕamR)j

b ◦ δ
(
t− ϕamR + jb

ωc

)
, (4.8)

where ◦ is the Hadamard product. Although equations (4.6) and (4.8) are different

representations of gm, we continue the derivations in this chapter with (4.6) because

it is a simpler expression.

Similarly, for each n ∈ [1, . . . , N ], the complex channel between the IRS and the

ground nodes (that is hi = [h1i, . . . , hKi]
T ∈ CK×1,∀ i ∈ {B,E}), was obtained by

updating the direction of the reflected signal given in (4.9).

hki =
√
cRi exp (−jϕaRi) exp (−jϕbki)δ(t−

ϕki
ωc

), (4.9)

where ϕbki = [(kx − 1)d̄x, (ky − 1)d̄y, 0] × [âxRi, â
y
Ri, â

z
Ri]

T. It is imperative that the

generalised IRS array response to the ground node can be presented as a K × 1
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vector, ui with elements given as ϕbki. Note that cki[n] ≈ cRi[n] ≜
ρ0ςi

∥qR[n]−Ωi∥2 , ϕ
a
Ri =

2π
λ
∥Ωi − qR∥ and τki ≜ ∥Ωi−qR∥

c
. Therefore, having defined the channel parameters,

the coherently received signal at the ground nodes (Bob and Eve) during the nth

sample is given by

yi = hH
i ΘGwx(t) + ηi, (4.10)

where i ∈ {B,E}, w = [w1, . . . , wM ]T is the beamforming weights of the M sensors,

Θ = diag(exp (jθ1), exp (jθ2), . . . , exp (jθK)) represents the reflection coefficients of

the IRS elements and ηi ∼ CN (0, σ2
i ) presents an independent and identically dis-

tributed (i.i.d.) additive white Gaussian noise (AWGN) at the corresponding re-

ceiver1. Note that at the ground receiver nodes, (Bob and Eve), the reflected signals

from all the IRS elements are superimposed coherently [90, 92]. It is intended that

such coherent superimposition will maximise the received signal power at the Bob

while limiting the signal power at Eve.

Our design objective is explored under these sub-headings.

1. Generic model: Given the channel information of Bob and Eve, we aim

to maximise the secrecy rate of the communication by choosing the optimal

beamforming weight, trajectory of the UAV and the reflection coefficients of

the IRS. Accordingly, we formulate the optimisation problem of (4.11).

max
w,Q,Θ

1

N

N∑
n=1

[
log2

(
1 + γB[n]

1 + γE[n]

)]+
, (4.11a)

s.t. 0 ≤ θk[n] ≤ 2π, (4.11b)

∥q[n]− q[n− 1]∥2 ≤ (Zα)2, (4.11c)

w[n]Hw[n] ≤ P, (4.11d)

1By setting σ2
i to high value, we ensure that the communication channel is noisy.
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where [x]+ = max{x, 0}2, γi[n] = 1
σ2
i
|hH

i [n]Θ[n]G[n]w[n]|2, i ∈ {B,E} repre-

sents the signal to noise ratio at Bob and Eve. γi is the SNR at the ith

receiver with its probability density function (PDF) given in Appendix B. The

constraint in (4.11b) ensures that the principal argument of the reflection co-

efficient from the kth IRS was maintained while (4.11c) limits the distance

covered by the UAV between sampling points. Equation (4.11d) constrains

the power transmitted from the sensors.

2. Modified model: Given that the presences of Eve in the system model is

unknown, we aim to maximise the rate achieved at Bob by solving (4.12).

Furthermore, we examined the impact of this rate maximisation on a passive

Eve located within the system.

max
w,Q,Θ

1

N

N∑
n=1

[log2 1 + γB[n]]
+, (4.12a)

s.t. 0 ≤ θk[n] ≤ 2π, (4.12b)

∥q[n]− q[n− 1]∥2 ≤ (Zα)2 (4.12c)

w[n]Hw[n] ≤ P, (4.12d)

4.3 Proposed Solution

Equation (4.11) is a non-convex multi-variable optimisation problem that is difficult

to solve directly due to the inter-dependence of the varriables and the non-convexity

of the objective function. Hence, we sub-divide the problem by creating distinct

sub-optimal problems from (4.11) [76, 90, 92]. The idea is to solve the sub-optimal

problems iteratively until a change in the objective value of (4.11) is insignificant.

2Note that [x]+ imposes a constraint that the information received at Eve will always be less
than that at Bob else no message is transmitted. However, since there are no direct path between
the transmitter (Alice) and the ground nodes (Bob and Eve), the received signals will always be
from the IRS reflected path. The reflection coefficients ensures that the reflection is maximum at
target location (Bob) [91]. This means that the eavesdropper receives only the non-specular weak
reflected signal. Therefore, negative objective will not arise in this model, hence, we ignore this
constraint in the subsequent derivations. If there are a direct communication link between the
transmitter and the ground nodes (Bob and Eve), then negative secrecy will be possible.
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However, we see from the subsequent sections that by designing the reflection co-

efficient in terms of the main receiver, Bob, the sub-optimal problems arising from

(4.12) was solved using non-iterative means.

We note that the UAV and the sensors have limited power, therefore, they may

not equipped to support the computational overhead presented in this section. We

assume that the channel of the main receiver (Bob) is perfectly known at a central

control node that performs these computations. This central node is responsible for

communicating the beamforming weights to the transmitter (Alice), the trajectory

to the UAV and the reflection coefficients to the IRS. This communication takes

place via the control signaling channel.

4.3.1 Solving for Θ

In this section, we discussed the possible procedures to obtain the reflection coeffi-

cients (Θ) based on specific information at the IRS control.We note that since the

IRS are passive elements, they do not alter the signal power. Therefore, the mag-

nitude of the reflection coefficient is always 1 while the procedure described in the

section obtained its phase.

4.3.1.1 Generic Model

This method depends on knowledge of the beamforming vectors and the trajectory

of the UAV. Given that the sub-problem from (4.11) in relation to Θ is (4.13).

max
Θ

1

N

N∑
n=1

[
log2

(
1 + γB[n]

1 + γE[n]

)]
, (4.13a)

s.t. 0 ≤ θk[n] ≤ 2π. (4.13b)

Recalling (4.10) and applying some matrix manipulations, it is known that

γi = |
1

σ2
i

hH
i ΘGw|2 = | 1

σ2
i

θ̂
H
HiGw|2 ∀ i ∈ {B,E},
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where θ̂ = [exp (jθ1), . . . , exp (jθK)]
H and Hi = diag(hH

i ). Since the problem defined

in (4.13) is not dependent on the nth sample, we can reformulate it as given in (4.14)

for each n ∈ {1, . . . , N}.

max
θ̂

1 + | 1
σ2
B
θ̂
H
HBGw|2

1 + | 1
σ2
E
θ̂
H
HEGw|2

 , (4.14a)

s.t. | exp (jθk)|2 = 1 ∀ k ∈ {1, . . . , K}. (4.14b)

The constraint in (4.13b) has been rewritten for tractability as (4.14b) since the

square magnitude of a complex exponent is 1. Equation (4.14) can further be sim-

plified to (4.15).

max
Θ̂

(
1 + Tr(AΘ̂)

1 + Tr(BΘ̂)

)
, (4.15a)

s.t. diag(Θ̂) = 1, (4.15b)

rank(Θ̂) = 1, (4.15c)

where Θ̂ = θ̂θ̂
H
, A = | 1

σ2
B
|2HBGwwHGHHH

B, B = | 1
σ2
E
|2HEGwwHGHHH

E . (4.15c) is

due to Θ̂ = θ̂θ̂
H
. The problem given in (4.15) is a semi-definite programming (SDP)

problem which is non-convex due to the rank constraint. Using standard procedure

of solving SDP, we solve the problem while ignoring the rank constraint and obtain

a rank 1 approximation using randomised rank approximation technique as given

in [86]. By ignoring the rank constraint, the problem reduces to a linear-fractional

programming problem which can be effectively solved with Charnes-Cooper trans-

formation. Therefore, let u = 1

1+Tr(BΘ̂)
and Û = uΘ̂, we reformulate convex problem

in (4.16) that can be efficiently solved with cvx [72].

max
Û⪰0,u≥0

u+ Tr(AÛ), (4.16a)

s.t. u+ Tr(BÛ) = 1, (4.16b)

diag(Û) = u. (4.16c)
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4.3.1.2 Modified Approach

In order to reduce the channel overhead and considering that the eavesdropper

is sometimes passive, we offer an alternative approach that relies on the channel

information of the main receiver, Bob. Since the IRS elements can effectively reflect

signals along the desired direction, we aim to design the optimal reflection coefficients

such that the signals contribute to Bob’s reception constructively. An excerpt from

the discussions on the relationship between the squared magnitude of the scattered

field of IRS and observation angle as given Lemma 1 in [91] alludes that maximum

received power occurs at the specular reflected path of the IRS signal which by

design is at Bob. This non-specular nature of the reflections allows us to consider

the possibility of eavesdropping at Eve. However, since maximum power is obtained

at the specular direction which is the design parameter Θ that reflects the signal

to Bob. Intuitively, we can design Θ to maximise reflection at Bob as this not only

simplifies the problem, it is easily tractable.

Since we know that the channels from the IRS to Bob and Eve are independent

of each other but dependent on reflection coefficients, it is sufficient to optimise

the reflection coefficients based on Bob’s channel only. Accordingly, we design the

reflection coefficients Θ, for a given trajectory Q, and beamforming vector w, such

that it is not influenced by Eve’s channel condition. It is therefore, apparent that

the optimal Θ can be determined for maximising Bob’s SNR γB. This can be done

by extracting the following sub-problem from the original problem in (4.12):

max
Θ

γB[n], (4.17a)

s.t. 0 ≤ θk[n] ≤ 2π. (4.17b)

The solution obtained from solving (4.17) eventually maximises the information rate

received by Bob (log2(1 + γB[n])). For each n ∈ {1, . . . , N}, the solution to (4.17)

ensures the maximum objective value since the signals from the IRS elements are

added constructively. Recall that, by examining (4.4), it is clear that the phase

of the channel response linking the ground nodes (i ∈ {B,E}) to the UAV-carried
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IRS system is subdivided into 2 parts - fixed phase (due to the relative position

of the UAV) and variable phase (due to the IRS response). While the fixed phase

accounts for Doppler distortions, the variable phase presents the IRS reflected system

response. The variable phase can be modified to constructively combine the received

reflected signals from the IRS elements. Therefore, by expanding hH
BΘGw, we

construct the reflection coefficient to maximise the received signal at Bob as given

in (4.18).

Following similar derivation as in [87, 92], it is easy to see that for each n ∈

{1, . . . , N}, the solution to (4.17) was given by

θ = θcom − uB + uG, (4.18)

where θ = [θ1, . . . , θK ]
T, uB = [ϕb1B, . . . , ϕ

b
KB]

T and uG is the maximum left sin-

gular vector corresponding to the rank-1 (low rank) approximation of ΦG. θcom is

an arbitrary phase common to all elements of the IRS. This phase allows for the

cancellation of unscrupulous phase elements at the receiver arising from the direct

link between the Alice and Bob [45, 92]. However, since there are no direct paths

between the Alice and the ground receiver nodes as described in Section 4.2, θcom

can be set to zero without loss of generality.

By the definition of Θ given in (4.18) and the knowledge of the channel matrices,

we define Proposition 4.1 at Bob and Eve for each n ∈ {1, . . . , N} as:

Proposition 4.1: hH
i ΘG = χi, where the elements of χi = [χ1i, . . . , χM i] are

presented in (4.19a) and (4.19b) for i ∈ {B,E}, respectively:

χmB = K
√
cRBcmR exp (−j(ϕamR + ϕaRB − θcom)), (4.19a)
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χmE =
√
cREcmR exp (−j (ϕaRE + ϕamR − θcom))

×

 Kx∑
kx=1

Ky∑
ky=1

exp

(
− j

[
(kx − 1)d̄x(−âx

RE + âx
RB − âx

mR)

+(ky − 1)d̄y(−ây
RE + ây

RB − ây
mR) + u

kx,ky
G

]))
, (4.19b)

where u
kx,ky
G is the kth element of uG.

Proof: By substituting and simplifying the expressions for hi, Θ, and, G given in

equations (4.9), (4.18) and (4.6) respectively, it is easy to see that uG in (4.18) is

designed as a rank-1 approximation to cancel out the variations of the columns of

matrixΦG. However, we know that the rank-1 approximation error of uG increases as

r > 0 since the sensor are randomly placed over large area, hence |uG−ΦG(:,m)| ≥ 0.

However, from experimentation, for small values of r, |uG −ΦG(:,m)| ≈ 0 allowing

the cancellation of ΦG. This completes the proof of the proposition. ■

Using exponential sum formulas, (4.19b) can be further simplified as

χmE =
√
cREcmR exp

(
−j
(
2π

λ
(dRE + dmR)

))
f(Kx, Ky)

× exp

(
j

(
θcom +

Ax(Kx − 1)

2
+
Ay(Ky − 1)

2

))
, (4.20)

where f(Kx, Ky) =
sin( 1

2
KxAx) sin(

1
2
KyAy)

sin( 1
2
Ax) sin(

1
2
Ay)

, Ax = d̄x(â
x
RE+âx

RB−âx
mB) and Ay = d̄y(â

y
RE+

ây
RB − ây

mB). It is easily observed that the number of IRS elements on the UAV will

affect the SNR received at Bob and Eve differently. While all choices on the number

IRS elements is guaranteed to improve on the SNR at the Bob (refer to (4.19a),

especially as the number increases to infinity, the reverse is not obtained at Eve due

to the function f(Kx, Ky). Hence, the selection of the number of IRS element must

be made to ensure that the SNR at Eve is minimised with largest phase distortion

possible.
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Following Proposition 4.1, we infer that the maximum SNR values at Bob and Eve

are

γB ≤
M∑
m=1

P̄ ςBςk(ρ0K)2

d2RBd
2
mR

, (4.21a)

γE ≤
M∑
m=1

P̄ ςEςk(ρ0|ζ|)2

d2REd
2
mR

, (4.21b)

respectively, where P̄ = P
σ2
i
and

|ζ|2 =
Kx∑
kx=1

Ky∑
ky=1

exp

(
j

[
(kx − 1)d̄x(â

x
RE + âx

RB − âx
mR)

+ (ky − 1)d̄y(â
y
RE + ây

RB − ây
mR) + u

kx,ky
G

])
(a)

≤ K. (4.22)

Note that the SNR bounds in (4.21) invariably define the worse case of the average

secrecy rate. From (4.22), the equality in (a) represents the worst-case scenario and

arises when the channel of Bob and Eve are highly correlated. This may occur in the

unlucky event when Eve is located at the exact position of Bob (e.g. an application

in the device of Bob becoming the potential Eve).

4.3.2 Solving for w

We adopt two different design strategies for the beamforming weights w, with known

trajectory, Q, and reflection coefficients, Θ.

4.3.2.1 Generic Approach

Taking the eavesdropper’s information into consideration, we reformulate (4.11) as

max
w

(
1 +wHAw

1 +wHBw

)
, (4.23a)

s.t. wHw ≤ P, (4.23b)
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where A = 1
σ2
B
(hH

BΘG)H(hH
BΘG), B = 1

σ2
E
(hH

EΘG)H(hH
EΘG). This implies that by

considering the presence of both Bob and Eve, the optimal w∗ =
√
Pumax, where

umax is the eigenvector corresponding to the maximum eigenvalue of the matrix

(B+ 1
P
IM)

−1
(A+ 1

P
IM) [90, 98].

4.3.2.2 Modified Approach

Since the IRS can direct signals to specific targets, we consider transmission to Bob

only ignoring the presence of Eve. Then the (4.12) reduces to

max
w

(1 +wHAw), (4.24a)

s.t. wHw ≤ P, (4.24b)

where A = 1
σ2
B
(hH

BΘG)H(hH
BΘG). It is known that the optimal w∗ =

√
Pumax is

a maximum ratio transmission (MRT) beamformer towards the UAV, where umax

is the eigenvector corresponding to the maximum eigenvalue of the channel matrix

1
σ2
B
(hH

BΘG)H(hH
BΘG) [92, 94]. This solution ensures that the determination of the

weights are independent of the presence of Eve. In this work, we examine the

performance characteristics of both schemes in order to determine their impact on

the average secrecy rate.

4.3.3 Solving for Q

In this subsection, we investigate methods to obtain the trajectory of the UAV

carrying the IRS system for both: i) known eavesdropper’s location and ii) unknown

eavesdropper’s location.

4.3.3.1 Generic Approach

Now, to obtain the trajectory of the UAV for known IRS reflection coefficients,

(Θ) and beamforming vectors, w with knowledge of the location of Eve, (4.11) was
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reformulated as (4.25):

max
Q

N∑
n=1

[
log2

(
1 + γB[n]

1 + γE[n]

)]
(4.25a)

s.t. ∥q[n]− q[n− 1]∥2 ≤ (Zα)2. (4.25b)

Note that the (4.25) is non-convex due to the fractional objective. Equation (4.25)

was solved by introducing an auxiliary variable, β limiting the maximum achievable

rate by Eve. Furthermore, considering that the distance between the sensors in Alice

is very small compared to the distance, between Alice and the UAV-carried IRS, we

can assume for simplification that the UAV trajectory is determined in respect to

Alice rather than the individual sensors, (dmR ≈ dAR). Therefore, we reformulate

the trajectory problem as (4.26) by expanding γi from (4.21).

max
Q,β

N∑
n=1

log2
1 +

(
P̄M(ρ0ςBK)2

d2RBd
2
AR

)
[n]

β[n]


 , (4.26a)

s.t. 1 +

(
P̄M(ρ0ςEK)2

d2RBd
2
AR

)
[n] ≤ β[n] (4.26b)

∥q[n]− q[n− 1]∥2 ≤ (Zα)2. (4.26c)

Equation (4.26) can be solved using Karush-Kuhn-Tucker (KKT) conditions to ob-

tain the optimal trajectory of the UAV as defined in Proposition 4.2. A detailed

proof is relegated to Appendix C.

Proposition 4.2: Given the maximum achievable rate at Eve is β, the optimal

location of the UAV during the nth sample (n ∈ [1, . . . , N ]) can be obtained by

solving

q2x[n] + q2y[n] = (ε[n]∥ΩA∥)2 −H2, (4.27)

where the closed form expression of ε is given in (4.28).

Proof: See Appendix C. ■
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ε[n] =

1

3 3√2

3
√

2b3 + 3
√
3
√
−4b3d− b2c2 + 18bcd+ 4c3 + 27d2 − 9bc− 27d− 3

√
2(3c− b2)

3
3
√

2b3 + 3
√
3
√
−4b3d− b2c2 + 18bcd+ 4c3 + 27d2 − 9bc− 27d+ b

3

(4.28)

where b = ∥ΩB∥
2∥ΩA∥ + 2∥q[n−1]∥

∥ΩA∥ + 1
2
, c = ∥ΩB∥∥q[n−1]∥+∥q[n−1]∥2

∥ΩA∥2 − ∥q[n−1]∥
∥ΩA∥ ,

d = ∥ΩB∥
2∥ΩA∥

∥q[n−1]∥2
∥ΩA∥2 + ∥q[n−1]∥2

2∥ΩA∥2 −
(Zα)2

2∥ΩA∥2

The solution to (4.27) can easily be obtained by a linear search algorithm that seeks

for pairs of points that satisfy the trajectory constraint in (4.26c). We recall that the

trajectory is related to the solution of (4.27) by Q = {q[n] = [qx[n], qy[n], H]T, n ∈

{1, . . . , N}}. It can be deduced from Proposition 4.2 that the trajectory of the UAV

is not dependent on the knowledge of the rate received at Eve or Bob but on the

exact location of Bob, Alice and the distance covered by the UAV during the nth

sample. This ensures that the rate regulation (varying β) for Eve is insignificant

in determining all the possible locations of the UAV for n ∈ {1, . . . , N}. However,

while conducting the linear search to obtain the optimal location among the possible

locations, the knowledge of the location of Eve influences the choice leading to the

trajectory of the UAV as obtained in fig. 4.3.

4.3.3.2 Modified Approach

We now assume that the location of the eavesdropper is unknown. Therefore, we

cannot access the channel information of the eavesdropper. The best thing we can

do is to find the optimal UAV trajectory based on the legitimate channel only.

Therefore, (4.11) can be presented in terms of the trajectory as (4.29):

max
Q

N∑
n=1

[log2(1 + γB[n])] (4.29a)

s.t. ∥q[n]− q[n− 1]∥2 ≤ (Zα)2. (4.29b)
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The solution to (4.29) was obtained from its KKT solution by solving (4.27) with

the definition for ε as:

ε =
∥qR[n− 1]∥ ± Zα

∥ΩA∥
.

A linear search method as described in section 4.3.3.1 is employed until the points

maximising the objective function in (4.29) was obtained.

4.3.4 Overall Iterative and Non-iterative Algorithm

The overall iterative and non-iterative algorithm is presented in algorithm 3 and 4

respectively. The convergence of the iterative algorithm (algorithm 3) was presented

in fig. 4.2. A fast convergence of the iterative process of was observed through

numerical simulations for different n ∈ {1, . . . , N} samples.

Algorithm 3 Generic model iterative algorithm for solving Θ, w, and Q

1: Initialise w0 and q0 such that the constraints in (4.11d) and (4.11c) are respec-

tively satisfied. Then solve the objective value defined in (4.11a) as R0
s

2: m← 1.

3: repeat

4: Solve (4.26) and update qm.

5: Using the grid cell, qm, dx, and dy, compute the locations of the IRS elements,

Qm.

6: Determine the channel impulse responses using the definitions in (4.6) and

(4.9).

7: For each n ∈ {1, . . . , N}, solve (4.16) to obtain Θm.

8: Compute and update wm with solutions described in 4.3.2.

9: Compute Rm
s as defined in (4.11a).

10: Compute ϵ =

∣∣∣∣Rms −Rm−1
s

Rms

∣∣∣∣.
11: m← m+ 1.

12: until ϵ ≤ 10−5 OR m ≥ 200.

13: Output: Θm, wm and Qm.
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Figure 4.2: Convergence on iterative algorithm 3

Algorithm 4 Non-Iterative algorithm for solving Θ,w, and Q

1: Solve (4.27) and update q.

2: Using the grid cell, q, dx, and dy, compute the locations of the IRS elements, Q.

3: Determine the channel impulse responses using the definitions in (4.6) and (4.9).

4: For each n ∈ {1, . . . , N}, solve (4.18) to obtain Θ.

5: Compute and update w with solutions described in 4.3.2.

6: Compute Rs as defined in (4.11a).

7: Output: Θ, w and Q.
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4.4 Results and Discussions

In this section, we evaluate the performance of the proposed algorithm via numerical

simulations and compare with baseline schemes. The parametric settings of the

simulation environment were given in table 4.1 except where explicitly stated.

Table 4.1: Parameters for UAV-carried IRS simulation

Simulation parameter Symbol Value

Number of sensors M 4

Centre of Alice ΩA [0,−100, 0]T

Bob location ΩB [80, 100, 0]T

Eve location ΩE [−100, 50, 0]T (Uncorrelated)

[75, 100, 0]T (Correlated)

Fixed IRS location ΩfixIRS [50, 0, 20]T

Initial UAV location qo [−100, 100, H]T

UAV flight altitude H 100m

UAV time of flight T 300s

Velocity per sample Z 3m/s

Duration per sample α 0.5s

Transmission frequency f 900 MHz

Number of IRS elements K 16

IRS separation dx = dy
λ
4

Noise σ2
B = σ2

E 30dBm

Signal-to-noise ratio ρo 60dBm (Strong),

at reference distance of 1m 30dBm (Weak)

We use the methods summarised in algorithms 3 and 4 to optimise the parameters.

The initial values of the iterative method in algorithm 3, satisfies the feasibility prob-

lem3 of (4.11). The legend of the figures describe the various scenarios implemented

3The feasibility problem was obtained by setting the objective value to 0 and solving the opti-
misation problem. This gives the initial values to the parameters used to start the iteration.
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as:

1. Scheme 1: Refers to the UAV-carried IRS scenario where the knowledge of the

channel characteristics of the eavesdropper (Eve) is unknown.

2. Scheme 2: Refers to the UAV-carried IRS scenario where the knowledge of the

channel characteristics of the eavesdropper (Eve) is known.

3. Fixed: Refers to the algorithm 1 given in [90]. To adapt the algorithm to the

scenario described herein, we replaced the structured transmit antenna at the

AP with a sensor network, set the direct link between Alice and Bob/Eve to

0 and defined the channel as explained in this chapter.
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Figure 4.3: UAV trajectory for different locations of Eve.

Figure 4.3 presents the trajectory of the UAV as we change the location of Eve. We

consider when Eve location is far away from Bob and when it is close to Bob in the

sub-figures. The UAV attempts to find paths that are as far from Eve as possible

while maintaining reasonable distance between Alice and the Bob to ensure the

transmitted signals are received and reflected. When a safe distance was obtained,

the UAV hovers around that location until the end of the simulation. This behaviour

of the UAV is similar at different scheduled flight times. Intuitively, since the IRS

use passive beamforming, the distance travelled by the reflected signal is required

to be small while maintaining LoS with Alice. The active beamforming at the Alice
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ensures that the transmitted signal were directed to the IRS on the UAV, since

it can adjust the transmitted power where necessary. The trajectory of the UAV

collaborates the conclusion in [91] having shown that the received signal power at

Bob is proportional to the square of the IRS area and inverse square propagation

distance, 1
(dARdRB)2

. Therefore, the optimal IRS placement should aim to minimise

dARdRB as obtained via the UAV. Furthermore, the position of Eve determines the

trajectory while the position of the main receiver (Bob) determines the the optimal

location for the UAV-carried IRS system.
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Figure 4.4: Average secrecy versus time of flight (T) for different transmit power
(dBm) for K = 16, r = 1m, ρ0 = 120dBm, and P = 1dBm

Following the trajectory presented in fig. 4.3, it was observed in fig. 4.4 that the

longer the UAV flies with the IRS for a given communication, the better the average

secrecy rate for both beamforming weight schemes under consideration. It has been

established in [92] that for aerial IRS, the SNR increases with higher transmit power.

However, due to the IRS, we showed that the SNR for Eve declines leading to an
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increase in the average secrecy rate as observed in the rate of the Eve in fig. 4.6.

Similar performance was observed in the fixed IRS scenario as reported in [90].

Figure 4.4 also provides an insight that scheme 2 performs better than scheme 1

when the channels of Bob and Eve are correlated and uncorrelated in terms of

average secrecy rate.
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Figure 4.5: Average secrecy rate versus Radius of sensor location for K = 16
and T = 300s

In fig. 4.5, the density of the sensors that acted collaboratively to transmit via the

UAV-IRS system was varied by increasing their location area. It was observed that

varying the radius of the area led to increased average secrecy rate performance. This

is primarily because increase in the radius allows the sensors to be scattered over a

larger area ensuring that the ΦG is not rank 1 and introducing greater variability for

the eavesdropper (Eve). We note that since the design of the reflection coefficients,

Θ, focused on maximising the quality of signal received at Bob, the impact of the
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variations obtained given that the rank of ΦG is not 1 at Bob was reduced by the

design of Θ.
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Figure 4.6: Average secrecy rate versus distance between Bob and Eve for
K = 16, r = 1m, P = 10dBm and T = 300s.

Furthermore, we test the effect of varying the distance4 between the eavesdropper

and the legitimate receiver in fig. 4.6. The plots of the upper bounds of the the

average secrecy rate which was obtained by setting the eavesdropper’s reception to

zero was used in the figure to evaluate the performances. First, we observe that the

rates of the eavesdropper in Scheme 2 is almost zero regardless of the channel quality

of the legitimate receiver. However, as the distance between Bob and Eve increases,

the rates received by Eve tends to gradually fall to zero in Scheme 1. Following these

variations in the rates received by Eve, the average secrecy rates tends to the upper

bound faster with Scheme 2 than Scheme 1 as the distances increase. The deduction

from fig. 4.6 presents that when the eavesdropper is passive as with Scheme 1, the

designs of the trajectory, beamforming and reflection coefficients are more stringent

compared with Scheme 2. Nevertheless, the trade-off in the lower performance of

Scheme 1 compensates for the removal of the assumption about the knowledge of

the channel information of the eavesdropper.

4Since the channels in this chapter were modeled as a function of distance, the distance be-
tween Bob and Eve = ∥ΩB −ΩE∥ examines the similarity between Bob and Eve in terms of their
proximity. Lower values indicate highly correlation while higher values indicate highly uncorre-
lated [99,100].
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Figure 4.7: Average secrecy rate versus transmit power for K = 16, r = 1m and
T = 300s.

In fig. 4.7, the impact of transmit power on the average secrecy rate of the system

was presented. By comparing the sub-figures, scheme 2 out-performs scheme 1 when

the channel quality of Bob and Eve are strong (represented by different values of ρ0)

and highly uncorrelated. Similar assertion was observed in fig. 4.6 while examining

the influence of distance between Bob and Eve representing correlation. In fig. 4.6a

and fig. 4.7a, we note that scheme 2 was designed with the perfect knowledge of

Eve, therefore, the information rate received by Eve is only maximum when the

correlation between the channels of Bob and Eve is highest and declines rapidly

as the distance between Bob and Eve increases. A combination of the benefits

of the beamforming weights in scheme 2 and the optimised reflection coefficients

easily cause its average secrecy rate to the upper bound, which is the rate of Bob.

Nevertheless, since the beamforming weights for scheme 1 was designed ignorant

of Eve, the information rate received at Eve was influenced only by the reflection

coefficients. In contrast to these observations, figs. 4.6b and 4.7b, elucidates that

the performance in terms of both schemes 1 and 2 are similar when the channel

quality of Bob and Eve are poor and uncorrelated. This is an interesting result

as it provides reasonable justification deploying scheme 1 especially when the exact

location of Eve is unknown under noisy channel conditions.
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Figure 4.8: Influence of the number of IRS on Average secrecy rate at uncorre-
lated formation of Eve and Bob channel (r = 1m and P = 10dBm, T = 300s).

In fig. 4.8, the number of IRS elements mounted on the UAV was varied to observe

its effect on the average secrecy rate. Scheme 1 and 2 were compared to legacy IRS

system where the IRS system was mounted on a fixed position. The observations

showed that optimising the location of the IRS using the UAV produced better

average secrecy rates despite the quality of the channel of the main receiver as

shown in figs. 4.8a and 4.8b. Similar to previous reports in figs. 4.6 and 4.7, Scheme

2 out performs Scheme 1 when the channel qualities are strong. But both schemes

are fairly the same with low channel quality.

Furthermore, with the 2D separation between the elements of the IRS system in

horizontal and vertical directions as dx and dy respectively, we define Lemma 1 to

determine the maximum number of IRS elements (K) to guarantee the average

secrecy rate defined in the objective of (4.11). Lemma 1 was stated as a consequence

of the dependent of the beamwidth on the size of the IRS [91]. Considering PLS

and noisy channel environment, the effect of the Lemma was shown in fig. 4.8.

Lemma 1: For a noisy channel, given that dx and dy are fractions of λ, such that

dx =
λ
zx

and dy =
λ
zy
, then it holds that Kx ≤ zx and Ky ≤ zy

Proof: It is known that for IRS plate width larger than λ, the required local phase

is coarsely quantised and will cause a mismatch between the desired reflection angle
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and the IRS array response in its far field [91]. It is apparent, then, to constrain

the width of the entire IRS system within the bound of λ such that dxKx ≤ λ

and dyKy ≤ λ in order to minimise reflection mismatch. Simplifying the relations,

completes the proof of Lemma 1. From the Lemma 1, it is easy to see that K ≤ zxzy

and the area of the entire IRS plate is upper bound by λ2. ■

Due to the inverse relation between the beamwidth and the IRS plate width as given

in [91], we know that provided the bound of Lemma 1 is sustained, the beamwidth

reflected from the IRS will be smaller for increasing number of IRS elements, K.

This implies that the average secrecy rate of the system will increase for large values

of K since the reflected beam will be focused on Bob, thereby increasing its signal

quality. This invariably increases the average secrecy rate as shown in fig. 4.8.

However, fig. 4.8a shows that when Lemma 1 is not satisfied, the increased number

of IRS elements do not guarantee improved average secrecy rate. This is because

the reflected beamwidth is larger leading to dependency on the correlation of the

eavesdropper’s channel to the legitimate channel. Since there are mismatch between

the reflection angle and the IRS array response, the eavesdropper has greater chance

of receiving signal that can sum constructively. Interestingly, it was observed that

for weak channel shown in fig. 4.8b, Schemes 1 and 2 performance are similar without

dependence on Lemma 1.

Based on the observations recorded in figs. 4.6, 4.7 and 4.8, we assert that the use

of the non-iterative algorithm given in Algortihm 4 and represented as Scheme 1 in

the figures is best suited for PLS with poor channel conditions. Also, Scheme 1 is

also valuable when the knowledge of information about the eavesdropper’s channel

is unavailable, considering that positive secrecy rates that were higher than the fixed

IRS scheme were obtained.
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4.5 Chapter Summary

In this chapter, an IRS system was carried on a UAV. The setup was used to reflect

data to desired receiver while eluding the passive eavesdropper. Since the IRS causes

maximum power transfer at the legitimate receiver, the PLS of the system was guar-

anteed provided there were no direct link between the transmitters and receivers.

The IRS causes the passively beamformed signal to be destructive at illegitimate

receivers. The problem described was reduced to its analytical formulations in the

chapter and solutions were obtained to define key adjustable parameters of the sce-

nario. The parameters include the UAV trajectory, transmit beamforming weights

and the reflection coefficients of the IRS. Based on the formulated problem and the

results obtained via numerical simulations, the optimal solution to the parameters

were obtained by using iterative means. In the chapter, we further proposed a non-

iterative means to obtain the solution as a low complex alternative to the iterative

means. The non-iterative approach considers that the eavesdropper is passive and

is best suited with poor channel quality of the receivers.
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Chapter 5

Physical Layer Security for Joint

Wireless Communications and

Sensing

Consider a typical sandwich of RADAR and wireless communication application,

traditionally operating diverse spectrum bands but requiring cohabitation to max-

imise spectrum usage. The postulate of this chapter seeks to enhance the security

challenge (in terms of PLS) of the cohabitation by harnessing the interference and

power requirements. We note that in chapters 2 and 3 of the thesis, jamming signals

were externally introduced as interfering signal to improve the PLS of the wireless

communication model. In this chapter, the interfering signals due to the cohabita-

tion was harnessed as a tool to improve on PLS. The RADAR signal interferes with

the wireless communication signal creating pseudo interference signal that can be

harnessed for jamming. Therefore, in this chapter, wireless communication receiver

sensing was explored as a means of enhancing PLS. An example of communication

sensing was shown with cohabiting RADAR and wireless communication signals in

the presence of a passive eavesdropper. The background and prospect of wire-

less communication sensing were established in section 5.1. Thereafter, section 5.2
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reviewed the related works on wireless communication sensing and RADAR cohab-

itation as a case study. Based on the review, the system model and problems were

formulated for the chapter in section 5.3. Section 5.4 discussed the solutions to the

problems using conventional optimisation tools and autoencoders for passive eaves-

dropper. The solution focused on mitigating the impact of the interference on the

legitimate receivers to improve on PLS. The numerical solutions to the models were

simulated and results discussed in section 5.5. The chapter summary was presented

in section 5.6 to conclude the chapter.

5.1 Prospects of Communication Sensing

In order to avoid interference and efficiently utilise the limited radio resources, stan-

dardisation bodies in different countries/regions adopted a fixed frequency alloca-

tion scheme [101,102] popularly referred to as fixed spectrum allocation (FSA). The

scheme allowed various services requiring radio resources to be statically classified,

and definite frequency range ascribed to the classification. Such services include

various generations of wireless communications, RADAR, microwave, scientific and

medical applications, etc. However, the fixed structure increasingly began to pose

several bottlenecks as new radio resource use-cases increased. That was because

some allocated frequency bands were increasingly been over utilised or under-utilised

depending on geographical region, time, and circumstances. As a means for efficient

utilisation, flexible radio resource allocation schemes were exploited and referred to

as dynamic spectrum allocation (DSA).

The DSA techniques can be classified as cooperative and non-cooperative schemes

[47]. The former considers that agreements were reached by users to mitigate in-

terference but the latter emphasise that users act independently but conscious of

minimising interference. A general classification model were discussed in [101, 102]

and summarised herein.
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1. Exclusive model: This scheme statically allocates frequency bands for different

applications use real-time measures to determine users exclusive rights. Al-

though applications maintain allotted frequency bands, the bands can change

depending on agreed measure like traffic pattern or size.

2. Spectrum commons model: All users are allowed to compete equally for avail-

able resources with or without some restrictions. While the former was referred

to as managed commons, the latter was termed open sharing model. A typical

example is the unlicensed industrial, scientific, and medical (ISM) bands.

3. Hierarchical access model: In this model, spectrum roles are assigned to users

depending on user rights priority. Such roles are for primary users roles (high-

est priority), secondary users roles and dual roles (priority change due to cir-

cumstances) [47]. Frequency bands are allotted to primary users but they are

open to sharing by secondary users provided that the interference by the sec-

ondary users are relatively low, usually below a set threshold. To maintain the

interference levels, 3 distinct approaches are readily available:

a) Spectrum underlay: The secondary users have low range requiring low

transmission power but can transmit simultaneously with the primary users.

In this case, strict constraints are placed on the transmission power in order

to minimise the interference level.

b) Spectrum overlay: In this setup, the secondary users can transmit simulta-

neously with the primary users on the same channel provided it acts as a

relay for the primary users.

c) Spectrum interweave: This requires the secondary users to observe the spec-

trum in order to find transmission opportunities, usually when the primary

users are absent. These opportunities must ensure minimum interference

levels to the primary users. This category leads to the concept of spectrum

sensing or referred in some literature as opportunistic spectrum access. A

typical example is the functionality of cognitive radios [102].
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Spectrum sensing can be conducted by observing the energy of the channels

(primary users increase energy level of the channel), or the signal pattern

(specific signal properties like headers and/or trailers are sought after) or

waveform (regular patterned waveform indicate presence of a primary user)

[102].

Due to recent advances in vehicular infrastructure, and the prospects of beyond

5G communications, emphasis is arising for studies into the feasibility of the col-

laboration between various applications using diverse spectrum bands [46, 47]. The

requirement for collaboration was exacerbated by the congestion of the below 6GHz

spectrum band mainly used for low earth spectrum applications. Spectrum users of

diverse bands, in principle, can collaborate via cohabitation, co-design and coopera-

tion [46]. This collaboration usually explores co-design and cooperation perspective.

It places the burden of the collaboration on the transmission of the signals as evident

with the classification of DSA. However, with the prospects of beyond 5G applica-

tions, this chapter propose to emphasise on the cohabitation of applications with

traditional diverse spectrum.

In collaboration due to the cohabiting of applications, all applications use the spec-

trum band at the same time without priorities. The transmitting and receiving

stations share the burden of the collaboration. Hence, sensing arise from the trans-

mitters and receivers. However, several challenges mar the discourse on cohabiting

collaboration. Such challenges include: interference management, varying power

requirements, integration and security guarantees [46, 103]. For example, a typical

paradigm to these challenges suggests that RADAR systems require high transmit

power than wireless communication, but the reflected RADAR signal is usually low

powered which is highly susceptible to interference from the wireless communica-

tion signals. Such exemplar describes the need for cohabitation of applications to

optimise the usage of the available spectrum.
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5.2 Cohabiting Collaboration: A Case Study of

Joint Communication and RADAR (JCR)

Cohabitation of RADAR and wireless communication signals are broadly discussed

under the dual-function RADAR communication (DFRC) and joint communication

and RADAR (JCR) models using multiple input multiple output (MIMO) systems

[104,105]. While the latter presents complementary roles for both signals, the former

describes a waveform that inseparably represents both signals. Overviews of the

coexistence of communication and RADAR systems were presented in [106, part

1], [104,105].

A trade-off analysis for conflicting requirements of power and signal space for a JCR

half-duplex system was addressed in [107]. In [106, part 2], a scheme that esti-

mates the communication channel while conducting RADAR target detection was

proposed. The scheme use hybrid-analog-digital (HAD) beamformer to transmit

pilot signals for channel estimation and target searching. Similarly, an interweave

full-duplex co-existence scheme was presented in [108], where the RADAR signal

was projected onto the null space of the channel matrix between the RADAR and

wireless communication signals. Soft PLS guarantees cannot be obtained for the

JCR systems due to the exposure of the communication signals to the RADAR tar-

get(s) and receivers. This has prioritised the exploration of DFRC schemes for PLS

cohabitation. PLS of cohabiting RADAR and wireless communication systems con-

sider that the RADAR targets and/or receivers may likely be unintended receivers

of the wireless communication signals.

In the DFRC, embedded wireless communication signals can be performed on the

beamforming weights or on the orthogonal waveform or vice versa [109]. Emphasis-

ing on maintaining power levels and maximising SINR, the beam pattern obtained

from the co-variance matrix of the RADAR signal can be used to obtain the transmit

beamforming through zero-forcing precoding [110]. Therefore, beamforming designs

for full and/or half-duplex transmit and receive communication mitigates the in-

terference between RADAR and communications signals at the expense of the PLS
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of the wireless communication signals. However, to ameliorate the PLS concerns,

the wireless communication signal and some artificial noise (AN) were embedded

onto the beamforming weights of the RADAR transmission [111]. Furthermore,

the DFRC system was implemented by using the main lobe for RADAR and the

sidelobes for communication transmissions [112]. The wireless communication sig-

nals were embedded in the signal waveforms determined by 2 different beamforming

weights (representing 0 and 1). Although attempts were made by [111] and [112]

to incorporate PLS in DFRC system, they were transmission-centred, based on

statistical knowledge of the channel impulse and required handshake between the

communication transmitter and genuine receivers.

Nevertheless, if real-time channel information or noise impact were unavailable PLS

and interference management challenges become exacerbated. This is further wors-

ened when the establishment of communication handshake is impossible. Consider-

ing autonomous multi-application domain, it is apparent that the receiver systems

become equipped with interference cancellation abilities to maximise the quality of

received signal and improve on the PLS of the wireless communication. Therefore,

in this chapter, the designs of a PLS receiver based on interference cancellation

algorithm were presented. The key contributions are enumerated.

1. We first evaluate the performance of the communication and RADAR cohab-

iting system when its design allow for the cancellation of the interfering signals

to both receivers. This was achieved by assuming the channel information are

available and nulling the interfering transmissions with beamforming weights.

2. Furthermore, relaxing the assumption on the channel information (i.e. by con-

sidered that the channel information are unknown), this chapter proposes an

interference mitigation scheme implemented with autoencoders. We focus on

separating transmitted wireless communication and RADAR signals at the re-

ceiver of the legitimate communication user and the RADAR receiver system

using novel noise and interference cancellation filter. Our novel approach en-

tails the use of autoencoders at the receivers to filter out the interfering and
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noise signals. We note that the proposed method curtails the requirement

for spectrum sensing at the transmitter. By limiting the spurious interfer-

ing wireless communication signal impinging on the legitimate receivers while

confusing the eavesdroppers, PLS performance was improved. Similarly, by

reducing the RADAR interference, the wireless communication transmission

rate was also improved.

In practice, an application of the proposed noise and interference cancellation filter

aids autonomous vehicular RADAR impact on wireless communication infrastruc-

ture. Although it minimises the impact of the DFRC or JCR constraints, we focus

on the cohabiting of JCR system without loss of generalisation. We emphasise that

the overall objective entails the cancellation of interference at legitimate receivers

based on previously acquired contextual information of the system’s reaction to co-

habitation. Such contextual information as applicable to RADAR tracking system

using neural networks [113] were implemented. Specifically, the contextual informa-

tion is obtained from an a priori knowledge of observations of the JCR system with

pilot/test sample signals.

5.3 System Model of a Communication/RADAR

Cohabiting Scenario

Consider a MIMO communication system withNA transmit andNB receive antennas

operating on the RADAR spectrum. Let the wireless communication system cohabit

with MIMO RADAR systems with NC transmit and ND receive antennas. For

computational simplicity, we assume that the transmit and receive RADAR systems

are located at the same place such that they share the same far-field observations.

However the assumption does not necessarily apply to the communication system,

thereby supporting their joint action. The NC × 1 and NA × 1 passband signals

of the RADAR and communication transmit antennas are presented in (5.1a) and
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(5.1b) respectively.

sk(t) = w∗
kψk(t), ∀ k = {1, . . . , K} (5.1a)

sAB(t) = w∗
ABφ(t), ∀ t = {1, . . . , T}. (5.1b)

where wk represent the NC × 1 transmit beamforming vector of the kth orthogonal

waveform (ψk(t)). wAB the NA × 1 is the transmit weight vector of the commu-

nication systems. K is the total number of orthogonal waveforms radiated by the

RADAR system (for simplicity, K = NC implying that the RADAR transmission

are orthogonal for each antenna element) and T is the total number of transmit

snapshots. While φ(t) is the baseband communication signal waveform.

If we assume frequency hopping communication transmission with quadrature phase

shift keying (PSK) modulation, then φ(t) is the same as presented in [109, eq. 9]. In

the rest of this chapter, the subscripts A,B,C,D,E denotes an index of the communi-

cation transmitter, communication legitimate receiver (Bob), RADAR transmitter,

RADAR receiver and communication illegitimate receiver (Eve) respectively. We

note that in the context of JCR, the communication and RADAR transmit sys-

tems are usually co-located, sharing the same physical resources. However, spatial

separation has been introduced in fig. 5.1 for clarity. In fig. 5.1, the notations of

Hjn (∀{ j ∈ {A,C} and n ∈ {B,D}}) represents the forward channel response be-

tween jth transmitter and the nth receiver. The transmission from the wireless

communication transmitters is the desired signal at the communication receiver and

also an interfering signal at the RADAR receiver. The same description applies to

the transmission form the RADAR transmitter.
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     Bob
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RADAR Tx/Rx
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HlB

 Desired signal

 Interfering signal

HlD

Figure 5.1: MIMO Communication and RADAR cohabitation system

To understand the operational requirements of the entire system model, we discuss

2 distinct role of the RADAR system in relation to the wireless communication

system. The distinct roles care considered when RADAR target is absent and when

it is present.

5.3.1 Case 1: No RADAR Target

In this section, we model the received signals of the wireless communications and

RADAR receiver systems under JCR when they are no RADAR targets. We consider

fig. 5.1 without the L RADAR targets. The received signal at the communication

and the RADAR receivers were given as (5.2a) and (5.2b) respectively.

yi(t) =b(θiA)αAia
T(θAB)sAB(t)︸ ︷︷ ︸

Comms. transmitted

+b(θiC)αCic
T(θ)sk(t)︸ ︷︷ ︸

RADAR interference

+ni, ∀ i ∈ {B,E} (5.2a)

yD(t) =d(θDA)αADa
T(θAB)sAB(t)︸ ︷︷ ︸

Comms. interference

+nD, (5.2b)

where αjn = ρ0ζ∥Ωj − Ωn∥−2, ∀ { j ∈ {A,C} and n ∈ {B,D}} are random chan-

nel coefficients characterising the propagation from path j to n. ρ0 represents the
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channel power gain at reference distance d0 = 1 m and ζ is an exponential random

variable with unit mean similar to [29, 56]. Parameters a(θAB) and c(θ) are the

transmit communication and RADAR steering vectors respectively. While b(θiA),

b(θiC) and d(θDA) are the receive steering vectors. Note that the wireless commu-

nication receivers include the legitimate receiver (Bob) and the eavesdropper (Eve)

as required. Assume that the antenna geometry on the wireless communication and

RADAR systems follow a uniform linear array (ULA) configuration as postulated

in [114], then the steering vectors can be generated with

x(θjn) = [1, ej
2π
λ
dx sin(θjn), . . . , ej

2π
λ
(Ni−1)dx sin(θjn)]T,

where dx is the distance between antenna elements. Referring to (5.2), nB ∼

CN (0, σ2
B1NB

) and nD ∼ CN (0, σ2
D1NC

) are additive white Gaussian noise with vari-

ance σ2
B and σ2

D. The spatial direction of the RADAR system is focused towards

a predefined sector such that θ = [Θmin,Θmax] where Θmin and Θmax represents the

lower and upper contours of the sector. We note that θjn is the azimuth spatial

direction of transmission from j to n or reception at j from n.

5.3.2 Case 2: RADAR Target Present

Consider fig. 5.1 where hypothetical L RADAR targets reflects RADAR signals.

The received signal equations at the communication and RADAR receiver are given

in (5.3) and (5.4) respectively.

yB(t) = b(θBA)αABa
T(θAB)sAB(t) + b(θBC)αCBc

T(θ)sk(t)

+
L∑
l=1

b(θBl)αlBβlαlrc
T(θ)sk(t)︸ ︷︷ ︸

target reflected(interference)

+nB, (5.3)
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yD(t) = d(θDA)αADa
T(θAB)sAB(t) +

L∑
l=1

d(θDl)αlDβlαlrc
T(θ)sk(t)︸ ︷︷ ︸

target reflected(desired)

+nD, (5.4)

where βl obeys Swerling II model and represents the reflection coefficient of the lth

target. The Swerling II model imply that the reflectivity of the target may change for

different pulse, but it will be constant within the duration of a single pulse duration.

In the cases described in sections 5.3.1 and 5.3.2, it is underlined that some form

of cross-interference exists for the communication and RADAR systems especially

when their channels are correlated. For the wireless communication signal contain-

ing relevant data, its interference on the RADAR receiver makes it susceptible to

eavesdropping. By mitigating the interference, the loss of data in the physical layer

domain is reduced.

5.4 Interference Mitigation

In this section, we examine the methods to mitigate the interference caused by the

wireless communication transmission on the RADAR reception and vice versa. The

interference mitigation approaches are discussed under two distinct generic scenarios,

namely cooperative and uncooperative systems.

5.4.1 Cooperative Systems: RADAR receiver is the eaves-

dropper

The RADAR and wireless communication systems are said to be cooperative when

the channel impulse responses between the transmitters and receivers are known

by both systems. This entails that channel estimation had been carried out and

updated in both systems. Using this contextual information of the a priori chan-

nel information, the interfering signals impact are reduced as a transmitter design
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problem. We note that the wireless communication and RADAR systems are dis-

tributive and only share the contextualised information. It is easy to see that by

independently optimising the transmit beamforming weights of both the wireless

communication and RADAR transmissions, interference cancellation is obtained in

the case discussed in section 5.3.1.

Consider equations (5.3) and (5.4) in section 5.3.2, the SINR of the wireless com-

munication and the RADAR signals can be deduced as (5.5).

γB =

(
Tr(|HABsAB(t)|2)∑L

l=1 Tr(|HlBsk(t)|2) + Tr(|HCBsk(t)|2) + σ2
B

)
, (5.5a)

γD =

( ∑L
l=1 Tr(|HlDsk(t)|2)

Tr(|HADsAB(t)|2) + σ2
D

)
, (5.5b)

whereHAB = b(θBA)αABa
T(θAB),HAD = d(θDA)αADa

T(θAB),HCB = b(θBC)αCBc
T(θ),

HlB = b(θBl)αlBβlαlrc
T(θ), HlD = d(θDl)αlDβlαlrc

T(θ). We recall that when L = 0,

the equations described in section 5.3.2 reduces to the equations given in section

5.3.1 where there are no RADAR targets.

Recall that Tr(|HADsAB(t)|2) and
∑L

l=1Tr(|HlBsk(t)|2) + Tr(|HCBsk(t)|2) are the

interfering parameters caused by the communication transmission on the RADAR

receiver and the RADAR transmission on the communication receiver respectively.

The objective herein is to mitigate the interfering parameters with the design of the

beamforming weights (wAB,wk) such that the impact of the interfering parameters

are negligible. Hence, we formulate the rate optimisation problems in (5.6) and (5.7)

constraining the interfering parameters to zero with strict equality. Since the wireless

communication and RADAR transmissions are distributive, the determination of the

transmit parameters are independent. Hence, (5.6) and (5.7) were independently
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solved at the wireless communication and RADAR transmitters respectively.

max
wAB

log2

(
1 +

Tr(|HABsAB(t)|2)∑L
l=1Tr(|HlBsk(t)|2) + Tr(|HCBsk(t)|2) + σ2

B

)
(5.6a)

s.t. Tr(|HADsAB(t)|2) = 0, (5.6b)

wH
ABwAB = 1, (5.6c)

max
wk

log2

(
1 +

∑L
l=1Tr(|HlDsk(t)|2)

Tr(|HADsAB(t)|2) + σ2
D

)
(5.7a)

s.t.
L∑
l=1

Tr(|HlBsk(t)|2) + Tr(|HCBsk(t)|2) = 0, (5.7b)

wH
kwk = 1. (5.7c)

We note that sk(t) and sAB(t) are respective functions of wk and wAB, with expres-

sions given in (5.1a) and (5.1b). Equations (5.6) and (5.7) are convex optimisation

problems that can be easily solved using cvx [73]. We note that (5.6c) and (5.7c)

describes the total normalised power transmitted by the wireless communication

and RADAR transmitter respectively. These powers can be scaled to desired level

in practice. For L = 0, no target reflects the RADAR signal and the solution is

produced for case 5.3.1.

5.4.2 Cooperative Systems: Eavesdropper is an External

Node

Consider that an eavesdropper lurks within the radio vicinity of the wireless commu-

nication signal, thereby receiving the legitimate wireless communication transmis-

sion and interference generated by the cohabiting transmission (RADAR). In this

section, the characterisation of the PLS with wireless communication sensing was

performed. The generic cohabitation figure presented in fig. 5.1 was expanded in
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fig. 5.2 with the depiction of the passive eavesdropper location to allow for PLS analy-

sis. We recall from section 5.3 that the notations,Hjn, ∀ {j ∈ {A,C} and n ∈ {B,D,E}},

in fig. 5.2 represents the forward channel response between jth wireless communi-

cation and RADAR transmitter and their respective nth receiver. In fig. 5.2, the

RADAR sends tracking signals which were reflected by the targets. The RADAR

signal and the reflection interfere with the legitimate (Bob) and illegitimate (Eve)

communication receivers. Eve was located within a closed region defined by the cov-

erage of the communication transmitter (Alice). Furthermore, the communication

transmitter transmits message intended for Bob but it was intercepted by Eve and

interfered with the RADAR receiver. The interference of the wireless communica-

tion and RADAR transmissions were enabled since we assume that both systems

operate on the same spectrum.

HAB

HAD

HCB

L Targets

RADAR Tx/Rx

     Alice

(Comms Tx)
     Bob

(Comms Rx)

A

D

C

B

Figure 5.2: Signal architecture of the wireless communication and RADAR
cohabitation systems with interaction from a passive eavesdropper

Since the eavesdropper is passive, its exact location or signal signature is unknown.
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However, for simplicity, we assume that it is located within a circular region that

spans the coverage area of the transmitters. Therefore, following the derivations

in section 3.3, the exact location of Eve (ΩE) was defined as a point on a circular

uncertain region with the uncertainty measure defined in (5.8).

ΩE = Ω̂E ±∆ΩE, (5.8a)

∥ ±∆ΩE∥ = ∥ΩE − Ω̂E∥ ≤ ε, for ε ≥ 0, (5.8b)

∥∆ΩE∥ ≤ ε, (5.8c)

holds true, where Ω̂E, ∆ΩE and ε define the estimated location of Eve, the error of

the estimation and the radius of error, respectively. Using triangular inequality and

substituting (5.8), we have that

∥Ωj −ΩE∥ = ∥Ωj − (Ω̂E ±∆ΩE)∥ ≤ ∥Ωj − Ω̂E∥+ ε. (5.9)

The right hand side is upper bound to Euclidean distance between the transmitters

(communication, RADAR) and the centre of the circular uncertain region.

Following from the previous definition of the channel coefficient given in section 5.3.1,

the channel coefficient was defined as αjE = ρ0ζ∥Ωj − ΩE∥−2, where j ∈ {A,C, l}

depending on the transmitter. By substituting the approximation of the upper

bound of the location of Eve into the stochastic channel coefficient of Eve, we obtain

an estimated value given as α̂jE = ρ0ζ
(
∥Ωj−Ω̂E∥+ε

)−2
. We note that the estimated

location of Eve impacts the deterministic path of the channel coefficient.

Having defined the variations due to the introduction of the eavesdropper, we can

consider the definition for the SINR of Bob and Eve as presented in (5.10a) and

(5.10b) respectively.

γB =
Tr(|HABsAB(t)|2)∑L

l=1 Tr(|HlBsk(t)|2) + Tr(|HCBsk(t)|2) + σ2
B

, (5.10a)

γ̂E =
Tr(|ĤAEsAB(t)|2)∑L

l=1 Tr(|ĤlEsk(t)|2) + Tr(|ĤCEsk(t)|2) + σ2
E

, (5.10b)
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where ĤAE = b(θEA)α̂AEa
T(θAB), ĤlE = b(θEl)αlEβlα̂lrc

T(θ), ĤCE = b(θEC)α̂CEc
T(θ).

The other variables in the (5.10) are the same as previously defined under (5.5). With

these SINR, the average secrecy rate which is the difference in the information rate

of Bob and Eve can be written with (5.12a) [5, 29].

Rs =
[
log2(1 + γB)− log2(1 + γ̂E)

]+
, (5.11)

where [x]+ = max{0, x} ensures that the information rate received by Eve is not

greater than that received by Bob in a variable rate scheme [5]. However, since

the variable rate scheme is not the emphasis of this chapter, we focus on providing

solutions that increases the interference of Eve’s received signal while minimising

that of Bob.

max
wAB,wk

Rs, (5.12a)

s.t. log2

(
1 +

∑L
l=1Tr(|HlDsk(t)|2)

σ2
D

)
≥ rth, (5.12b)

Tr(|HADsAB(t)|2) = 0, (5.12c)

L∑
l=1

Tr(|HlBsk(t)|2) + Tr(|HCBsk(t)|2) = 0, (5.12d)

wH
ABwAB = 1, (5.12e)

wH
kwk = 1. (5.12f)

The parameter, rth, is the minimum RADAR rate required to reformulate the re-

flected signal from the RADAR targets. Equation (5.12b) provides the lower bound

to the rate received by the RADAR receiver to reconstruct the reflected signal.

Equation (5.12d) used the known CSI to cancel the interference at the legitimate

receiver while (5.12c) removes the interference of the wireless communication signal

at the RADAR receiver. By substituting for sAB and sAB with (5.1b) and (5.1a)

respectively and expanding the objective function, (5.12) is rewritten as (5.13).
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max
WAB,Wk

log2

(
1 +

Tr(HABWABH
H
AB)

σ2
B

)

− log2

(
1 +

Tr(ĤAEWABĤ
H
AE)∑L

l=1 Tr(ĤlEWkĤH
lE) + Tr(ĤCEWkĤH

CE) + σ2
E

)
, (5.13a)

s.t. log2

(
1 +

∑L
l=1 Tr(HlDWkH

H
lD)

σ2
D

)
≥ rth, (5.13b)

Tr(HADWABH
H
AD) = 0, (5.13c)

L∑
l=1

Tr(HlBWkH
H
lB) + Tr(HCBWkH

H
CB) = 0, (5.13d)

Tr(WAB) = 1, (5.13e)

Tr(Wk) = 1 (5.13f)

rank(WAB) = 1, (5.13g)

rank(Wk) = 1. (5.13h)

Equations (5.13g) and (5.13h) were consequences of WAB = wABw
H
AB, and Wk =

wkw
H
k respectively. The SINR equation given in (5.10a), with the interference nulling

performed in (5.13d), and the SINR of (5.10b) were expanded to

γB =
Tr(HABWABH

H
AB)

σ2
B

.

γ̂E =
Tr(ĤAEWABĤ

H
AE)∑L

l=1Tr(ĤlEWkĤH
lE) + Tr(ĤCEWkĤH

CE) + σ2
E

.

We note that (5.13) is non-convex due to the non-convexity of the objective func-

tion. However, it can be solved by applying successive convex approximation (SCA)

algorithms. Recall that the SCA allows the problem to be broken into sub-optimal

problems and an iterative algorithms developed to minimise the error of the objec-

tive function given in (5.13a) at each iteration step. The sub-problems and solutions

arising from (5.13) were presented as (5.14) and (5.16) and the iterative algorithm

was summarised in algorithm 5.
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First, we present the sub-problem from (5.13) that solves for the beamforming

weights parameter arising from the wireless communication transmission in (5.14).

max
WAB

log2
(
1 + k̄1Tr(HABWABH

H
AB)
)
− log2

(
1 + k̄2Tr(ĤAEWABĤ

H
AE)
)
, (5.14a)

s.t. Tr(HADWABH
H
AD) = 0, (5.14b)

Tr(WAB) = 1, (5.14c)

rank(WAB) = 1, (5.14d)

where k̄1 =
1
σ2
B
and k̄2 =

(∑L
l=1Tr(ĤlEWkĤ

H
lE) + Tr(ĤCEWkĤ

H
CE) + σ2

E

)−1

. Equa-

tion (5.14) is a semi-definite programming (SDP) problem which was solved following

conventional approach of neglecting the rank constraint in (5.14d). Hence, by ap-

plying logarithm law, and rewriting the trace matrix with [82, eq. 16], the objective

of (5.14) was written as fractional objective. Thereby enabling the use of Charnes-

Cooper’s transformation of the problem to (5.15). Let u =
(
1+Tr(ĤH

AEĤAEWAB)
)−1

,

and U = uWAB, then (5.14) is equivalent to (5.15).

max
U,u

(
u+ Tr(k̄1H

H
ABHABU)

)
, (5.15a)

s.t.
(
u+ k̄1Tr(k̄2Ĥ

H
AEĤAEU)

)
= 1, (5.15b)

Tr(k̄2H
H
ADHADuU) = 0, (5.15c)

Tr(uU) = u, (5.15d)

Equation (5.15) is convex and is easily solved with CVX [72]. We note that the

rank constraint is dropped in (5.15) to allow for SDP solution. However, when the

solution is obtained, the rank constraint was enforced using rank reduction technique

like randomisation.

Furthermore, the sub-problem in terms ofWk was presented in (5.16). This problem

solves for the optimal weights of the RADAR transmitter to increase the average
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secrecy capacity of the setup demonstrated in fig. 5.2.

max
Wk

log2

(
1 +

Tr(HABWABH
H
AB)

σ2
B

)

− log2

(
1 +

Tr(ĤAEWABĤ
H
AE)∑L

l=1 Tr(ĤlEWkĤH
lE) + Tr(ĤCEWkĤH

CE) + σ2
E

)
, (5.16a)

s.t. log2

(
1 +

∑L
l=1Tr(HlDWkH

H
lD)

σ2
D

)
≥ rth, (5.16b)

L∑
l=1

Tr(HlBWkH
H
lB) + Tr(HCBWkH

H
CB) = 0, (5.16c)

Tr(Wk) = 1, (5.16d)

rank(Wk) = 1. (5.16e)

If we ignore the constant terms in the objective function that do not influence the

optimisation, with some mathematical manipulations, we obtain an SDP problem.

The rank constraint was resolved using the technique described above. Hence, a

convex equivalent of (5.16) was obtained and shown in (5.17). Equation (5.17) is

convex and can be solved with CVX [72].

max
Wk

log2

(
1− Tr(ĤAEWABĤ

H
AE)

z(Wk)

)
, (5.17a)

s.t. log2

(
1 +

∑L
l=1Tr(HlDWkH

H
lD)

σ2
D

)
≥ rth, (5.17b)

L∑
l=1

Tr(HlBWkH
H
lB) + Tr(HCBWkH

H
CB) = 0, (5.17c)

Tr(Wk) = 1. (5.17d)

where z(Wk) =
∑L

l=1Tr(ĤlEWkĤ
H
lE)+Tr(ĤCEWkĤ

H
CE)+Tr(ĤAEWABĤ

H
AE)+σ2

E.

Equation (5.17) is convex and can be solved with CVX [72].
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Algorithm 5 SCA Iterative algorithm for solving WAB, W
0
AB and Wk

1: Initialise W0
AB, W

0
k and R0

s such that the constraints in (5.13) were satisfied.

2: m← 1.

3: repeat

4: Compute and update Wm
AB with (5.15).

5: Using updated Wm
AB, update Wm

k with (5.17).

6: Compute Rm
s as defined in (5.11).

7: ϵ =

∣∣∣∣Rms −Rm−1
s

Rms

∣∣∣∣.
8: m← m+ 1.

9: until ϵ ≤ 10−5 OR m ≥ 200.

10: Output: WAB = Wm
AB and Wk = Wm

k .

In summary, the procedure to solve (5.13) follows algorithm 5. If the iterations

terminates at the maximum number, then convergence was not obtained and the

solution to the problem fails. However, it was shown in fig. 5.3 that the algorithm 5

always converge within a few number of iterations. The starting point of the iteration

is a feasible but not close optimal as shown with the high error margin between the

0th and 1st iteration in fig. 5.3. Nevertheless, in subsequent iterations, the objective

value begins to converge with low error between the successive objective values. The

feasible starting point of the iteration can be obtained by setting the objective of

(5.17) to zero and solve the feasibility problem.
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Figure 5.3: Convergence of the sensing algorithm 5.

5.4.3 Uncooperative Systems

When the RADAR and wireless communications systems are uncooperative, the

channel impulse responses are unknown. Hence relying on bemforming weights as

an interference mitigation approach is insufficient. This is because nulling the chan-

nels as carried out in (5.6b) and (5.7b) cannot be performed without knowledge

of the channel impulse response. Therefore, to mitigate the cross interference of

the RADAR and wireless communication systems, we implement a filter technology

using autoencoder.
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5.4.3.1 Autoencoder Formulation and Design

Autoencoder is a variation of an artificial neural network which use unsupervised

learning approach to translate a corrupt or unrefined input data to a refined output

data [115]. The output reconstructs the input data by excluding insignificant data

variations. The autoencoder network typically has two sections referred to as the

encoder and decoder sections. The encoder takes the corrupt data and converts

it into an intermediary data which the decoder uses to estimate the refined data.

Both sections contains several hidden layers used for feature extraction. Since the

sections lie between the input and its output stages of the autoencoder, they are

responsible for correlating the input data to produces a refined output through di-

mension reduction. It is desirable that the dimension of the feature space of the

autoencoder is less than the dimension of the input data. This avoids the autoen-

coder configuring its hidden layers to an identity function, thereby, reproducing the

input at its output [115]. To ensure that the requirement of the dimension of the

autoencoder is less than the input data, sparse and denoise regularisation techniques

are commonly used. While the sparse method switches off some hidden layers of the

autoencoder, the denoising method maps the input data to a stochastic process.

Several applications of autoencoders ranging from image processing [116, 117], fea-

ture extraction [117] and direction of arrival estimation under low SNR [118] has

been explored in literature.

In this section, autoencoder was used for feature extraction to learn the variability of

a multi-dimensional noisy data. The extraction was used to determine the noiseless

version of the input data. The noisy data referred to in this work include the desired

signals, cross interfering signals and AGWN.

The schematics of the autoencoder network deployed herein was presented in fig. 5.4.

From fig. 5.4, the input and output data are represented as χ and χ
′
respectively,

while ζ gives the data exchanged between the encoder and decoder. ϕ and Ψ are the

encoder and decoder activation function respectively. The activation function refers

to the drivers of a group of neurons classified as hidden layers of the autoencoder.
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The encoder comprise of 1000×800×300×100 hidden layers where the numbers refer

to the number of neurons. Similarly, the decoder comprise of 300×800×1000 hidden

layers. In artificial neural network, there are no standard methods to accurately

predict the optimal number of neurons and hidden layers required for a set of non-

linear problems [115]. However, in this chapter, the number of neurons and hidden

layers used to construct the autoencoder were obtained by a brute pruning method.

The pruning method allows for evaluation of the weights after training a small data

set and eliminating neurons with little or no contribution to the learning process.

Each hidden layer of the encoder and decoder were activated with a rectified linear

unit (ReLU) function. The neurons of the layers were also assigned a pair of weight

and bias to characterise the feature impact ascribed to the neuron. The relation

between the output of the autoencoder through the hidden layers of the encoder

and decoder sections are given in (5.18) [115,119].

χ
′
= Ψ(W

′
ϕ(Wχ+ b) + b

′
). (5.18)

We note that {W,b} and {W′
,b

′} are the pair weights and biases for the encoder

and decoder parts of the autoencoder respectively. The weights and biases were

constantly updated during the training phase to construct the network for feature

extraction of the test data.

Figure 5.4: Layer interaction of the autoencoder
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The deployment of the autoencoder follows two distinct phases - training and testing

as depicted in fig. 5.5. The training phase allows the network to configure and

validate its parameters (weights and biases) using known data. While the testing

phases accepts unknown data and makes predictions based on the configurations

obtained during training.

Figure 5.5: Data flow to the autoencoder

5.4.3.2 Autoencoder Input Preparation

In processing the input data to the autoencoder, we recall the received signals pre-

sented as (5.3) and (5.4) in section 5.3.2. Since the wireless communication and

RADAR transmission systems are uncooperative, the receiver systems receive yB(t)

and yD(t) which are corrupt versions of the desired transmitted signals, sAB(t) and

sk(t) respectively. We note that in the uncooperative scenario, the design of the

beamforming weights focus solely on maximum power transfer to the desired desti-

nation.

Although the data to the autoencoder during the training phase comprise of the

transmitted signals, received signals by the wireless communication and RADAR

receivers, without loss of generality, the data processing was focused on the received

signals. The received signal comprise of real and imaginary parts such that yi(t) =

real(yi(t)) + imag(yi(t)) ∀ i ∈ {B,D} and t ∈ {1, . . . , T}. Consider that for each

snapshot (T ), the signal data representation of the communication and RADAR

receiver, we obtain Yi = [yi(1), . . . ,yi(T )]
T ∼ CNi×T . The data processing unit

designs an extractor function, fex, that converts Yi into a vector, extract and stack

the real and imaginary values of the data. The processed data, χ = fex(Yi) given
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in (5.19) is suited as an input to the autoencoder.

χ = [real(vec(Yi)), imag(vec(Yi))]
T. (5.19)

5.4.3.3 Autoencoder Training and Validation Phase

Consider that known pilot signals were transmitted within the wireless communica-

tion and RADAR cohabitation systems. The known pilot transmission and the re-

ceived signals of the communication and RADAR receivers were collected as training

and validation data set of the autoencoder. These data set were processed following

the description presented in section 5.4.3.2. The training and validation process

allows the autoencoder to extract the features of the channel response and noise im-

pact on the known pilot transmission. The extracted features were reflected on the

network parameters of weights and biases and were used to predict unknown trans-

missions. During the training, the primary objective of the network is to minimise

the reconstruction loss given in [115] as

L(χ, χ′
) = ||χ− χ′||2,

In the training phase of the autoencoder, each snapshot of data comprise of 20,000

variations of a wireless communication pilot signal and the RADAR target reflec-

tions. The layers of the autoencoders are activated using ReLU functions.

To ensure that the feature adjustment during the training phase corresponds to the

requirement of the data, a validation is periodically performed. While the training

is ongoing, the autoencoder pauses to test the network using reserved training data.

In the model described herein, 10% of the training data was reserved for validation.

5.4.3.4 Autoencoder Testing Phase

The data used in the testing phase of the autoencoder was the received signal from

the communication and RADAR receivers. At the end of the training phase, the
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JCR signals were processed with the trained autoencoder networks at the commu-

nication and RADAR receivers. The output from the autoencoder estimated the

wireless communication and RADAR reflections devoid of interference due to their

cohabitation. Since the autoencoder network is domicile at the receivers, increas-

ing number of wireless communication users or RADAR target does not affect its

functionality.

5.5 Results and Discussions

The performance evaluation of the scenarios and techniques discussed herein were

obtained via numerical simulations. The generic values of the simulation parameters

were presented in table 5.1. However, where it explicitly stated in the figure and

discussions, some values from the table may change.

Table 5.1: Parameter description of the JCR model

Simulation parameter Symbol Value

Number of wireless communication transmit antennas NA 30

Number of wireless communication receive antennas NB 4

Number of RADAR transmit antennas NC 30

Number of RADAR receive antennas ND 4

Carrier frequency (Surveillance) fc 2GHz

Distance between antenna elements dx
λ
2

Number of reflecting targets L 3

Noise power σ2
B and σ2

D 30dBm

Radius of uncertainty region ε 300m

The legends in figs. 5.6 and 5.7 describes the scenario under consideration. When

the legend reads:
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1 RADAR is Eve: refers that the RADAR receiver receives the wireless communi-

cation signals illegitimately.

2 Eve is external: refers that an illegitimate user listens to the wireless communica-

tion transmission. The user acts independent of the wireless communication and

RADAR transmission systems. Refer to fig. 5.2 in section 5.4.2.

3 Upper Bound: refers to the maximum wireless communication transmission rate

as measured at the communication receiver.

We begin the discussions with the design presented in section 5.4.1 where the commu-

nication/RADAR cohabiting parameters influenced the beamforming designs. The

scenario ignores the presence of an external eavesdropper in its formulations.
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Figure 5.6: Average secrecy rate analysis where the only the communication
and RADAR cohabiting parameters influence the beamformer.

In fig. 5.6, the cooperative system analysis in terms of average secrecy performance

developed in section 5.4.1 was presented. The average secrecy rate of ‘RADAR is
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Eve’ showed in fig. 5.6 to be approximately the same with the rate of the legitimate

communication receiver. From equations (5.6b) and (5.7b), the cross interference

from both communication and RADAR systems were effectively suppressed with the

choice of the beamforming weights. We recall from section 5.4.1, that for a cooper-

ative system, the channel information of the RADAR and wireless communication

systems were shared, and thereby effectively used in designing the beamforming

weights. The performance observed for ‘RADAR is Eve’ allude to the effectiveness

of the beamforming designs in nulling the interfering signals. Note that the rate

of the legitimate communication receiver defines the upper bound to the average

secrecy rate.

In addition, it was also observed in fig. 5.6, that when the eavesdropper is not the

RADAR receiver (‘Eve is external’), the average secrecy rate becomes smaller. This

is because the beamforming designs does not null the external eavesdropper channel

in the formulations of section 5.4.1. However, the external eavesdropper was marred

by the interfering signal from the cohabiting system causing positive average secrecy

rate. The observation is relevant since it provides an additional justification that

cohabiting systems supports PLS when the interfering signal is properly managed

at the legitimate receiver.
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Figure 5.7: Average secrecy rate analysis where an external eavesdropper and
the communication and RADAR cohabiting parameters influence the beamformer.

Furthermore we consider the PLS analysis of a cooperative wireless communication

and RADAR cohabiting system where an external eavesdropper was considered in

the design of the beamforming weights. The discussions centre on the problem

formulation of the scenario given in section 5.4.2. The performance assessment was

shown in fig. 5.7. It is clear from fig. 5.7 that although high average secrecy rates

were observed when the eavesdropper is not the RADAR receiver, the rates are

below the upper bound1. The reduction in the average secrecy rate performance for

this scenario is attributed to the estimation made of the eavesdropper’s location.

However, the average secrecy rate observed for ‘Eve is external’ in fig. 5.7 performed

better when compared to the observations shown on fig. 5.6. This observation was

made because contrary to the beamforming designs used to generate fig. 5.6, the

external eavesdropper was considered in the beamforming design. This comparison

1We note that the upper bound was defined herein, as the maximum rate observed at the
communication receiver.
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was made by checking the level of separation (β) between the external eavesdropper

performance in both figures.
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Figure 5.8: Impact of the beamforming design on the RADAR receiver for
NC = 30.

131



Chapter 5: Physical Layer Security for Joint Wireless Communications & Sensing

3 4 5 6 7

Number of RADAR recieve antennas

5.8

5.9

6

6.1

6.2

6.3

6.4

6.5

R
a
te

 (
b
it

s/
s)

20 Comms Tx antennas

30 Comms Tx antennas

40 Comms Tx antennas

Figure 5.9: Impact of the beamforming design on the RADAR transmitter for
ND = 4.

In addition, we consider the effect of designs of the transmit wireless communication

and RADAR beamforming designs in figs. 5.8 and 5.9. It is clear form both figures

that only the RADAR antenna parameters affects the reception rates. By increasing

the number of antennas at the RADAR transmitter and receiver, the rates of the

reflected signals increases. However, changing the number of wireless communica-

tion transmitter, do not cause significant change in the reflected RADAR rates as

observed from both figs. 5.8 and 5.9. Although the wireless communication trans-

mission continues to interfere with the RADAR reflected signals, the designs of the

beamforming weights of the wireless communication ensures that the impact of the

interference is minimal.

Furthermore, we recall that the objective of the discussions on figs. 5.7 and 5.6 was

to infer that minimising the cross interference of a cohabiting systems leads to in-

crease PLS. The interference had been minimised under cooperative assumption of
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the wireless communication and RADAR systems. In practice the wireless commu-

nication and RADAR systems are not cooperative, hence the need for a method to

minimise the impact of the interfering signal at the legitimate receiver. The method

proposed and discussed in section 5.4.3 of the chapter was the use of autoencoders for

filtering the interfering signals at the desired receivers. The analysis of the autoen-

coder performance in estimating the transmitted signal were presented in figs. 5.10

and 5.11. The legend ‘x snapshots’ (where x ∈ {10, 20, 30}) used in both figures

describes the number of snapshots used in training the autoencoder network. We

note that each snapshot comprises of 20000 training samples. The legends ‘CRB

Null Space Projection’ and ‘CRB (Original)’ present comparison with null space

projection algorithm given in [108] and the Cramer Rao lower bound (CRB) derived

in [114, eq. 44] respectively.
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Figure 5.10: RMSE performance graph of test Communication signals.

Figure 5.10 illustrates the performance of the estimated received wireless commu-

nication signal compared to the original transmitted signal in terms of root mean
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square error (RMSE). It was observed that higher SNR presents lower decoding

error corresponding to low RMSE value. By increasing the number of snapshots

taken to train the neural network, better performance was also observed in the fig-

ure. Although better performance of the autoencoder was observed with increased

snapshots as shown in fig. 5.10, large training snapshots are required to minimise

the RMSE. In practice, it places a constraint on the physical device used for training

purposes.

Furthermore, comparing the autoencoder estimation with the algorithms from the

null space projection [108] and the CRB [114, eq. 44], fig. 5.10 showed that the

autoencoder’s performance is low. This poor performance is further worsened when

the training samples are few. However, we note that the exact channel response from

and CRB were assumed to be known in [108] and [114, eq. 44] respectively; hence the

lower RMSE. This assumption is contrary to the autoencoder design where the only

available data during the testing phase is the corrupt received signals. Therefore, the

trade-off of the availability of training data and the uncooperative constraint on that

the autoencoder solution presents a window to manage the cohabiting interference.
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Figure 5.11: RMSE performance graph of test RADAR reflected signals.

Furthermore, the ability of the autoencoder to estimate desired target reflections at

the RADAR receiver was presented in fig. 5.11. Similar to the observations shown in

fig. 5.10, higher SNR leads to lower RMSE values. Additionally, better performance,

in terms of low RMSE values were observed when the number of training snapshots

were increased.

5.6 Chapter Summary

In this chapter, we examined wireless communication sensing as a panacea to transmit-

based spectrum sharing and cohabiting while guaranteeing PLS. JCR system acted

as a typical representation of application collaboration due to cohabitation for the

assessment conducted in the chapter. Specifically, the impact of minimising the

cross interference at the legitimate receiver was emphasised. The chapter explored
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the design of beamforming weights to null the interfering signals at desired receivers

for cooperative cohabiting systems. To further improve on the PLS of such systems,

the weights were designed with the knowledge of a passive eavesdropper. We showed

that canceling the interfering signals by method of beamforming design, improves on

the PLS. The interference cancellation deduction made from the cooperative scenar-

ios, enabled a postulation to filter interfering signals when the cohabiting systems

were uncooperative. Hence, we further investigated an autoencoder network based

approach of filtering interfering and noise signals at the legitimate receiver. The

proposal made in this chapter promoted better PLS at the legitimate receiver in

the presence of a passive eavesdropper. It was observed that with enhanced design

configuration at the receiver and transmitter of cohabiting systems, PLS guarantees

can be ensured.
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Conclusion and Recommendation

As more devices use wireless communication to move towards a technological sin-

gularity, securing the physical layer is necessary. In future network applications,

attempts to explore the physical layer vulnerabilities will increase due to its broad-

cast nature. In this thesis, we have developed algorithms to secure the physical layer

using UAV, IRS and sensing technologies. Section 6.1 presents a summary of the

entire thesis while section 6.2 gives a path for future research exploration.

6.1 Summary

The emphasis of thesis work is securing the physical layer communication from pas-

sive eavesdroppers. In chapter 2, we investigated the use of jamming signals delivered

from a UAV to improve keyless PLS where a passive eavesdropper listens to com-

munication between two points. We encase the location of the passive eavesdropper

within an ellipse measuring over the coverage of the transmitter. An average se-

crecy rate formulation of passive eavesdropping was developed in chapter 2. The

parameters highlighted from the formulation that were investigated to increasing

the PLS of the communication include the trajectory of the UAV, the jamming

power delivered from the UAV and the transmission power of the communication.

An algorithm to compute these parameters was presented. The simulation results
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obtained by testing the algorithm compared the performance of the optimal UAV

trajectory design with the fixed trajectory and fixed jamming node. The numerical

analysis shows that even with the passive eavesdropping, positive average secrecy

rate comparable to a scenario when the active eavesdropping can be obtained using

the jamming algorithm developed in chapter 2. Although the average secrecy rate of

the passive eavesdropper depends on its proximity to the transmitter. By examining

the received envelop power of the passive eavesdropper, we also showed that positive

secrecy rate is maintained, albeit with low values as the envelop power increase.

Furthermore, having observed the PLS benefits of using a single UAV to deliver jam-

ming signals in chapter 2, we considered using multiple UAVs for the same purpose.

Therefore, in chapter 3, we considered the grid formation of several UAVs forming

a swarm to maximise the secrecy rate while considering passive eavesdropping sce-

nario. Null projection of the swarm beamforming weights on the estimated passive

eavesdropper channel were conducted to degrade the quality of signals it received.

The beamforming weights, forming a single ray beam, were computed using SCA

optimisation method. Based on the design of the null beamforming, an iterative

algorithm was obtained to also evaluate the trajectory of the UAV swarm. Chap-

ter 3 also discussed the results obtained by testing the algorithm via simulations.

Some key observations from the numerical analysis showed the effect of increase the

geometric uncertain location of the passive eavesdropper, and comparison to the

active eavesdropper and single UAV jamming model presented in chapter 2. It is

also notable that the physical limitation of the distance between the UAVs within

half wavelength (λ
2
) reduced the number of UAVs necessary to improve the PLS.

To reduce the physical challenges of deploying multiple UAVs to form the swarm, we

used the IRS to relay the communication between the transmitter and receiver. Due

to the inherent properties of the IRS, the passive eavesdropper ability to listen to

the communication was limited. Rather than jam the signal received by the passive

eavesdropper, we focus on using the IRS mounted on a UAV to optimally reflect

the communication signal to the desired receiver. Therefore, in addition to the

design of the trajectory of the UAV carrying the IRS and the transmission power,
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we also examined the a low complex design of the reflection coefficients of the IRS.

Algorithms to jointly obtain the aforementioned parameters necessary for improving

the PLS of the communication were generated and tested. The numerical results

showed the performance in terms of correlation between the passive eavesdropper and

the legitimate receiver. We also investigated the impact of increasing the uncertain

region of the eavesdropper and the relationship between the PLS and transmission

power.

In chapter 5, we performed wireless communication sensing at the legitimate re-

ceiver. We separated the wireless communication from its cohabiting RADAR sig-

nals using machine learning approach - autoencoder. This method guaranteed their

cohabitation and acts as a panacea to transmit-based spectrum sensing. Considering

that the channel impulse response were known by the receivers (communication and

RADAR), we showed that optimising beamforming weights mitigates the interfer-

ence caused by signals and improve the PLS of the system. Furthermore, when the

channel response were unknown, we designed an interference filter as a low complex

noise and interference cancellation autoencoder. Results showed that even for low

SNR, the autoencoder produces low RMSE values.

In conclusion, this thesis journeyed through current and future technologies to en-

hance PLS. These technologies refer to the use of jamming while the other robust

applications explored IRS and communication sensing. We note that technologies

like the IRS and wireless communication sensing inherently imbibe PLS by their

functionalities.

6.2 Recommendation

In this thesis, we have shown several methods to enhance PLS where an eavesdropper

is passive. However, we highlight in this section some areas for further works in the

future.
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The solution to the methods derived in this thesis are mainly iterative due to the

non-convex nature of the problems. However the solutions to the iterative process are

sub-optimal and complex. A future approach is to explore closed-form expressions

and adapting the solutions with machine learning to non-convex problems.

Furthermore, research into quantum communication is on-going and will likely be-

come the stable future of wireless communication. Considering the prospects and

specifications of quantum communication, its robustness to PLS for passive eaves-

dropping is an interesting area to investigate. This investigation integrated with

the use of artificial intelligence (AI) to perform wireless communication will likely

produce a near perfect secured physical layer communication.

Finally, the algorithms generated in this thesis were tested with simulations. In

future, they can be validated with experimental results. This experimental testing

can lead to certain adjustments that will support the deployment of the algorithms.
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Appendix A

Proof of the Sum Composition

from Section 2.3.1

In this section, we show that the non-convexity of (2.10) from section 2.3.1 is the

sum of a concave and a convex functions in terms of Pa. From (2.10), we obtain

Rs =
N∑
n=1

log(1 + hb[n]Pa[n])︸ ︷︷ ︸
f1(Pa)

−
∫ hb[n]

0

Pa[n]e
−he[n]

ye

1 + he[n]Pa[n]
dhe︸ ︷︷ ︸

f2(Pa)

. (A.1)

We consider (A.1) in two parts, showing their convexity with the second derivative

method. In general, the convexity of a function is defined as [67]

f
′′
(x) =


Convex :> 0

Concave :< 0

Affine := 0.

Thus we have from (A.1) that

f
′′

1 (Pa) = −
(

hb
1 + hbPa

)2

.
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We then show the convexity of the f2(Pa) using the principle that the nonnegative

weighted-sum of a convex (concave) function is a convex (concave) [67, Section 3.2.1].

The second part can be rewritten as

∫ hb[n]

0

e−
he[n]
ye

Pa[n]

1 + he[n]Pa[n]
dhe ≡

∫ hb[n]

0

w(he)f(Pa, he)dhe.

It has been shown in [67] that if f(Pa, he) is convex (concave), then f2(Pa) is convex

(concave). Thus, we have that the second derivative of f2(Pa) as

f
′′

2 (Pa) = −
2he

(1 + hePa)
.

Thus both parts of (A.1) are concave functions independently under the constraint of

hb ≥ 0 and Pa ≥ 0. These are the positive semi-definite constraints that guarantees

communication between the source and the destination. If hb < 0 and Pa < 0 then

no information could be transmitted successfully. Therefore, we have that (A.1) is

the sum of a concave and a convex function (−f(x) = convex if f(x) = concave) in

terms of Pa.
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Appendix B

UAV-IRS Signal to Interference

Noise (SINR) Distribution

Consider that the received SINR at an arbitrary ith location (∀ i ∈ {B,E}) is given

as

γi =
|hTi ΘGw|2

Sn+int
, (B.1)

where hi is the impulse response between the IRS and the ith location, Θ and G

are the reflection coefficient matrix and the channel matrix between the transmitter

and the IRS respectively. Sn+int represents the noise and interference power.

Proposition: Given that Sn+int is Rician distributed, the PDF of γi is given as

(B.2).

pγ(γi) =
∞∑
k=0

Ak
γ
k− 1

2
i

(γi + 1)2k+2 2
F1

(
− k, 1

2
− k; 1; υ2σ2

µ2σ2
1γi

)
, ∀ γi > 0, (B.2)

where Ak =
√
8e

−
(
µ2

2σ2
+ υ2

2σ21

)
Γ
(
k+2
)

k!σ1σ2Γ
(
k+ 1

2

) (
µ2

σ2

)k
. Γ(.) and 2F1(.) represents the gamma and

Gauss hypergeometric functions respectively. For γi ≤ 0, f(γi) = 0 since the pA(a)

and pB(b) are equal to 0 for negative values. Since γi represents the SINR at specific
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i − th node, it is lower bound by zero and physical environmental factors restricts

its upper bound.

Proof: Due to the random channel variations, let b = |hTi ΘGw|2 and a = Sn+int

representing randomly generated variable such that γi =
b
a
. We consider Sn+int ∈ R+

is a Rician distributed random variable with PDF given as (B.3)

pA(a) =
a

σ2
1

e
−
(
a2+υ2

2σ21

)
I0

(
aυ

σ2
1

)
, ∀ a > 0. (B.3)

We note that the PDF of a rician distribution can be written as a scaled non-central

chi-squared distribution such that pA(a) =
2a
σ2
1
f
(
xa =

a2

σ2
1
| k = 2, λ = υ2

σ2
1

)
. The PDF

of the non-central chi-squared distribution is presented in (B.4)

f(x | k, λ) = 1

2
e−
(
x+λ
2

)(
x

λ

) k
4
− 1

2

I k
2
−1

(√
λx
)

(B.4)

Furthermore, following algebraic matrix manipulations and similar expression with

[120, eq.1], we can write (B.5).

hTi ΘGw =
K∑
k=1

hkθk

M∑
m=1

Gkmwm. (B.5)

Let Xk = hkθk and Yk
∑M

m=1Gkmwm be independent and uncorrelated random vari-

ables. By central limit theory (CTL), the PDF of
∑K

k=1XkYk is Gaussian distributed

with expected value and variance of µ = KE[Xk]E[Yk] and σ = KE[X2
kY

2
k ] −

E[XkYk]
2 respectively [121]. By definition, taking the magnitude of a Gaussian

random variable gives a folded normal distribution with parameters µ and σ. In-

variably the squared of the folded normal distribution can be obtained using the

transformation of random variables to arrive at (B.6) which is further simplified to

(B.9).

pB(b) =
1

2
√
b
√
2πσ2

(
e−
(

(
√
b−µ)2

2σ2

)
+ e−

(
(
√
b+µ)2

2σ2

))
(B.6)
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pB(b) =
1

2
√
bσ2

e−
(
b+µ2

2σ2

)√
2

π
cosh

(
µ
√
b

σ2

)
(B.7)

But I− 1
2
(x) =

√
2
π
cosh(x)
√
x

[122]

pB(b) =
1

2
√
bσ2

e−
(
b+µ2

2σ2

)√
2

π

√(
µ
√
b

σ2

)
I− 1

2

(
µ
√
b

σ2

)
(B.8)

pB(b) =
1

2σ2

√
µ√
b
e−
(
b+µ2

2σ2

)
I− 1

2

(
µ
√
b

σ2

)
(B.9)

where σ > 0 and b > 0. (B.9) is a scaled non-central chi-squared distribution

(f(x | k, λ)) with a scaling parameter of 1
σ2 . It has one degree of freedom and a non

centrality parameter λ = µ2

σ2 . Therefore, pB(b) =
1
σ2f
(
xb =

b
σ2 | k = 1, λ = µ2

σ2

)
.

We can therefore present (B.3) and (B.9) as a scaled non-central chi-squared distri-

bution as given in (B.10) and (B.11) respectively.

pA(xa) =

√
xa
σ1

e
−
(
xa
2
+ υ2

2σ21

)
I0

(
υ

σ1

√
xa

)
(B.10)

pB(xb) =
1

2σ2
e−
(
xb
2
+ µ2

2σ2

)(
σ2xb
µ2

)− 1
4

I− 1
2

(
µ

σ

√
xb

)
(B.11)

Recall γi =
xb
xa

=
|hTi ΘGw|2
Sn+int

. Let z be a random variable with a one to one mapping

to the variable xa. The PDF of γi is obtained by solving (B.12).

pγ(γi) =

∫ ∞

−∞
pB(γiz)pA(z)|z|dz. (B.12)

pγ(γi) =

∫ ∞

−∞

1

2σ2
e−
(
γiz

2
+ µ2

2σ2

)(
σ2γiz

µ2

)− 1
4

I− 1
2

(
µ

σ

√
γiz

)√
z

σ1
e
−
(
z
2
+ υ2

2σ21

)
I0

(
υ

σ1

√
z

)
|z|dz.

(B.13)

145



Appendix B. UAV-IRS SINR Distribution

We note that
∫∞
−∞ pB(γiz)pA(z)|z|dz =

∫ 0

−∞ 0dz+
∫∞
0
pB(γiz)pA(z)|z|dz since pA(a) =

pB(b) = 0 for a ≤ 0 and b ≤ 0. This implies that z ≥ 0, therefore |z| = z.

pγ(γi) = A(γi)

∫ ∞

0

z
5
4 e−
(
z(γi+1)

2

)
I− 1

2

(√
µ2γi
σ2

√
z

)
I0

(√
υ2

σ2
1

√
z

)
dz. (B.14)

where A(γi) = 1
2σ2σ1

(
γiσ

2

µ2

)− 1
4

e
−
(
µ2

2σ2
+ υ2

2σ21

)
. Let w =

√
z, we therefore have that

dz = 2wdw and z = w2.

pγ(γi) = 2A(γi)

∫ ∞

0

w
7
2 e−
(
w2(γi+1)

2

)
I− 1

2

(√
µ2γi
σ2

w

)
I0

(√
υ2

σ2
1

w

)
dw. (B.15)

Equation (B.15) satisfies the conditions given in [123, eq. 2.15.20.7] to obtain a

closed form expression for the integral as given in (B.16).

pγ(γi) =

√
8e

−
(
µ2

2σ2
+ υ2

2σ21

)
γ

1
2
i (γi + 1)2σ1σ2

∞∑
k=0

Γ(k + 2)

k!Γ(k + 1
2
)

(
µ2γi

σ2(γi + 1)2

)k
2F1

(
−k, 1

2
−k; 1; υ2σ2

µ2σ2
1γi

)
,

∀ γi > 0. (B.16)

By rearranging (B.16) to collect the terms of γi, we obtain (B.2) given in the Propo-

sition. This completes the proof of the proposition.

Remark 1: Since the first element of the hypergeometric function is negative

integer, the hypergeometric series is guaranteed to terminate thereby reducing to a

polynomial [124], [66, eq. 9.101] [125, eq. 2.1.1.4], such that:

2F1

(
− k, 1

2
− k; 1; υ2σ2

µ2σ2
1γi

)
=

k∑
m=0

(−1)m
(
k

m

)
(1
2
− k)m
(1)m

(
υ2σ2

µ2σ2
1γi

)m
,

∀
∣∣∣∣υ2σ2

1

∣∣∣∣ < ∣∣∣∣µ2

σ2
γi

∣∣∣∣, (B.17)

where
(
k
m

)
= k!

m!(k−m)!
.

Remark 2: By varying υ and µ, the PDF in (B.2) moves from Rayleigh to expo-

nential distribution. We note that the Rician distribution captures an LoS property
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of the signal as well as its NLoS property. However, it can easily be reduced to a

Rayleigh distribution representing a typical wireless scenario by setting υ = 0.

Corollary 1: Based on (B.2), the cumulative density function (CDF) of γi is given

as (B.18).

Fγi(t) =
∞∑
k=0

k∑
m=0

Ak(−1)k
(
1
2
− k
)
k

(1)k

(
υ2σ2

µ2σ2
1

)k−m
(−k)m(−k)mt

1
2
+m

(1
2
)mm!(1

2
+m)

2F1

(
2k + 2,

1

2
+m;

3

2
+m;−t

)
,

∀ | arg(1 + t)| < π. (B.18)

where (a)m is the Pochhammer symbol (rising factorial) is presented as

(a)m =

 1, m = 0

a(a+ 1)...(a+m− 1) = Γ(a+m)
Γ(a)

, m > 0

Proof: By definition of CDF, we have that Fγi(t) =
∫ t
−∞ pγ(γi)dγi. However, since

pγ(γi) = 0 ∀γi ≤ 0, we have that Fγi(t) =
∫ t
0
pγ(γi)dγi. By simplifying (B.2) with

the definition of CDF, we have that

Fγi(t) =
∞∑
k=0

Ak

∫ t

0

γ
k− 1

2
i

(γi + 1)2k+2 2F1

(
− k, 1

2
− k; 1;

(
υ2σ2

µ2σ2
1γi

))
dγi. (B.19)

For simplification, by applying the transformation of [126, eq. 15.8.6] to the hy-

pergeometric function and expanding with the terminating hypergeometric series

definition presented in Remark 1, (B.19) can be re-written as (B.20).

Fγi(t) =
∞∑
k=0

k∑
m=0

Ak(−1)k
(
1
2
− k
)
k

(1)k

(
υ2σ2

µ2σ2
1

)k−m
(−k)m(−k)m

(1
2
)mm!

∫ t

0

γ
m− 1

2
i

(γi + 1)2k+2
dγi. (B.20)
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The integral in (B.20) can be obtained from [66, eq. 3.194.1] to (B.21).

Fγi(t) =
∞∑
k=0

k∑
m=0

Ak(−1)k
(
1
2
− k
)
k

(1)k

(
υ2σ2

µ2σ2
1

)k−m
(−k)m(−k)mt

1
2
+m

(1
2
)mm!(1

2
+m)

2F1

(
2k + 2,

1

2
+m;

3

2
+m;−t

)
,

∀ | arg(1 + t)| < π, (B.21)

where Ak =
√
8e

−
(
µ2

2σ2
+ υ2

2σ21

)
Γ
(
k+2
)

k!σ1σ2Γ
(
k+ 1

2

) (
µ2

σ2

)k
.

The conditions for the validity for (B.21) holds true for real values of t ≥ 0. That

completes the proof of the corollary.
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KKT Solution to P4.5 in Section

4.3.3.1

To provide a solution to (4.26) from section 4.3.3.1, we express the lower bound for

the distances using the reverse triangular inequality and variable change as

d2REd
2
AR = ∥ΩE − qR∥2∥qR −ΩA∥2 ≥ (∥ΩE∥ − ∥qR∥)2(∥qR∥ − ∥ΩA∥)2

=

∥ΩE∥
∥ΩA∥︸ ︷︷ ︸

Ω̄E

− ∥qR∥
∥ΩA∥︸ ︷︷ ︸

ε


2 ∥qR∥
∥ΩA∥︸ ︷︷ ︸

ε

−1


2

∥ΩA∥4 = (Ω̄E − ε)2(ε− 1)2∥ΩA∥4

Similarly,

d2RBd
2
AR ≥ (Ω̄B − ε)2(ε− 1)2∥ΩA∥4,

∥qR[n]− qR[n− 1]∥2 ≥ (ε− Ω̄q)
2∥ΩA∥2;

where Ω̄q =
∥qR[n− 1]∥
∥ΩA∥

.

Considering that the trajectory of the UAV is a sequential combination of its location

at instantaneous n samples, the objective of (4.26) can be scaled to obtaining the

maximum value for each n sample. The summation of these isolated optimal points
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provides optimal the objective value as defined in (4.26). Hence, by using variable

change as defined above, (4.26) can be rewritten as (C.2) ∀n ∈ [1, . . . , N ].

max
ε

log2

(
1

β
+

P̄Mρ20ς
2
BK

2

β(Ω̄B − ε)2(ε− 1)2∥ΩA∥4

)
, (C.2a)

s.t.
1− β
|ζ|2

+
P̄Mρ20ς

2
E

β(Ω̄E − ε)2(ε− 1)2∥ΩA∥4
≤ 0, (C.2b)

(ε− Ω̄q)
2∥ΩA∥2 ≤ (Zα)2. (C.2c)

Problem (C.2) is differentiable and possibly non-convex due to (C.2a) and (C.2b).

However, let ε∗ and (λ∗1, λ
∗
2) represent the primal and dual optimal variables with

zero duality gap, the KKT conditions given in (C.3) must be satisfied.

∇f0(ε∗) + λ∗1∇f1(ε∗) + λ∗2∇f2(ε∗) = 0, (C.3a)

λ∗1f1(ε
∗) = 0, (C.3b)

λ∗2f2(ε
∗) = 0. (C.3c)

By using the functions from (C.2) where f0 is the objective function and f1 and f2

are the constraint functions corresponding to (C.3b) and (C.3c) respectively, we note

that λ∗1 = f(ε∗, λ∗2) by solving (C.3a), λ∗2 = f(ε∗) by solving (C.3b) and substituting

λ∗1. Therefore, by solving (C.3c), we obtain the cubic function ε3 − bε2 + cε+ d = 0

with discriminant ∆ = (bc)2 + 18(bcd) − 4c3 − 4b3d − 27d2; (ε, b, c, d has been

presented in (4.28)). It is easy to see that the discriminant is less than 0 which

implies that the solution to the cubic function comprise of 2 complex conjugate

pairs roots and one real root. Since we are interested in the coordinates located in

the real plane, the only relevant solution is the real root as shown in (4.28). Having

obtained ε, the location of the UAV at the nth sample can be deduced by modifying

ε = ∥qR∥
∥ΩA∥ leading to Proposition 1.
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