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these cover processes at a wide variety of space and timescales
and give rise to hierarchy of models [1,2] for various aspects
of the climate. The highest resolution and most complex Earth
System Models (ESMs), such as [3], underpin the science Climate
Modelling Intercomparison Project (CMIP) forming the scientific
basis for the Assessment Reports of the Intergovernmental Panel
on Climate Change (IPCC) [4]. ESMs try to describe the Earth
System as accurately as possible and to make precise prediction of
the evolution of the Earth’s climate and its different components,
and from these results we can make conclusions not just about
natural variability of the climate system but also about variability
that is due to anthropogenic effects. Models that attempt to un-
derstand the atmosphere and ocean are called general circulation
models (GCMs) [5]. Since ESMs and GCMs are of high resolution
and include complex physics, they are very difficult to analyse.

Climate and weather models' are typically nonlinear differ-
ential equations that are mathematically challenging (compress-
ible Navier-Stokes equations with highly nontrivial thermody-
namics and chemistry, and topographically non-trivial boundary
conditions and a variety of forcing terms) [2]. Over very long
timescales different processes become important for the dynam-
ics [6]. Hence, they are usually simulated with a high resolution
on very powerful computers but typically only short runs can
be achieved at high resolution. For some questions that involve
longer timescales, one can consider a hierarchy of models [7]
where high resolution ESM/GCMs can be approximated using
lower resolution ESMs or Earth system models of intermediate
complexity (EMICs). These models usually contain several sim-
plifications and a larger grid size compared to the ESMs/GCMs
and they therefore need less computing time. However, EMICs
are still mostly too complex for analytical study without further
simplification.

To have any chance of analytically understanding components
of the Earth’s climate, one has to go further down the model
hierarchy and study conceptual models such as box models or en-
ergy balance models that contain not more than a few variables,
where hidden variables may be assumed to be in equilibrium
or may be represented as noise terms [2,8-10]. It is remarkable
that simple models can often reproduce many aspects of the
Earth’s climate system [1,11] and while the similarity of the
behaviour of complex and simple models may in some cases
not be rigorously jusitfiable, in other cases it can be formally
linked through a rigorous reduction procedure. For example, one
of the key problems in climate science is the determination of
Equilibrium Climate Sensitivity (ECS) [12]. This is defined to be
the equilibrium increase in global mean surface temperature that
results from a doubling of CO, in the atmosphere and as such is
used as the key scientific link between anthropogenic emissions
and climate change [13,14]. A rigorous justification of ECS would
need to span the model hierarchy as it involves reduction of
ESM runs to an equation that just considers global radiation
balance [8].

The aim of this paper to give an overview of prominent and
rigorously justifiable reduction methods that have found use in
climate modelling, and to highlight others that may find use in fu-
ture. To keep the review sufficiently brief, we focus on reduction
methods for differential equations and only comment on other
(e.g. data-driven) reduction methods for stochastic differential
equations in the outlook, though we do discuss an example
of diffusion maps in Appendix. Methods for model reduction
have become so large and diverse in recent years that getting
an overview of the main approaches for PDEs is a major chal-
lenge when entering the field. Here, we hope to alleviate this

T We refer to both types of models simply as climate models in the
remainder.
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by providing a relatively concise, yet sufficiently broad, entry
point to the literature. Furthermore, we point out that beyond
getting an overview of the available reduction techniques, several
additional tasks are crucial. For example, one should aim to
understand, how the dynamics of the reduced model reproduces
a more complex one, and vice versa, whether a large-scale model
correctly captures basic physical effects and avoids numerical
over-stabilization. Such types of tasks, albeit highly interesting,
are beyond the scope of this work. Here we focus on the mathe-
matical ideas underlying each reduction method to make it easier
to distinguish, as well as understanding why a reduced model has
a particular form.

1.1. Reduction of deterministic climate models

We present a survey of several major reduction methods that
can be applied to climate models. For each approach, we start
with its motivation, then present the main reduction idea, giving
some concrete examples and comments on the method. In the ab-
sence of time-dependent forcing, a climate model can described

by

z=F(z) (1.1)

where z represents the discretized state. However, there are
slowly evolving aspects (climate/ocean) and faster (weather) vari-
ables. This splitting into climate and weather variables, proposed
by Hasselmann in [8], has proven to be a very fruitful point of
view and has been explored in many papers since; see for exam-
ple [15,16]. Indeed, the wide range of timescales from tectonic to
atmospheric processes [17], recently reviewed in [18], highlight
there is a multiscale hierarchy inherent in earth system processes.
To illustrate the weather-climate scale separation, consider a
fast-slow evolution equation of the form

x=f(xy),

. Jxy) (1.2)
y=eg(x,y),

where z = (x,y) is split into slow (climate) variables y and

the fast (weather) variables x. The separation of timescales is
indicated by a small parameter ¢ > 0. Some of the methods, such
as slow manifold reductions, averaging or homogenization, try to
make use of the special structure such as (1.2) with the aim of
reducing to the climate variable y only. Others, such as certain
spectral Galerkin approximations or asymptotic expansions, can
be used to formally establish (1.2) from (1.1).

In Section 2, we consider an abstract forced evolution equation
and start with direct linear projection methods, which are among
the most classical - yet quite coarse - reduction tools. There
exist many methods which can help in finding lower-dimensional
structures in high dimensional data. In the context of climate
data, a reduction via empirical orthogonal functions (EOFs), which
we discuss in Section 2.2, is among the most standard. In Sec-
tion 3, we proceed to methods motivated by asymptotic analysis
and the principle of dominant balance, where one identifies suit-
able asymptotic scales directly within evolution equations and
formally discards higher-order terms. In Section 4, we introduce
methods based upon invariant manifold theory, which can be
rigorously justified in many cases. Note that reduction of the cou-
pled system (1.1) to a system with the climate variable only does
not necessarily lead to a deterministic equation. Sometimes, the
variability of the climate system is better described by stochastic
forcing or by including a delay term. In fact, the reduction from
a deterministic equation to an equation with random forcing can
be described by averaging and homogenization techniques which
we discuss in Section 5. We consider classical moment closure
schemes in Section 6. If no direct deterministic reduction for a
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Table 1
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A summary of the reduction methods discussed in this paper: the relevant Section in the paper is denoted with §X.Y. Note that
ODE/PDE/SDE/DDE refer to ordinary/partial/stochastic/delay differential equation models.

Reduction method From

To

Spectral Galerkin approximations (Section 2.1) PDE

ODE

Empirical orthogonal functions (Section 2.2)

High dimensional data set
High dimensional ODE

Low dimensional data set
Low dimensional ODE

Principal interaction patterns (Section 2.3)

High dimensional ODE

Low dimensional ODE

Characteristic scales (Section 3) PDE

PDE of lesser complexity

Inertial manifolds (Section 4.1) PDE

ODE

Slow manifolds (Section 4.2)

Fast-slow system of PDEs

PDE with slow variable only
ODE with slow variable only

Fast-slow system of ODEs

ODE with slow variable only

ODE
Centre manifolds (Section 4.3) PDE

ODE with neutral directions only

PDE

PDE with neutral directions only

Fast-slow system of ODEs

ODE with slow variable only

Averaging (Section 5.1)

Fast-slow system of SDEs

ODE with slow variable only
SDE with slow variable only

Fast-slow system of SPDEs

PDE with slow variable only
SPDE with slow variable only

PDE with strongly
varying coefficients

Homogenization (Section 5.2, 5.3)

PDE with constant coefficients

Fast-slow system of ODEs SDE with one
with two time scales time scale
. . . PDE
Mori-Zwanzig (Section 5.4) ODE ODE/DDE
. SDE
Moment closure methods (Section 6) PDE ODE

given evolution equation is available, one often needs (prelim-
inary) statistical/data-based tools and we include an Appendix
to introduce one instance of statistical manifold learning to point
the reader to the complementary view of primarily data-driven
approaches.

Although we do not claim to cover all possible reduction tech-
niques, we hope that laying out the general ideas via mathemat-
ically concrete examples will help the reader better understand
the (dis-)advantages of each reduction principle.

1.2. Classification of reduction methods

Climate models can be described by different types of equa-
tions. They can appear as differential equations with possible
delay, spatial derivatives and/or stochastic terms. Many of the
reduction methods we want to discuss in this article start with
one of these types of equations and transform it into another.
One can use this to structure the myriad of reduction methods
available in the literature. For the few methods we treat in this
article, Table 1 gives a summary overview of reduction methods
explored later in the paper.

A more precise description of the different methods follows
in the subsequent sections, together with some examples of ap-
plications to aspects of the climate system. We hope that this
provides readers, who have concrete models in mind, a structured
view, which methods are available and how to adapt the main
idea to their concrete context. Due to complexity of the climate
system and the sort of questions that need to be answered, it
is clearly too optimistic to expect a “one-catch-all method” for
climate model reduction.

2. Linear truncation methods
If one seeks to reduce the complexity of a model or the

size of a data set, it is a common approach to project it to a
lower-dimensional linear subspace of the state space, which is

believed to contain the most important interactions of the model
or the data set. The hope is that the parts that are lost during
this truncation procedure are not essential and that they can be
neglected without losing any meaningful information. Such tech-
niques can be very useful in many different situations: Galerkin
approximations can be used to derive well-posedness of partial
differential equations on an abstract level [19], finite element
methods are a standard tool in numerical applications [20], and
a principal component analysis is a well established procedure to
structure a given data set [21]. There are many different ways
to construct the linear subspace on which the model or data
set should be projected and it would be beyond the scope of
this paper to discuss all of them. Instead, we just treat three
of these methods: First, we study a Fourier-Galerkin approach
that can be used to reduce a partial differential equation to an
ordinary differential equation. It can also be used to establish a
splitting like (1.2) in a fast and a slow variable. After that, we
discuss empirical orthogonal functions (EOFs) which is a standard
technique to reduce the dimensionality of a data set. However,
when applied to a dynamical system, it usually only preserves the
statistical and not the dynamical properties of the system. There
are methods which try to address this issue, one of them being
the use of principal interaction patterns (PIPs), which is the last
method we study in this section.

2.1. A Galerkin approach

Galerkin approximation appears in different situations in the
context of partial differential equations. It is a versatile tool and
can be used for deriving the abstract well-posedness of partial
differential equations as well as for the development of numerical
algorithms. Galerkin approximations are common, and there are
many textbooks available, see for example [22,23].

Idea: In certain situations infinite-dimensional systems may
come with a natural (Schauder) basis which one can use to
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construct finite dimensional subspaces. For example, if one has
a partial differential equation with periodic boundary conditions,
this can be the canonical Fourier basis, or if there is a self-adjoint
operator on a Hilbert space involved, then this may be the set
of eigenfunctions of this operator. This is a spectral Galerkin
kind of approach, which is often most convenient if periodic
boundary conditions in space are imposed. The idea is to ex-
pand the equation into a Fourier series in space and to omit
high frequencies. Oftentimes, such a basis comes with a natural
order. In the case of the Fourier basis, this order is given by the
increasing frequencies, and in the case of eigenfunctions of a self-
adjoint operator, it may be given by the order of the eigenvalues
on the real axis. The finite-dimensional approximations are then
obtained by projecting the system to the linear span of a finite
number of basis vectors.

Outline of the Reduction Procedure: A standard scenario in
which Galerkin approximations can be applied is given by the
abstract evolution equation

deu(t) = F(t, u(t)), u(0)=1uo (2.1)
in a Hilbert space H. Let (ex)keny be an orthonormal basis of H.
Then one can define the n-dimensional spaces H, := spanf{eq,

., en} (n € N) and the canonical orthogonal projections P,: H —
H,. If we truncate (2.1) to H,, we obtain the finite-dimensional
system

O vp(t) = PoF(t, vy(t)), wa(0) =

where v, := P,u. Let (-, -) be the inner product of H. Then we can
rewrite (2.2) in terms of

de Y _(valt), e = D (PaF(t, valt)), €)e;,
j=1 j=1

Pn”Ov (2'2)

=

D (va(0), e = > (o, e))e;. (2.3)
j=1 j=1
Now, we define x}’(t) = (va(t), &), fj”(t,xq(t),...,xg(t)) =
(PaF(t, va(t)), €;) and xg,j = (uo, €;) so that (2.3) can be rewritten
as

X(E) = (6 X0, .. X)), X(0)=x5;, (=1.....n)

e’
(2.4)
by the linear independence of (ey)ken. If we define
X" i=(x], ..., x0),
fr :=(f1n7---,f;f)»
X = (X0 -+ > X0n)s
then we obtain the more compact form
X'(t) = f(¢, x"(t)), x"(0) = xg. (2.5)

This is now an n-dimensional system of ordinary differential
equations and is called a Galerkin approximation of (2.1). More-
over, under relatively mild conditions it holds that X — x weakly
as n — oo in H. For more details on the precise assumptions and
statements we refer for example to [24, Theorem 2.76] or [25,
Chapter II1.4].

Example: We follow [9], where the equations for barotropic
flow on a beta plane with topography and mean flow are consid-
ered:

aq 1 Yy
\% Vqg+U— — =0,
at + w + 81+'B8X1
q= Ay +h, (2.6)

du _][ Rid
dt - 8X1
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Here, q(x1, X2, t) denotes the small-scale potential vorticity, U(t)
is the mean flow, ¥(xq, X2, t) is the small-scale stream function,
and h(x4, x,) denotes the underlying topography, whereas 8 ap-
proximates the variation of the Coriolis parameter. Moreover, we
use the notation V4 = (—0x,, 0x,) and the integral denotes
the mean integral over the 2-dimensional torus TZ. In [9], the
equation is studied with periodic boundary conditions so that
one may take the Fourier basis functions ([x + e*]),,2 as
an orthonormal basis of L,(T?). As in [9, Section 3] we choose
A € Nand define oy = {k € 7> : 1 < |[k|*> < A}, By =
{e® : k e o,} as well as the orthogonal projection P, onto
H, = spanB,, where orthogonality is understood with respect
to the L,(T?)-scalar product. Moreover, we write

Z ‘/Ajk(t)eikx, Z flkeikx,

1=lk2<A 1<[k]2<A

Y e

1<lk?<A

QA(X, t) =

for the truncations to H, and substitute uy(t) := |k|y(t). By the
reduction procedure described above, one obtains the system

=1Im ) Hill,

keo p

G = —|klug + flk (k€ oy),

duk
dt = iHU — i(k,U — 2} )uy + ZLklul
lE(IA
1 __
+5 D Bunlilln (k€ o0y),
Limeo 4
k+1+m=0
where
kb, — kyly
Ly = ———h_y,
[kl|1]
1> — |m|?
Bym = (l,my — lymy,)————
kim (y X X y) |k||l||m|
](Xﬂ kxflk
=2 He= 2k
k |k|2 k |k|

The Fourier basis could also be used to derive a splitting in a
weather and a climate variable as in (1.2), since higher Fourier
modes have stronger oscillations which oftentimes lead to faster
dynamics. In this sense, one can introduce 1 < A < A and
consider uy, qx with k € o1 and U as slow climate variables and
Uk, qx with k € o4 \ o5 as fast weather variables. We refer to [9]
for further details and to Section 5 where we continue with this
example.
Comments:

e Galerkin-type methods have the advantage that they are
often easy to implement and that they provide a nice geo-
metric intuition as solutions are expanded in basis functions.
Therefore, one hopes to capture most features that can be
expressed in terms of the finite number of basis functions
left in the approximation. Numerical tests can often indicate
how many basis functions are needed in practice.

e One disadvantage is that models can become large very
quickly if a sufficient accuracy is required, which somewhat
defies the initial point of model reduction as a system of
nonlinear ordinary differential equation with very many
variables is analytically frequently not much easier than
directly analysing the initial partial differential equation,
e.g., in the context of existence and stability analysis of
patterns. Particularly for fluid dynamics, e.g., Navier-Stokes-
type equations, it is well-known that small-scale turbulence
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can spread from very high Fourier modes into low modes in
certain cases.

e Beyond global basis functions such as Fourier bases, one
can also consider compactly supported basis functions in
finite element or finite volume schemes. These methods are
numerically also extremely efficient but usually not capable
of providing a substantial reduction in model complexity as
the set of basis functions required is often much larger in
comparison to spectral Galerkin approaches.

In fact, we shall see below that the advantages and disadvan-
tages mentioned above, are quite typical not only for
Galerkin-type methods but for all methods based upon linear
projection/reduction. The next method shows another classical
example of this principle.

2.2. Empirical orthogonal functions (EOFs)

There are many different names for the method that yields
the construction of the so-called empirical orthogonal functions.
Closely related methods are also referred to as singular value
decomposition [26], principal component analysis [27] or proper
orthogonal decomposition [28]. This technique is well established
and widely used, not only for the reduction of climate models or
climate data. We refer to [29-32].

Idea: The aim is to construct a subspace of a given dimension
which carries the largest amount of variance of the given data
set. The data set is then projected orthogonally to this subspace.
If one starts with a dynamical system instead of a data set, then
one can obtain a data set by taking a certain number of snapshots
of trajectories of the dynamical system.

Outline of the Reduction Procedure: One can start with a
collection of N € N points x,...,xy € R% Alternatively,
if a dynamical system in a d-dimensional state space is given,
then one can take N snapshots of a trajectory (xq,...,Xy) =
(z(t1), ..., z(ty)) at different times t1, ..., ty > 0 or a collection
of such snapshots of trajectories with different initial values.
Either way, one works with a matrix X = (x; — X, ..., Xy —X) €
RN which is given as a concatenation of the data set relative to
the mean X := £ Y"1 | x;. The matrix XX” e R is symmetric
and positive semidefinite. Therefore, it has d eigenvalues A; >

> Mg > 0 and corresponding orthonormal eigenvectors
v1, ..., vq € R From a statistical point of view the matrix is the
covariance matrix of the data set multiplied N (or N—1 depending
on the convention). Thus, the eigenvalue A; can be considered as
a measure of variance the direction of v; carries. Since the initial
idea was to determine the directions with the most variance, one
projects the data set to the subspace generated by vy, ..., vy for
some k < d. More precisely, one defines

k

XK= Z(x,, vy (I=1,...,N).

j=1

Here, (x;, v;) denotes the usual Euclidean scalar product, but note
that also other choices of scalar products are possible, as we will
explain later in the comments. The points x’{, el x;‘v are now con-
tained in a k-dimensional subspace of RY. The choice of k depends
on the application in mind and can also be chosen according to
the given data set. Small values of k have the advantage that
one ends up with a very low-dimensional data set. However, the
approximation gets rougher with smaller values of k. Hence, there
is a trade-off between the dimension of the reduced data set and
the quality of approximation of the original data set.

Example: There are many works that use EOFs and its ex-
tensions in a climate context, see for example [33-40]. Let us
briefly explain using the example in [35]. Therein, the authors
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compare reductions of the Charney-DeVore model with different
basis functions, among them EOFs. The Charney-DeVore model
was derived in [41] as a 6-dimensional Galerkin approximation
of the vorticity equation for a large-scale atmospheric flow on a
B-plane channel with topography which is similar to Eq. (2.6).
The reduced equations which are considered in [35] are of the
form

X1 = Y1x3 — C(x1 — X7),

Xy = —(o1x1 — B1)x3 — Cxz — 81X4X6,

X3 = (a1x1 — B1)X2 — y1X1 — (X3 + §1X4Xs,
X4 = Yoxg — C(xa — X3) + 1(X2Xs — X3X5),
X5 = —(02x1 — B2)Xs — Cxs — 83X4X3,

Xe = (02X1 — B2)X5 — vaXs4 — CXg + 82Xax2,

2.7)

where (x1, X2, X3, X4, X5, Xg) are the unknown functions, X7, x; are
forcing terms and the other quantities are model parameters
taking the form

_gﬁ ]2 b2+_’2—1
T Tr a1 e
b
T
_ 64V2b - +1
T 15w B2 42
~ 4 ~2b  16V2
MEYE 1 T s
4° Vb
vi=vY Ue{1.2).

421" 22 + )
Here, b models the length-width ration of the B-channel, B
comes from the Coriolis force, ¥ from the topographic height
and the damping parameter C is determined by the friction in
the Ekman layer. In the vorticity equation from which (2.7) is
derived, it is assumed that the forcing term points in the zonal
direction only. During the Galerkin reduction, this leads to the
fact that there are only forcing terms in the equations for x; and
X4. This model can show rapid and chaotic transitions between
different flow regimes. As was shown in [42], this is the case for
the parameter values

(x3,x;,C, B, y,b) =(0.95, —0.76095, 0.1, 1.25, 0.2, 0.5).

In [35] it was investigated, whether these regime transitions
would persist under an EOF reduction. As described in the outline
of the EOF reduction procedure above, the EOFs were computed
from the data set generated by a numerical integration of the full
model. The authors also used different energy metrics, i.e., dif-
ferent scalar products for the computation of the EOFs. It was
found that none of the reduced models was able to reproduce
the chaotic transition behaviour of the full model. Even though
some of the reduced models show regime transitions, they are far
too regular and of periodic type. This already indicates one of the
problems of EOF reductions. Even though reduced models usually
show the same or a similar statistical behaviour as the original
model, the dynamical behaviour might still be very different.
Comments:

e In applications, variance and distances are sometimes not
measured in terms of the Euclidean metric, but, for exam-
ple, with respect to a given energy metric determined by
a symmetric positive definite matrix M e R In this
case, orthogonality is not understood with respect to the
Euclidean scalar product, but with respect to the scalar
product

(X,y)[\/[ = (Xv My)
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In this case, the covariance matrix is given by M/2X
M2x)T and A0, L A0 as well as ¥, .. 50" are
defined by the relation

1/2 1/23\TM) __ 5 (M)~(M)
MVEX(MV2X)T5M = 0 e
As above, the 'ﬁ(lM ), el EEVM ) are orthonormal with respect to
the Euclidean scalar product. Therefore, the basis defined by

1 . . :
UEM) = M*iBfVM) is orthonormal with respect to M, i.e.

M M M M
"o = ™, My™) = 5.

The projection of the data points is then given by

k k
k,(M M M M M
X = Z(Xn v; ))MU} )= Z(XI,MU; ))U; :
j=1 j=1
where [ = 1, ..., N. In the literature, it is often common to
define
W0

directly as the eigenvectors of the eigenvalue problem

XXM — 300,00,

1

see for example [35, Section 3] or [43, Section 4.3]. But
it is easy to see that both definitions are mathematically
equivalent. Yet, it is often natural to re-scale via an energy
metric to bring different directions onto a common scale.
In fact, introducing the matrix M into the inner product
corresponds to an an-isotropic or ellipsoidal deformation of
phase space. This is a common trick not only appearing from
a physical or geometric perspective but also in the context of
statistical techniques, where the Mahalanobis distance uses
a scaling matrix M based upon the covariance of a stochastic
process [44,45].

e In some sense, adding the energy metric M is an extension
of the usual EOF approach. However, this is not the only
possible extension. We refer the reader to [30,46] for more
content in this direction.

e EOFs are designed to reduce the dimension of a data set
while giving a good approximation of its statistical features.
However, this method does not aim to preserve the dynam-
ics of a dynamical system and indeed it has problems in
doing so. This is pointed out in several papers, e.g. [35,47]
and references therein. In particular, one cannot expect that
dynamical notions such as invariant manifolds, attractors or
bifurcations persist under an EOF-reduction.

e Furthermore, following up on the last drawback, EOFs also
struggle with providing a transparent method for parameter
tracing through the reduction. Therefore, one often has to
add back in parameters after the reduction, see e.g. [48], to
perform a bifurcation analysis.

As discussed above, EOFs cannot be expected to preserve
the dynamics of a dynamical system in general. A reduction
method via principal interaction patterns, which we discuss next,
is designed to improve on this issue.

2.3. Principal interaction patterns (PIPs)

Now we consider another choice of basis functions, namely
principal interaction patterns (PIPs). The idea behind PIPs was
introduced by Hasselmann in [49]. It was then used and further
refined in several papers, e.g. [43,50-54].

Idea: The idea is similar to that motivating the EOF-method
in the sense that one is looking for a suitable low-dimensional
subspace to which one can project a dynamical system. But in
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contrast to the EOF-method, principal interaction patterns were
introduced with the aim of finding a reduction method which
focuses more on the dynamics instead of the statistics of a dy-
namical system. Therefore, PIPs are constructed as (approximate)
minimizers of a certain error functional which measures the
distance of the projected solutions to the original solutions.

Outline of the Reduction Procedure: The aim of this method
is to reduce a system of ordinary differential equations

x(t) = F(t, x(t)), x(0)=x° (2.8)

in the state space R with d € N being large, to a lower-
dimensional system. Even though PIPs are constructed for
systems as (2.8), they can also be used for partial differential
equations of the form

ot = D(u) (2.9)

with a suitable nonlinear operator D. But in such a case, (2.9)
is approximated by (2.8) through a Galerkin approximation and
then the PIPs are constructed for (2.8).

For the construction of PIPs one needs a suitable notion of an
average or expectation of several quantities over a set of initial
values (2.8). We will use the notation (-) for this average. In
the literature, this average is not always made precise and may
slightly differ in different situations. The idea behind the pre-
cise definitions is however similar in most cases. In the original
paper by Hasselmann [49], in which the idea of PIPs was first
introduced, it is just described as expectation value. In [52] it
is an ensemble average over an attractor. Similarly, an ensemble
average over a finite number of such initial conditions was chosen
in [35]. Since PIPs are eventually determined numerically anyway,
we also work with a finite number of initial conditions in the
following. Therefore, let I = {x®!,...,x®N} be a set of N € N
initial conditions for (2.8). Whenever V is a vector space and
f:RY — V a mapping, we use the notation

1 N
— 0.j
=y jEzlf(x !).

But one should keep in mind that other notions of average are
also possible.

For a fixed number k € N with k < d and linearly independent
vectors py, ..., px € R? one defines P := span{ps, ..., pi}. Then,
one projects (2.8) orthogonally to the reduced system

xp(t) = Fp(t, xp(t)),  xp(0) = xp.

Here, Fp = prp oF where pr, denotes the orthogonal projection
onto P and where orthogonality may again be understood with
respect to the scalar product (x, My) given by the Euclidean scalar
product and the energy metric M € R%*,

Now, we split

xX(t) = (x(t)) +X(t), xp(t) = (x(t)) +xp(t)

and work with the deviations from the mean state (x(t)) of the
system at time t. We define the error functional

(2.10)

QP w) = </ Ixp(7) —7(T)|I;2ww(f)df>~
0

Here, ||v|lm = +/{v, Mv) and w: [0, c0) — [0, c0) is a suitable
weight function. As for the definition of the average, there is some
freedom in the choice of the error functional that goes beyond
different choices of w or M. We refer the reader to [35,49,52,54],
where different choices have been made. Now, P is chosen as
an approximate minimizer of the error functional Q(P; w) and
usually determined by numerical methods. Details of the mini-
mization procedure are carried out in the appendix of [52]. The
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principal interaction patterns are now the basis py, ..., px of P.
Obviously, they are not unique, since one can obtain a new basis
by a linear transformation on P. Thus, one usually imposes con-
straints on the choice of pq, ..., px so that they can be uniquely
determined, see for example [52, Section IL.C].

Example: We consider again the CDV-model (2.7). In the
section on EOF reductions we discussed the reductions carried
out in [35] and how an EOF reduction could not reproduce the
chaotic transitions between different flow regimes. Since PIPs
were introduced with the intention in mind, that they should
be able to preserve the dynamical behaviour of a system, one
might ask whether they are able to do so in the case of the CDV-
model. This was also investigated in [35]. The authors carried
out various PIP reductions with different weights w and different
sets of initial conditions I. It was found that most models were
able to reproduce the chaotic regime transitions. Moreover, the
power spectra of the trajectories integrated from the reduced
models were compared to the ones from the full model and it
was found that they look very similar. Therefore, one could say
that for the CDV-model a PIP reduction would indeed yield a
more precise reduced model than an EOF reduction. However, the
dependence of the reduction on the input parameters is in some
cases counterintuitive. In particular, it was found that the chaotic
regime transitions would not persist if the set of initial values I
was too large. This shows that even if a PIP reduction can produce
very good results, but the results depend crucially on the input
parameters and it is not always clear, what choice of parameters
would be suitable.

Comments:

e The choice of w, I and the averaging procedure is crucial
for the outcome of the minimization problem. This can be
seen as an advantage of PIPs, as it provides some flexibility.
But the downside is that it has not yet been systematically
investigated which choices would yield good results for a
given model. The outcome can also be counterintuitive to
some extend. For example, as discussed above it was ob-
served in [35] that for the Charney-DeVore model PIPs have
difficulties in preserving the dynamics if the set I contains
too many initial values.

e For example [52, Section ILE] it was observed that one can
obtain EOFs as a limiting case of PIPs if w = ﬁ]lzmax and
Tmax —> O.

e The minimization of Q(P; w) resembles problems encoun-
tered in optimal control theory as for example presented
in [55]. The problem here is slightly different in the sense
that one is looking for a subspace such that the projection
error is minimized in terms of Q, whereas in optimal control
one usually looks for a control function or parameter such
that a cost functional is minimized subject to some con-
straints. But nonetheless, techniques from optimal control
also help in numerically solving the minimization task for
Q, see [52, Appendix B].

In the previous section we have seen how partial differen-
tial equations can by reduced to (finite-dimensional) ordinary
differential equations by projecting them to finite-dimensional
subspaces of the phase space. The knowledge of certain patterns
or characteristic parameters may be useful for such an approach,
but it is not essential. This is different in the next method we
are going the describe, as it is based on the utilization of the
characteristic length scales, time scales and amplitudes of the
underlying system.
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3. Characteristic scales

Characteristic length or time scales can sometimes be found
in evolution equations of the form

opu(t, x) = F(0y, u(t, x), &), (3.1)

where F denotes a generally nonlinear spatial differential opera-
tor and ¢ denotes a small parameter. The notion of characteristic
scale is not defined in a rigorous mathematical manner but is in-
stead based on certain parameters or observations of the system
described by (3.1).

Idea: Even very complex dynamical systems may exhibit char-
acteristic length or time scales at which interesting patterns
emerge. Such characteristic scales can for example be induced
by certain parameters in the system or sometimes they are just
observed as the system evolves. If one knows the underlying
equations of the system, then one can rescale them according
to the characteristic scales and just consider the leading order
terms which appear after the transformation. The hope is that
by restricting to the leading order terms the equations become
simpler to analyse while their solutions might still show the
same patterns whose scales were considered as characteristic.
Effectively, this idea is directly motivated by classical formal
matching techniques for differential equations [56-58], where
one also searches for scalings such that several terms within
an equation are in a dominant balance, allowing us to discard
higher-order terms based on asymptotic analysis.

Outline of the Reduction Procedure: We suppose that (3.1) is
given in a reference time and reference length scale in which we
denote the time variable by t the space variable by x. Moreover,
there are M € N characteristic time and N € N characteristic
length scales given by the coordinate transformations ;) = g%t
(G=1,...,M),and &y = e*kx(k =1, ..., N), where the o j and
ayj are given real numbers. Let us fix jo € {1,...,M} and ko €
{1,..., N} and suppose that we are interested in patterns that
emerge on the scales given by the variables (z(,), &x,))- Therefore,
we rescale (3.1) according to this change of variables and obtain
an ansatz of the form

e300 U(T(jo). iky)) = F(e™0 g 1, U(T(i), Eike))s €): (32)

which is crucial for characteristic scales arguments to work. De-
pending on the exponents e j, and ™o one has different leading
order terms, i.e., terms with the lowest power in ¢. At this point,
it can already be insightful to study the equation one obtains
by omitting the higher order terms. But in practice one some-
times also has more information about the amplitudes of certain
patterns so that one can write

P

Ty, Ee)) = D, P17y, )

I=1

for certain P € N, 81, ..., Bp € R and potentially mutually depen-
dent functions uq, ..., up. Substituting this expansion into (3.2)
may yield different leading order terms and thus also different
reduced equations. Mathematically, including amplitudes is di-
rectly motivated by the theory of amplitude/modulation equa-
tions [59-61] used near bifurcations. For ODEs one can hope to
making the scaling arguments geometrically rigorous, even near
bifurcations, via geometric desingularization [62-65].

Example: In [66], formal asymptotic analysis ideas regarding
characteristic scales are applied to compressible flow equations
for an ideal gas with constant specific-heat capacities and includ-
ing gravity, rotation, and generalized source terms. In addition, a
tangent plane approximation is used, i.e. one neglects the curva-
ture of the sphere but still takes the Coriolis force into account.
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More precisely, the system

d d 1
<5 TV + wg) v+ (282 x )y + o3, VIP = Q.

1 ap 1
*:Qu;—j,
&

d ad
—+v||~V”—|—w— w+8(2.Q><U)L+7
0z &3p 0z

at

a d
— .V —_ V.v=0,
<8t o w82>'0 Py

d 0
— Y — ] ® = Qg
<3t + vy ”+w32> Qo

(3.3)

is considered. In this system, the subscript || indicates quantities
in horizontal direction, i.e, V| = (4. d,)", v, denotes the
horizontal direction of the flow velocity v = (v, w) and (262 xv);
denotes the horizontal part of the Coriolis force with £2 being
the Earth’s rotation vector. (2£2 x v), in turn stands for the
vertical part of the Coriolis force and w for the vertical part
of the flow. Moreover, p denotes the pressure, p the density,
©® = p'//p the potential temperature (with y being the “dry
isentropic exponent”) and Qp.; some source terms. The variable z
corresponds to the vertical direction, x to the horizontal direction
and t to the time. First, the pressure p is replaced by the “Exner
pressure” 7, i.e.

-1
m =p’ with r=Y—_

4
Now, time and horizontal coordinates are rescaled by t = g%x
and & = g*x with certain o, @y > 0 which depend on the

scale one wants to consider. Fluctuations of the potential tem-
perature are expected to be of order ¢, while velocities in hori-
zontal directions scale as ¢**. Therefore, one may introduce the
expansions

O(t,€,2) =14 0(z) + £ 0(z, £, 2),
n(t,€,2)=7(z)+ & I'n(z, €, 2),
w(t, &, 2) = e™uw(r, &, 2).

Here, 7 satisfies

1
T(z)=1— F/ —dZ
0 Oz)

with ® = 1+ 0 being the horizontally averaged mean stratifica-
tion of the potential temperature. Moreover, the parameter o,
has to be chosen later to balance the pressure gradient in the
horizontal momentum equation, i.e., the first equation of (3.4).
Using these substitutions, the system (3.3) can be rewritten as

g% 9 .0 (282 x v);
<ETXE+U”-V5+U)£>UH+SQX7_1
g% -
* &3 OVl = Q.
g% 9 ~ 0\~ (22 xv),
<gax5+“"'vf+w£)“’+w
g% a0 .
tom (0% ~6) =% Ga
g% 9 ~ 0\~ ymw
(STXE—"U”-Vg-‘er)?T"FSQH
ow w dr ymQf
X<V§'””+¥+yﬁ$>: o
gt 0 e _do .
<8axa+v|-Vg+w)9 s wE=Q@.
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For different choices of oy, o, @, one obtains different leading

order equations. In [66], it is assumed that the order of the source

terms is high enough, so that they can be neglected.
Comments:

e In [66, Figure 1] it is shown which length and time scales
correspond to which models in the case of atmospheric
flows. Roughly speaking, a formal matching of characteristic
scales induces a hierarchy of models, where if possible it
is good to cross-check final analysis results regarding their
validity at the next lower or higher scale.

e The reduction in this section is a formal approach based
on asymptotic expansions. Although these expansions can
sometimes be made rigorous, it is often difficult to prove
that solutions of the reduced equations relate to solutions
of the original equations. Moreover, at least for atmospheric
flows there is not complete consensus that there is a natural
scale separation. We refer to [66, Section 1.4] where this is
briefly discussed. This is quite a natural point of discussion
as it is still a mathematically unsolved problem, how far one
has to track small-scale energy cascades to large scales in
geophysical fluid dynamics.

Using characteristic scales can be an intuitive and straightfor-
ward approach for a model reduction, provided that one has the
knowledge of the existence of such characteristic scales. How-
ever, there are oftentimes no direct estimates for approximation
errors, so that it can be unclear whether there is a rigorous con-
nection between the original and the reduced models. Invariant
manifold reductions, which we are going to discuss next, are
among the techniques for which this connection can indeed be
described rigorously.

4. Invariant manifolds

Invariant manifolds are a key element in the toolbox of dy-
namical systems theory. Yet, although different approaches have
been used successfully and rigorously in several applications, cli-
mate dynamics poses additional intricate problems. This pertains
crucially to the level of detail of a reduction that one aims for. If
one is just interested in the behaviour near a single equilibrium
point, stable/unstable and centre manifold theory applies to a
wide variety of differential equations. Centre manifolds [67] are
particularly useful as they isolate the slowest/neutral modes and
provide an efficient dimension reduction. At the next level of
detail, one can ask for larger invariant manifolds, which contain
non-trivial slow dynamics. This brings us to the realm of slow
manifolds [65,68,69], which are still generically local and focus
on finite time dynamics. Of course, one could even be more
ambitious and aim for a global reduction to a single effective
low-dimensional dynamical system, where manifolds are usu-
ally inertial manifolds [61,70,71]. Here we present these three
viewpoints in reverse order, going from the most global view of
inertial manifold, to the intermediate and flexible compromise
of slow manifolds, and finally we end describing classical local
centre manifold theory near a non-hyperbolic equilibrium.

4.1. Inertial manifold reduction

The concept of an inertial manifold aims for a global reduction
of a differential equation to a simple, hopefully low-dimensional,
set of ordinary differential equations. The most classical setup for
inertial manifolds occurs in the context of dissipative evolution
equations of the form

oru + Au = f(u), u(0) = uo. (4.1)
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In this scenario, A:H D D(A) — H is usually assumed to be
a self-adjoint operator with compact inverse on a Hilbert space
H and with domain D(A). Moreover, f: H — H is a Lipschitz
continuous nonlinearity. Technically, one may allow Lipschitz
continuous functions f: H — D(A?) for B > —1, see for example
[72, Section 2.5], and this case is also important if the nonlinearity
involves derivatives of u. But for the sake of simplicity, we refrain
from giving a definition of D(A?) and work with the simpler
case f:H — H instead. The dissipativity of (4.1) is understood
in the sense that there are positive constants C,a > 0 and a
nondecreasing function N: [0, o0) — [0, o0) such that solutions
of (4.1) satisfy the estimate

lu(t)ln < N(lluolln)e " +C (t > 0).
An inertial manifold M is a smooth manifold in H such that

(i) M is finite-dimensional,
(ii) M is invariant, i.e., it holds that T(t)mM C M, where
(T(t)):>0 denotes the semiflow generated by (4.1).
(iii) M possesses the exponential tracking property, i.e., there
are constants C, « > 0 such that for all uy € H there exists
a vg € M such that the corresponding solutions u and v
satisfy

lu(t) — v(®)lln < Ce™*|lup — volly (¢ > 0).

Idea: The invariance ensures that an inertial manifold is closed
under the dynamics and that the semiflow generated by (4.1) can
also be considered just on the inertial manifold instead of the
whole underlying space as a phase space. Due to the exponential
tracking property, one does not lose any long-term information
about the dynamics of (4.1) by this restriction. Nonetheless, since
an inertial manifold is finite-dimensional, the restriction of the
dynamics to it is expected to yield a much simpler dynamical
system than the one corresponding to (4.1).

Outline of the Reduction Procedure: Generally, inertial man-
ifolds are known to exist if A satisfies a certain spectral gap
condition in relation to f, see for example [72, Theorem 2.1]. More
precisely, one usually assumes that the spectrum of A consists
of a non-decreasing sequence of positive eigenvalues (Ay)ken C
(0, 00). Let (ex)ken be the corresponding sequence of orthonormal
eigenvectors and let Ly be the Lipschitz constant of f. If there is
an N € N such that

)"N+1 — )“N > 2Lf, (42)

then there is an N-dimensional inertial manifold M given as a
graph of a Lipschitz-continuous mapping h: Hy — H_, i.e,,

M= {uy +h(us):uy € Hy}.

Here, H, := span{ej, ..., ey} and H_ is the space generated by
the orthonormal system (ey)ken k-n- Let pry, :H — Hy be the
canonical projection onto H_. Similar to the procedure for slow
manifolds, one may then reduce (4.1) to

Oty + Auy = pry, f(uy + h(uy)),

The dynamics of this system are now only finite-dimensional.
Example: After the concept of an inertial manifold was in-
troduced, there were attempts to prove the existence of in-
ertial manifolds for 2-dimensional Navier-Stokes equations in
different geometries, see for example [73,74]. However, there
is a gap in the proof in these early attempts so that the ex-
istence of inertial manifolds for the Navier-Stokes equations is
still an open problem. We refer to [75] in which the techniques
from [73,74] are discussed. Since proving the existence of an
inertial manifold for Navier-Stokes equations is a difficult prob-
lem even in the 2-dimensional case, inertial manifolds for sev-
eral regularizations have been considered in recent years, such

u=u; + h(uy).
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as Leray w-models [76-78], hyperviscous Navier-Stokes equa-
tions [79,80],[71, Chapter 1X.4.3] or combinations of both [81].
Let us give more details on the hyperviscous case. The underlying
equation on the torus is given by

du+v(—MAu+@u-Vu+Vp=g,
divu =0,

where u and p are the unknown functions, v is a given parameter,
g a given forcing and up a given initial value. The parameter [
equals 1 for the classical Navier-Stokes equation and is taken
larger than 1 in the hyperviscous case. The existence of inertial
manifolds however has only been shown for an even smaller set
of exponents. But let us first bring (4.3) into the abstract form
(4.1). One may hide the incompressibility condition divu = 0 as
well as the pressure p by projecting the equation to divergence
free vector fields using the Helmholtz projection

P:Ly(T"; R") — L3(T™; R"),

t,x) e Ry x T,
(t,x) e Ry (4.3)
Ul—o = Uo,

where LS (T"; R") denotes the subspace of L,(T"; R") consisting of
the divergence free vector fields. Applying this projection to (4.3)
yields

du + v(—A)Yu+ P(u- Vu = Pg, (4.4)

Here, we used that u is divergence free and that P(—A)u =
(—A)Pu = (—A)u. If we now choose

H=L5(T% R"), DA):={ueH:(—AVueH),
A:HDDA)— H, ur (—A)u,
f(u)=—P(u-V)u+Pg,

then (4.4) almost is of the form (4.1). The only additional step
is that one has to carry out a cutoff procedure for f to become
Lipschitz continuous. After such a cutoff procedure, one can verify
the existence of an inertial manifold for (4.4) if [ > % using a
spectral gap condition. Indeed, the eigenvalues of (—A)' are of the
form (|k|§)’ (k € Z™) and therefore, every eigenvalue will be of the
form m' for a natural number m € Ny. Moreover, each of these
eigenvalues has finite multiplicity so that for every m € Ny there

isan N € N such that Ay;1—Ay = (m+1)'—m! > Im'~'. Using the

(t,x) e Ry x T".

spectral gap condition we can obtain A,lv/fll + )\;/21 <2(m+ 1)/?
and so
A — A 3
—iE g Am 2
Ayt tAy

as m — oo or equivalently N — oo if | > 3/2. This shows
that there is an N € N depending on the spatial dimension, such
that there is an inertial manifold for the hyperviscous Navier-
Stokes equation with | > 3/2 which is given as a graph over
the first N eigenfunction of (—A)' in L3(T"; R™). At least for n €
{2, 3} the existence of an inertial manifold has also been verified
in the critical case I = 3/2, see [80,81]. Therein a technique
called spatial averaging was used instead of the spectral gap
approach. We note that the hyperviscous Navier-Stokes example
is primarily of mathematical interest. Furthermore, it turns out
that in many applications it is not known yet, how to get good
bounds on the dimension of the reduced system.
Comments:

e To the best of our knowledge, the concept of an inertial
manifold was first explicitly introduced in [82]. However,
it is mentioned in the introduction of [82] that related
ideas have already been used before, see for example
[83-85, Chapters 6,9].

e In practice, nonlinearities are oftentimes not globally Lip-
schitz continuous but only locally. However, the asserted
dissipativity of the system allows one to use cut-off tech-
niques to circumvent this issue without changing the global
long-term dynamics.
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e The main advantage of an inertial manifold reduction is that,
if inertial manifolds exist, they yield a global reduction of an
infinite-dimensional to a finite-dimensional system without
losing any asymptotic information of the dynamics. How-
ever, the downside is that their existence can only be shown
under very restrictive conditions and for many important
examples such as Navier-Stokes equations, their existence
is still an open problem. Therefore, the number of scenarios
in which an inertial manifold reduction can be rigorously
applied at the moment in practice is rather limited.

The main idea behind an inertial manifold reduction is that
the dissipativity of a system should in some sense eventually lead
to finite-dimensional dynamics. The next reduction method we
are going to discuss uses different timescales instead of the dis-
sipativity of the underlying equation. For so-called slow manifold
reduction, on usually has a system of a fast and a slow variable
and one aims to reduce the dynamics to the ones of the slow
variable only. Let us now describe this idea in more detail.

4.2. Slow manifold reduction

Slow manifold reductions are used in systems with multiple
time scales. In their standard form such systems are given by

gdu® = Au® + f(u®, v°),

45
o;v° = Bv® + g(uf, v°). (4.5)

Here, 0 < ¢ « 1 is a small parameter indicating the presence
of different time scales, A, B are linear operators, f, g are given
Lipschitz continuous functions and u®, v® are the unknown func-
tions. Suppose that u® takes values in the Banach space X and
v® takes values in the Banach space Y. If (4.5) is an ordinary
differential equation, then the framework to reduce its dynamics
is provided by classical Fenichel-Tikhonov theory [68,86], which
turned out to be of great importance in multiple time scale
dynamics. For partial differential equations however, the theory
is much less complete. A first step as taken in [87], where suitably
regular/bounded perturbations were covered; see [88, Sec. 3] for
a technical discussion of the systems where the methods apply.
Furthermore, in more general cases, slow manifolds have been
constructed for a limited number of concrete examples over the
years. The next step to towards a rigorous justification of quite
general slow manifold reductions for abstract partial differential
equations of the form (4.5) was taken in [88,89].

Idea: Under appropriate conditions, and for sufficiently small
& the fast variable u® rapidly approaches a state in which its dy-
namics are only determined by the slow variable. More precisely,
it gets attracted by a slow manifold S., a subset of the phase
space which is given as a graph over the slow variable space and
on which the dynamics of the full system evolve on the slow
time scale. The fact that trajectories are attracted by the slow
manifold is taken as a justification that one only has to consider
the flow on the slow manifold. And since the slow manifold is
given as a graph, one can reduce the system to a self-contained,
potentially lower-dimensional equation which only depends on
the slow variable.

Outline of a Reduction Procedure: The following procedure
is more general than the above in that it allows v to have multi-
scale dynamics. However, it only works under certain conditions
[88,89]. Below, we will elaborate further, but for the moment we
just assume that we can carry out the following steps and that all
the objects we use do exist.

One starts with a fast-slow system of the form (4.5) under the
assumption that the slow system itself can have a timescale sepa-
ration ¢ > 0. One splits the slow variable space Y = YF{ ® Yé into
a B-invariant part YFZ which decays quickly under the semiflow
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(e'®);=o generated by the linear part B in the slow equation, and a
B-invariant part Yf on which the operators ()¢ are invertible
and their inverses (e~);»o on YSC do not grow quickly. Which
rates of decay or growth are considered as ‘quick’ is controlled
by a parameter ¢. If ¢ gets smaller, then YF{ gets smaller and
YS( gets larger. Now, if £, > 0 are small enough and satisfy
& < c¢ for a certain ¢ € (0, 1), then there is a mapping h®* =
(h*, hf’f): Y¢ — X x Y¢ with the following properties:
F

(i) The so-called slow manifold S, ; = {(hj’(’((v), hi‘f(v) +v):
F

v E Yf N D(B)} is invariant under the semiflow generated
by (4.5). Here, D(B) denotes the domain of B.

(ii) The slow manifold S, , attracts all solutions of (4.5) expo-
nentially quickly.

(iii) The slow manifold is close to the critical manifold Sg
{(x,y) : Ax + f(x,y) = 0}, where (x, y) is taken such that
Ax + f(x, y) is well-defined.

(iv) The solutions of (4.5) on the slow manifold are close to
solutions of

0 = Au®? + f(u®¢, v,

_ 0,
0= erFg v,

(4.6)
9v”¢ = Bv>® + pr . gu®*, v%%).
N

Here, pr,e:Y — Y7 and pre:Y — Yi denote the
F S
canonical projections according to the splitting Y = Y,f EBYS{

The properties (i) and (ii) can be taken as a justification that if ¢
and ¢ are sufficiently small then one may reduce (4.5) to

() = g (vg (1)),
vp (0 = h (us (1),

0rug* (€) = Bug” (t) + prye g(h* (v (6)), he (v5 (D) + w5 “(£)).
F

The dynamical part of this system is only determined by the last
equation and depends only on the “super-slow” part of the slow
variable. It may even be finite-dimensional in many cases, even
if both X and Y are infinite-dimensional. The other components
are then uniquely determined by vg’{(t). Moreover, the properties
(ii) and (iv) give us information about the location of the slow
manifold and the flow on it, even if it is difficult to construct it
explicitly in certain scenarios.

The proximity of the slow manifold to the critical manifold
also motivates a simpler reduction of (4.5), namely the one to the
slow subsystem given by

0 = Au® + f(u®, v°),

4.7
3:v% = Bu® + g(u®, v9). (47)

This reduction is less accurate in the sense that the flow gener-
ated by (4.7) is not contained in the original one generated by
(4.5). However, the slow subsystem is still a reasonable approx-
imation of (4.5), since solutions (4.5) and (4.7) with the same
initial condition vg for the slow variable equation approach each
other as ¢ > 0 on any compact time interval not containing 0. We
refer to [88, Section 4.5] for a more precise formulation of this
statement. In addition, this reduction has more advantages. Most
importantly, it does not need the existence of the above splitting
Y = Y,f [a) Yf of the slow variable space, which is a rather restric-
tive assumption. The reduction to the slow subsystem is therefore
applicable in many more situations, even if slow manifolds do not
exist.

Example: A well-known example of a slow manifold reduction
(where we do not need to consider a splitting of v) is the one for
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the different variants of the Stommel model. Here, we take the
Stommel-Cessi model given by the fast-slow system

et = —(u— 1) — eu[1 4 7.5u — v)?],
0= p—v[1+7.5u—v),

see [90,91] and [92, (6.2.27)]. Here, u denotes the temperature
difference and v the salinity difference between a higher and a
lower latitude box in the North Atlantic. The parameter u is pro-
portional to the freshwater flux and can mathematically be seen
as a bifurcation parameter for the dynamics of the thermohaline
circulation in the North Atlantic. By Fenichel theory, there is a
slow manifold which is a perturbation of order ¢ of the critical
manifold given by the constant function h°(v) = 1. One may thus
approximate (4.8) by

b= —v[14+7.51—v)].

(4.8)

(4.9)

After this reduction, the bifurcation analysis of this equation
boils down to studying the roots of the third order polynomial
on the right-hand side. One can verify that it undergoes two
saddle-node bifurcations at

LY PP \/5
He=79 5)

If w < pu_ or u > ., there is only one stable equilibrium which
corresponds to a low salinity difference or high salinity difference,
respectively. If u € (u_, n4), then there are two stable states the
system may be in.

A similar reduction can be carried out in certain situations if
we add a spatial component. For example, the system

edru(t, x) = ogeu(t, x) — (u(t, x) — 1) — eu(t, x)
x [14 7.5(u(t, x) — v(t, x))*],
dev(t, x) = dyv(t, X)u — v(t, X)[1+ 7.5(u(t, x) — v(t, x))*],
(4.10)
on the 1-dimensional torus, i.e., with x € T and periodic boundary
conditions, can be approximated by the equation

Bev(t, X) = dgu(t, ) —v(t, X)[1+7.5(1—v(t, x))*], u(t,x)=1.

(4.11)

One may even reduce this equation further to a system of ordi-
nary differential equations by truncating to a finite set of Fourier
modes. We refer to [88, Section 6.1] for more details on the
reduction.

Comments:

e Let us now elaborate a bit more on the necessary assump-
tions: If (4.5) is an ordinary differential equation, then it
is comparably easy to put into an abstract framework. The
functions f and g are naturally given by the application and
acton X xY = R™ xR" as a phase space, i.e., u® takes values
in X = R™ and v® takes values in Y = R" for some n,m €
N. If the nonlinearities are smooth enough, then the only
condition one needs for the reduction procedure is that the
linearization of u — Au + f(u, v) does not have eigenvalues
on the imaginary axis for every v € R". The splitting of
the slow variable space is trivial for ordinary differential
equations: One can just take Y,f = {0} and Yf = R". The
slow manifolds S, , will then be independent of ¢ so that
they only depend on ¢ as in classical Fenichel theory.

e However, if (4.5) is a partial differential equation, it requires
more effort to put it into an abstract form which allows
one to treat it using the setting of [88]. The main reason
is that in infinite dimensions, one has many more possible
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choices of phase spaces and corresponding topologies. The
assumptions for the theory in [88] might not be satisfied in
some natural looking choice of phase spaces while they may
be satisfied in other phase spaces. Moreover, the functions f
and g will usually not act on the whole phase space but only
on a certain subset. If for example X = C*(R) is the space of
«-Holder continuous functions on R with some « € (0, 1)
and f(u®, v®) = Au®, then one formally needs that u® is
twice differentiable and that its derivatives are «-Hoélder
continuous. One is therefore forced to work with different
spaces and different topologies. Aside from the technicalities
concerning different topologies and spaces, there are two
important conditions one has to verify. Firstly, the semi-
group generated by A should have a negative growth bound
and the Lipschitz constant of f should be small enough
so that solution of the fast equation would decay without
the forcing from the slow variable. Secondly, one has to
find a splitting Y = Y¢ @ Y¢ as mentioned above. The
space Y,f contains the parts which decay quickly under the
Co-semigroup (e'),~o generated by B. On Yf the operators
(€)= are invertible with inverses (e~8),» these inverses
do not grow too quickly as t — oo. Moreover, the rates
of decay and growth of (e®);~ and (e~*).»q, respectively,
have to be separated well enough so that it persists even
if the nonlinearity g is taken into account. The separation
should even become stronger as ¢ gets smaller for conver-
gence results to hold true. Often this means that B has to
have spectral gaps which get arbitrarily large as one moves
towards the left in the complex plane. Unfortunately, this
assumption is very restrictive. For example, if B = A is the
Laplacian on the n-dimensional torus T", then the distance
between the eigenvalues does not get arbitrarily large unless
ne{1,2}.

Nonlinearities in many applications are actually not Lips-
chitz continuous, but only locally Lipschitz-continuous.
Nonetheless, they can be made Lipschitz continuous by a
standard cut-off procedure. In such cases however, the slow
manifolds also only have a local meaning instead of a global
one.

A slow manifold reduction allows one to remove the fast
variable u® from the dynamics. Moreover, this method does
not only reduce the dimension of the dynamics, but also pro-
vides a nice geometric interpretation of the reduction, since
the reduced system is contained in an attracting invariant
manifold of the original system. However, the assumptions
of a slow manifold reduction are not directly satisfied at
bifurcation points of the fast variable. Thus, many interest-
ing pattern forming problems are not accessible through a
slow manifold reduction alone and instead, one has to use
additional desingularization techniques such as the blow-up
method, see for example [93-95].

Difficulties also arise if the equation for the slow variable
is given by a partial differential equations. In this case, the
conditions under which a slow manifold reduction can be
rigorously justified are as restrictive as the ones for an iner-
tial manifold reduction. However, one may still approximate
trajectories of the fast-slow system by the ones of the slow
subsystem under less restrictive assumptions also in the
infinite-dimensional case, see [88].

Additional difficulties can arise if the domains become ex-
tremely large so that their scaling decreases the spectral gap.
This is a core theme in the area of amplitude/modulation
equations [96]. Recently, efforts have begun to extend geo-
metric singular perturbation theory also to PDEs formulated
on unbounded domains [97].



F. Hummel, P. Ashwin and C. Kuehn

While inertial and slow manifold reductions aim to describe
the dynamics of a system in a larger part of the phase space, we
are now going to discuss a reduction method which only aims to
reduce the dynamics around a non-hyperbolic equilibrium: the
so-called centre manifold reduction.

4.3. Centre manifold reduction

Another important classical reduction method using invariant
manifolds is the centre manifold reduction. It is used to simplify
the dynamics of a system of the form

x=f(x)

locally around a non-hyperbolic fixed point xo € X with X being
a Banach space. A common extension is to consider parametrized
bifurcation problems of the form

x=f(x, 1)

(4.12)

(4.13)

with A a finite dimensional parameter set [98].

Idea: A centre manifold consists of those trajectories around
a fixed point, which are neither attracted nor repelled by it at
an exponential rate. Roughly speaking, the long-term behaviour
of the former trajectories shrinks down to the equilibrium point
itself, while the latter ones are pushed away from the fixed
point so that they are not important for the local dynamics. The
trajectories on the centre manifold in turn persist and stay close
to the fixed point. It is therefore sufficient to restrict the system
to the centre manifold in order to describe its effective dynamics
around the fixed point.

Outline of the Reduction Procedure: Assume that f is smooth
enough. As already mentioned above, centre manifolds are con-
structed around a non-hyperbolic steady state, i.e., around an xy €
X such that f(xg) = 0 and that the spectrum of the linearization
Df (xo) splits into three parts

o(Df(x9)) =0® Uo® U?®
with o, # @, where

o’ = {\ € o(Df(x0)) : Re A < 0},
0 :={A € o(Df(xp)) : ReA =0}, and
o' = {\ € o(Df(x0)) : Re A > 0}

denote the stable, neutral (centre), and unstable part of the spec-
trum, respectively. In infinite dimensions one has to impose addi-
tional conditions which partly depend on the desired properties
of the centre manifold. One possibility, which is carried out
in [99], is to assume that:

(i) The linearization Df(xo)
(T(E))ez0 € BX).

(ii) The three parts of the spectrum o*, o¢ and o" are closed
and open, and there are corresponding spectral projections
pry: X — X5, pr.: X — X¢ and pr,: X — X°, respectively.

(iii) dimX¢ < oo, dimX" < oc.

(iv) There are constants M, c > 0 such that || T(t)|xs|lgxs) <
Me~* holds for all t > 0.

generates a Cp-semigroup

Variations on these assumptions are for example discussed in
[100]. A more general approach is to assume there is a spectral
gap parameter p > 1 and an « > 0 such that

o’ = {A € o(Df(x)) : Re A < —pa},

o :={r €o(Df(x0)): |ReA| <}, and

o' :={A € o(Df(x0)) : Re A > pa}

and this is outlined for example in papers leading up to [101].
Note that one can generalize the setting so that it is not necessary
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to assume that the centre space X¢ is finite-dimensional, as the
conservative case in [99] shows.

One locally constructs a centre manifold C as the graph of a
mapping h: {x} + U — X* @ X" over the centre subspace, i.e.,

C=1{h(xo+x)+xy+x°:xe U},

where U C X¢ is a certain neighbourhood of 0 in X¢. This
is usually done by one of the standard approaches such as a
Lyapunov-Perron or a graph transform argument. Similar to the
slow and inertial manifold reductions, one can now reduce (4.12)
to a dynamical system in U C X¢, more precisely to

x° = pr, f(x° + h(x)),

with initial conditions in {xo} + U.

Example: A slow manifold reduction can be seen as a specific
case of a centre manifold reduction. To this end, we rescale time
by T = et so that (4.5) turns into

du" = Au® + f(u", v°),

x = x° + h(x°)

9:v° = eBv® + eg(u®, v°). (4.14)
Now one adds the new equation

d.e =0

to the system. This yields the new system

o.u® = Au® + f(u®, v®),

0, v° = eBv® + eg(u®, v°), (4.15)

0, =0
Setting ¢ = 0 leads to the fast subsystem
0. u® = Au® + f(u®, v®),
0, v° = 0.
Let now (u,v) € Sp be a point on the critical manifold Sy of
(4.14). Then there is an equilibrium of (4.15) of the form (u, v, 0)

where Aug + f(ug, vo) = 0. The linearization of this at ¢ = 0 has
block-matrix of the form

A+f2 f2 0
0 0 B%+g
0 0 0

,~.
Il

and so if A + fu0 has no spectrum on the imaginary axis, then
(u, v,0) is a non-hyperbolic equilibrium point of (4.15) with
centre subspace {0} x Y x R. Hence one can use centre manifold
theory to obtain a neighbourhood U C Y x R of (v,0) and a
centre manifold S of (4.14) containing (u, v, 0) which is given as
a graph over U. For a fixed ¢ > 0O, the set S, .= SN {(u,v,¢) €
X x Y x R} now defines a slow manifold. Therefore, one could
again take the Stommel model (4.8) as an example for a centre
manifold reduction, where the slow manifold is the perturbation
of the critical manifold that consists of steady states for the fast
subsystem.
Comments:

e One of the advantages of centre manifold theory is
that is it well-developed and widely used, also in the
infinite-dimensional or stochastic setting. We refer to
[67,100,102-105].

e Compared to an inertial manifold reduction, a centre man-
ifold reduction usually has the drawback that it is not a
global but only a local reduction method. Hence, the reduc-
tion is only valid in a certain part of the phase space.

The main benefits of invariant manifold reductions are that
they can be rigorously described with explicit estimates for the
approximation error, and that they give a nice geometric inter-
pretation of the reduction. However, the reduction is not always
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rigorously provable, especially in systems with strong oscillations.
In such cases, one can try to use other classical reduction tech-
niques called averaging and homogenization, which we are going
to discuss in the next section.

5. Averaging and homogenization

Averaging and Homogenization are important and similar
methods of reducing systems with strong oscillations to av-
eraged/homogenized systems without these oscillations. Both
methods are particularly useful for the derivation of stochastic
climate models, as they can in certain situations characterize
in which sense solutions of (1.2) are approximated by solu-
tions of an equation with random forcing. In other words, the
intuitive idea that small-scale nonlinear self-interactions can ef-
fectively be replaced by a random forcing can be made rigorous.
There are many works treating the mathematical ideas behind
this theory, see for example [106-110]. Other works such as
[16,111-113] explain them with their importance for climate
models in mind. Explicit applications to climate models are
mainly given by Majda and co-authors, see for example [9,15,114]
and references therein.

We are not aware of a coherent abstract framework that
includes both, or a classification of the problems which can be
treated by the methods as well as a general reduction procedure
which applies to all relevant examples. In fact, the literature is not
even consistent about the classification of concrete examples: the
reduction of a parabolic partial differential equation with small
diffusion and strongly varying coefficients for the advection terms
such as the one in [110, Section 14, Section 21] is referred to
as averaging by some authors and as homogenization by others.
Sometimes, both names seem even to be used interchangeably,
see for example [115,116]. The reason is that there are different
conceptions of what averaging and homogenization should mean.

One possible definition is given in [110, Section 1.3]. Therein,
the authors write that averaging and homogenization can be
applied to perturbations of equations of the form

LSué‘ :f
or
ou® = Lfu®

where the linear operator L° has the form

=L+ (5.1)
or
LF=e2Lg+e 'Ly + L. (5.2)

Usually, it is assumed that Ly has a non-trivial null space and it
is argued that the interesting behaviour takes place on this null
space. The techniques treating problems with (5.1) are referred to
as averaging, while those treating problems with (5.2) are called
homogenization.

Another possibility to distinguish averaging and homogeniza-
tion is to distinguish between temporal and spatial oscillations. In
this case, averaging is usually referred to techniques which sim-
plify temporal effects, while homogenization is used to simplify
spatial effects. This distinction was for example made in [106],
even though it was not explicitly stated as a definition. One
should note that this is not consistent with the definition above
from [110, Section 1.3]. For this work, it is not our aim to decide
what the best characterizations of averaging and homogenization
should be. Instead, we just formulate the idea for both methods
at once and afterwards, we describe the two reduction methods
in scenarios in which the classification is widely accepted.
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Idea: In systems with different spatial or temporal scales it is
not essential to study the details of the behaviour of the system
on finer scales. Instead, only the average or homogeneous part of
the high-resolution/fast effects is important for the macroscopic
behaviour. In order to make this precise, one has to derive an
averaged or homogenized version of the system and to show that
solutions of the original and the averaged or homogenized system
are close to each other in a suitable sense.

5.1. Averaging

One of the standard situations in which averaging is applied
is similar to the one in which a slow manifold reduction is used,
but with different conditions. Consider the fast-slow system of
stochastic differential equations

edu® = f(u, v°)dt + Jeoy(u, v°) dWy(t),
dv® = g(u®, v®)dt + o (u®, v¥) dWhH(t),
u®(0) = up, v°(0) = vp.

Here, W, is a k-dimensional and W, an [-dimensional Brownian
motion which are independent and the nonlinearities f: R™ x
R" - R™ g:R" x R" - R" 01:R™ x R" — R™¥ and
0y:R™ x R" — R"™! are assumed to be Lipschitz continuous. The
aim is to reduce (5.3) to an equation of the form

do(t) = gv(t)) dt + o (v(t))dWs(t),  v(0) = vo,

where g and & are certain averaged versions of g and o, and
W3 is a Brownian motion to be determined by the reduction.
The solution v of (5.4) is supposed to approximate v®. Formally,
the equations look similar to the ones which are suitable for
a slow manifold reduction. The main difference concerning the
assumptions compared to the setting for the slow manifold re-
duction is not only the stochastic forcing we allow. Also in the
deterministic setting the assumptions are less restrictive: While
slow manifold reductions are carried out for systems in which
the fast subsystem is normally hyperbolic in a suitable sense,
averaging treats the case in which the fast variable is assumed
to be sufficiently mixing.

Outline of the Reduction Procedure: One starts with the
fast-slow system (5.3). There are many slight variants for the
main assumption and the precise approximation results, see for
example [117, Chapter IL.3], [110, Chapters 11,12, 17 and 18] or
[106, Chapter 5]. Here, we briefly summarize the approach from
[117, Chapter IL.3]. Apart from smoothness and growth
assumptions on the nonlinearities f, g, o7 and o, as well as
boundedness assumptions on the fast variable u® (we refer to
[117, Chapter I1.3, Theorem 12] for the precise conditions), it is
crucial that (5.3) satisfies the following ergodicity condition: For
each fixed vy € R" we consider the equation

du(t) = f(u(t), vo) dt + o1 (u(t), vo) dW;(t),

We assume that for all vy € R" this equation has a solution 1, ,,
and an invariant ergodic distribution pu,, such that for all r > 0
and all ¢ € C(R™) the uniform ergodicity condition

(5.3)

(5.4)

u(0) = up.

=0

1 T
f Ot ug (1) d — f 0(2) dptag(2)
0

lim sup E
T=00 jyq |, |vg|<r

T

is satisfied. In this case, one may define
[ st vduw
Rn

and o(v) € R™" such that

g(v)

/ o2t V)0, )T dpeo(u)
Rm
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Moreover, the process v® from (5.3) converges in distribution as
& — 0 to a process v which is defined as the solution of

dv(t) = g(u(t)) dt + F(u(t)) dWi(t), v(0) = vo.

In cases where the averaged system (5.4) is not structurally stable
there will be higher order corrections; see for example [118].

Example: Similar techniques have already been applied to cli-
mate models. Let us continue with the example from Section 2.1
that we took from [9] where the equations of a barotropic flow
on a beta plane with topography and mean flow given by

oq L aq oy
0=—+Viy .Vg+U— -
ar+ Y- Vg+ 8x+ﬂ3x’
q= Ay +h, (5.5)

dU_][haw
dt ax

have been reduced in several steps. Here, q(x, y, t) denotes the
small-scale potential vorticity, U(t) the mean flow, ¥/(x, y, t) the
small-scale stream function, h(x, y) models the topography and
B the variation of the Coriolis parameter. A couple of reduction
procedures that resemble the averaging method presented here
are carried out in [9]. Let us briefly look at one of the examples,
namely the one considered in [9, Section 7.4]. After a truncation
to finitely many Fourier modes as in Section 2.1 the mean flow U
is declared as the only climate variable and all other variables are
treated as unresolved variables. The nonlinear self-interactions of
the unresolved variables are replaced by a stochastic forcing with
drift and since one is looking for real-valued solutions, one may
impose wy = w*,, (k € 7?), for any of the Fourier coefficients
coming from (5.5). This way, the equations

2 kel
du == dt,
> B m( Ik] “’")
k=(kx,ky)eo
ik i kyfB
= Udt — — (kU — —)e, dt
W= k] (ke |1<|2) k

1 fo]
~ 7w~ Wde + ;" dWi(t) (k= (ke ky) € T)
(5.6)

are derived. Here, ﬁ,t denotes the complex conjugate of the kth
Fourier coefficients of h. 4, ok, wy, € are real parameters coming
from the replacement of the nonlinear self-interactions by the
stochastic forcing. The parameter y, measures the strength of
the drift to the mean wy, o, the strength of the noise and &
denotes the scale separation parameter. Moreover, the W(t) are
independent Brownian motions and & is a subset of {k € Z? :
[k|> < N} (N e N) that contains exactly one of the terms k
and —k (k € o). Except for the O(¢~!)-terms in the equations
for the unresolved variables wy, (5.6) already has the form (5.7).
And indeed, as was shown in [9, Theorem 7.9] this system can be
reduced to

dU = —y,(U — U)dt + o, dW(t),

where

2y Klh (e — kPw) o _ 28 5~ Kl

u— n - A~
ke |k|2yk2hk Yu ke k|2 yichy
A 1/2
k2o 2| hy|?
oy =2 (Z % )
ke Yk
Comments:

e Averaging techniques have been further developed in the
past few decades and can also be applied to certain classes of
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stochastic partial differential equations. We refer the reader
to [106, Section 5.2], where stochastic partial differential
equations of the form

(e
8{”8 = %Aue + %f(ug, UE) + 7lgatW1,

0:v° = Av® + g(u’, v°) + 020:W,

are studied. Here f, g satisfy certain Lipschitz conditions
and W, W, are two independent trace class Brownian mo-
tions in Ly(©). Similar problems have also been treated in
[119,120].

e Eq. (5.3) can also be seen as a special case of

du® 1 1 dW,(t
T ;Zf(ug’vs)‘i‘gal(ug,vg) d]t( ),
(5.7)
dv® 1 dW,(t
= —g1(u®, v°) + g, v°) + ox(u’, v°) 2 ),
dt & dt

with g; = 0. Solutions of this can be approximated by a
reduced system v* — v in many cases® — for example
[110, Chapter 11] outline a method that works if the ala]T
is uniformly positive definite, if «, has a density and if the
centring condition fg1(u, v)du,(u) = 0 holds for all v. In
such a case, (5.7) can also be reduced to an equation of the
form

du(t) = g(v(t))dt + o (v(t)) dWi(t),
but this time with

g) = /gz(u, v) + (Vo ®(u, v))gi(u, v)du,(u)

and o(v) given by the relation
T = [ [t vdoa, o) + g1, v) @ DLa v)+

[g1(u, v) ® ®(u, v)]" ] duy(u).
Here, @ is defined as the solution of

—(f, V)& — %tr(aleDi)q) = f1, /Q>(u, v)du,(u)=0

with D§ denoting the Hessian matrix and tr denoting the
trace of a matrix. Moreover, for two vectors x,y € R!
the tensor product x ® y is defined to be the matrix x ®
y € R¥'such that (x ® y)z = (y,z)x for all z € R\ In
[110, Chapter 18] the reduction is studied more rigorously,
but in a more specific setting. Note however, that the reduc-
tion of (5.7) is called homogenization instead of averaging
in [110].

e Related methods, which are often referred to as fast wave
averaging, have also been applied the geophysical flows.
These methods are based on techniques that were devel-
oped in [121,122] for singular limits of quasilinear hyper-
bolic systems. For example, the systems that are treated
in [122] are of the form

N
Ao(eUP)OU + Y A(U*, £)0, U+
i=1

Mo (5.8)
> =K+ DiU*, £) ) 8, U° = F(UF, &),
Jj=1 &

U*(0,x,y) = Uo(x,y)
where N,M € N, A takes values in the set of positive
definite matrices and A;, Kj, D; take values in the set of

2 We discuss convergence at the end of Section 5.2.
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symmetric matrices. Moreover, it is assumed that A;, Kj, D;
are continuous in ¢ uniformly over bounded U and that they
are C° in U uniformly in ¢ fors — 1 > sg := w The initial
value Uy is assumed to be an element of H¥(RN x T"). For the
reduced equation, we introduce the Cy-semigroup (S(7)):>0
generated by the system

M
dev + Y Kidyv = 0.
j=1
Moreover, we define the inner product

(U, V), (10,000, Ly (RN xTM))

// u(s, x, y)u(s, x, y)d(x, y) ds
RN xTM

Loo([0, 00), Ly(RN x T™)) as well as the orthogonal projection
P with respect to this inner product to the closed subspace
generated by expressions of the form S(z)g(x,y) for g €
H"Y(RN x T). With this notation at hand, we may define
the reduced equation given by

N
VO +P ( [BuA°(OV13:VO + ) AV, 03,V
i=1

< 5.9
+ ZDj(VO, 0)d,V° — F(V°,0) ): 0, (5.9)

Vo0, x, 7,y) = S(7)Uo(, y).

This is now a reduced equation in the following sense
(see [122, Theorem 2.3]): Let V° be the solution of (5.9) and

suppose that there is a T > 0 such that the mapping
VOt Vo(t, o t/E,y)

is an element of Lo.([0, T]; HS(RY x T)) for small ¢ > 0.
Then, there are g9, C > 0 such that for all ¢ € (0, &) and all
to € [0, T] the solution U¢ of (5.8) exists and it holds that
U = VOllcqo.ig 15— 1canscriyy < Clo-

This result can be improved under further assumptions: The
crucial assumption is that the operator that maps (z, x, y) —
S(7)Uo(x, y) to

-1

M
0+ Ky | (1-P) ( JuA°(0)V°d, VO+

N M
D AV, 003,V + Y " Di(V°, 0)3, V° — F(V°,0) >
i=1

j=1

T=t/e

for all t € [0,T] has to be bounded from HS(R* x TM)
to H"1"P(R" x TM) for some p € R. Now, if the other
assumptions are satisfied even for s — 1 > sg + max{0, p}
and if A;, D;, F are continuously differentiable in &, then it
even holds that

70
||U£ -V ”C([O.to],HS’l(R”X'JI‘M)) < Cf()S,

see [122, Corollary 2.4]. We refer to [ 122, Lemma 2.5] for an
analysis of these additional assumptions.

Already in [121,122], these techniques for singular limits of
hyperbolic systems have been used to derive rigorous re-
sults for incompressible limits of fluid equations. They have
been further refined in [123]. This version of fast wave av-
eraging has been used in the literature to study the limiting
behaviour for geophysical flows with different combinations
of low or finite Froude and Rossby numbers, see [124,125].
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5.2. Homogenization of spatially periodic structures

A standard homogenization problem which is introduced in
many textbooks is the one for elliptic partial differential equa-
tions of the form

— V. (AVU) =f (5.10)

on a domain © C R" with Dirichlet boundary conditions. Here,
A. = A(y/e) for some 1-periodic, R"*"-valued function A such
that (5.10) is uniformly elliptic. f: © — R is a given forcing
term. For small values of ¢ > 0, the coefficients coming from A,
have strong spatial oscillations. The aim is to reduce (5.10) to an
equation of similar type, but without the oscillating coefficients.
More precisely, the reduction allows one to derive a reduced
equation for ug, namely

n
- Z i jdy; anUO =f

ij=1

where the @;; are just scalars and where uy nonetheless is a good
approximation of u® in (5.10).

Outline of the Reduction Procedure: A popular approach is
to make the ansatz

u'(y) = uo(,y) + eus (¥, y) + fup (L, y) + - -
= up(x, y) + us(x, y) + e ux(x. y) + - - -

so that one obtains an asymptotic expansion in ¢ together with a
two-scale structure of the variables. Using this two-scale ansatz
one can rewrite

1 1
-V. (ASV) = L= 7L1 + *Lz +L3
& &

where
"9
Liw = — Z ?&ai’j(X)
a a
Lw = - w4+ —a;j(x)—w,
2w 11221 0X; aij(X aY; il )8xjw
Lyw = — Z a; j(x w,
ij=1 ayl j
with A(x) = (a;j(x))1<ij<n. Now one plugs the expansion for u®

into (5.10) and separates the different orders in ¢. This yields the
equations

0 = Lyuo,

0 = Liuy + Lauo,

f = Liuy + Lyuq + Lug.

One obtains that the solution of Ljuy = 0 only depends on y and

is constant in x. Introducing the 1-periodic solution x; of the cell
problem

n
d
_Zax

j=1

Lixi = a; j(x)

allows one to derive a reduced equation for ug, namely

n
— > Gijdydyuo = f

ij=1

(5.11)

with Dirichlet boundary conditions, where

Ei,j::f a,, E alk
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i.e. the @;; are just constants. Finally, one can show that u® — up
in the L,(O)-sense as ¢ — 0, so that one may reduce (5.10) to
(5.11).

Example: One can use homogenization to derive Darcy’s law,
which models the laminar flow of a fluid in porous media, from
Navier-Stokes type equations. There exist different variants of the
reduction procedure. We refer to [126] and references therein
for an overview of them. Here, we briefly describe the reduction
in [127]. Therein, the incompressible Navier-Stokes equation

ov® + (v° - VW + Vp® — nav® =f° in 2, x (0,T),
divv®* =0 in 2, x (0,T),
vW=nh on I x(0,T), (5.12)
¥ =0 onS, x (0, T),
v¥(x,0) = vg(x)  in 2,

is studied. Here, the periodicity comes from the special shape
of the domain 2, which is given as a smooth domain with
periodically distributed holes. More precisely, one starts with a
smooth domain £2 C R" with I := 0 and a second smooth
domain D C [0, 1]". Now, one defines the set T, .= {k € Z" :
ek + [0, e]" C 2} as well as

D= Jelk+ D), S :=0D., 2 :=82\D,
keTe

where D, denotes the closure of D,. The given data is assumed

to satisfy

h € C([0, T]; W(£2; R"),
divh =0,
ellvg Iy 2e:mny = O(1),
fFel((0;T) x £2:;RY),

for a certain f € L,((0; T) x £2.; R"). Note that h, which defines
the flux through the outer boundary I, is chosen such that

/Wuwmam=
r

where v denotes the unit outer normal on I" and S denotes the
surface measure.

For the reduction to Darcy’s law, the solutions of a suitable cell
problem play again an important role. This time, it takes the form

dh = C([0, T]; W¢($2; R"),

divvg =0 in £2,,

&f* > f ase — 0,

—Val+ AW+ =0 in[0,1]"\ D,
divw/ =0 in[0,1]"\ D, (5.13)
w =0 ondD,

with periodic boundary conditions on 9[0, 1]", where ¢ denotes
the jth canonical unit normal vector in R". From the unique
solution (w’, 779) (up to constants in 7 ) of (5.13) one can construct
the so-called permeability tensor K = (Kj x)1<j.k<n by means of

&*:/ (W) d.
[0,11M\ O

This permeability tensor now appears in the homogenized equa-
tion which is given by

divo =0 in Ly(£2 x (0, T)),

V== g(f —Vp) inLy(2 x (0,T)), (5.14)

in Ly((0, T); HY2(IM)).

Solutions (v¢, p?) of (5.12) are defined on £2,. However, the aim of
the homogenization procedure is to average out the effect of the
holes so that (5.14) and its solutions (v, p) should be defined on

v.v=h-v
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§2. Therefore, if one wants to compare the approximation (v, p)
to the solution of the original problem (v*, p®), one should either
restrict (v, p) to £2, or extend (v®, p°) in a suitable way to §2. The
latter approach, which has the advantage that the approximation
result can be formulated in terms of convergence in a fixed space
with a fixed topology, was chosen in [127]. While v® can just be
extended by 0, the adjoint of a certain restriction operator is used
to define the extension P of a time integrated version P¢ of the
pressure p®. We refer to [127, Section 3] for the details of the
construction. By [127, Theorem 4.1] the extensions v® and P* now
satisfy

v® — v weakly in L,((0, T) x £2; R"),
e29P* — p weakly in W, (0, T); L(2)),

where 1 < 8 <

[ f(x)dx = 0}.

Comments:

%5 and where L}(2) =

1 {f € Lﬁ(g) :

e An important concept for homogenization techniques is the
so-called two-scale convergence [110], as it is used in many
proofs related to homogenization. Let © C R" be a domain
and T" the n-dimensional torus. Then we say that a family
of functions (u®).c(0,1) C Lo(O) two-scale converges to U e
L,(O x T") if for all ¢ € L(O; C(T™)) it holds that

8( x—dx—// (%, V)p(x,y)dy dx.
’]I‘ﬂ

e Homogenization techniques also exist for parabolic partial
differential equations. They are usually applied to equations
of the form

lim

e—0

A ut(t, x) = é(b(g), VHuf(t, x) + DAuS(t, x) ((t,x) € Ry x R"),

u®(0,x) = up(x) (x € R"),

(5.15)

where D > 0 and b: R" — R" is smooth and 1-periodic
in all directions. Such equations are for example treated in
[110, Chapter 13 & Chapter 20].

e Another approach that does not involve passing to the
& = 0 limit is to embed the problem in a larger sys-
tem where all phase-shifts are considered; see for example
[128, Section 4].

Yet another important variant of homogenization in the con-
text of climate dynamics are techniques reducing fast chaotic
degrees of freedom to a lower-dimensional stochastic input, re-
sulting in a reduced model.

5.3. Stochastic modelling of deterministic systems via homogeniza-
tion

It is a common idea in climate dynamics that variability cor-
responding to chaotic parts of the dynamics which happen on
a fast time scale can effectively be approximated by stochastic
terms. This idea goes back to Hasselmann [8] and has since been
used in many climate models, with significant contributions from
Majda and co-workers [9,10,15]. From a mathematical perspec-
tive, not all the reductions from multi-scale ordinary differential
equations to stochastic differential equations are rigorously justi-
fied. Nonetheless, there are mathematical techniques which can
make the reductions rigorous. These techniques are usually also
called homogenization, but are different from the ones in Sec-
tion 5.2. The starting point of such homogenization techniques
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are fast-slow systems of ordinary differential equations of the
form

du® 1
T ng(US, V%) + fi(u®, v%),
dl]g 1 € & 1 £ £ & & (5.16)
T = )+ ) + &, ),
t & &

with nonlinearities fy, f1, g0, g1, g2 and u® representing slow vari-
ables forced by fast variables v®. The aim is to find reduced
equations that are stochastic differential equations of the form

dU(t) = Z(U()) dt + Z(U(t)) dW(t), (5.17)

with nonlinearities g and o, and a certain noise term W which is
a Brownian motion in many but not in all cases. It is important
to note that unlike in (5.7) the equations we start with are
deterministic, i.e, we do not assume that ojo] is uniformly
positive definite. Rigorous reduction results from (5.16) to (5.17)
are much more recent than the ones for (5.7). We refer to
[107,109,129,130].

Outline of the Reduction Procedure: As already mentioned
above, a system with multiple time scales of the form (5.16) is re-
duced to a stochastic differential equation of the form (5.17) with
different choices of g, @ and W, depending on the assumptions.
In fact, one may even have to use different kinds of stochastic
integrals.

This reduction is shown in a simpler setting in [109] starting
with

du® 1
T —fo(v®) + fi(u®, v*),

t e (5.18)
1, '
FTa ;go(v ),

for u € RY, with initial condition (u?(0), v4(0)) = (&, n), there is
an invariant measure p for the fast dynamics v® that is assumed
uniformly or nonuniformly hyperbolic with fast decay of correla-
tions and fy has zero mean with respect to w. It is then possible
to show [109, Theorem 1.1] that under reasonable regularity and
dynamical assumptions there is weak convergence of solutions
uw —, Ufort > 0as e — 0, where U satisfies an SDE on R?
given by

ut)=¢ +/ F(U(s))ds + v/ ZW(t)
0

where W is Brownian motion, ¥ a covariance matrix and F
is obtained by averaging f with respect to w. This relies on
assumptions on the fast dynamics that ensure there is a Weak
Invariance Principle (WIP) of the form

% /0 fow'(x))dr —, VEW(t)

in C°([0, T], RY) as n — oo as well as a large deviation assump-
tion on the fast dynamics.

This is generalized in [107,130] to cases that include not only
additive but more general (such as multiplicative) noise, where f;
depends not just on v® but also on u?, including cases (with slow
decay of correlations) where the limiting SDE is driven by a stable
Lévy process rather than a Wiener process. Interesting further
work in this direction includes [131] who use Edgeworth expan-
sions to find corrections to asymptotic homogenization results for
small e.

Comments:

e Although, since the work of Hasselmann [8], homogeniza-
tion has arguably been one of the most applied methods in
climate dynamics, it is also one of the methods that is most
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difficult to justify in a rigorous manner. Results so far tend to
assume a skew product structure, quite strong assumptions
on the forcing chaos and also a timescale separation close
to an asymptotic limit. All of these assumptions cannot
be verified except in some fairly limited settings, however
the utility of the stochastic modelling approach goes well
beyond what can be rigorously justified.

e The methods discussed in Section 4.2 as well as the meth-
ods discussed in this section do rely on scale separation.
Yet, there are interesting problems, where scale separation
breaks down. For example, in the context of time scales,
classical non-autonomous dynamical systems theory [132]
provides tools to formulate and understand relevant no-
tions of attraction and attractor in the non-autonomous
context, in particular pullback notions of attraction. In cli-
mate dynamics and other applications, this has gained re-
cent attention under the theme of rate-induced instability
effects [133-136] which presents some methods for under-
standing the location where scale separation breaks, and
what happens at such rate-induced tipping points.

Related to averaging and homogenization is another classical
idea from statistical physics, where a reduction is performed
using the concept of averaging in a slightly different variant.

5.4. Mori-Zwanzig reduction

Another reduction method that can be applied to remove fast
degrees of freedom from an evolution equations is the projection
method originally developed by Mori and Zwanzig [ 137-139] and
for example discussed in [140]. This method has recently found
use in several climate applications [141,142]. It is unusual in
relation to the other techniques discussed in this review in that
it includes a memory term (though there are other methods that
also will have a memory term, see for example the stochastic
centre manifold approach of [111,118]).

Outline of Reduction Procedure: If we consider an evolution
equation of the form

d
—¢ =R(g), ¢(0)=x

dt

that generates a flow ¢(x, t), for the sake of simplicity we assume
¢ (and therefore x) are in R". Suppose we would like to predict
the evolution of some observable u(x,t) = g(¢(x, t)). Then by
considering the linear PDE

a

5u(x, t) = Lu(x, t), u(x,0) = g(x)
where [£u](x) = D, Ri(x)dyu(x), £ is the Liouville operator, and
the solution of (5.19) can be written

u(x, t) = [exp(t£)g](x).

We aim to understand the evolution of g(¢(x, t)) in terms of the
evolution under (5.19). Consider now a projection P of R" onto an
m-dimensional subspace, with m < n. We wish to understand the
dynamics of the observable using projection by P onto a number
of resolved variables ¢ := Pg, noting the unresolved variables
can be written ¢ = (1 — P)g (various choices for P are discussed
in [140]).

For example, if we consider g(x) = x; as projection onto
a single component then it is possible to show (for example,
[140,142]) that it evolves according to a generalized Langevin-
type equation of the form

d

a@i(x, t) = Ri(¢(x, t)) + / Ki(@(x, t —s),s)ds + Fi(x, t) (5.20)
0

(5.19)
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where
Fi(x, t) = [exp(t(1 — P)£)(1 — P)cx);, Ki(X, t) = [PLF]i(x,t).

Note that for the resolved variables, the first term on the right
hand side of (5.20) corresponds to a Markovian term that only de-
pends on the current values of the resolved variables, the second
term embodies a memory kernel while the third and final term
encapsulates the influence of the unresolved variables. Depending
on the situation, one may end up with an ODE reduction (if the
last two terms in (5.20) are small) a DDE reduction (if the last
term in (5.20) is small) or an SDE reduction (in cases where the
middle term in (5.20) is small and the last term can be understood
as a stochastic term).

Examples: The Mori-Zwanzig reduction method can be a use-
ful method to derive a delay differential equation from a more
complex PDE with hyperbolic terms. For example, [142] use this
formalism to justify a rational reduction of a PDE model of the El
Nifio Southern Oscillation (ENSO) to a delay differential equation,
while [143] use the method to justify a reduction of a PDE model
of Atlantic Multidecadal Variability (AMV) to a delay differential
equation.

6. Moment closure methods

The manifold reductions as well as techniques related to av-
eraging and homogenization described in Sections 2-5 directly
work with the equations describing a certain system. However,
if a system is very complex one may prefer to only work with a
set of observables of the original system. In complex nonlinear
systems it is common that such a set of observables depends
on other observables again. If one wants to describe all the ob-
servables through a closed set of differential equations, then one
might obtain infinitely many observables with infinitely many
equations.

The following reduction method, the so-called moment clo-
sure methods, treat exactly such a kind of problems. Moment
closure methods have been used in many different scientific
disciplines, including climate [144]. They can be applied if one
works with an abstract evolution equation of the form

o = N(u). (6.1)

This equation is to be understood in a formal way. For exam-
ple, we also allow the case in which N contains noise terms.
Frequently, the method is applied to stochastic differential equa-
tions [145] of the form

dX[ - f(X[) dt "F F(X[) dW[ (6.2)

But also other very important scenarios are possible such as
kinetic PDEs [146] of the form

0o +v - Vyo = Q(0), (6.3)

where p p(t,x, v) can be interpreted - if normalized - as
the probability density of a single particle being located at x and
having velocity v at time t. The so-called collision operator Q
usually only depends on the velocity v. Moment closure methods
are also frequently used in network dynamics [ 147]. We also refer
to the references in the review [148].

Idea: An equation like (6.1) may be too complex to be studied
analytically or even numerically. However, one can still try to
describe certain quantities extracted from the full system, the so-
called moments. Usually, the moments are scalar-valued and have
a certain hierarchy in the sense that there is a natural ordering
which allows one the speak of higher order and lower order
moments. One may use (6.1) to derive new equations describing
the dynamics of the moments. These new equations are referred
to as moment equations. Technically, this step is not a reduction
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procedure in the sense that the moment equations do not ap-
proximate the original system. Instead, only certain aspects of the
original system are considered, which in exchange are described
at full resolution and not only approximated. The approximation
procedure is contained in the next step: Often, the moment equa-
tions will be a fully coupled system of infinitely many differential
equations and such a system may be as complicated as the origi-
nal equation (6.1). In order to reduce the complexity, the moment
closure is performed, i.e., the higher order moments are assumed
to depend in a certain way on the lower order moments so that
one can derive a closed system with finitely many variables. If the
moment closure is performed in the right way, then the reduced
system should be much simpler to study while still being a good
approximation of the full system of moment equations. While
in the abstract framework one might think that it is hard to
find a good moment closure, many straightforward choices in
applications work surprisingly well.

Outline of the Reduction Procedure: The procedure usually
consists of four steps

(1) One has to determine a set of moments {m, : k € N}

one wants to consider. In applications, moments are often
of the following form: One starts with a suitable solution
concept for (6.1) and a solution u: R, — X with some state
space X. Moreover, one has a set of mappings {M; : k € N}
with Mg: X — X as well as a mapping {(-): X — K,
where K € {R, C}, which can be interpreted as a notion
of average. One may think of (-) as being a tool to remove
complexity from the system, for example in the form of
randomness or spatial dependence. The mappings M, in
turn are used to still preserve the information on certain
aspects of the system. Now, one defines the moments
m(t) := (M(u(t))). The precise choice of {M; : k € N}
and the mapping (-) depends a lot on the specific problem.
The main requirement is that it should be possible to carry
out the second step, the derivation of a system of moment
equations, which we briefly explain below.
One of the most common scenarios, which also motivates
the terminology in the context of moment closure meth-
ods, is the case of a stochastic differential equation (6.2),
where one may oftentimes just use the usual moment of a
random variable. The solution to (6.2) will be a stochastic
process, and if it takes values in X = ﬂp>0 L,($2, F,P),
where (£2, F, P) denotes the underlying probability space,
then one may define

M X > X, u—~u* and ():X > R, ur E[ul.

Therefore, my, is just the kth moment of the solution pro-
cess.

One has to derive the moment equations. The details of this
step depend a lot on the choice of moments in the first
step. But generally, the aim is to derive an infinite system
of differential equations for {my : k € N}, i.e. a system of
the form

2

—

my = hy(my, my, ms, .. .),
my = hy(my, my, ms, .. .),

6.4
hs(mq, my, ms,...), (64)

ms

ey

for certain hy: KY — K, k € N. Since we defined my(t) =
(Mp(u(t))), one might already guess that one would have
to combine a chain rule together with the fact that u
solves (6.1). Indeed, this approach usually leads in the right
direction, but in practice, this may cause difficulties. For
example, u might not be differentiable as in the case of a
stochastic differential equation. Fortunately, one can still
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try to use Ité’s lemma in such a situation. Further below,
we will carry out this step for the example of a stochastic
version of the Stommel-Cessi model.

Even though h, will not actually depend on all the
moments in most applications, the system of moment
equations can still be an infinite system, since the hy
usually depend on higher order moments My, . .., Miyq,
for some natural numbers [, nq, ..., n; € N. The problem of
reducing this system to a closed finite systems of ordinary
differential equations will be the main task of the third
step.

(3) One has to close the system of moment equations in a
suitable way. There are many ways to do this. In general,
one looks for a mapping H:R" — R with suitable N € N
that determines the higher order moments through the
lower order moments, i.e.

H(mq, ..., my) = (Myy1, Myy2, MNy3, - - )

Naive approaches which are used quite often and which
still work very well are 0 = myy; = myyp = --- or
more generally constant higher moments. One can also use
certain assumptions coming from the application or the
expected outcome. In the case of a stochastic differential
equation, one can for example assume that one is looking
for random variables with a certain distribution such as
Gaussian random variables.

(4) Finally, one should justify that at least the lower order
moments are approximated well by the closure procedure.
However, since there are many different ways to carry out
the first three steps, there is also no general rule for the
last step.

Example: As mentioned above, the reduction of stochastic
differential equations is a standard application of moment closure
methods. An example in climate dynamics is a stochastic version
of the Stommel-Cessi model (see [90,91]) given by

dU; = p — U [1+7.5(1 — U, )*1dt + o dW,. (6.5)

Here, U; models the salinity difference between a higher and a
lower latitude box in the North Atlantic, © models the difference
in freshwater flux, (W;);>o denotes a Brownian motion, and o is
a small parameter which models the strength of the noise. This
equation is derived from the Stommel-Cessi model by a reduction
to the critical manifold and by adding the stochastic forcing, see
for example [92, Section 6.2.1] or [65, Example 19.9.3]. In order
to carry out a moment closure procedure, we define

k

My: X — X, ur—u* and (-):X - R, u+ E[u].

with X = ﬂp>0 L,($2, 7, P) as above. For the moment equations,

we use Itd’s Lemma and obtain

k(k — 1)

dU¥ =kU¥'dU, + Uf2d[U]

=k[—7.5Uf"% + 1508+ — 8.5UF + kU
k—1)0?
+ %Ut’“z dt + oUS ! dw, ]

for k € N, k > 2. Taking the expectation and differentiating with
respect to t yields
m(t) =[ —7.5Mps2(t) + 15myp1(t) — 8.5my(t) + kumy—q(t)
(k — 1)o?
2

Using the convention mg = 1 and m_; = 0, this equation is valid
for all k € N and yields the system of moment equations.
Comments:

my—a(t) |
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e Formulating abstract results on the validity of moment clo-
sure methods still seems to be an open problem. However,
moment closure methods often work very well in practice,
when they are benchmarked via numerical simulations.

e In some sense, we may view moment closure methods as
related to other reduction methods. The idea to use set of
basis functions from Galerkin or the idea to use a linear
subspace from EOF could also be viewed as one choice of the
space of observables. The idea to use averaged observables
is connected to previously presented ideas on averaging
and homogenization, while selecting a suitable closure is
connected to invariant manifolds [148].

The reduction methods discussed so far aim to reduce the
complexity or dimension of a dynamical system which is given by
an explicit equation. However, nowadays large amounts of data
on the Earth’s climate system are collected so that compressing
and finding structures in large data sets can be considered as
least as important for the understanding of the Earth’s climate
as the formal reduction of dynamical systems. In principle, the
EOFs approach described in Section 2.2 fulfils this purpose very
well, but as a linear method, it may have difficulties in preserving
nonlinear structures such as lower-dimensional manifolds. Dif-
fusion maps, which we discuss in Appendix, are designed for
exactly that purpose and are just one, of the many, data-driven
reduction methods that start to permeate many applications in
climate science. They have already found quite widespread ap-
plications across numerous areas [149]. Of course, diffusion maps
are just one instance of a broader class of data-driven reduction
methods that are likely to gain more traction within climate
science applications during the next decade. In particular, we
have not attempted to cover the full range of data-driven reduc-
tion methods [150] that presumably will be of great significance
in future, including for climate model reduction; see for exam-
ple [151-153]. Nonetheless, many of the explainable data-driven
methods have their roots within reduction methods such as those
discussed here, and indeed the methods discussed here may
contribute to such methods in future.

7. Discussion

In this review we have focused primarily on reduction meth-
ods of use (or potential use) in climate science that can be
rigorously justified. This is a very diverse area and we unavoid-
ably have had to limit ourselves to an incomplete set of reduction
methods. These principles are likely to remain themes for future
research as new techniques emerge and improve on existing
reduction methods. Our brief review aims to make it easier to
compare the mathematical setup of these methods: we try to
highlight essential ideas for each method and provide references
to concrete examples that serve as test cases. Of course, a natural
next step would be to actually code all the different methods on
an even broader set of examples and provide computational com-
parisons for each ansatz. Although this is certainly worthwhile, it
is beyond this work, where we have focused on describing the
main idea and mathematical setup for each method.

Probably the most relevant omission are some reduction meth-
ods for stochastic differential equations, either SDEs or SPDEs,
and more general data-based empirical reduction methods. We
have not reviewed this area here, primarily to keep this work
sufficiently accessible across disciplines, but there are undoubt-
edly many important methods also available for the stochas-
tic case. As a basic principle, one can often generalize a re-
duction method for a deterministic differential equation to the
stochastic case, usually at the expense of considerable addi-
tional technical work. Examples are path-wise stochastic slow
manifold reductions via covariance tubes [45,154], reduction to
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Markov chain switching models via large deviation theory [155],
asymptotic analysis of stochastic slow manifolds [156], centre/
slow manifold reduction using a skew-product flow formalism
[157-160], distribution-based approaches simplifying Fokker-
Planck equations [161], nonlocal Mori-Zwanzig type reductions
[162,163], moment closure [148] and amplitude/modulation
equations [164], just to name a few.

One might conjecture that a more coherent and rigorous view
of the area will emerge within the coming years as some re-
duction methods for stochastic systems have been applied suc-
cessfully in practical climate models already using numerical
approaches [165]. It is clear that such reductions may be very
informative, especially statistical mechanics and large deviations
approaches to weather/climate extreme problems; see for exam-
ple [166-169] as well as for multistable regimes of the climate
system [170]. Another area where rigorous reduction methods are
challenged is in justifying the predominantly empirical sub-grid
parametrizations used in climate models [171-174].

It is important to acknowledge that many reduction methods
of great utility for climate models are being, and need to be,
applied in cases where it is impossible to provide rigorous proofs
of the reduction along the lines presented here. Nonetheless, rig-
orous reduction methods are still useful in such contexts because
better understanding of when and whether these methods are
appropriate. In particular, these can (a) help to find an optimal
set of conditions and results such that reduction method can be
applied and (b) help to understand the circumstances and details
of when such a reduction method fails to work, and what happens
in cases where it cannot be applied.
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Appendix. Diffusion maps

Diffusion maps are a relatively young and mainly data-driven
method of dimensionality reduction, which has first been in-
troduced in [175]. Formally, it can be applied whenever EOFs
can be used. But while EOFs are a linear dimensionality re-
duction method, and as such have problems in finding lower-
dimensional but nonlinear structures in the data set, diffusion
maps specifically aim at finding low-dimensional structures in
high-dimensional data and representations thereof in a low-
dimensional Euclidean space.

Idea: On a set of data one defines a kernel which is then used
to construct a Markov chain with the data set as a state space.
The Markov chain can be thought of as a form of diffusion which
takes the geometry of the data set into account. The hope is

20
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to get some insight on this geometry by studying the structure
of the Markov chain. This is achieved by defining the so-called
diffusion maps, which are constructed from the eigenvalues and
eigenfunctions of the Markov chain. The diffusion maps embed
the data set into Euclidean space such that the Euclidean distance
of two embedded points is close to the distance of the original
points in the geometry of the data set.

Outline of the Reduction Procedure: One starts with a mea-
sure space (X, o/, u) and a map k: X x X — [0, co) which is
symmetric in the sense that k(x,y) = k(y, x) for x,y € X. This
map is thought to measure the distance between two points in
the data set X: the larger k(x, y) the closer are x, y thought to be.
Technically, one has to impose further assumptions on k so that
the objects we define in the following are well-defined. But since
these assumptions are very mild and satisfied in most situations,
we refrain from being precise here. Instead, we refer to [175] for
more details on the construction.

Having chosen k one defines

d(x) := / k(x,y)du(y)
X

which can be interpreted as a local measure of volume. This local
measure of volume is used to renormalize k and define

k(x,y)
d(x) -
The mapping p is not symmetric anymore, but it satisfies fx p(x,y)

dy = 1. It can therefore be seen as the transition kernel of the
Markov chain ((P*)"),<n given as the powers of operator

p(x,y) =

p*: LZ(X7 A, ,U,) - LZ(X7 o, I“L)a P*f(y) = /p(xs y)f(x) d,bl,(X)

X
This operator is the adjoint of the so-called diffusion operator

P:Lo(X, o7 1) = La(X. o ), PF(X) = / px, YY) duy).

X

which leaves constant functions invariant due to fx p(x,y)dy = 1.
Under the right conditions on k (again we refer to [175]) there is
a unique stationary distribution of the Markov chain given by

. dx)
T fyd@)du(z)

Using this stationary distribution one can define the modified
kernel

(x)

e, y) = Ty gy = SN
RN ) NN Nz (O

This kernel is symmetric so that the corresponding operator
AalX ot 1) = LK. o/, ). A0 = [ alx 910 duy)
X

is self-adjoint. If [ [ a(x,y)* du(x)du(y) < oo, then A is even
compact and there is a sequence of eigenvalues 1 = Ag > |Aq| >
|A2] = ... and orthonormal eigenfunctions (1;)en, in Lo(X, A, 1)
such that

a(x,y) =Y am(m(y)-
leNg

If we now define

ni(x)
Yi(x) = ——=,
7(x)
then we have the representation

pix.y) =Y My(x)eiy).

leNy
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Moreover, the tth powers of P are given as an integral operator
with kernel

P, y) = Y AYiX)euy).
leNy

With all this notation at hand, we can define the diffusion dis-
tances D; by

_ 2 1/2
Dilx.y) : = (f (pe(x, u)ﬂ(f)t(y, u)) du(u)>
X

1/2

>R alx) = Y)Y

leNg

For fixed t > O this defines a metric on the data set X. This
expression is small if there is a large number of short paths
between x and y, i.e. if there is a high probability that the Markov
chain ends up in y after t steps if it starts in x. In this sense, the
diffusion distance contains a lot of information on the internal
structure of the data set X.

The reduction is now carried via the so-called diffusion maps
given by

Ao¥o(x)
U X = RV, @(x) = :
Ay (x)

up to a desired dimension N. In [175] the authors include a
certain rule of the dimensionality that should be considered. They
take N = s(8,t) := max{l € N : |»]" > 8|A1]*}. This way, the
diffusion maps preserve the diffusion distance to a certain extent
in the sense that

s(8,t)

1/2
1% (x) = e W)l = (Z A (n(x) — wl(y)f) = Des(x,¥),

=0

where | - | denotes the usual Euclidean distance. Therefore,
the diffusion maps give a representation of the data set X in an
N-dimensional Euclidean space, such that the internal notion of
distance in X is quantitatively preserved in RN with the Euclidean
distance up to a small error.

Examples of Applications: Since diffusion maps are mainly a
data-driven method, the results one obtains from the reduction
procedure are probably most interesting when it is applied to real
world data. Instead of explicitly carrying out such an example, let
us briefly explain a few common scenarios. A standard situation
is if X = {x1,...,x¢} C R%is a finite set of points in R?. Then
the o-field would just be the power set 2(X) of X and u could
for example be the counting measure ¢. In this case, the integrals
just turn into sums, i.e.

K
[ feoduto =3 stxo.
X i=1
A common choice for a kernel in this situation would be

_ 2
kS(X,y) — exp<u)
2e

for a parameter ¢ > 0. With these choices one could technically
apply a diffusion map reduction whenever an EOF-based reduc-
tion is also possible. As for EOFs, one can also use diffusion maps
to study dynamical systems by applying them to simulated data
from the system. As an example, we mention [176].

An interesting use case is if X := M is a compact submanifold
RY (possibly with boundary) with its Riemannian measure v. In
practice, X might only consist of a finite number of sample points
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with a non-uniform distribution on M. Although we focus first
on the continuous case, i.e. X = M, instead of the discrete case,
we adopt the idea of a non-uniform distribution and introduce a
density g: M — (0, co) on M. Then we take diu = q dv. Obviously,
the outcome of the diffusion map reduction can depend on the
density g as well as the geometry of M. By choosing the right
kernels, one can control the effect of the density. Depending on
what is thought to be more important in a particular application,
one can choose a corresponding kernel. More precisely, the ker-
nels are constructed as follows: One starts with rotation-invariant
reference kernels

ke(x,y) := h(llx —yll/¢€),

where h:[0, co) — (0, Ooz) is an exponentially decaying function,
for example h(x) = e™*/? as above. An approximation of the
density is defined by

0= [ xat)dy.
X
Now, a new family of kernels is constructed by

ke(x, y)
K(x,y) = ———
V) = )

After carrying out the above procedure with the kernel k = k()
and the measure u = qdv, we obtain a Markov chain P, 4. Let
(@)ieny, C L2(M, v) be the sequence of orthonormal eigenfunc-
tions of the Laplace-Beltrami operator A on M with Neumann
boundary conditions. For K € Ny let further

(a € R).

Ex = span{go, ..., ¢k}

It was derived in [175, Theorem 2] that the spaces Ex are con-
tained in the domain of the generator of the Markov chain P, ,.
More precisely, for such f € Eg it holds that

Pew —1. Alfg'™%) A"
fim P = 1e _ (f? ) Alg )f’
e—>0 £ q —a ql—a
where the limit is taken in L,(M). Note that the authors of [175]
use a different convention concerning the sign of the Laplacian:
While we take A = 2?21 31.2, the authors of [175] work with

A= —)"1, 92 The function u(t) := P; 4o solves the equation
Alu(t)g'™)  Alg'™)

du(t) = ——=— — ———u(t). u(0)=up.

q q
Substituting v(t) := q'~“u(t) leads to

Aq') —a

3u(t) = Av(t) — pre u(t), u(0)=q'%uq. (A1)
Hence, one can study the operator

Alg)
V> Ay — i v (A.2)

and the dynamics generated by it in terms of the Markov chain
P. . There are three values for o which are particularly interest-
ing:

e o = 0: This case is traditionally referred to in the literature
as normalized graph Laplacian.

e o = 1: In this case (A.2) turns into the Laplace-Beltrami
operator A. In particular, the influence of the density q is
removed and the limit only depends on the geometry of the
manifold. -

o= %: Here we obtain A — A;q ) If the density is of the

T—a

form g = e7Y, then (A.1) turns into

2
orv(t) = Av(t) — (”VZHZ - %) v(t)
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for (A.2), where ||VU||; denotes the Euclidean norm of the
gradient of U. If we also substitute f(t, x) := e~ YX/2y(¢t, x),
then we obtain the equation

af(t, %) = V- (Vf(t, x) + f(t, x)VU(x)),

which is the forward Fokker-Planck equation to the stochas-
tic differential equation

dX, = —VU(X,)dt + v/2 dW, (A3)

with reflecting boundary conditions at dM, where (W, );>¢ is
a Brownian motion on M. Hence, the Markov chain P, 1 can
be used to study the probability densities of solutions of a
stochastic differential equation of the form (A.3).

In the discrete situation, the set X is not given by a whole
manifold M, but by a finite number of points sampled ac-
cording to q. In this case integrals are replaced by sums,
i.e. one works with

m m
(i, ;)
G.(xi) =) ke(xi, X)), !
' Z ny) de quxz)quj),

Jj=1 j=1

_ ke(Xi, %) = N

Pea(¥is X)) = #(’) Peaf () =D DealXi %) (%)

5 Xi j=1

where m denotes the number of points. It was derived
in [177] that
dy

|Ps,af(xi) - I_Js,af(xi)l = O(m_%g%_T)

with high probability, where dy denotes the dimension of
the underlying manifold. Therefore, the generators satisfy
with high probability that

d

|L€,otf(xi) - Ig'af(xi” = O(m_%g_%—T).
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