
CRANFIELD UNIVERSITY 

YOUSEF AZABI  

MODELLING AND AERODYNAMIC DESIGN OPTIMISATION OF 

THE TWIN-BOOM AEGIS UAV 

SCHOOL OF AEROSPACE, TRANSPORT AND 

MANUFACTURING 

AUTONOMOUS AND CYBER-PHYSICAL SYSTEMS 

PhD Thesis 

Academic Year: 2018 - 2019 

Supervisor:  Dr. AL SAVVARIS 

Supervisor: Dr. T KIPOUROS 

January 2019 





CRANFIELD UNIVERSITY 

SCHOOL OF AEROSPACE, TRANSPORT AND 

MANUFACTURING 

AUTONOMOUS AND CYBER-PHYSICAL SYSTEMS 

PhD Thesis 

Academic Year 2018 - 2019 

YOUSEF AZABI 

MODELLING AND AERODYNAMIC DESIGN OPTIMISATION OF 

THE TWIN-BOOM AEGIS UAV 

Supervisor:  Dr. AL SAVVARIS 

Supervisor: Dr. T KIPOUROS 

January 2019 

This thesis is submitted in partial fulfilment of the requirements for 

the degree of PhD  

© Cranfield University 2019. All rights reserved. No part of this 

publication may be reproduced without the written permission of the 

copyright owner. 





i 

ABSTRACT  

The aircraft industry gives considerable attention to computational optimisation 

tools in order to enhance the design process and product quality in terms of 

efficiency and performance, respectively. In reality, most real-world applications 

contain many complicating factors and constraints that affect system behaviour. 

Consequently, finding optimal solutions, or even only those viable for a given 

design problem, in an economical computational time is a difficult task, even with 

the availability of superfast computers. Thus, it is important to optimise the use of 

available computational resources.  

This research project presents a method for using stochastic multi-objective 

optimisation approaches combined with Artificial Intelligence and Interactive 

Design techniques to support the decision-making process. The improved ability 

of the developed methods to accelerate the search while retaining all the useful 

information in the design space was the main area of work. Both the efficiency 

and reliability of the proposed methodology have been demonstrated through the 

aerodynamic design of the Aegis-UAV. 

Initially, the optimisation platform Nimrod/O was deployed to enable the designer 

to manipulate and better understand different design scenarios. This happened 

before any commitment to a specific design architecture to allow for a wider 

exploration of the design space before a decision was made for a more detailed 

study of the problem. This had the potential to improve the quality of the product 

and reduce the design cycle time. The optimisation was performed using the 

Multi-Objective Tabu Search (MOTS) algorithm, chosen for its suitability for this 

type of complex aerodynamic design problem.  

Prior to the optimisation process, a parametric study was performed using the 

Sweep Method (SM) to explore the design space and identify design limitations. 

Analysis and investigation of the SM results were used to help determine the 

formulation of the design problem. SM was chosen because it has been proven 

to be reliable, effective, and able to provide a large amount of structured 

information about the design problem to the decision maker (DM) at this stage.  
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Next, since most decisions of a DM in practical applications concern regions of 

the Pareto front, an interactive optimisation framework was proposed where the 

DM was involved with the optimisation process in real time. The framework used 

the Multi-Objective Particle Swarm Optimisation (MOPSO) algorithm for its 

suitability to this type of design problem. The results obtained confirmed the ability 

of the DM to use its preferences effectively, to steer the search to the Region of 

Interest (ROI) without degrading the aerodynamic performance of the optimised 

configurations. Even using only half the evaluations, the DM was able to obtain 

results similar to, or better than those obtained by the non-interactive use of 

MOTS and MOPSO. Furthermore, it was possible for the DM to stop the search 

at any iteration, which is not possible in non-interactive approaches even though 

the solutions do not converge or may be infeasible. 

Finally an Artificial Neural Network (ANN) was introduced to guide the MOPSO 

algorithm in deciding whether the trial solution was worthy of full evaluation, or 

not. The results obtained showed the success of the ANN in recognising non-

valid particles. Consequently, the solver avoided wasting computational efforts 

on non-worthwhile particles. The optimisation process provides particles that are 

more valid for almost the same computational time. Demonstrating the 

algorithm’s effectiveness was done by comparing results of the ANN-MOPSO 

solutions with those obtained by the other approaches for the same design 

problems.  

In conclusion, future avenues of research have been identified and presented in 

the final chapter of the thesis. 

Keywords:  

Multi-objective optimisation, Nimrod/O, Interactive optimisation, Artificial Neural 

Network, Particle Swarm Optimisation, Tabu Search, Parallel Coordinates  
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1 Chapter - Introduction 

1.1 Introduction 

In this introductory chapter, the scope of the research and its aim are presented. 

The outcome of the research is identified by the significant contribution it makes 

to knowledge, and the findings which relate to the concepts presented. 

The use of computational optimisation techniques in aerodynamic shape design 

processes has become conventional because it makes the design and 

development of a complex vehicle more flexible, quicker, and easier to 

understand [1]. These techniques have the potential to improve the efficiency of 

the design process and the quality of the design [2]. In addition, the rapid growth 

in computing technology offers design engineers the opportunity to use 

optimisation in design of real-world applications [3]. Thus, optimisation had 

started to become a key technology in the development of innovations for real-

world applications. However, an increase of model complexity and the limitations 

of even supercomputers makes it challenging to find solutions in an acceptable 

computation time, computations could take weeks or months to produce a 

solution that may not even be feasible [4,5]. This poses a serious problem within 

multi-objective, multi-discipline, optimisation problems where a number of 

conflicting objectives must be optimised simultaneously to obtain highly optimal 

solutions [1,6].  

Therefore, this research has paid particular attention to the development of an 

optimisation framework that can be used to accelerate the optimisation search 

while retaining the useful information contained in the design space for a multi-

objective aerodynamic design problem. The main idea is to focus all the 

computational efforts on the region of interest and worthwhile solutions, rather 

than exploring and evaluating all possible design solutions in the design space. 
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1.2 Motivation 

Even though, optimisation is the key to develop the best solution for a given 

design problem, the complexity of the optimisation problems in today’s industry 

make it very challenging to produce efficient solutions in terms of high quality 

within a reasonable length of time.   

Researchers in engineering design aim to address optimisation problems by 

trade-off; balancing the efficiency of the design process against the fidelity of the 

numerical model. To resolve this possible conflict, problem approximation and 

function approximation techniques can be used [7]. Problem approximation 

attempts to substitute the original problem with a less demanding computationally 

solvable problem. Due to the fluid nature of the conceptual design process, it is 

not recommended to use high fidelity analysis design tools at this stage of design 

as they can be costly [5,8,9]. In contrast, at the end of the preliminary design 

phase, it is possible to utilise more expensive and time-consuming software, 

since by then only a few designs are being studied [10]. On the other hand, the 

use of function approximation techniques through the use of surrogate objective 

functions may degrade the accuracy of the results [11]. 

However, all real-world design problems require a high degree of accuracy, which 

is obtained only by evaluation of its objective function [11], which can be a lengthy 

process. This problem becomes worse when the number of unfeasible trial 

solutions are more than the feasible, which is often the case in aerodynamic 

shape design optimisation problems [12,13].  

For real-world problems, the Decision Maker (DM) is interested only in a sub-

region of the objective space because the benefits from trade-off solutions that 

lie outside the region of interest is very small compared with the computational 

cost and the efforts required of the DM in analysing unnecessary information [14]. 

The solution to such a problem is to incorporate the designer within the 

optimisation loop [15–18]. Furthermore, it is not suitable to spend a long time 

evaluating non-worthwhile solutions. Engineering design problems invariably 

require a combination process that accelerates the optimisation process while 

retaining all the useful information of the design space. This process should 
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produce more optimal solutions in less computational time. However, the 

accuracy of such solutions could not be achieved without using the real objective 

function [11].  

For these reasons, both the interactive optimisation - where the DM is involved in 

the optimisation process - and an Artificial Neural Network (ANN) is used to 

improve the efficiency of the design process in terms of computational time and 

quality of the solutions. Before that, significant work is performed by automating 

the optimisation for the design process with greatly increased computing power 

by getting access to the Cluster/Grid using the Nimrod/O tool. Furthermore, the 

existing Aegis UAV platform was used with the motivation of developing an 

approach that can be used for any aircraft, to provide support during the 

development of the methodology using the available database.  

1.3 Research scope 

The aircraft industry has given considerable attention to computational 

optimisation techniques which improve both the efficiency of the design process 

and product quality in terms of efficiency and performance respectively. However, 

due to the increasing complexity of real-world problems it is becoming more 

difficult to find feasible optimisation solutions in an acceptable computer time. 

This research investigates the implementation of advanced optimisation 

techniques to shorten the path to optimal solutions by adding machine learning 

and the human feature of decision making to the optimisation process. 

1.4 Research aim and objectives 

The aim of this work is modelling and aerodynamic design optimisation of the 

Twin-boom Aegis UAV using a low fidelity method and multi-objective 

optimisation. 

In support of the aim of this study, the following objectives are proposed: 

 Carry out an intensive literature review of previous research and work in 

this area. 
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 Define and assess a strategy to formulate and construct, including 

constraints, the multi-objective aerodynamic shape design optimisation 

problem. 

 Propose a methodology to enhance design optimisation by deriving an 

automatic optimisation process that takes into consideration the reduction 

of the computational time, and quickly provides information regarding the 

design problem.  

 Investigate and demonstrate the benefits of using the interactive approach 

in the aerodynamic shape design optimisation process by incorporating 

the decision maker in that process to accelerate the optimisation search 

without degrading the solutions. 

 Introduce an ANN within the optimisation process to increase convergence 

of the optimiser and obtain highly optimal solutions. 

1.5 The main contribution of the present work 

The effective use of optimisation methods for aerodynamic design has become 

essential [19] and supercomputers and powerful optimisation techniques have 

been developed to handle various real-world design problems. However, 

increasing model complexity and the limitation of even supercomputers makes it 

challenging to find solutions in an acceptable computation time; computations 

could take weeks or months to produce a solution that may not even be feasible 

[4,5]. The majority of current optimisations search the whole design space, which 

requires a very large number of evaluations to explore the design space evenly 

[20], and that leads to slow convergence on the required solutions. In fact, the 

DM in most practical application is interested only in a sub-region of the objective 

space [21,22]. Moreover, because aerodynamic shape design problems tend to 

be highly constrained [12,13] and there are many more invalid solutions than valid 

[13] it is not efficient to spend a long time evaluating non-worthwhile solutions 

[11]. Thus, particular attention has been paid in this work to using an advanced 
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optimisation technique to accelerate the optimisation search while retaining all 

the useful information of the design space.  

The research makes novel contributions in the field of aerodynamic shape design 

optimisation by developing a methodology that uses stochastic multi-objective 

optimisation combined with Artificial Intelligence and Interactive techniques to 

support decision-making in the optimisation process. 

 The work commenced with the development of a new framework that 

combined the Nimrod/O tool with the flow solver, Athena Vortex Lattice 

(AVL). Within such a framework, it was easy to derive an automatic 

optimisation process taking into consideration all the combinations of 

design variables using the computational power made available by gaining 

access to the Cluster/Grid. This framework allowed efficient exploration of 

the design space, and the discovery of existing relations between the 

objectives and the design variables. Then ranges of efficient scenarios that 

could be used in the aerodynamic shape design problem were performed 

to provide a better understanding of the design problem. Knowing the 

relations that exist between the objectives and design variables gives a 

better understanding of the design problem so the scenarios investigated 

could be limited, which made the process much more efficient.  

 The research also made a significant contribution by investigating the use 

of interactive optimisation in the aerodynamic shape design process for 

the whole aircraft, focusing on improving the efficiency of the solutions, in 

terms of computational cost and optimality. This makes it possible to 

concentrate computations on exploring only the interesting areas of the 

design space to identify just the preferred designs for the intended 

applications. 

 An active area of research in aeronautical engineering is the development 

of screening criteria to determine which candidate solutions are worthy of 

full evaluation. The motivation is to improve the efficiency of the design 

process with high optimality solutions. In engineering the ANN is an 

attractive tool due to its remarkable characteristics of learning to cope with 

imprecise and uncertain information. In this research, the neural network 
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is used to guide the optimisation algorithm by deciding whether the 

candidate solutions are worthy of full evaluation, or not, in the case of 

aerodynamic shape design problems. In fact, such design problems 

require a high degree of accuracy, which is obtained only by evaluation of 

the objective functions. In addition, the research has made a significant 

contribution in its comparison of solving the same problem by interactive 

and non-interactive optimisation approaches. 

To date, a review of published work has shown that to reduce the computational 

time there have been several attempts to use the neural network as a surrogate 

model instead of the objective functions [23,24]. However, using surrogate 

objective functions may degrade the accuracy of the results [11]. The literature 

review found only one publication, where the neural network was used to guide 

the optimisation algorithm - concerning an airfoil optimisation problem - by 

deciding whether the trial solution is worthy of full evaluation or not, rather than 

using the neural network to model the objective function [11]. On the other hand, 

attempts to use interactive optimisation include either testing of benchmarking 

functions [16–18] or optimisation of wing airfoil [15]. 

Finally, this research provides support for decision-making for a design 

optimisation process that will benefit the entire community of aircraft researchers 

and designers.   

1.6 Publications 

Peer reviewed journals: 

1. Yousef Azabi, A. Savvaris, T. Kipouros, Initial Investigation of 

Aerodynamic Shape Design Optimisation for the Aegis UAV, 

Transportation Research Procedia, Elsevier, 29 (2018) 12–22. 

2. Yousef Azabi, AL Savvaris, Timoleon Kipouros, The Interactive Design 

Approach for Aerodynamic Shape Design Optimisation of the Aegis UAV. 

Aerospace 6(4), April 2019 
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3. Yousef Azabi, AL Savvaris, Timoleon Kipouros, Artificial Intelligence to 

Enhance Aerodynamic Shape Optimisation of the Aegis UAV. Machine 

Learning and Knowledge Extraction 1(2), April 2019 

Conference paper: 

1. Yousef Azabi, A. Savvaris, T. Kipouros, Initial Investigation of 

Aerodynamic Shape Design Optimisation for the Aegis UAV, CEAS 2017 

Conference, 16-20 October, Bucharest  

1.7 Thesis structure  

The rest of the thesis is organised as follows. Chapter 2 reviews relevant 

literature, including the design principles at different phases of the design 

process, and how various elements within the optimisation influence the 

efficiency of the design, especially for complex design problem. A particular focus 

is given to Parallel Coordinates as a necessary visualisation technique to better 

understand the distribution and achieved trends for large amounts of data. 

Chapter 3 analyses and describes the application of advanced optimisation 

techniques in the field of aerodynamic shape optimisation. Three types of 

optimisation techniques, namely automated optimisation using the Nimrod/O tool, 

interactive optimisation, and a machine learning algorithm. The advantages and 

disadvantages of using these well-developed algorithms are discussed. The 

research methodology with details of each technique are presented in Chapter 4. 

Chapter 5 introduces the problem formulation for the case study used in this 

research to demonstrate the effectiveness of the proposed methodology. The 

formulation considers six design scenarios for the Aegis UAV. The results, 

discussion, and conclusions for the automated optimisation, interactive 

optimisation, ANN algorithm, respectively are presented in Chapters 6 to 8. 

Finally, the conclusions and recommendations for the future work are presented 

in Chapter 9.  
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2 Chapter - Elements for Design and 

Optimisation 

This chapter provides the necessary background needed to understand the 

technical terms, theory and discussions presented in this thesis. It introduces the 

design principles of unmanned aerial vehicles (UAVs) and differences in the 

requirements for different design phases. According to [25], the level of fidelity 

that the models should provide is mainly determined by the development phase 

which the Multidisciplinary Optimisation (MDO) process aims to enhance. In 

addition, a powerful framework that supports and speeds up the development 

process is an essential part of the design optimisation process. While these 

elements influence the efficiency of the optimisation process, the optimiser 

algorithm itself and the tool used to improve the visualization of data to provide 

the necessary support for decision-making are essential too. 

2.1 UAV design 

The design of UAVs has expanded substantially over the past two decades [26]. 

Although UAVs were initially introduced for military applications, they have now 

become vital for many civilian uses [27]. Different UAV applications required 

different UAV configurations, see Figure 2-1. Regardless of the specific UAV 

configuration, engineers are required to design UAVs that can successfully 

withstand a wide range of flight conditions, are suitable for long survey periods 

and have the advantage of low cost. This is made possible by using low fidelity 

code during the conceptual design phase, which can accelerate the design 

procedure and enable the design engineers to manipulate large numbers of 

parameters. Due to the fluid nature of the conceptual design process, it is not 

recommended to use high fidelity analysis design tools such as Computational 

Fluid Dynamics (CFD) and Finite Element Methods (FEM) at this stage as they 

can be unnecessarily costly [5,8]. What is required is a tool that strikes a balance 

between sufficient accuracy and computational cost. This tool should contain 

considerable data concerning basic aircraft geometry to minimise the time 

required for the tens of thousands of necessary computations [9]. At the end of 
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the preliminary design phase, it is possible to utilise more costly and time-

consuming software since by then only one design case is being studied [10]. 

Ideally, an efficient design configuration of limited cost and less computation time 

would be achieved by coupling an aerodynamic design code with an optimisation 

algorithm [28,29].  

Figure 2-1: Conventional UAV; twin-boom pusher UAV with different tail 

arrangements [30]

On the other hand, even though the aircraft optimisation process is a function of 

several disciplines including; aerodynamics, structural engineering, control theory 

and aeroelasticity, the design process invariably starts with a shape to satisfy the 

aerodynamic constraints, and this is followed by adapting the shape to meet the 

requirements of the other disciplines [31]. Typically, each discipline contains 

more than one objective, and these objectives commonly conflict with each other. 

The solution to such a problem is complex and requires a slightly different 

approach to single objective optimisation problems; there is no longer a single 

best solution, rather a set of trade-off solutions [32]. It is a process of optimising 

simultaneously and systematically a collection of objective functions [33], and this 

is the focus of the current research. This requires the formulation and solution of 

multi-objective optimisation problems. 
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A consequence of this is that computational time becomes a significant factor 

with the final design a trade-off. It is generally recommended that a Pareto front 

should be used to find the optimal compromise solution [34–36]. Such an 

approach requires a large number of evaluations to achieve a well-distributed 

Pareto front that explores the whole design space efficiently [3]. For such an 

optimisation, computational time and post-data-analysis complexity are the main 

issues.  

2.1.1 Conceptual and preliminary design 

In general, the aircraft design process can be separated into three stages; the 

conceptual design phase, the preliminary design phase, and detail design phase 

[37]. The initial idea is usually established in the conceptual design phase, such 

as mission, sizing, cruise speed, gross weight, and wing-tail arrangements. The 

basic equations of flight performance and configuration arrangement to achieve 

the recommended mission are then determined. It is the design stage where 

every detail in the design space is investigated.  Since it is possible very little is 

known a priori about the performance of the proposed aircraft, the design is 

usually re-analysed and sized many times.  

Once the aircraft configuration and propulsion systems have been estimated, the 

next step is the preliminary design phase. The main activity in this stage is to 

ensure a proper fit between different aircraft parts and disciplines, i.e., the 

different specialists will analysis the aircraft from their own points of view. At the 

end of this stage, a prototype may be developed. In [5], Jameson stated that due 

to the fluid nature of the conceptual design process and, as explained above, it 

is not recommended to use a sophisticated (high fidelity) analysis design tools 

such as CFD and FEM at this stage. For example, an analysis using a Navier-

Stokes code might be very accurate [38] but takes a long time to analyse even a 

single case. Thus, this kind of analysis tool might not be suitable for the 

conceptual design phase, where the design process is repeated many times with 

several configurations being evaluated in order to reach a compromise on the 

final design requirements. On the other hand, at the end of the preliminary design 

phase when, also as described above, only one design case is being studied, it 
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is possible to utilize more costly and time-consuming software such as CFD and 

FEM [10].   

In [39] several computational methods are compared to check their ability to 

compute the aerodynamic forces and moments on a small UAV. The majority of 

tools that have been used depends either on potential flow theory or Navier-

Stokes (N-S) equations [5,8,38]. It was found that the N-S solver required around 

eight hours to run per single case while the potential flow solver needed only 

seconds to run. In addition, the potential flow solver was better at providing a 

large amount of data in a short time. Thus, if time (i.e., cost) is not an important 

consideration N-S solvers can provide data that are more accurate.  

2.1.2 The effect of wing and tail sizing on UAV performance 

Nowadays, UAVs are readily available with various configurations, such as 

conventional wing-tail, canard, tandem wings, and flying wings [40]. Several 

studies have compared their aerodynamic efficiency, structural sizing, and 

stability requirements, and it was found that the conventional wing-tail 

arrangement always had better performance [41].  

Figure 2-2 shows the different configuration for conventional wing-tail 

arrangements where the wing and tail both play critical roles in the UAV 

performance. The wing is designed primarily to produce lift while the tail is mainly 

to stabilize the UAV but also to generate lift [42]. Consequently, optimisation of 

the UAV with a conventional configuration should account for the performance of 

both wing and tail to obtain optimal shape, since they both directly affect the 

aerodynamic and stability performance [29,30]. For the design of long-endurance 

UAVs, a significant task for the designer is to reduce the fuel-burn, which is 

achieved mainly by keeping the aerodynamic drag of the UAV during flight as low 

as possible [40]. Thus, optimal UAV configurations will result in maximum UAV 

endurance. Gudmundsson defined endurance as the time period that a UAV will 

remain airborne under a particular flight condition while consuming a certain 

amount of fuel [43].  
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The endurance is defined mathematically using Breguet equations [30,43]. It 

shows that for propeller-driven aircraft, endurance depends on �C�
�.� C�⁄ � [27,44], 

which is improved by maximizing lift and minimizing drag. The total drag of a UAV 

flying at low speed (around M= 0.13) results from both induced and parasite drag 

[42]. Parasite drag (profile drag and friction drag) is usually a function of Reynold 

number and flying speed. On the other side, induced drag is purely a pressure 

drag caused by the wing tip vortices, which generate a perturbation in the flow 

field over the wing which, in turn, perturbs the pressure distribution over the wing 

yielding an increase in drag [26,38]. 

Figure 2-2: Conventional wing-tail arrangements: single attach point tail 

configurations and twin-boom tail configurations 

Obviously, to obtain a feasible solution for the design of the aerodynamic shape 

of the aircraft, the design process should include wing and tail parameters 

simultaneously [29]. The reason is the interaction that exists between the 

aerodynamic efficiency and stability characteristics [43,45,46]. 



13 

2.2 Computational design optimisation 

Creating the best aircraft is the ambition of the aircraft designer, which means 

using the tools best capable of finding the optimal combination of design features. 

Using computational simulations has enabled designers to scan many alternative 

designs relatively quickly and has proved to be good practice. However, the 

possibility of successfully performing complete evaluations for all possible design 

scenarios is limited, which means the possibility of finding true optimal solutions 

is weak. One way to ensure the true optimal solution is by automating the 

optimisation process using efficient computational design optimisation methods 

[47], executing intensive optimisation processes to produce discrete design 

scenarios for various combinations of the design variable. Hence, the aircraft 

industry has given considerable attention to computational optimisation tools to 

enhance the efficiency of the design process and product quality and 

performance 

Using trade-off techniques in engineering and scientific research has a long 

history. The Wright Brothers in their laboratory work used a kind of balance of 

technical solutions when performing a wing geometry parametric study. “There is 

a lively branch of applied mathematics, which will here be called optimisation and 

which attempts to choose the variables in a design process so as formally to 

achieve the best value of some performance index while not violating any of the 

associated conditions or constraints” [48]. Figure 2-3 shows a general flowchart 

describing the flow of an optimisation design process.  
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Figure 2-3: Design optimisation process to describe the general procedure of 

any optimisation design problem [49]

The main purpose of using optimisation techniques is to help designers to 

achieve the best design under certain constraints [50]. Aircraft design is a 

complex process since it involves thousands of parameters that must be 

addressed simultaneously during the design process. The only way to consider 

all the requirements efficiently is by using optimisation techniques to perform the 

necessary repetitive calculations to achieve an acceptable compromise design 

[10].   

2.2.1 Requirements for optimisation algorithms 

One of the essential characteristics for a design framework is the ability to provide 

information to the decision maker (DM) at the early stages of the design, so 

he/she can make informed decisions with regard to the design. However, 

evaluations of the objectives of a design problem are invariably computationally 

challenging, especially with increased model complexity and there are limits, 

even with supercomputers, to finding solutions in an acceptable computational 

time. Thus, it is necessary to select a computational framework that has some 
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characteristics which lead to simplifying the design optimisation problem [51], 

such as; 

 Choose an optimisation algorithm that requires fewer function 

evaluations to find an optimum answer. 

 Choose an optimisation algorithm that can perform the required 

computations in parallel to minimise the computational time needed to 

find an optimum answer. 

 Choose an optimisation algorithm from tried and tested packages such 

as Nimrod/O. This tool greatly simplifies the procedure of defining and 

integrating many codes together using a text plan file. 

The above goals may conflict, but it is essential to have an optimisation 

framework that is able to handle a wide variety of real-world problems. The 

optimisation algorithms which are in use today can be classified into two different 

categories; deterministic and stochastic [52].  

Deterministic algorithms, such as the Gradient Method have definite rules for 

moving from one solution to another, and strongly depend on the initial point. The 

classical gradient methods have been used for a relatively long time and have 

been effectively applied to many engineering design problems. It is considered 

as a local method in that a locally optimal solution will generally be obtained at 

convergence. The gradient algorithms depend mainly on the evaluation of either 

first order or first and second order gradient information for the objective and 

constraints functions with respect to the design variables [53], where the local 

optimal solution is found by moving with respect to the function gradient values 

[54].   

The work of Hicks et al. [55] to optimise the airfoil section by coupling a numerical 

optimisation method based on the method of feasible directions with an 

aerodynamic analysis code is considered as the first practical application for 

aerodynamic shape optimisation [4]. Later, the work of Hicks et al. was extended 

to the design of three-dimensional wing geometry, combining an aerodynamic 
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code capable of fully simulating potential inviscid flow with a conjugate gradient 

optimisation algorithm based on the methods of feasible direction. Since then, 

aerodynamic shape optimisation has been extensively explored using 

deterministic methods. 

In [29], Chen et al. proposed using the Sparse Nonlinear OPTimiser algorithm 

(SNOPT) to increase efficiency when solving the aerodynamic shape 

optimisation problem for an aircraft using wing and tail design variables. The 

SNOPT uses a gradient-based optimiser combined with adjoint gradient 

evolution. The authors argued that because of the computational cost of CFD 

solutions, it is essential to use an algorithm that requires fewer evaluations to 

explore the design space while obtaining highly optimal solutions. The study 

aimed at showing the benefits of considering the wing and tail surfaces 

simultaneously, including trim constraints in aerodynamic shape design 

optimisation without any restrictions on the structure. It is a single objective 

optimisation problem. For example, the optimised wing when applying trim 

constraint using the tail rotation angle achieved a drag value 0.78% higher than 

the untrimmed optimised wing, but still 2.79% lower than the drag value of the 

base design. The optimised wing with trim constraints still has around a 4.1% 

lower drag value than the trimmed base design using tail rotation only. On the 

other hand, the optimised configuration obtained by including wing and tail design 

variables without tail rotation, achieved drag reductions of 0.29% and 3.82%, 

respectively compared to the optimised configurations using wing design 

variables only, and the base design. However, there was an increase in the 

absolute pitching moment coefficents from 0.041 (base design) to 0.078 (using 

wing only) and 0.133 (using wing-tail). Finally, comparing the optimisation results 

achieved using the wing and tail design variables with optimisation results 

obtained using wing design variables only (both cases trimmed by including tail 

rotation angle), showed a drag reduction of 0.11%. 

Unfortunately, gradient-based methods are not always possible to use. According 

to [56], classical gradient-based algorithms can be used only for continuous, 

differentiable objective functions. However, if the optimisation problem includes 
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non-differentiable functions or is a multi-objective optimisation problem as the 

case in the real-world design problems, a different optimisation technique that 

has stochastic characteristics is required. Stochastic algorithms, such as 

Evolutionary Strategies (ES) methods, Tabu Search (TS), Simulated Annealing 

(SA), and Multi-Objective Particle Swarm Optimisation (MOPSO), depend on 

probabilistic transition rules. These algorithms are known also as  Meta-Heuristic 

Methods, since they use procedures which attempt to avoid being stopped or 

trapped in a local optimum [57]. Stochastic algorithms are considered new when 

compared with deterministic methods, but have been used successfully in diverse 

types of engineering optimisation problems.  

Evolutionary Algorithms (EA) is one of a set of optimisation techniques that have 

been used successfully in many complex applications in the last decades. It is a 

population-based meta-heuristic, originally inspired by aspects of 

natural evolution [54]. The Genetic Algorithmic (GA) is a well-known EA [58]. In 

these methods, the design variables, which represent a population of individuals 

progress over the search space and create offspring by use of mutation, 

reproduction, and selection mechanisms [54]. Each iteration of the algorithm 

includes a competitive selection that excludes poor solutions.  

A disadvantage of EAs is that they involve a large number of functions when 

evaluating an optimal solution and that results in slow convergence [29], a 

particular problem when EAs are used for small design spaces [59]. Nevertheless 

EAs have a good reputation regarding the estimation of the global minimum 

[36,60], and hence, many researchers use EAs [59,61–63].  

A heuristic approach related to GA is Simulated Annealing (SA). In SA, each point 

in the search space is analogous to a state of some physical process, where the 

fitness function is analogous to an “internal energy” of the system. During this 

process, the aim is to minimise the internal energy of the system [64][65].  The 

SA is usually implemented to search optimal solution in small design space [66]. 

in [67], the SA performance is compared to the GA to solve 8-Queens chess 

problems. It has been found that the SA was better than GA in terms in less 

number of steps that required to find the solution.   
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Another typical heuristic approach is the Tabu Search (TS) algorithm [64], which 

is considered as one of the most efficient heuristic methods in the sense of its 

ability to find a good quality solution in an appropriate computational time [64][68]. 

TS has rapidly expanded in the last years as one of the efficient meta-heuristic 

techniques dealing with complex real-world problems [69]. Ghisu el al. have 

argued that researchers previously paid little attention towards the TS algorithm

compared to other multi-objective meta-heuristics, but recently TS has gained 

attention for its implementation in aerodynamic shape design problems [70].  

Motivated by the need for implementation of more advanced optimisation 

techniques in the field of aerodynamic shape optimisation, Jaeggi et al. presented 

a strategy to develop a single objective TS algorithm to cope with a multi-objective 

design problem [68]. The published paper included details of the new algorithm, 

such as search procedure and memory techniques used for intensification and 

diversification. The new approach, Multi-Objective Tabu Search (MOTS), proved 

to be very efficient when compared with the well-known GA NSGA-II.  

Another technique that has emerged is Particle Swarm Optimisation (PSO). PSO 

is a stochastic population-based algorithm introduced in 1995 by Kennedy and 

Eberhart [71]. PSO is similar to GA in a sense but employs different strategies 

and computational efforts [72,73]. It is inspired by the collaborative behaviour of 

a school of fish or a flock of birds in search of food [74–76]. Even though, the 

PSO was initially implemented by its authors for neural network training [71], it 

has become a very popular global optimiser. Since the PSO is a relatively simple 

concept and computational inexpensive in terms of computer memory 

requirements and speed relative to other population techniques, many 

researchers have extended the algorithm to handle multi-objective optimisation 

problems [13,75]. The majority of MOPSO algorithms share the same basic 

approach. A swarm of a certain number is initialized randomly and that number 

remains constant until the end of the run. 

2.2.2 The concepts of Pareto equivalence and domination 

Design optimisation continues to be a broad research topic, and many of its 

applications find comprehensive use in engineering and science, both in industry 
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and academia [77]. In real-world problems, optimisation will include more than 

one local solution as well as the global minimum or maximum. Engineers are 

usually interested in obtaining the globally optimal solution since it corresponds 

to the maximum or minimum values of the objective function. On the other hand, 

when the optimisation design problem contains more than one objective function, 

designers want more than just one global optimum that corresponds to only one 

objective function, since maximising the design for only one objective situation 

may not be best for the other objectives. This kind of design problem results in 

many non-dominated solutions known as Pareto optimal solutions, which present 

different trade-offs between the objectives. A Franco-Italian economist, V. Pareto 

(1848-1923) developed the theory of Pareto optimality for multi-objective 

optimisation problems [49]. Originally, the term Pareto goes back to text written 

by Pareto [78]; 

 “We will begin by defining a term which is desirable to use in order to avoid 

prolixity. We will say that the members of a collectivity enjoy maximum ophelimity 

in a certain position when it is impossible to find a way of moving from that position 

very slightly in such a manner that the ophelimity enjoyed by each of the 

individuals of that collectivity increases or decreases. That is to say, any small 

displacement in departing from that position necessarily has the effect of 

increasing the ophelimity which certain individuals enjoy, and decreasing that 

which others enjoy, of being agreeable to some and disagreeable to others.” 

When considering Pareto optimal solutions, all the objectives are taken into 

account. Figure 2-4 represents a comparison between dominated and non-

dominated (Pareto-optimal) solutions, for a minimisation problem.

As mentioned previously, a multi-objective design problem will be solved by 

considering a set of solutions rather than a single solution. The Pareto front 

solutions shown in Figure 2-4 are optimal because the values of an one object 

cannot be improved without worsening the condition of the other [65]. 
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Figure 2-4: Pareto front compared to the dominated solutions with respect to two 

objective functions [75]

However, the Pareto front may include strong, inferior, and weak Pareto 

solutions. Figure 2-5 shows an example of Pareto optimal solutions for two 

objective functions where there are optimal compromise solutions and inferior 

Pareto solutions, which are ideal for one objective.  Thus, the inferior solutions 

can be ignored and obtain the front consisting of optimal compromise solutions 

[79,80].  

Figure 2-5: Pareto equivalence and domination, optimal compromise solution 

and inferior Pareto solutions  
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2.2.3 Requirements of multi-objective optimisation for engineering 

design 

Multi-Objective Optimisation (MOO) is the area within Multi-Criteria Decision 

Making (MCDM), which simultaneously optimises more than one objective 

function. MOO is used with problems where no single solution exists that 

simultaneously optimises all of the objectives, where objectives are conflicting 

and there are a number of non-dominated solutions. The main task of the 

optimiser in multi-objective design problems is to provide an efficient presentation 

of the non-dominated solutions to the DM. Figure 2-6 illustrates different aspects 

of solution set quality that can be recognised through the optimisation results for 

a MOO problem [14]. In real-world problems, the DM is usually interested only in 

a set or sub-set of solutions of the objective space. Focusing on this region will 

improve the efficiency of the optimisation process and reduce the amount of 

unnecessary information for the DM to analyse [20,81].  

Figure 2-6: The ideal solution to a multi-objective optimisation design problem 

and the ROI when there are compromise requirements for two objectives [14].  

2.2.4 Efficiency and robustness in multi-objective optimisation 

Optimisation algorithms use the results from numerical analyses and simulations, 

herein called “evaluations”, to guide the search for an optimal design. In 
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conventional parameter optimisation, an algorithm’s efficiency is measured in 

terms of the total number of evaluations required to find the optimal design or a 

design at a specified performance level. In Pareto optimisation, efficiency is 

similarly judged by the number of evaluations needed to find a suitably accurate 

approximation of the Pareto front [35].  

Using fewer evaluations to find the Pareto front is very important because often 

each evaluation can require a significant amount of CPU time. For example, in 

the case of the aerodynamic optimisation  problem, the optimiser has to call the 

aerodynamic code each time to evaluate the objective function. So, reducing the 

total number of evaluations needed has a significant impact on the time required 

to find an optimised design or Pareto front [35]. Therefore, an intensive effort has 

been made in this research to reduce the number of evaluations while obtaining 

good optimality solutions. Two algorithms with different characteristics have been 

used in this research; Multi-Objective Tabu Search (MOTS) and Multi-Objective 

Particle Swarm Optimisation (MOPSO). Each has a different procedure and 

setting to achieve high performance.  

The number of regions and evaluations are the main parameters used to identify 

the efficiency of the MOTS algorithm while the best combination of particles and 

iteration are the main parameters in the case of the MOPSO algorithm. To select 

an optimal setting for the MOTS algorithm, several runs with different sets of 

regions and evaluations were investigated. The number of evaluations had a 

significant impact on the computational time [35], while increasing the number of 

regions forced the algorithm to explore more areas of the design space [82]. On 

the other hand, the MOPSO settings were investigated by using different 

combinations of iterations and numbers of particles. 

2.3 Data analysis 

Aerospace design optimisation is a complex process, where the DM is required 

to consider numerous and multi-disciplinary criteria. Simulations regularly 

produce multi-dimensional data. To take the correct decision, it is essential to 

understand the data distribution and the achieved trends, which present the 

correlations that exist between the different design parameters. 
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Conventional visualisation techniques such as scatter plots are limited to a 

maximum of three dimensional data. In [14,83] the authors stated that data 

visualized in low-dimensional space using scatter plots is applicable only when 

the objective space involved trade-off for two or three parameters, where each 

parameter can be represented directly on an axis. In addition, it was argued that 

Parallel Coordinate techniques are an efficient way for representing relations 

when there are more than three parameters in the design space, as is the case 

with multi-objective design optimisation problems which often require 

simultaneous optimisation against many conflicting objectives. For such 

optimisation  design problems, no single solution exists that can satisfy the 

objectives, instead non-dominated solutions are presented which required 

external trade-offs to select the preferred solution [6,21]. In such a design 

problem, the decision maker requires an additional tool to simplify the trade-offs 

and help the designer take the right decision within the computational 

optimisation process [84], such as Parallel Coordinates. 

Parallel Coordinates are not limited to optimisation problems, and have proved to 

have strong capabilities as a visualization aid and have been used successfully 

in different applications to assist with the visualization of large amounts of data. 

For example, in [85] Parallel Coordinates were used to provide insight into multi-

dimensional data, where the data size was tens of millions of points for each time 

set considered, and each different attribute. This work intends to enhance the 

visualization process where the interactive exploration of large sets of data 

becomes infeasible. The obtained results in terms of the quality of the 

visualization and interactive response time were highly encouraging. 

2.3.1 Visualisation in computational design 

Real-world design problems require the designer to invest in many computational 

tools to improve and speed-up the engineering design process [86,87]. The 

aerodynamic design problem is one of the fields where high performance design 

tools can have a significant impact on the design process. Successful application 

of these tools can enhance the techniques used by the DM and improve the 

optimising process - known as MCDM [88]. 
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Naturally, many real-world design problems consist of multiple conflicting 

requirements, and a DM will struggle to find or improve on a compromise solution. 

The process needs a physical tool that gives a better explanation for the 

characteristic of the optimisation process and assists with the post-optimisation 

data analysis. To overcome these issues, Parallel Coordinate techniques for 

viewing multi-dimensional data are used [84,89]. This presents the solution in a 

multi-dimensional parallel coordinate system, where parallel coordinates 

represent each variable. It allows observation of relations between design 

variables and trade-offs between objectives, and monitors the evolutionary 

process [90–92].  

Several visualization techniques are available in the literature [91,93,94], 

however Parallel Coordinates is the most popular [95] because it is easy to use 

and enables the DM to perform tasks interactively and efficiently. One of the 

earliest reports of work done using Parallel Coordinates as a static user interface 

is in [96]. Visualization of the population in a high-dimensional objective space 

presented significant information allowing the DM to trade-off between objectives, 

assessing the quality of the Pareto front, and helping the DM to express his/her 

preferences [97]. 

Given the success of the Parallel Coordinate approach as a visualization tool for 

exploring data analysis [95], researchers have integrated the Parallel Coordinate 

visualization features into the design optimisation process to provide support for 

optimal decision making. Multi-objective optimisation methods are categorized 

into three categories; a priori, posterior and interactive, which depends on when 

the DM provides his/her preference. To increase the effectiveness of the multi-

objective optimisation problem, the DM should interact while the process is 

running to build an understanding of the problem domain by gathering more 

information that will help to gradually steer the process to the Region of Interest 

(ROI).  

One of the earliest interactive approaches is presented in [18]. This approach 

allowed the DM to explore the dominated solutions by using a heat-map-

visualization-based user interface, as shown in Figure 2-7. Using this approach, 



25 

the DM is not required to review every individual solution in order to make a 

choice, rather it is necessary only to focus on small particles of interest to guide 

the solutions. The shortcoming of this approach is a high frequency of interactions 

is required, which was the inspiration for selecting Parallel Coordinate 

visualisation based on work carried out by Kipouros et al. [98,99] for further 

works.  

Subsequent work produced a more flexible approach using the idea of a 

visualisation-based user interface that implemented the Parallel Coordinates 

technique and a 2D scatter graph to formulate the DM’s preferences [18,100]. 

Figure 2-8 shows the user interface overview. The visualization tools enabled the 

DM to reach the right decision by recognizing the existing trend correlations 

between design variables as well as objective functions [15]. By interacting with 

the Parallel Coordinates and 2D scatter graph, it is possible to steer the 

optimisation search according to the DM’s expertise and preferences, to focus on 

the ROI. 

Figure 2-7: Heatmap visualisation base: The rows represent individual solutions 

while the columns either represent objectives or design variables [18]
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Figure 2-8: Visualisation-based user interface showing implementation of the  

Parallel Coordinates technique, 2D scatter graph, and window showing the 

candidate solution [100]

2.4 Summary 

The procedures used to optimise aerodynamic considerations related to this 

research have been introduced in this chapter. This includes discussion on the 

characteristics of the optimisation techniques, of global and local solutions, the 

concept of Pareto equivalence, and dominated and non-dominated solutions. 

This is followed by a comparison between the two main optimisation techniques; 

deterministic and stochastic. The focus is on stochastic algorithms such as MOTS 

and MOPSO since these will be the algorithms applied in the proposed design 

framework.  

The next chapter introduces the applications of three advanced optimisation 

techniques; Automatic design tool (Nimrod/O), interactive optimisation and an 

Artificial Neural Network in the field of aircraft aerodynamic shape design. The 

advantages and disadvantages of each technique are explained.  
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3 Chapter - Optimisation Applications 

and Decision-Making 

Aeronautics has benefitted substantially from the development of optimisation 

techniques, which have the potential to improve the efficiency of the design 

process and the quality of the new products. In practice, real-world problems 

consist of multiple conflicting requirements that a designer struggles to meet and 

find an efficient compromise solution in a suitable computational time. Hence, 

improving optimisation techniques is an attractive field for many researchers. This 

chapter presents a discussion on the use of advanced computational tools and 

techniques in the field of aircraft shape design. It also covers some important 

considerations used to classify each technique; computational resources 

required, efficiency, simplicity, applications, and advantages and disadvantages. 

These considerations include the benefits of using an automatic design 

optimisation process, interactive optimisation, and machine learning to accelerate 

the design cycle and obtain optimal or near optimal results. The focus is on using 

methodologies and computational tools to provide correct and effective support 

decisions, making for a design optimisation process. 

Increasingly, nowadays, computational optimisation methods are essential 

components of engineering design and manufacturing systems. These 

applications have changed the conventional design procedure that depended 

directly on the design and builds a prototype for the test with the design process 

that depended on producing a mathematical model that simulated the design 

problem and performed repetitive evaluations until a near optimal solution was 

obtained, after which a prototype was built and tested [101]. Selecting the most 

desirable solution (optimal compromise solution) for any design problem requires 

a human decision. Such a decision can be either occur a priori, a posteriori or 

interactively [15].  

3.1 A priori approach 

In this approach, the DM is required to specify his/her preferences before the 

solution process starts. This is usually done by using the weighting, or �-
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constraint, method where the design optimisation problem is formulated as a 

single objective instead of a multi-objective problem. Once the design problem is 

formulated, the optimiser will try to find a single optimal solution satisfying the 

articulated preferences of the DM [6].  

 In the weights methods, the DM is asked to specify the weight (w�) for each 

of the objective functions. The problem is then formulated as [82]: 

���∑ �� ��(�)�
��� (3-1)  

                  Subject to 

 x ϵ S

Where �� ≥ 0 for all � = 1, … ,� and the summation of the total weights is equal to 

unity. The method is simple and direct, but usually the DM does not have 

adequate information to accurately define the problem. Thus, wrong weightings 

for the different objectives may be used [33]. In case of convex problems, 

changing the weights of the objectives is necessary to test that the optimal 

solution has been found [102].  

The weighting method can be used as an a posteriori approach by performing 

multiple runs using different weights to obtain multiple trade-off solutions. In this 

case, the DM is asked to select a single solution as the trade-off [6]. 

 On the other hand, in the �-constraint method one objective can be selected 

to be optimised while the others are converted into constraints. The problem 

is then defined as: 

��� ��(�) (3-2)

                 Subject to  

   f�(x) ≤ ϵ�     for all       j = 1, … , k,      and j ≠ �

Where the  �� is the upper bound for the objectives and � � {1, … , �}.  
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The solution obtained using the �-constraint method is always weakly optimal for 

two reasons, only one objective is considered in the optimisation process, and 

there is invariably a lack of information required to specify the upper bounds for 

the constraint objectives [102]. Thus, several runs must be performed to prove 

that the obtained solution is optimal, which is usually computationally expensive. 

Many studies have investigated multi-objective optimisation and have 

emphasised the possible benefits compared to single-objective optimisation with 

a composite objective function. For example, Gaiddon et al. performed a study to 

compute the aerodynamic balance of a missile by finding the best inlet shape for 

the missile during acceleration, cruising, and manoeuvring. The work compared 

a number of optimisation algorithms using both mono-objective and multi-

objective optimisation approaches. The results showed that only by using multi-

objective optimisation and Pareto solutions could the best set of designs be found 

to satisfy the several performance criteria [103].  

3.2 A posteriori approach 

On the other hand, in a posteriori optimisation, the DM is required to specify 

his/her preferences after the optimisation process is over. In a multi-objective 

optimisation problem, several objective functions are to be optimised 

simultaneously to find a well-distributed Pareto front. The results will be presented 

to the DM who is assumed to know the problem being considered sufficiently well 

as to be able to perform a trade-off between the different objectives and select a 

single solution. The main benefits of a posteriori approaches are their ability to 

provide Pareto optimal (non-dominated) solutions for multi-objective design 

optimisation problems in a single run, which is an advantage over the a priori 

approach [6]. In this case, the DM is required to select the most preferred solution 

after having had an overview of the different Pareto solutions [104].  

Generally, the multi-objective optimisation problem is similar to a single 

optimisation problem in containing a number of constraints that need to be 

satisfied by the optimiser to find feasible solutions. The multi-objective 
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optimisation problem in its general form is either a minimisation or maximisation 

and may defined as [105]: 

max min⁄  f�(x)                  m = 1,2, … , M                                       (3-3) 

           Subject to 

 h�(x) = 0,                       j = 1,2, … , J

g�(x) ≤ 0,                      k = 1,2, … , K

x�
� ≤ x� ≤ x�

�,                 i = 1,2, … , n

The solution of the multi-objective optimisation problem is expressed 

mathematically in form of non-dominated solutions (Pareto order). By definition, 

a decision variables vector x = (x�, x�, … , x�)� dominates another decision 

variables vector if it is not worse in any objective and is strictly better in at least 

one objective, see Figure 3-1.  

Figure 3-1: Left panel; set of solutions on the objective space. Right panel; first 

non-dominated solutions (Pareto front) [105]

By pair-wise comparison of the solutions shown in the left panel of Figure 3-1, 

using Equation 3-3, the non-dominated solutions can be established. The right 

panel of Figure 3-1 shows that only three points from the set of six solutions are 

considered as non-dominated solutions. The non-dominated solutions share the 

property that neither of two solutions can improve any more with respect to the 

other, without sacrificing one objective in the other solution [65].  
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The use of this approach led to the development of many popularly used 

optimisation tools [77]. The aim is to provide better results regarding 

computational time, quality of the solutions, and the labour required for setting up 

the test experiments. 

3.2.1 Automatic design optimisation tools 

Several optimisation tools have been developed to assist the designer in 

performing a demanding design experiment using an arbitrary computational 

model. Nimrod [106], modeFRONTIER [107] and iSIGHT [108] are examples of 

tools to improve the design process while reducing the time and cost. These 

computational frameworks can assist a designer to verify different design 

scenarios before committing to a specific design which reduces computational 

requirements and duration of the design cycle, while improving the quality of the 

product [109]. Moreover, such an approach allows the designer to focus on the 

technical issues of the design problem instead of programming details and 

operating system requirements.  

This work used Nimrod/O, a tool that has previously and successfully been used 

with the High-Performance Computer (HPC) at Cranfield University [77]. The 

HPC system allows 250-300 users to carry out complex research across many 

processors simultaneously [110]. Nimrod/O has been applied to a varied range 

of problems since it was launched. For example, in [111], Nimrod/O tool was used 

successfully with various design problems that require intensive computations, 

including modelling of air quality, airfoils, plate fatigue life and quantum chemistry. 

The evaluations were performed on parallel batches, which is limited only by the 

number of processors available. Other projects showing the efficiency of 

Nimrod/O can be found in [4], where different test functions were optimised.  

Furthermore, Nimrod/O is easily to adapt to new optimisation algorithms 

simulating real-world design problems. According to [77] the first multi-objective 

optimisation algorithm interfaced with Nimrod/O was DEMO (Differential 

Evolution for Multi-objective Optimisation). The framework was tested on two 

different optimisation problems; the first was a standard mathematical function 

with two objectives, while the second was shape optimisation of rib-reinforcement 



32 

that consisted of three objectives. The success achieved in interfacing DEMO 

with the Nimrod/O package has encouraged researchers to further enhance 

Nimrod/O with more powerful multi-objective algorithms, such as Multi-Objective 

Tabu Search (MOTS) [64] and Non-dominated Sorting Genetic Algorithm (NSGA) 

[112].  

Abramson et al. studied an airfoil design problem using NSGA and Simulated 

Annealing (SA) algorithms implemented in Nimrod/O using an algorithm written 

especially for the problem. The conclusion shows that using Nimrod/O provided 

greater flexibility with a shorter computational time and less work required for 

setting the experiments [113]. In [114] the Nimrod/O optimiser was used to 

determine the geometry of a hole in a thin plate under load, which gave optimal 

life. Multiple searches from various start points were used to overcome the 

problem of multiple local optimums.  

Using a Sweep Method (SM), Nimrod/O can perform a full parametric sweep 

across all possible design variable combinations to explore the entire design 

space [115]. Such a process examines the range of design scenarios and provide 

a clear idea for the DM of both how the design variables and objective functions 

are related, and the limitations of the design space [116]. This will lead to a robust 

optimisation process in a shorter time. 

Several researchers have investigated the design optimisation of aircraft using 

various levels of fidelity to reduce the length of the design cycle and 

computational cost, while improving the quality of the design [117].  However, 

Piperni et al. [25] and Zhang et al. [118] have argued that the level of fidelity that 

should be delivered by the models is mostly determined at the development 

stage, which the design process aims to enhance. Leifsson et al. [4] found that 

optimisation results for both expensive high-fidelity models and low-fidelity 

models show the same trends, but the optimised results from a low fidelity model 

have the advantages of being efficient in terms of computational costs. The low-

fidelity computations are around 320 times faster than high fidelity computations 

using Navier-Stokes equations. 
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The first part of this thesis discusses the application of Nimrod/O to the optimal 

design of aircraft shape, which is considered as a compromise between flight 

conditions and shape parameters. To deliver a sufficient level of fidelity with very 

short computational times to the DM, the low fidelity flow solver Athena Vortex 

Lattice (AVL) has been used to capture the physics of the problem at this stage 

of the design process [9,119–121]. It is unnecessary to use high fidelity 

computational tools in this stage of design when the AVL can give reliable results 

of acceptable accuracy. It is better to use high fidelity tools at the detail stages of 

the design or at higher Mach numbers where low fidelity tools fail to achieve 

acceptable results [118]. To develop an approach that can be used for any 

aircraft, the existing Aegis UAV platform - with its available and extensive 

database - is used for developing the methodology.   

Actually, the idea of using optimisation for the design of the aircraft’s aerodynamic 

shape is not new and several researchers have performed such investigations 

using a Gradient-based Method (GM) [55,122–125] or Evolutionary Algorithms 

(EA) [59,61,62,126,127]. The GMs usually suffer from the difficulty of getting 

gradient information for the objective function, and the optimiser often becomes 

trapped in local minima. In contrast, EAs have the important ability to compute 

the global minimum [60]. However the convergence is slow since they requires a 

large number of evaluations [29]. 

To investigate the implementation of more advanced optimisation techniques, 

initially this work used Multi-Objective Tabu Search (MOTS) as the search 

algorithm [64,128]. TS has rapidly expanded in recent years as one of the more 

efficient meta-heuristic techniques able to cope with complex real-world problems 

[69]. For example, in [128] the MOTS algorithm is integrated into a design system 

for the optimisation of turbomachinery blades. The aim was to improve the 

performance of the engine and give an insight into the nature of the design 

problem which, if successful, could significantly reduce the work load on the 

designer. The obtained results showed that using a robust optimisation algorithm 

for solving a real-world problem can successfully provide a set of non-dominated 

solutions, which provide good support for the DM in determining the trade-off 
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between the objectives under consideration. In similar work, the TS algorithm was 

integrated with a multi-fidelity flow solver for the test case of the aerodynamic 

design of two different airfoils provided by industry [129]. The aim was to 

accelerate the convergence to the global optimum in less computational time. 

The results show the advantages of using a low fidelity solver to reduce the high 

fidelity function evaluations required for each design case.  

3.3 Interactive approach 

In the a priori or a posteriori approaches, the designer formulates the problem 

and allows the optimisation loop to run automatically until solutions are identified. 

Early optimisation was usually considered as a single objective optimisation 

problem, but the need to simulate real-world design problems required the 

capability of solving multi-objective design problems where there was no single 

objective solution, but a set of non-dominated solutions which required a human 

input to the analysis to select an appropriate compromise solution. Even though 

this technique is appropriate since it requires the least interaction with the 

designer, it may require additional computational effort since it explores the whole 

design space intensively [130], which can lead to post-data analysis problems. 

Also, it is not a particularly good approach for design problems that contain more 

than two objectives [20]. Thus, new procedures and ways of integrating and 

applying existing technology must be explored and developed [131].  

3.3.1 Human in the loop 

For real-world problems, the DM is interested only in a sub-region of the objective 

space. The benefits from trade-off solutions outside the region of interest are very 

small compared with the computational cost and effort made by the DM in 

analysing unnecessary information [14]. Researchers have investigated different 

optimisation techniques to reduce the length of the design cycle, reduce 

computational cost, and improve the quality of the design [117]. The solution to 

such a problem can be to incorporate the designer within the optimisation loop 

[15–18]. Figure 3-2 shows a comparison between non-interactive and interactive 

optimisation where the DM is involved within the design loop. This makes it 

possible to focus all the computational resources on exploring only the areas of 
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interest within the search space to identify just the preferred designs for the 

intended applications. Actually, by applying guidance to the search and ignoring 

regions which are not interesting to the designer, the computational cost is also 

reduced [15].  

Figure 3-2: Left panel; the preference base design loop (interactive). Right panel 

the conventional design loop (non-interactive) 

Over the last three decades, many researchers have been focused on developing 

interactive multi-objective optimisation methods. The majority of these methods 

are based on Multi-Attribute Value theory (MAVT) [132], where the performance 

is captured by asking the  DM to compare the non-dominated solutions either in 

pairs or in groups to articulate the required preference. Based on the DM 

preference, the optimisation problem will be formulated as finding a suitable value 

for the objective function satisfying the preferences of the DM [18,100]. The 

majority of these approaches are based on an Evolutionary Algorithm (EA). For 

example, in [20] an evolutionary multi-objective optimisation algorithm was 

developed to lead the DM to regions of interest depending on his/her preference. 

The progress towards the preferred solution was developed by interaction with 

the DM after a certain number of iterations. The preference was used to model a 

value function, which was used until the next interaction.  

Ke Li et al. [81] derived an approximation value function that modelled the DM 

preference by scoring the candidate solutions and then employed an EMO 

algorithm to lead the DM to the region of interest (ROI) of his/her choice. An 

interesting work by Muberra et al. developed an interactive evolutionary algorithm 

for a multi-objective feature selection problem that depended on a preference-

based approach. The DM guides the search to the regions that contain the 
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interesting solutions. A supervised learning algorithm is used to assist with 

measuring the feature selection performance classification, eliminating irrelevant 

information, improving the time efficiency and simplifying the optimisation search 

as a whole [22]. More such work including evolutionary algorithms are in 

[16,20,133,134].  

In contrast, there are not yet many studies adapted to use the Particle Swarm 

Optimisation (PSO) algorithm to optimise interactively [18]. Agrawal et al. 

proposed an interactive particle swarm approach for solving multi-objective 

optimisation problems by including DM preference. The interaction starts only 

after a finitely large archive of non-dominated solutions is reached. The role of 

the DM is to select a preferable solution from among the non-dominated Pareto 

solution by making a pairwise comparison. The approach used an adaptive-grid 

mechanism for incubation of the particle swarm for the multi-objective 

optimisation [135]. A good summary of interactive Multi-objective Optimisation 

methods based on MAVT can be found in [20]. However, such methods are still 

not yet applicable to real-world problems. Methods in this category are limited to 

show information or plots for selected points in the objective space. Whereas, the 

concept of using interactive optimisation is to provide enough information about 

the design space for the DM to be able to steer the optimisation search to the 

ROI efficiently [100].  

The first interactive optimisation approach based on a non-MAVT-base was 

presented in [18]. It used a Multi-Objective PSO algorithm to guide the particles 

to the ROI using DM preferences by means of a heat-map-visualization-based 

user interface. In this method, the DM is not required to review every individual 

solution to make a choice, it was necessary only to focus on a small number of 

particles of interest to guide the solutions. Even though this method allowed the 

DM to focus only on the ROI, it required a large number of interactions [100].  

Later, a new version of the interactive Multi-Objective Particle Swarm 

Optimisation using DM interaction was developed [15]. It uses the idea of a 

visualisation-based user interface that implements the Parallel Coordinates 

technique, and a 2D scatter graph to articulate the DM’s preferences. The 
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approach was used successfully on a 2D aerofoil benchmark problem used by 

Kipouros et al. in [136]. 

The literature on using an interactive approach for aerodynamic shape 

optimisation is modest. To date, most published work using interactive 

techniques concerns either standard test problems or optimisation of wing airfoils, 

as explained previously. This work introduces a preference base framework, 

which incorporates the flow solver Athena Vortex Lattice (AVL) [137] with 

stochastic Multi-Objective Particle Swarm Optimisation  (MOPSO) [15] to lead a 

DM to the solution of his/her choice using a visualisation-based user interface. 

To demonstrate the effectiveness and superiority of this approach, we compare 

the interactive optimisation results with the non-interactive results using MOPSO 

and MOTS algorithms for the aerodynamic shape design optimisation problem of 

the Aegis UAV. The framework used was flexible and able to provide optimal or 

near optimal solutions in much less computational time when compared to the a 

posteriori approach. 

However, due to the stochastic characteristics of the algorithms used and early 

steering of the optimisation search, the DM may miss some important information, 

which may be the only penalty for performing the optimisation interactively. 

3.4 Machine learning 

Machine learning is a field of computer science that gives the computer the ability 

to “learn” without being explicitly programmed. The term machine learning was 

first introduced in 1959 by Arthur Samuel, one of the pioneers in the field of 

computer gaming and artificial intelligence [138]. 

Increasingly, machine learning (ML) is being widely used for classification [139], 

numerical prediction [140], and pattern recognition [141]. With ML the computer 

can “learn” the complex and multifaceted relationships between dependent and 

independent variables via a “black box” (or neural net), which processes the data. 

Such applications have been used extensively in, for example; biology [142], 

engineering [143–145], environmental analysis [146], information technology 
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[147] and medicine [148]. Such applications reveal the extent to which ML has 

been used to boost research and development.  

The development of big data analytics and data-mining [149–151], has 

dramatically extended the practical application of knowledge-base machine 

learning models. One such is the Artificial Neural Network (ANN), a non-linear 

fitting algorithm, which is now a very popular ML technique thanks to its ease of 

training, adaptive structure, and tunable training parameters [152,153]. ANNs. 

can cope with non-linear problems and, when trained, are able to carry out 

predictions and generalisations very fast. They are also able to cope with ill-

defined and complex problems, noisy and incomplete data and are fault tolerant 

[153].  

With so many advantages the ANN has been developed extensively, and 

currently widely available are the back-propagation NN [154], extreme learning 

machine [155], general regression NN [156], and multilayer perceptron NN 

[157,158]. Previous research studies have shown that ANNs can be 

advantageously tailored to different practical applications [159,160].   

3.4.1 Main architecture of ANNs 

Figure 3-3 shows a structure of a typical ANN. It consists of at least three different 

layers: the input, hidden, and output layers. Each layer consists of a certain 

number of neurons. Each neuron inter-connects with all the neurons in the 

following and the previous layer. Each connection represents a weight that 

contributes to the fitting. With a proper activation function f(NET), a combination 

of optimised weights can generate the prediction of the dependent variable.  

NET = ∑ w�� x� + b�
�,�                                                                 (3-4) 

Where w�� represents the weight value of a connection, x� represents an input 

independent variable, and b represents a bias. The training of an ANN is 

essentially the optimisation of each weight contribution based on the data groups 

in the training set. There are various techniques and optimisation methods that 

can introduce smooth non-linear fitting to the training of an ANN. Though there 
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are some difference in the weight training and algoritmic structures, the basic 

principles, as well as the training and testing processes, are very similar [161]. 

Figure 3-3: General structure of a typical artificial neural network, where each 

circle represents a neuron in the algorithm. The neurons are interconnected with 

all other neurons in the adjacent layers [162]

Machine learning is attractive to engineers because of its remarkable 

characteristic of learning to handle imprecise and uncertain information. 

Furthermore, it is able to achieve excellent generalized solutions through the use 

of powerful training algorithms, which produce solutions that are reliable inside 

and outside the region of design space used for the training data [163], and 

perform massive parallel computations, which has a significant impact on the 

computational time [164]. These factors have attracted researchers to the 

application of ANN with advanced optimisation algorithms for various aircraft 

design problem enhancements [165–167]. Actually,  ANN is used mostly to model 

the objective functions (surrogate model) for the design problem, where the 

computing of the objective function is time-consuming and computationally 

expensive [168,169]. However, using surrogate objective functions instead of the 

real objective functions for complex industrial problems may degrade the 

accuracy of the results [11]. 
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3.4.2 Properties of learning 

In order to use the ANN to obtain the required results, it has to learn the structure 

of the domain. Generally, any NN has to be trained using a learning algorithm 

and known date set. The learning algorithms for NNs can be classified into two 

main categories: supervised learning and unsupervised learning [146]. The 

unsupervised learning is usually used to find the structure of unlabelled data. The 

aim is to learn more about the trained data to discover more of its features for 

identifying subsets. The cluster analysis of data is considered the most common 

use of unsupervised learning. For unsupervised learning, there is no need to 

know the outputs values. 

In contrast, the output values are required when supervised learning is used. In 

other words, the training dataset or the desired outputs for a given set of inputs 

must be provided for the algorithm to adjust the network’s weights. These weights 

will be used for processing any subsequent new set of data. These weights will 

be adjusted until the desired goal is reached. Generalized solutions mean the NN 

can produce an output that is very close to the expected outputs for any given 

input data, and is one of the main applications of supervised learning [170].  

3.4.3 Application of the Artificial Neural Network 

ANN's are a computational modelling tool able to process massive data sets 

concerning real-world problems [161]. The ANN models may be used as an 

alternative method in engineering analysis and predictions. ANNs are claimed to 

mimic the learning process of a human brain. They operate like a “black box”' 

model, requiring no detailed information about the internal workings of the 

system. Instead, they learn the relationship between the input parameters and 

the controlled and uncontrolled variables by studying previously recorded data, 

similar to the way a nonlinear regression might perform. Another advantage of 

using ANNs is their ability to handle large and complex systems with many 

interrelated parameters. They seem simply to ignore excess data that are of 

minimal significance and concentrate instead on the more important inputs.  
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Regardless of the machine learning in use, obtaining high optimality requires a 

deep understanding of the numerical optimisation technique, training procedure, 

specification of the machine in use, and full knowledge of the design problem. 

For that reason, researchers have investigated various traditional optimisation 

algorithms to obtain the best combinations of the process parameters. Although 

these traditional optimisation algorithms had performed well in many particles 

cases, they did have some restrictions related to their search procedure [6].  The 

solutions obtained by many ANN algorithims can be far from the optimal solutions 

that are expected by a DM if it becomes trapped in local minimum [23]. To 

overcome such a problem, bio-inspired algorithms, which are based on natural 

behaviour, such as PSO algorithms and EAs, have been proposed [24]. 

Keeping in view the success of EAs [171], ANNs had been used in many projects 

to construct a surrogate model to reduce the overall computational cost and to 

obtain greater optimality in the solutions [171,172]. Because of its stochastic 

characteristics, Genetic Algorithms (GA) have been introduced as a powerful tool 

for the aerodynamic shape design optimisation problem. The stochastic 

characteristics prevent the algorithm from being trapped in a local minimum [173]. 

Hari et al. used ANN to model a function for non-linear mapping of the quasi-

steady stall information of an aircraft, and then used a Gauss-Newton (GN) 

optimisation technique to estimate the aerodynamic coefficients [174]. The 

obtained results were compared to the results obtained using the Equation Error 

Method (EEM), which required expensive information gathered from wind tunnel 

and computational fluid dynamics. It is found that neural-network base GN 

method provides better results. In [171] an efficient methodology was introduced 

to accelerate the optimisation process of design of the wing section. The 

expensive Nevier Stokes flow solver was supplemented by a low-cost ANN for 

the evaluation of the objective functions. To increase the computation speed and 

convergence of the solutions, a GA with parallel computation features was also 

used.  

In a different optimisation problem Giannakoglou et al. investigated the use of 

multi-layer perceptron NNs with radial basis functions, by implementing an 
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optimisation method based on an evolutionary algorithm. The application 

included several 2D and 3D aerodynamic shapes, respectively airfoils and 

turbomachinery blades. The ANN was trained to model the objective functions. 

The obtained results conclusively demonstrated the superiority of using ANN in 

reducing computational time [144]. 

In a similar work, Magrini and Benini used an ANN to create a surrogate model 

to approximate the highly nonlinear relationship for optimisation when morphing 

a leading edge airfoil [175]. The applied methodology was based on the GA. The 

results show that the ANN can provide a significant reduction of the convergence 

effort. In another interesting project a surrogate model was constructed to 

evaluate the aerodynamic characteristics for NACA2411 [168]. The work used 

different approaches for construction of the surrogate model with the goal of 

reducing the requirement for using high fidelity computational tools in the 

aerodynamic shape design.  

On the other hand, considerable interest has been shown in setting the problem 

using PSO algorithms. The aim was to obtain high-quality products in terms of 

computational cost and performance. Since the algorithm has a simple 

mechanism it was computationally inexpensive in terms of memory requirements, 

and faster relative to other population techniques [74,75]. In [11], the authors 

extensively reviewed PSO algorithms used to evolve ANNs. However, most of 

the research was focused on using of ANNs to model the objective function, or 

the PSO was used to help with the training of the ANNs. For example, in [176], 

the authors proposed a method that used MOPSO to train the ANN to optimise 

the architecture and connections of the network simultaneously. The obtained 

results showed the effects of the proposed framework compared with other 

findings available in the literature. In [154] the Backpropagation Algorithm (BA) 

and PSO algorithm were used as training methods for an ANN. The obtained 

results were compared in terms of convergence and computational time. The 

PSO showed significant advantages over the BA in terms of robustness and 

efficiency when obtaining optimal solutions even with reduction of swarm number. 
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Similarly, in [177] the MOPSO was used to choose the fuzzy rules for the Pareto 

optimum, which were used to classify electrical loads. Another interesting work, 

where a single point optimisation problem for an airfoil was examined using 

Gradient-Base and PSO algorithms. The PSO solutions showed the limitations of 

using gradient methods with such a problem. In addition, to improve the 

computational time when using PSO, an ANN was developed and a surrogate 

model used instead of the flow solver software. Computational time was reduced 

and good optimality solutions obtained relative to the one obtained using the 

computational flow solver [178]. 

However, real-world design problems require a high degree of accuracy, which 

can be obtained only by evaluation of the objective function [11]. The concern 

here is that the evaluation of the objective functions for such design problems 

may take weeks or even months. Furthermore, the problem becomes worse when 

infeasible trial solutions are more numerous than the feasible, which is the case 

in aerodynamic shape design optimisation problems [12,13]. Therefore, it is not 

useful to spend a long time evaluating those worthwhile solutions [11].  

A significant contribution of this research has been the use of a ANN to guide the 

optimisation algorithim by deciding whether the trial solution is worthy of full 

evaluation or not, as applied to aerodynamic shape design optimisation for the 

Aegis UAV.  The ANN was used to perform deep space exploration, retaining all 

the useful information of the design space in an adequate computational time. In 

addtion, the research has made a significant contribution by comparing solving 

the problem by interactive and non-interactive optimisation approaches. 

3.5 Summary 

This chapter has introduced different architectures for aerodynamic shape 

optimisation, and provided an insight into the use of advanced optimisation 

techniques to obtain optimal or near optimal solutions. It is evident that the rapid 

growth in computing technology offers design engineers the potential of using 

design optimisation in real-world applications. Since real world problems are 

highly challenging, continued exploration and development of existing 

computational tools and methodologies are essential to identify and suggest 
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practical solutions. It has been established that computational automatic design 

optimisation tools, interactive optimisation techniques, and machine learning 

algorithms are essential tools to improve the quality of new products in terms of 

performance, while reducing computational cost and time, the latter are important 

given the limitations of even supercomputers to find solutions in adequate 

computational times.  

In the next chapter the detailed methodology for each technique used in this work 

is introduced: automatic optimisation, interactive optimisation, and Artificial 

Neural Network. 
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4 Chapter – Research Methodology 

The aim of this chapter is to demonstrate the possibility of using advanced 

optimisation approaches to accelerate the optimisation of the design process 

while retaining all the useful information in the design space. Applicability of the 

methodology is presented through the aerodynamic shape design optimisation of 

the Aegis UAV.  

The research methodology adopted used three different approaches; a posteriori, 

interactive, and machine learning, see Figure 4-1.  

Figure 4-1: Schematic of the methodology used in this research, which 

consists of three different approaches; automated optimisation 

(Nimrod/O), interactive optimisation, and machine learning.  
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Figure 4-1 summarises the procedure used in this research. Details of the 

structure of each methodology, linking of the codes together and flow of the data 

are explained below. Furthermore, this chapter introduces the flow solver used to 

capture the physics of the design problem. 

4.1 Computational flow solver 

Design of the aerodynamic shape of aircraft has benefited greatly from the 

development of optimisation techniques, which have been linked with the flow 

solver software to accelerate the process of trade-off between the requirements 

of different disciplines [28,122]. However, if the flow solver is not accurate 

enough, the optimisation process will converge to solutions which violate the flow 

characteristics or display numerical errors.  

Describing a candidate UAV shape through the optimisation process is achieved 

by satisfying the defined objective and constraint functions using the flow solver. 

In addition, repeated evaluations of the objective functions are required for each 

candidate shape, which makes the flow solver the most computationally 

expensive component within the optimisation framework. For these reasons, the 

efficiency of the framework is largely dependent on the selection of the flow 

solver. It is necessary to the keep the correct balance between solution accuracy 

and computational expense, which are dictated by the design stage and flow 

regime [25,118].

For example, due to the fluid nature of the conceptual design process, it is not 

recommended to use high fidelity analysis design tools such as CFD and FEM at 

this stage as they can be costly [5,8]. As explained in Section 2.1.1, what is 

required is a tool that strikes a better balance between accuracy and 

computational cost. 

4.1.1 Athena Vortex Lattice (AVL) 

There are several difficulties involved when considering the use of analysis tools 

in the earlier phases of design for optimisation of aircraft aerodynamic shape. A 

suitable selection and validation of the analysis tool is required before integrating 

it into the optimisation  process. In addition, the code solver must meet some 
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important requirements regarding the accuracy of the results and computation 

time.  

“AVL code is a program for the aerodynamic and flight-dynamic analysis of rigid 

aircraft of arbitrary configuration. The code was developed by Mark Drela and 

Harold Youngren and is published under the GNU-General Public License” [137]. 

AVL is based on the Vortex Lattice Method (VLM), which is a numerical method.  

It is a well-known code for aerodynamic and flight-dynamic analysis of rigid body 

aircraft of arbitrary configuration. This code uses an extended Vortex Lattice 

Method for generating wings and tails (lifting surfaces) and slender-body models 

for fuselages and nacelles [179]. In this method, the lifting surfaces are modelled 

with horseshoe vortices distributed along span and chord. Effects of thickness 

and viscosity are neglected [38].  

Many codes utilize VLM for aerodynamic characteristics calculations, but AVL is 

the most well-known and provides the most accurate and efficient results when 

compared with other aerodynamic analysis software employing the same method 

[179]. In addition, AVL code is easy to use and capable of manipulating a large 

number of design parameter within a short computational time and limited cost. 

It has the capability to simulate many surfaces at the same time, i.e., the wing 

downwash effect on the tail, and fuselage wing-tail effect, and to simulate 

complicated configurations (no limitation on wing sweep and dihedral angles). 

AVL is able to provide the geometry image of the lifting surfaces, fuselage and 

complete configuration.  

AVL is most appropriate for UAV configurations, which are comprised of thin 

lifting surfaces with a small angle of attack [137]. However, AVL code is not 

capable of calculating non-lifting drag (friction drag), but can compute induced 

drag (lift related drag) with high accuracy [180,181]. 

The AVL code utilizes the Prandtl-Glauert (PG) transformation, which solves 

compressible flow problems using the Laplace Equation. The PG transformation 

can be used successfully for either freestream Mach numbers up to 0.5, or before 

transonic flow started [182].  
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Generally, the AVL code works with three input files; geometry input, mass and 

the run file. The geometry input file defines the model configuration and the 

properties of the aerodynamic sections. The mass file describes the properties of 

the mass; the magnitude of the mass itself, the centre of gravity, and inertial 

properties. The mass file is necessary only if stability analysis is performed. Both 

of the geometry and mass files are created by the user, using the simple text 

editor, but in case of the run file, the file is generated by the AVL code itself 

4.2 Automated optimisation – a posteriori approach 

Generally, real-world problems consist of multiple conflicting requirements to 

which a designer struggles to find or improve a compromise solution in a suitable 

computational time. Dealing with such complex design problems requires the 

designer to concentrate on the technical issues rather than programming 

requirements. Nimrod/O is an optimisation tool developed to simulate real-world 

design problems efficiently.  

4.2.1 Methodology used 

The aim of this section to demonstrate how the possibility of using advanced 

computational tools can accelerate the optimisation process and effectively retain 

the useful information contained in the design space. Applicability of the 

methodology is demonstrated through aerodynamic shape design optimisation of 

the Aegis UAV. Figure 4.2 summarise the components of the automated 

framework used in the various stages of development. It consists of four main 

parts: Nimrod/O design optimiser tool [77,111,113,183], optimiser algorithm 

(MOTS) [36,64,68], Sweep Method (SM) [115], and flow solver. The flow solver 

used here is the Athena Vortex Lattice (AVL) [137]. It is a low fidelity flow solver 

using an extended Vortex Lattice Method for simulating the flow around wings 

and tails and using slender-body theory for fuselage and nacelle modelling [179]. 
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Figure 4-2: Schematic of the optimisation methodology used in the a posteriori 

approach 

To define the new geometry for each candidate solution automatically, a code 

(Interface-AVL) to control the interaction was developed. The optimisation 

process required a repetitive evaluation of the objective functions for each 

candidate, which made the flow solver the most computationally expensive 

component within the optimisation framework. Thus, if the flow solver is not 

accurate enough and not able to capture the physical processes of this stage, the 

optimisation process will converge to solutions that violate the flow characteristics 

or display numerical errors. The Interface-AVL is developed to (i) generate the 

configuration needed to run AVL, (ii) satisfy certain constraints that are required 

to complete the flight mission, and (iii) compute other quantities such as parasite 

drag [42] and mass properties, that are required to perform the sweep and 

evaluate the objective function (see Appendix A for the parasite drag calculation). 

Before applying the framework to the Aegis UAV configuration, three different test 

cases from the literature were used to validate and verify the flow solver and the 

results from the Interface-AVL. These are presented in detail in Appendix B. 
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The Nimrod/O tool offers a declarative file to allow users to focus on the technical 

issues of the design problem instead of being concerned with programming 

details. By using such a file, the user can simply define the design variable 

characteristics, tasks to be executed, and the algorithm to be used. Firstly, the 

SM is used to explore the design space and identify the existing relations between 

design variables and objective functions. The analysis of these results was then 

used as an effective feedback to correct any dysfunctions that existed in the 

developed Interface-AVL, and then to formulate the design problem [83]. Next, 

MOTS was defined in the Nimrod/O declarative file to perform the optimisation. It 

took less than one minute to switch from the SM to MOTS. The optimisation 

started by finding the optimal number of regions and evaluations used to define 

the efficiency of the algorithm. Once the number of regions and evaluations were 

selected, the optimisation process started by performing various design 

scenarios to explore the UAV characteristics and provide the correct support for 

the DM to make the best decision. 

4.2.2 Nimrod/O tool 

Nimrod is a tool that provides a range of optimisation algorithms to assist 

engineers to evaluate the best design in a short time. It is unique in its ability to 

solve diverse kinds of optimisation problems without asking the user to write and 

develop his/her own optimiser code. Figure 4-3 shows a schematic of the 

Nimrod/O construction. The tasks to be executed by the optimisation methods 

are passed to Nimrod/G or EnFuzion to run in the HPC. To reduce the 

computational time, a cache is placed between the Nimrod and Nimrod/O to 

prevent recalculation of parameters already calculated. In addition, a permanent 

database is linked to the cache in case the Nimrod/O is terminated prematurely 

[130]. 
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Figure 4-3: Schematic of the Nimrod/O tool optimiser construction [130]

Using such a tool, the designer was enabled to execute a computational model 

over various design variables utilising the resources on a global computational 

grid. The tool computed the value of the objective function corresponding to 

different combinations of parameters, and the resulting jobs were sent to a cluster 

of processors [77,114,136]. The design space was explored exhaustively over a 

range of pre-set design variables to minimise or maximise a selected objective 

function. The current Nimrod/O package that runs on the HPC at Cranfield 

University supports the following algorithms: Simplex, Simulated Annealing, 

Broyden–Fletcher–Goldfarb–Shanno (BFGS), Tabu Search (MOTS-II), NSGA-II, 

and Sweep Method (SM).  

In order to define the design problem, Nimrod/O comes with a friendly interface 

text file (schedule). Figure 4-4 shows an example of a Nimrod/O declarative file, 

which can be written by any editor. It consists of three main sections; each section 

defines a particular part of the optimisation process. The first part defines the 

design variables; integer, float, and text. The second section defines tasks 

required to be executed. The final section of the schedule file contains the 

optimisation method. In addition, the schedule file may include constraints, which 

are located after the first part. The constraints can be either hard or soft: hard 

cannot be violated whereas soft can. In the case of soft constraints, penalty 

values should be added to the objective functions.  More sections may appear in 

the schedule file for named results. If such sections exist, they will be after the 

constraints section and linked to the multi-objective optimisation algorithms only. 

Such sections will specify the number of objective values that will be computed 



52 

during the run. If such sections are missing, then the number of objective 

functions is one [183]. 

Figure 4-4: A simple Nimrod/O declarative file, which consists of four main 

sections; design variables, results, task, and the optimisation algorithm used 

4.2.3 Sweep method 

The SM or parametric sweep is a method of exploring the parameter space of a 

design problem with high accuracy. A parametric sweep allows the designer to 

explore the design space by performing a sweep over the input parameters [115]. 

The parametric sweep takes all combinations of the input parameters which 

explore a range of design scenarios and provides a clear idea for the DM of how 

the design variables and objective functions are related [116]. The model may be 

computationally expensive, but the SM is executed in Nimrod/O parallel 

computing that can considerably accelerate the execution and allow complex 

design problem to be explored efficiently. Figure 4-5 shows an example of this 

file, which consists of three main sections; parameter descriptions, the main task, 

and sweep method characteristics. 
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Figure 4-5: Parametric sweep declarative file, the sweep is performed over three 

design variables x1 (wing span), x2 (wing root chord), and x3 (wing taper ratio) 

4.2.4 Optimisation algorithm 

This work used the Multi-Objective Tabu Search (MOTS) from Cambridge 

University [68]. This is a meta-heuristic algorithm that searches for the global 

minimum and does not stop at local minimums. It is relatively simple to use and 

has already shown potential in the field of aerodynamics [128,136]. The Single 

Objective Tabu (TS) implementation of Connor and Tilley was used as a starting 

point for the multi-objective search [184]. The TS depends on Hook and Jeeves 

(H&J) local search algorithm that was coupled with three different memories to 

prevent being trapped in a local minimum.  

Short-term memories (STM) are used to store recently visited points which are 

considered as “Tabu”. The search is not allowed to revisit those points which help 

it to climb away from a local minimum. In contrast, medium-term memory (MTM) 

is used to store the optimum, or the solution that is close to the optimum. The 

solutions stored in the MTM are used for an intensification strategy, i.e. restart 

the pattern search once no new optima are found. The long-term memory (LTM) 

has two functions; to record the regions which have already been explored, and 

to direct the search algorithm to the regions which are still need to be explored 

(diversification).  
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In general, algorithm search techniques use the local iteration point until a new 

candidate point is found. The new candidate point will be added to the MTM and 

replace the old one. This process will continue until the local iteration point 

reaches the user-specified value by diversifying or intensifying the search [36].

4.3 Interactive approach – human in the loop 

The DM in most practical applications is interested only in a part of the Pareto 

front, the subset of good solutions. To come up with such results, the DM must 

be part of the optimisation process rather than waiting until the process finishes. 

The main idea is to focus only on the ROI rather than exploring all the design 

space [21,22]. Involving the DM within the optimisation process periodically to 

provide significant information usually helps with focusing on a sub-part of the 

design space. Consequentially, computational time is reduced and an optimal 

solution that satisfies the DM’s preferences is more readily achieved [18,81]. In 

such an approach, the DM will provide his/her preference while the iteration is 

underway. 

4.3.1 Methodology used 

Figure 4-6 presents the main components of the interactive optimisation 

framework used in this work. The primary goal is to accelerate the optimisation 

search, and to achieve the best optimality level, by involving the DM in the overall 

optimisation process. The decision support framework consists of four main parts; 

the web browser input data, the main programme (developed in Python), 

Interface-AVL, and the interactive user interface. 

The user-input interface is used to input parameters required for performing 

interactive optimisation. It is accessible from a common web browser, which is 

driven by a Python-based web application. This window allows the user to input 

the number of iterations, number of particles, and the required interactive 

intervals. The underlying algorithm used in this work was developed and tested 

by Hettenhausen et al. [15], which was a development of previous work [18], 

where the user interaction was based on heatmap visualisation. The framework 
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used the a posteriori optimisation approach with MOPSO [74], as the method for 

searching and exploring the design space to obtain a set of optimal solutions. 

Figure 4-6: Interactive optimisation approach methodology; incorporates 

decision maker preference within the optimisation process 

The flow solver used for modelling and simulation of the new UAV configurations 

is the Athena Vortex Lattice (AVL) [137,179]. However, for the automatic reading 

and filing of this data into new files, an Interface-AVL code was developed [83]. 

To integrate the external model (Interface-AVL) with the I-MOPSO framework, 

the framework was amended following Hettenhausen et al. [185]. Once the 

optimisation run is started, the DM interacts with the process periodically. The 

visualisation-based user-interface in this framework used a Parallel Coordinates 

technique [84,89,90], to articulate the DM’s preferences and provide a 2D scatter 

graph. Both visualisation tools enable the DM to make the best decision by 

recognizing the existing trend and correlations between design variables as well 

as objective functions [15]. By interacting with the parallel coordinates and 2D 

scatter graph, it is possible to steer the optimisation search according to expertise 
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and preferences, to focus on the most interesting set of solutions or even a single 

solution. 

4.3.2 Multi-Objective Particles Swarm Optimisation (MOPSO)  

The MOPSO algorithm used in this framework was initially developed by Coello 

Coello and Lechuga [74], then further developed and tested by Hettenhausen et 

al. [15]. The majority of MOPSO algorithms share the same basic approach: a 

swarm of a certain number will be initialized randomly and that number will remain 

constant until the end of the run. The swarm behaviour is bounded by the velocity 

equation, which is updated continuously dependent on both the previous 

weighted velocity and known good solutions p�����
  →  and p�����

    →  representing the 

particles and the whole swarm, respectively [15].  

The velocity equation represents the information exchanged between the 

particles in the swarm, and is responsible for updating the position of the particles 

at each iteration t + 1, and can be written as: 

v�⃗ ��� = w ∗ v�⃗ � + c� ∗ r��p�����
→ − x�⃗ �� + c� ∗ r��p�����

→ − x�⃗ ��                (4-1) 

Where the x�⃗ � denotes the position of a particle p� in iteration t, and it is updated 

using the equation: 

x�⃗ ���(t) = x� + v�⃗ ���                                                                         (4-2) 

Where c� and c� are positive constants representing the attraction of the particle 

towards its own success or to its neighbours, and are called acceleration 

constants, r� and  r�  are uniform random weights in the range [0,1], and � is the 

inertial weight which takes a value of 0.4 and is used to control or define the 

impact of the previous particle velocity on the current particle velocity [74]. 

p�����
  →  and p�����

    →  commonly represent the archive of non-dominating solutions 

discovered by a specific particle during the iterations and by the whole swarm, 

respectively.  

In order to select a leader, the search space is divided into a hypercube grid 

(10x10). The non-dominated particles are stored in the archive at each iteration 
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and each is defined according to its objective function value. The hypercube grid 

containing more than one particle will be assigned a fitness equal to the number 

of particles divided by ten to reduce the fitness of that hypercube. Next, the leader 

will be selected by applying roulette-wheel selection. This process will continue 

until the end of the iterations [15,75]. 

The major difference between the algorithm presented in a previous study [74] 

and the one used here is the addition of further guidance to  p�����
  →  and p�����

    →  . 

This is actioned by the DM and executed via “virtual guide particles”. The “virtual 

guide particles” enhance exploration and diversity in regions and intervals 

selected by the DM. The DM chooses the ranges of parameters toward which it 

wishes to guide the optimisation, leaving MOPSO to guide the particle in the 

direction of the specific interval. Values that satisfy the DM constraint are 

generated and listed for every dimension in the domain; these originate from 

identified solutions in the archive and are used to generate the “virtual guide 

particles”, in accordance with the following conditions.  

 When at most one point satisfying the constraints is found, a random particle 

is generated via a Gaussian distribution which is centred at the mid-point of 

the upper and lower boundaries with a standard deviation of about 10% of the 

separation between the upper and lower boundaries.  

 When more than one point satisfying the constraints is found, but no other 

boundary limits have been set by the DM, a single value is chosen at random 

and a small turbulence value is applied to it. 

 When more than one point satisfying the constraints is found and a specific 

boundary limit has been defined by the user, the value of the parameter is 

selected as determined by the convergence of the range: 

o If the selected range has less than 80% coverage by established points, a 

single point is randomly selected from within the largest gap. 

o If the selected range has more than 80% coverage by established points, 

an existing point is randomly chosen from within the range, and a small 

turbulence value applied to it.  

.  
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4.3.3 Particles selection schema on I-MOPSO interface 

The user-interface is focused on anticipating what the DM might need to do. It 

ensures an interface that is easy to access, understand, and use to facilitate the 

necessary actions. Steering the optimisation process towards the desired 

solution starts once the DM submits the number of iterations, number of particles, 

and the interactivity interval. Once the pre-set interval is reached, the DM can 

start to interact with the optimisation process. In the user interface, each parallel 

coordinate axis enables the DM to select a range for the design variable and 

objective functions that are assigned to that axis. This is performed by scrolling a 

grey bar within the desired range along the axis, see Figure 4-6.  

Applying such constraint to multiple axes enables the DM to visualise the 

correlation that exists between the design variables and objective functions. By 

selecting a range of the desired solution along the objective axis, particles that 

contribute to this solution from all the design variables will be highlighted. The 

analysis and investigation of the highlighted and non-highlighted solutions 

provide an insight into the correlations that exist between the design variables 

and objective functions. It is stressed here that MOPSO in this framework 

generates design variables in the interval [-1, 1]. Thus, the design variables’ 

values displayed on the parallel coordinates also range in the interval [-1, 1]. 

However, scale and translation factors are applied to each design variable after 

the initialisation to deliver those particles with the appropriate values to the 

external model (Interface-AVL) [185]. Figure 4-7 shows an example of DM 

selections that can be made with parallel coordinates and the corresponding 

observations that may be obtained from it, as locations on the Pareto front. Note 

that the DM can select a single particle, which is shown by a green colour on the 

parallel coordinates and red on the scatter plot. 
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Figure 4-7: Particle selection schema, selection of objective functions on parallel 

coordinates and its location highlighted on the Pareto front using a scatter plot 

Experience of the above has shown that the DM is able to interact with the 

optimisation process and guide the search in the desired direction. Furthermore, 

the location of the potential solutions within the Pareto front scatter graph 

provides a clear idea of the direction in which the solutions must be steered. The 

scatter graph is used to display the correlation existing between any two 

parameters in the design space. More details about using “virtual guide particle” 

schema to promote those regions considered desirable by the DM can be found 

in [15]. 

4.4 Machine learning approach 

In this research, the ANN is used to improve the performance of the optimisation 

process by including the real objective function. To overcome the time-

consumption problem, only algorithm trial solutions classified as valid by the ANN 

will be evaluated.  

4.4.1 Methodology used 

Figure 4-8 shows the schematic diagram of the proposed ANN framework for the 

aerodynamic shape design optimisation of the Aegis UAV, obtained by 
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considering continuous live training and a certain level of scepticism. The 

scepticism parameter demonstrates the level of doubt towards the invalid 

particles that result by the ANN. The learning machine framework consists of 

three main parts: The MOPSO algorithm, Interface-AVL, and the ANN. The 

optimiser algorithm used in this work was developed and tested by Coello Coello 

[76] to handle multi-objective optimisation design problems, and was inspired by 

[71]. The ANN is used here as a fast approximation evaluator to decide whether 

the trial solution by the optimiser (MOPSO) is worth full evaluation or not. On the 

other hand, the flow solver used to evaluate worthwhile solutions is the AVL 

[137,179]. To continuously read the new design variables and then construct the 

required files for the AVL code, the Interface-AVL code was developed for 

automatic reading and filing [83]. However, only the particles signed by the ANN 

as valid are modelled for the evaluation. The Neural Network (NN) used in this 

framework is a multilayer perceptron that focuses on simplicity through scripting 

and component-based design [11].  

Figure 4-8: ANN-MOPSO optimisation framework for continuous live training with 

15% scepticism  

When using a continuous live training approach for the ANN, the trial solutions 

suggested by the optimiser will be classified by the ANN as valid or invalid. The 

continuous live training of the ANN was performed in parallel with the evaluation 

of the objective function by the Interface-AVL. The minimum size of the training 

set to be provided for the ANN before starting classification was defined as 500.  
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Then, as the run continued, the ANN classified the trial solutions as valid or 

invalid. If the ANN classified a trial solution as valid (satisfy the constraints), the 

corresponding objective function was calculated. When the trial solutions were 

classified as invalid (does not satisfy the constraints) by the ANN two different 

actions were performed. First action, 15% (scepticism) of the invalid particles are 

treated as a valid particle and sent by the MOPSO to the Interface-AVL to be 

evaluated. The second action is the recalculations of position and velocity for the 

rest of invalid particles which are sent back to the ANN for testing before 

evaluation. By doing this, the computational time will be used only for evaluating 

the accepted trial solutions by the ANN, whereas the solutions rejected by the 

ANN are regenerated by the optimiser as a new trial solution with new velocity 

and position.  

4.4.2 Overview of the used Artificial Neural Network 

This work uses the ANN as described in [11], and which runs in parallel with the 

MOPSO. It is a ANN with multilayer perceptron composed of 100 hidden neural 

layers, each with 10 hidden nodes. The code was originally written in C++, which 

used the C++ library to help with the computationally intensive tasks [186]. 

However, to simplify the development of the tool, the interfacing layers have been 

written by Python. Most developments for the tool were for Python script layers, 

to avoid the core layer which is written in C++ [187]. Python is one of the most 

popular high-level languages, it contains a wide-ranging library that can be used 

in machine learning, data mining, and other scientific applications [188]. The ANN 

remains under active development by its authors, though many researchers have 

been able to improve the tool with new functions to suit their work [187]. 

For the learning process, the ANN used a limited memory Broyden Fletcher 

Goldfarb Shanno (L-BFGS) algorithm [11]. This is a straightforward self-

optimisation method than can accelerate the pretraining process using a line 

search method. The L-BFGS algorithm used parallelism for computing the 

gradients on CPUs, GPUs, and computer clusters [189]. Generally, L-BFGS 

methods do not require manual tuning for the optimiser parameters to find a good 
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convergence rate and so are considered stable and easy to use for training 

purposes. 

4.4.3 Training of the ANN 

The capability of the ANN to learn from a presentation of data that expresses the 

model behaviour is one of its best features. Once the ANN has learnt the existing 

relation between the inputs and outputs, it can generalise the solution which, in 

our case, means that the ANN can decide whether the trial solution by the 

optimiser (MOPSO) is worthy of full evaluation or not. 

Various training processes and other issues regarding the ANN that have a 

significant effect on the optimisation performance are discussed below. 

4.4.3.1 Initial training (from the archive) versus live training 

Initial training means that the ANN will be trained from existing data. The archive 

should be prepared in advance so it can be used from an early stage of the 

optimisation. Using a well-distributed training archive may lead to discerning the 

bad particles very early, but compiling such a training archive is not always easy 

and is often expensive, especially for complex industrial problems. In contrast, 

with live training, as used in this work, the training data can be gathered and 

archived by the optimiser during the run in progress. When using live training, the 

decision must be made whether to use single or continuous training. 

4.4.3.2 Continuous training versus single training 

When doing live training, a consideration that has a significant influence on the 

optimisation performance is whether to spend all the optimisation time for 

retraining the ANN or to be satisfied with a shorter period of training and then use 

this archive of trained data to guide the optimisation until the end. Rawlins et al. 

[11] argued that time used to train the ANN after each iteration is negligible when 

is compared to the time required for the evaluation of the objective function for 

the problem. However, continuous training may lead to overtraining that may not 

improve the predictive ability of an ANN any more. Thus, it is desirable, it possible, 

to stop training once an acceptable size for the training archive has been reached.  
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Real-world problems and especially aerodynamic shape optimisation problems 

are highly constrained, and that is reflected in their being difficult to solve [12,13]. 

Thus, aerodynamic shape optimisation usually has many more invalid solutions 

than valid. For such design problems, using machine learning with continuous 

training is more efficient than using single training, especially with the knowledge 

that the time used to train the ANN after each iteration in continuous training is 

negligible when it is compared to the cost of the objective functions [11]. 

4.4.3.3 Size of the training set  

The definition of the initial training set depends on the training approach adopted 

by the optimiser. If the training uses a pre-existing archive, the initial training set 

is the size of sample data drawn from the archive to train the ANN. On the other 

hand, for single live training, it is the acceptable size of the training set acquired 

by the optimiser. 

In contrast, the size of the training set in the case of continuous training is 

considered to be the minimum size from the training archive considered to be a 

reliable source for training. The minimum size of the training set to be gained by 

the ANN before commencing classification is defined as 500 in this research [11].  

4.4.3.4 Level of scepticism 

The level of scepticism represents the level of suspicion that we have towards 

the particles that have been classified as invalid by the ANN. It depends mainly 

on the size of the archive and whether the training is single or continuous. For 

this work, 15% was selected, which is appropriate when using a large training set 

or continuous training approach [11]. Table 4-1 summarize the parameters used 

in the experiments carried out in this research programme. 

Table 4-1: Summary of the parameter values used to perform the experiments 

Parameter Values 

Archive used Live 

Training approach Continuous 

Initial training set 500 

Scepticism 15% 
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4.5 Summary 

Three advanced optimisation techniques that can be used to achieve good 

optimality solutions for the design of the  aerodynamic shape of an aircraft have 

been investigated. First, an automated optimisation framework driven by 

Nimrod/O was introduced. In computing, Nimrod/O is considered an advanced 

tool for science and engineering modelling, a tool that allows a designer to 

explore many design scenarios since it is both fast and computationally 

inexpensive. In particular, the designer can allow the tool to search in 

combinations of design variables to find the optimal solution.  

Second, the interactive optimisation approach - where the designer interacts with 

the optimisation process to steer the search to the ROI - was explored. By using 

such a technique, the designer can focus the search process in a particular area 

that satisfies the design requirements. Hence, this is a less time consuming and 

more flexible technique than an automated optimisation framework.  

Finally, an ANN was used to guide the optimisation algorithm by deciding whether 

the trial solution is worthy of full evaluation or not, this increased the efficiency of 

the computing by achieving high optimality solutions in terms of the quality of the 

solutions and computational time required. 
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5 Chapter - Case Study Aegis UAV 

The previous chapter describes in detail the methodology, and procedures used 

to perform aerodynamic shape design optimisation for an aircraft for each 

optimisation technique: automatic design tool, interactive optimisation, and 

Artificial Neural Network. In order to demonstrate the application and efficiency 

of the developed methodology for the aerodynamic shape design process, a case 

study is proposed. This chapter gives a brief introduction to the Aegis UAV, which 

has been used as a case study in this research. It is an unmanned aircraft still 

under development by a team from Cranfield University. The chapter begins by 

providing background information about the characteristics and previous 

attempts to develop the Aegis UAV. This is followed by investigation of the 

aerodynamic performance of the Aegis UAV base design including both U and 

inverted-V tail configurations. The chapter ends by formulating the design 

problem, defining the design space and the objective functions that will be used 

to improve the performance of the Aegis UAV using the developed framework. In 

order to maintain applicability, relevant design constraints will be applied. 

The existing aerodynamic and mass data for the Aegis UAV platform presently in 

the Aerospace Integration Research Center (AIRC) Laboratory at Cranfield 

University, see Figure 5-1, is used as a continuous feedback to assist in 

developing the current methodology. The previously obtained in-flight data were 

computed using the Engineering Sciences Data Unit (ESDU) [190]. 

5.1 Description of the base design (Aegis UAV) 

As stated above, the design test case used to demonstrate the effectiveness of 

the new methodology is the Aegis UAV. It is a project launched by Cranfield 

University four years ago to develop medium altitude and long endurance UAV 

for surveillance missions, and an initial base design configuration was built 

[190,191]. The design is not yet fully optimised, and there is room for further 

improvement and this will be done using optimisation techniques. This project is 

an integral part of that development. 
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Figure 5-1: Photograph of model Aegis UAV with U-tail configuration at Cranfield 

University, the A1 sheet of paper gives an indication of model size 

Figure 5-1 shows a photograph of the actual model of the Aegis UAV with U-tail 

configuration. It is design based upon the AAI RQ-2 Pioneer aircraft used by the 

USA and Israeli forces. The Aegis UAV has a twin boom pusher configuration, 

where the tail is mounted on two booms that extend from the wing upper surface. 

The aircraft utilises rectangular wings with one of two different tail configurations; 

U-tail and inverted V-tail, as shown in Figure 5-2. NACA 4415 and NACA 0013 

airfoil sections were used for the wing and tail lifting surfaces, respectively. The 

Aegis UAV with U-tail configuration has a maximum take-off mass of 66 kg, and 

64.5 kg for the Aegis UAV with inverted V-tail configuration. Both configurations 

are capable of carrying 10 to 15 kg payload. 
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Figure 5-2: 2D Schematic diagram for Aegis UAV presenting detail dimensions of 

the wing and tail; left Inverted V-tail, and right U-tail. Dimensions are in meters 

The operational altitude for the UAV is around 2000 m where the Reynolds 

number is around 1.5×106 based on the chord and Mach number around 0.13. 

Using AVL, the lift coefficients for level flight were found to be 0.3044 

(C� ��� = 0.3044) at cruise speed equal to 43.60 m/s for the Aegis UAV with U-

tail and 0.3047 (C� ��� = 0.3047) at cruise speed equal to 43.07 m/s for Aegis 

UAV with inverted V-tail.    

5.2 The project ATHENA and previous attempts to develop 

the Aegis UAV 

The first attempt to design the Aegis UAV began at Cranfield University with the 

launch of a project called ATHENA. The project aimed to use a different 

technological approach to designing a MALE (medium-altitude long-endurance) 

UAV called Ages. The first target of the project was to copy the Israeli MALE 

UAV, IAI Scout, an H-tail UAV with a rectangular wing. The rectangular wing used 

a Wortmann FX63-137 airfoil of span 4.96 m and a chord of 0.73 m. The study 

gave more attention to the tail shape; either the H-tail used by IAI Scout or an 

inverted V-tail. The operational point was defined by a velocity of 50 m/s where 
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the chord-based Reynold number was 2.32x106 at zero angle of attack. The 

maximum take-off mass for this version was 150 kg [191] 

A study was conducted to explore the aerodynamic characteristics of the flow 

around the UAV based on the geometry of the Scout. The UAV geometry was 

designed using the CATIA toolbox, and the flow around the UAV was studied 

using the commercial package ANSYS-FLUENT 12.0. Due to constraints on the 

available computational resources, and time constraints on the labour required to 

carry through the experimental procedures, only certain angles for the vertical tail 

inclination and V-tail angle were studied.  

The studies found that there was no significant influence on the drag and lift of 

the Aegis UAV for different tail angles with either tail configuration. However, 

comparison of two specific geometries for the Aegis UAV, with H-tail and inverted 

V-tail, showed that the inverted V-tail angle was slightly more efficient by 10%. 

The studies showed that the wing is responsible for around 70% of the drag, with 

20% generated by the fuselage. On the other hand, the wing is the main source 

of lift, contributing 90% to the lift, while the fuselage generates 9%.  

The studies showed clearly that the overall drag for the UAV was higher than 

expected. The study concluded that an improvement should be made to the wing 

to reduce overall drag. To reduce the drag while keeping enough lift to maintain 

the Aegis UAV in level flight, two different airfoil geometries (Wortmann Fx63-133 

and Selig S1210) and a limited number of wing planform parameters were 

investigated in an attempt to improve the aerodynamic characteristics [192]. The 

work was performed using the CFD software FLUENT 13.0. 

The study investigated only the following wing planforms to reduce overall drag; 

reducing the chord length from 0.73 m to 0.60 m, and reducing wingspan from 

4.960 m to 4.830 m, 4.464 m, and 3.830 m. The results showed that reduction in 

wing span and chord has a significant effect on reduction of overall drag. For 

example, reducing the wingspan by 10% and 20% caused a 5.7 N and 8.3 N 

reductions in the overall drag, respectively. Moreover, the drag force reduced by 

25% when the chord length was reduced to 0.6 m. The work also looked at 

tapering the wing to provide better aerodynamic performance. Due to the design 
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resource limitations, only a wing taper ratio of 0.6 was investigated. However, 

that study showed that the nose design of the body makes a significant 

contribution to the total drag, and has been identified as an area for future 

improvement. 

It was evident that the procedure followed in studying and developing the first 

version of the Aegis UAV (MTOM 150 kg) used a process that limited the designer 

to scanning only a certain number of alternative designs. Within that procedure, 

the possibility of performing a complete evaluation of all the possible design 

scenarios necessary to achieve an optimal design, was not possible. Arora [47] 

argued that the only way to ensure a true optimal solution was by automating 

the optimisation process using efficient computational design optimisation 

methods, able to execute intensive optimisation processes and produce discrete 

design scenarios for various combinations of the design variables through the 

coupling of an aerodynamic design code with an optimisation algorithm [28][29]. 

However, in the conceptual design phases it is not recommended to use high 

fidelity analysis design tools such as CFD packages as they can be unnecessarily 

costly [5][8]. On the other hand, once the aircraft configuration and propulsion 

systems have been assessed within the conceptual design phase, the use of high 

fidelity software is recommended to ensure a proper fit between the performances 

of different systems [10].  

The next stage was an attempt to design and develop the Aegis UAV through the 

ATHENA project based upon the AAI RQ-2 Pioneer aircraft. A prototype was built 

and a six-degree-of-freedom (6-DOF) model of the Aegis UAV was constructed 

based on MATLAB and Simulink. The work included the break-down of the 

masses of the major components in the Aegis UAV, and flight data evaluation 

using ESDU [190]. To overcome the shortcomings of the design procedure used 

with the first version of the Aegis UAV, the methodology developed here used 

advanced optimisation techniques to improve aerodynamic performance by 

providing correct support decisions for the design optimisation process. 
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5.3 Problem formulation 

To formulate the design problem, the design space and object functions  are 

defined. The design parameters and their upper and lower bounds are shown in 

Table 5-1. Two different objectives are included, maximise the endurance ratio 

�C�
�.� C�⁄ � and minimize the structural mass. However, since all the solvers 

attempt to minimise the objective functions, the endurance ratio is redefined as 

−�C�
�.� C�⁄ �. Ideally, the endurance ratio will be an optimum, i.e. maximise the 

term �C�
�.� C�⁄ �, by using suitable flight conditions and configurations [30,43,193]. 

This is a single-point optimisation under nominal flight conditions, where the 

optimiser is seeking to minimise the drag coefficient by varying the shape design 

variables, subject to C� = C�_��
∗ . However, the aim in future is to extend the work 

to perform multipoint aerodynamic shape optimisation [122,194]. 

On the other hand, the total mass of the UAV is the sum of the masses of all the 

subsystems, including the frame structure, propulsion system and payloads, and 

is parameterized in terms of aircraft wing, boom, and tail design variables, see 

Section 5.3.1.  
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Table 5-1: Design variables and their upper and lower bounds for Aegis UAV 

configurations 

Parameters 

Lower Bounds Base design Upper Bounds

U-tail 
Inverted 

V-tail
U-tail 

Inverted 
V-tail

U-tail 
Inverted 

V-tail

b� [m] 2.59 2.59 3.7 3.7 4.81 4.81 

C�_� [m] 0.42 0.42 0.6 0.6 0.78 0.78 

λ� [ - ] 0.6 0.6 1.0 1.0 1.0 1.0 

V�� [ - ] 0.35 n/a 0.43 n/a 0.55 n/a 

V�� [ - ] 0.02 n/a 0.029 n/a 0.035 n/a 

L� [m] 1.45 1.45 1.58 1.58 2.0 2.0 

AR�� [ - ] 3.0 n/a 3.33 n/a 4.0 n/a 

AR�� [ - ] 1.5 n/a 1.69 n/a 2.5 n/a 

λ�� [ - ] 0.5 n/a 0.68 n/a 1.0 n/a 

F�� [ - ] n/a 0.13 n/a 0.19 n/a 0.25 

AR� [ - ] n/a 1.5 n/a 2.1 n/a 2.5 

λ� [ - ] n/a 0.65 n/a 0.79 n/a 1.0 

ϕ� [deg] n/a 95.0 n/a 104 n/a 120.0 

ht_angle [deg] -6.0 n/a 0.0 n/a 6.0 n/a 

5.3.1 Mass model 

During the aerodynamic optimisation process the dimensions of the wings, 

booms, and tails will change according to the new values of the design variables. 

This will affect the weight of the component as well as overall UAV weight. Since 

one of our objectives is to reduce the overall weight, a method or procedure must 

be available to recalculate the new UAV weight depending on its design. The 
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airframe and lifting surfaces are a carbon fibre monocoque [195]. The mass for 

the wing and tail surfaces are parameterized as a function of surface area unit 

mass while the mass of the boom is parameterized as a function of mass per unit 

length. 

5.3.1.1 Wing mass 

For the wing, the mass per unit area (M����) for the base design was calculated 

as: 

M���� =
�����

�����
(5-1) 

Where: 

M���� : Wing mass of the base design. 

S���� : Wing surface area for the base design.

The mass for the optimised wing (M���_����) was calculated as: 

M���_���� = M���� ∗ S�����������                                                 (5-2)

Where S�����������  is the wing surface area for the optimised UAV, and defined 

as: 

S����������� = �
��

�
�C�_� + C�_���                                           (5-3) 

5.3.1.2 U-tail mass 

The U-tail shape has two components, a horizontal tail and vertical tail. The 

horizontal tail mass per unit area (M����) was defined as: 

M���� =
���_��

���_��
                                                                         (5-4) 

Where: 

M��_�� : Mass of the horizontal tail for the base design. 

S��_�� : Surface area of the horizontal tail for the base design. 

Then the mass for the optimised horizontal tail was computed using: 
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M���_�� = M���� ∗ S������������                                               (5-5) 

Where S������������ was the surface area of the horizontal tail for the optimised 

UAV, and defined as: 

S������������ = bht ∗ Cht                                                        (5-6)                             

On the other hand, the unit mass of the vertical tail was calculated as: 

M���� =
���_��

���_��
                                                                         (5-7) 

Where: 

M��_�� : Mass of the vertical tail for the base design. 

S��_�� : Surface area of the vertical tail for the base design. 

Then the mass for the optimised horizontal tail was computed using: 

M���_�� = �M���� ∗ S������������� ∗ 2                                       (5-8) 

Where S������������ is the surface area of the vertical tail for the optimised UAV, 

and defined as: 

S������������ = �
���

�
(Ct_vt + Cr_vt)�                                          (5-9) 

The vertical tail was optimised with the possibility of obtaining a rectangular or 

trapezoidal shape. 

5.3.1.3 Inverted V-tail mass 

The inverted V-tail shape has two symmetrical fins. The tail fin planform was 

optimised with the possibility of obtaining a rectangular or trapezoidal shape. 

M���� =
��_��

��_��
                                                                          (5-10) 

Where: 

M�_�� : Mass of the inverted V-tail for the base design. 

S�_�� : Surface area of the inverted V-tail for the base design. 
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Then the mass for the optimised fin was calculated using: 

M���_� = �M���� ∗ S������������ ∗ 2                                          (5-11) 

Where S����������� is the surface area of the inverted V-tail for the optimised UAV, 

and defined as: 

 S����������� = �
�_����

�
(Ct_tail + Cr_tail)�                                (5-12) 

5.3.1.4 Boom mass 

The booms are long hollow tubes and the only the length was changed during 

the optimisation process. Therefore, the optimised mass could be defined as a 

function of mass per unit length  

M���� =
�����_��

�����_��
                                                                     (5-13) 

Where: 

M����_�� : Mass of the boom for the base design. 

L����_�� : Length of the boom for the base design. 

The mass for the optimised boom was calculated as: 

M���_���� = �M���� ∗ L��������������� ∗ 2                              (5-14) 

Where L�������������� is the length of the boom for the optimised UAV 

Finally, the mass (UAV mass) of the new optimised configurations was defined as: 

 UAV mass = �M����_�����M����_���� + M����_�� + M����_�� +

                                               M����_� + M����_������ + �M���_���� + M���_�� +

                                                   M���_�� +  M���_� + M���_�����                     (5-15) 
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5.3.2 Formulation procedure  

Prior to the formulation of the design problem, a parametric study was performed 

using the SM to explore the design space, as explained in Section 4.1.3. On the 

other hand, the MOTS algorithm setting was investigated by performing several 

runs with different numbers of regions and evaluations [83], since using as few 

evaluations as possible to find the optimal solutions is very important, because 

each evaluation could require a significant amount of CPU time. As expected the 

number of evaluations had a significant impact on the computational time [35], 

while increasing the number of regions forced the algorithm to explore more areas 

of the design space [82]. A compromise between number of evaluations and 

number of regions was made: five regions and evaluations ranging from 1300 to 

5500, the compromise depended on the number of design variables.  

Two main procedures were used to optimise the Aegis UAV configuration; using 

only wing design variables, and then using wing-tail design variables 

simultaneously. However, because the UAV needed to be trimmed during flight, 

the horizontal tail rotation angle is added as an additional design variable in the 

case of the UAV with the U-tail shape, see Table 5-2. Thus, initially six-design 

cases were performed to demonstrate the effectiveness of the methodology and 

gain a better understanding of the design requirements for the Aegis UAV.  

In case 1, the UAV with U-tail shape was optimised using wing design variables 

subject to pitching moment constraints. In case 2, the horizontal-tail rotation angle 

and trimming constraints instead of pitching moment constraints, are added to 

case 1. In case 3, the UAV with U-tail is optimised with the simultaneous inclusion 

of wing and tail design variables, while considering pitching moment constraints. 

In case 4, the horizontal-tail rotation angle design variable is added to case 3 and 

trimming constraint instead of pitching moment constraints. In case 5, the UAV 

with inverted V-tail shape was optimised using wing design variables subject to 

pitching moment constraints. In case 6, the tail design variables were added to 

design case 5. 
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Table 5-2: Summary of all design optimisation cases for Aegis UAV with U-tail 

and Inverted V-tail shapes 

Case
Geometry design 

variables
Pitching constraints UAV 

1 wing 
base design pitching 

moment 
U-tail 

2 
wing & horizontal-tail 

rotation angle
trimming constraint 

Cm=0
U-tail 

3 Wing & tail 
base design pitching 

moment
U-tail 

4 
wing, tail & horizontal-

tail rotation angle
trimming constraint 

Cm=0
U-tail 

5 wing 
base design pitching 

moment
Inverted 

V-tail

6 wing & tail 
base design pitching 

moment
Inverted 

V-tail

Actually, before formulating the design optimisation problem, a study was 

performed to explore the Aegis UAV design space and its characteristics for level 

flight. Simulation of each configuration as a function of the angle of attack was 

performed. The study found that the Aegis UAV base design was not balanced: 

i.e., the pitching moment (Cm) about the centre of gravity of the UAV should be 

equal to zero for level flight. A study was performed to explore the possibility of 

changing the centre of gravity so Cm was equal to zero. 

The common methods to achieve a trimmed UAV during level flight are: (1) 

change location of centre of gravity by mass redistribution, (2) adjust the 

horizontal tail incident angle, (3) adjust horizontal tail volume, and (4) adjust 

elevator deflection. Each of these is presented in detail in Appendix C. and it was 

concluded that, Cm=0 can be satisfied by the optimiser only by rotation of the 

horizontal tail (case 2 and case 4) or by the elvevator deflection during flight, see 

Appendix C. 

5.3.3 Using wing design variables (Cases 1 and 5) 

In this case, only wing planform parameters were used to obtain a set of 

optimal wing configurations for the Aegis UAV with both U-tail and inverted V-tail 
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for steady flight (cases 1 and 5). The formulation of the design problem was as 

follows:  

         min. f( x )           =           min�

−
��

�.�

��

UAV mass
�                             (5-16) 

subject to                            V��(x)  −  V��
∗  ≤ 0

Cm(x) ≥ Cm��
∗

−V���(x) +  V���
∗  ≤ 0

x� ≤    x   ≤ x�

where    x = �b�     C�_�      λ��
�

(Case 2): 

To account for the fact that the UAV must be trimmed during flight, the horizontal 

tail rotation angle was used as an additional design variable for the Aegis UAV 

with U-tail shape (case 2). The trimming was achieved by applying a pitching 

moment constraint, Cm = 0, instead of  Cm(x) ≥ Cm��
∗ in Equation (5-16), and the 

design variables for the new case were defined as: 

       x = � b�     C�_�     λ�      ht_angle�
�

   (in case of U-tail only)           (5-17) 

5.3.4 Using wing and tail design variables simultaneously for Aegis 

UAV with U-tail shape (Case 3) 

In order to obtain a feasible solution for the full UAV configuration by the 

aerodynamic shape optimisation process, the optimisation problem should 

include wing and tail design variables simultaneously (case 3), since an 

interaction exists between aerodynamic efficiency and stability characteristics 

[43,45,46]. The trade-off in any wing-tail design is between producing the desired 

stability and control moments versus weight and parasitic drag. To address these 
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issues, an optimisation was performed in which wing-tail design variables were 

used simultaneously to obtain a set of optimised configurations. Nine design 

variables were used to optimise the UAV with U-tail shape; wingspan, wing root 

chord, wing taper ratio, horizontal tail volume, vertical tail volume, tail arm, 

horizontal tail aspect ratio, vertical tail aspect ratio, and vertical tail taper ratio, 

see Figure 5-3. The horizontal tail geometry is parameterized as a rectangular 

shape. The optimiser allows a horizontal tail with various aspect ratios. Since the 

horizontal tail should not stall before the wing [41], the horizontal tail aspect ratio 

was limited to being lower than the wing’s aspect ratio. This technique allowed 

for a horizontal tail with a limited range of span and chord values which were 

calculated as a function of the aspect ratio using: 

      Cht =
���

����
                                                                          (5-18)                                         

 where        bht = �AR�� ∗ S��                                             (5-19) 

Figure 5-3: Definition of design variables for Aegis UAV with the U-tail shape, see 

also Figure 5-1 

In order to calculate horizontal tail surface area, the horizontal tail volume and tail 

arm were used as design variables. It was a trade-off between obtaining the 

required lift, minimizing the drag, and satisfying stability requirements. Since the 
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propeller diameter was 711 mm (28.0 inch), the minimum horizontal tail span 

value 1000 mm was used as a geometrical constraint to preserve enough 

clearance for the propeller. 

 S�� =
���∗��∗����

��
                                               (5-20) 

On the other hand, the vertical tail geometry was parameterized with the 

possibility of there being either a rectangular or trapezoidal configuration. This 

formulation allowed various degrees of design freedom for the optimiser. The 

vertical tail span and the surface area were defined by: 

bvt = �AR�� ∗ S��                                                             (5-21) 

    where       S�� =
���∗��∗��

��
                                                        (5-22) 

The vertical tail taper ratio and aspect ratio were used as design variables to 

calculate the resultant root and tip chord of the vertical tail. To prevent the 

possibility of a significant reduction in lift coefficient that could lead to tip stall, the 

tip chord is assigned a minimum value of 240 mm [196,197]. Also, defining the 

minimum value of the vertical tail tip chord encouraged the optimiser towards 

either decreasing or increasing the taper ratio. Increasing vertical tail taper ratio 

(minimizing root chord) allowed for more efficient aerodynamic characteristics, 

while reduction in vertical tail taper ratio would result in a reduction of structural 

mass per unit area. 

Ct_vt = λ�� ∗ Cr_vt                                                                   (5-23) 

where     Cr_vt =
�∗���

����(�����)
                                                (5-24) 

The formulation of the design problem was as follows: 

                    min. f( x )         =        min�

−
��

�.�

��

UAV mass
�,                                  (5-25) 

    subject to                           Cm(x) ≥ Cm��
∗
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                                  V��(x)  −  V��
∗  ≤ 0                              

−V���(x) +  V���
∗  ≤ 0

bht ≥ 1.0 (geometric constraint) 

Ct_vt ≥ 0.24 (geometric constraint)

Cm� ≤ 0,       Cn� ≥ 0,        Cl� ≤ 0,        Cm� ≤ 0,        Cn� ≤ 0,   and 

x� ≤    x   ≤ x�

x = �b�     C�_�      λ�      V��      V��       L�      AR��      AR��      λ���
�

(Case 4): 

To consider the trim drag generated by the tail, one more design case is 

considered (case 4) where one more design variable was added; the horizontal 

tail rotation angle. This was to consider optimising the configurations using Cm=0 

instead of Cm(x) ≥ Cm��
∗  in Equation (5-25), with the following design variables: 

x = �b�   C�_�   λ�    V��    V��    L�    AR��    AR��    λ��    ht_angle�
�
         (5-26) 

5.3.5 Using wing and tail design variables simultaneously for Aegis 

UAV with inverted V-tail shape (Case 6) 

An optimisation was performed on the Aegis UAV with inverted V-tail shape in 

which the following wing-tail design variables were used simultaneously; 

wingspan, wing root chord, wing taper ratio, tail volume, tail arm, inverted tail 

aspect ratio, inverted tail taper ratio, and inverted V-tail angle. Figure 5-4 shows 

the inverted V-tail configuration with the design variables. Since the lift generated 

by the fin of the V-tail was not directly upwards or downwards, the lift forces were 

reduced. The vertical component of the lift was cos(dihedral angle) multiplied by 

total lift. To compensate for this reduction, the inverted V-tail area must be 

1/cos(dihedral angle) larger. Furthermore, the inverted V-tail area must be 

enlarged by a second 1/cos(dihedral angle) factor to compensate for the 

reduction in response to the angle of attack [198]. The effective fin area was 

defined as:
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   Effective���� = S���� ∗ cos�(Γ_tail)                                    (5-27) 

     S���� =
���∗��∗��

��∗������_�����
                                                            (5-28) 

where       Γ_tail =
������

�
                                                   (5-29) 

Figure 5-4: Definition of design variables for Aegis UAV with the Inverted V-tail 

shape, the �_���� is the dihedral angle in the figure 

By using the aspect ratio and the taper ratio as design variables, the fin planform 

area was optimised with the possibility of obtaining a rectangular or trapezoidal 

shape. The resulting tip chord and fin span were defined by: 

Ct_tail =
�∗�_����

���∗��
�

��
����

                                                           (5-30) 

 where      b_tail = �(AR� ∗ S����)                                       (5-31) 

As previously explained, the fin tip chord is limited to a specific value to preserve 

the cruise Reynolds number. The fin root chord was calculated as a function of 

taper ratio: 
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Cr_tail =
��_����

��
                                                   (5-32) 

To ensure optimising an appropriate inverted V-tail shape, a number of 

geometrical constraints were placed on the design variables. These concerned 

mainly; (i) downflow from the propeller onto the tail surface, (ii) allowing sufficient 

clearance between the propeller and the booms, and (iii) satisfying the stability 

requirements [199]. In order to fulfil constraints applied to the fin shape, the 

optimiser continuously generated horizontal and vertical projection surfaces for 

the current fin to calculate its projection span. The problem was formulated as: 

          min. f( x )         =       min�

−
��

�.�

��

UAV mass
�,                                    (5-33) 

subject to                             Cm(x) ≥ Cm��
∗

                                  V��(x)  −  V��
∗  ≤ 0                              

−V���(x) +  V���
∗  ≤ 0

b_hp ≥ 0.5 (geometric constraint)

b_vp ≥ 0.257 (geometric constraint) 

b_vp ≤ 0.445 (geometric constraint) 

Cm� ≤ 0,       Cn� ≥ 0,        Cl� ≤ 0,        Cm� ≤ 0,        Cn� ≤ 0       

x� ≤    x   ≤ x�

x = �b�      C�_�       λ�        F��        L�      AR�       λ�      ϕ��
�

5.4 Summary 

This chapter has reported the case studies used to demonstrate the effectiveness 

of the proposed methodology for the design of the Aegis UAV twin-boom pusher. 

This chapter included a description of the base design, problem formulation 

procedure, and problem formulation. The Aegis UAV configurations were 

investigated and analysed to provide the required support for the formulation of 
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the design problem. Two different objectives were included; to maximise the 

endurance and minimize the structural mass. These were obtained by varying 

wing and tail design parameters. The formulation considered six design 

scenarios. In order to maintain the applicability of the design problem, the design 

space and various constraints were defined.  

The next chapter will provide results obtained from an optimisation investigation 

of the Aegis UAV configurations using the automated optimisation approach.  
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6 Chapter - Results, Observations and 

Discussion of the Automated 

Approach 

This chapter presents results, observations, and discussion of the strategy used 

to enhance the design optimisation process through the use of the computational 

tool, Nimrod/O. Prior to the optimisation process, a parametric study was 

performed using SM to explore the design space and identify any design 

limitations. The analysis and investigation of the SM results were used as 

feedback to better formulate the design problem, as explained above.  

6.1 Parametric sweep study and results 

Prior to the formulation of the design problem, a parametric study was performed 

to (i) explore the design space, (ii) provide an insight into how the objective 

functions behave with respect to the design variables, and (iii) validate the 

Interface-AVL results. It takes all combinations of the variables to explore the 

entire design space. Whether the design variables have positive or conflicting 

effects on the objective functions becomes clear after performing the parametric 

study. If the objectives do not conflict with each other as the design variables 

change, a single optimal solution exists that can be a solution for the design 

optimisation problem. In contrast, if the objectives conflict, no single solution 

exists that simultaneously optimises each objective [200]. The study started by 

using wing design variables only, see Equation (5-16).  

The sweep steps were in steps of 0.1 m, 0.01 m, and 0.0075 for the design 

variables; span (b�), root chord �C�_��, and taper ratio (λ�), respectively. The 

sweep process was performed seven times to cover all design variable 

combinations. Firstly, the sweep study began by sweeping each design variable 

independently to display any dysfunction that may exist in the framework, and 

then sweeping different design variables in combinations. The first result of the 

parametric sweep for level flight subject to a constant lift coefficient (C� = C�_��
∗ ,

forced within the flow solver) showed a slight oscillation existed in the endurance 
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ratio. By improving the quality of panel discretization for the lifting surfaces, 

design variables sweep steps, and precision of some variables in the code, the 

results were improved and the graph became smoother, see Figures 6-1 to 6-3.  

It is obvious from Figure 6-1 that increasing wingspan (wing root chord and taper 

ratio fixed at 0.6 m and 1.0, respectively) will reduce the endurance ratio (i.e. 

improvement). 

Figure 6-1: Sweep results before and after panel discretisation and accuracy 

improvements for wingspan design variable 

On the other hand, Figure 6-2 shows that increasing the root chord length 

(wingspan and taper ratio fixed at 3.7 m and 1.0, respectively) caused the 

endurance ratio to pass through a minimum value at a chord length of about 0.65 

m, and then increase. Similarly, Figure 6-3 shows that increasing the taper ratio 

(wingspan and root chord fixed at 3.7 m, and 0.6, respectively) the endurance 

ratio passed through a minimum value at a taper ratio of about 0.75 but then 

increases.  
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Figure 6-2: Sweep results before and after panel discretisation and accuracy 

improvements for wing root-chord design variable 

Figure 6-3: Sweep results before and after panel discretisation and accuracy 

improvements for wing taper-ratio design variable 

To check whether the design parameters have conflicting effects on the objective 

functions or not, each design variable is allowed to vary as a function of both 

objectives as shown in Figures 6-4 to 6-6. It is clear that there is a conflict when 

optimising the wingspan design variable as a function of both of the objectives. 

This can be seen, for example in Figure 6-4. As the span is increased one of the 
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objectives (endurance ratio) decreased, the other (UAV mass) increased. 

However, the aim is to minimise both of these objectives. Thus, a conflict exists, 

and Pareto optima should be used to optimise the wingspan.  

Figure 6-4: Design variables varying with both objectives for wingspan 

On the other hand, as seen in Figures 6-5 and 6-6, increasing either root chord 

or taper ratio will cause UAV total mass to increase monotonically, but will have 

a varying impact on the endurance ratio. Sweeping the root chord in steps of 0.01 

m, gradually improved the endurance ratio until the wing root chord equalled 0.64 

m, after which it slowly declines. Sweeping the taper ratio in steps of 0.0075 

produced a maximum absolute value of endurance ratio when taper ratio was 

about 0.76. Thus, optimising the wing geometry as a function of these three 

design variables is a trade-off problem. Such a problem requires the correct 

support for the DM to perform the trade-off process accurately. 
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Figure 6-5: Design variables varying with both objectives for wing root-chord 

Figure 6-6: Design variables varying with both objectives for wing taper-ratio 

The sweep process was performed by the simultaneous sweeping of the design 

variables in various combinations (two and three design variables together). 

Visualization of these results was achieved using parallel coordinates. This kind 

of technique is very effective at highlighting the effects of using different 

combinations of the design variables on the objective functions. Figures 6-7 to 6-

10 show that a trade-off solution is required to provide an overall improvement in 
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the values of the objective functions, and that only a compromise in the values of 

the design variables can lead to an optimum result. It is clear that the objective 

functions are more sensitive to wingspan and less sensitive to taper ratio (Figure 

6-7 and Figure 6-8). Also, it can be seen that the objective functions are highly 

sensitive to span-root chord sweep but less so to root chord-taper ratio sweep 

(Figure 6-7 and Figure 6-9). Actually, sweeping the design variables either 

individually or in combinations provided a better understanding of the design 

space, design variables, and objective function relations.   

Figure 6-7: Span and root chord sweep results 
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Figure 6-8: Span and taper ratio sweep results 

Figure 6-9: Root chord and taper ratio sweep results 
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Figure 6-10: Span, root chord, and taper ratio sweep results 

6.2 Optimisation process and results  

Exploring the design parameter space without applying any constraints is an 

important stage in checking the implementation of the interface using the AVL 

code, MOTS algorithm, and Nimrod/O tool optimiser. The left panel in Figure 6-

11 shows a section of the Nimrod/O schedule file, where the user can identify the 

MOTS parameters. The optimisation process first starts without applying any 

constraints and then under constraints (subject to all constraint in Equation 5-16, 

except pitching moment) using wing design variables. Figure 6-11, right panel, 

shows the feasible solutions without applying a constraint. It shows 56 different 

Pareto points that have different design variable combinations and dissimilar 

aerodynamic characteristics. The optimiser satisfied the maximum requirements 

of both objectives in point-1 and point-56. Point-56 gives minimum UAV weight, 

whereas point-1 gives the best endurance ratio. As Pareto optima do not accept 

the domination of a single objective, different combinations of wing design 

variables are available for the remaining Pareto points, where there is no absolute 

domination of one objective over the other. 
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Figure 6-11: left MOTS setting and right optimisation results without constraints 

Finally, the optimiser is re-executed under constraints to get more feasible 

solutions. Figure 6-12 shows optimisation results using five regions, and different 

numbers of evaluations. It is clear that the Pareto front results become smoother 

as the number of evaluations is increased.   

Figure 6-12: Initial optimisation results with using constraints; left using 5 

regions and 1250 evaluations, and right using 5 regions and 2000 evaluations 

Since the design variable bounds needed to be redefined, 14 runs were 

performed using different regions and evaluations. Then, by directly observing 

the Pareto front of each solution, using the parallel coordinates visualisation 

technique, the design variables’ bounds were efficiently redefined, see Figure 6-

13. It obvious that when the wingspan is a maximum (4.8 m) and taper ratio is a 

minimum (0.6), the endurance ratio has its best value (-7.0), and the mass values 

can vary from minimum to maximum. This variation in mass values is due to 

differences in wing root values. It is clear that wing root values between 0.55 m 

and 0.725 m are more efficient, whereas chord root values below 0.55 contribute 

neither to best endurance nor minimum weight. Using maximum span value and 
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proper selection of taper ratio and chord root will result simultaneously in a 

reasonable endurance ratio and UAV mass. 

Figure 6-13: Pareto front points analysis using parallel coordinates 

To investigate the effects of lower values of taper ratio, another case study was 

performed by changing its lower bound from 0.6 to 0.4. It was found that the 

minimum value of taper ratio that can be assigned to any new configuration was 

0.5. The optimiser could not go below this value of taper ratio because of the 

constraint on stall velocity. However, a minimum taper ratio of 0.6 was selected 

as a lower bound at this stage of the design, to consider the wing surface area 

required for control surfaces in the next step of the design process. On the other 

hand, endurance ratio is almost directly proportional to wingspan, so that as 

wingspan increases, the endurance ratio is also improved. However, the 

maximum wingspan is restricted to 4.5 m due to constraints imposed by material 

stiffness, the ground effect at landing, and handling requirements. 

To select a sufficient number of suitable regions and evaluations necessary to 

obtain an efficient and optimal design, the MOTS setting was investigated by 

performing several runs with different sets of regions and evaluations as a 

convergence study. The study was performed using the wing and wing-tail design 

variables simultaneously. Consequently, five regions and evaluations ranging 



94 

from 1300 to 5500 were used, which depended on the number of design 

variables. To demonstrate the effect of the above changes, Nimrod/O was again 

used to obtain a set of optimal wing shapes for the Aegis UAV using wing design 

variables at level flight. Figure 6-14 shows the feasible solutions. It shows 64 

different Pareto optima, and there is no absolute domination of one objective over 

the other. 

Figure 6-14: Optimisation results using 5 regions and 1300 evaluations 

6.3 Exploring the Aegis UAV configurations under various 

design scenarios 

To demonstrate the efficient use of the preceding formulation and study, we 

solved a series of cases of aerodynamic shape optimisation problems for the 

Aegis UAV under different design requirements to gain a better understanding of 

the design requirements to achieve optimal solutions 

6.3.1 Case 1: optimisation of Aegis UAV with U-tail shape, subject to 

base design pitching moment, by using wing design variables 

Initially, the optimisation was performed without using the pitching moment 

constraint. Figure 6-15 shows the aerodynamic shape design optimisation 

results, in which only wing design variables were varied to obtain the optimum 

Pareto set. Two compromise Pareto solutions were selected for this study, and 

their performance compared with the base design, see Figure 6-16. Pareto P1 

achieved an improvement of 5.98% in the endurance ratio with only 2.12% mass 

penalty, whereas Pareto P2 with 0.15% mass penalty achieved 5.04% 
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improvement in endurance ratio. Since no pitching moment constraint was 

applied through the optimisation process, the absolute value of the pitching 

moment increased from 0.0470 to 0.0790 and from 0.0470 to 0.0590 for Pareto 

P1 and Pareto P2, respectively. This increase in pitching moments will lead to an 

increase in drag when the UAV is trimmed during flight.  

Figure 6-15: Optimisation results using 5 regions and 1300 evaluations; Two 

Pareto points are selected to be a comparison with base design (simulation time 

is around 26 minutes) 

Figure 6-16: Comparison of the configurations for the selected compromise 

solutions with base design configuration 
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To account for lower drag and increment in power consumption at the trimming 

condition, the optimisation process was re-executed by adding the base design 

pitching moment constraint (Cm ≥ -0.0470) which freed the elevator server from 

applying higher loads when the UAV was trimmed during level flight. This moment 

constraint was enforced without implanting the tail geometry as a design variable 

into the optimisation process. Considering the stochastic characteristics of the 

MOTS, five independent runs using the same settings (five regions and 2400 

evaluations) were performed to estimate the performance of the optimisation for 

this case. The average run time was 39 minutes. Figure 6-17 shows the 

distribution of feasible solutions for one of the runs. 

Figure 6-17: Optimisation results by using 5 regions and 2400 evaluations under 

pitching moment constraint 

Finding a set of typical Pareto optimal solutions using the MOTS algorithm was 

only half the task; choosing a single preferred solution from the obtained set was 

equally important. A visual inspection of the Pareto points can provide useful 

information to DMs about the possible trade-offs between objectives. Pareto P1 

was selected as an optimal compromise solution for further study, see Figure 6-

17. Figure 6-18 shows a comparison of Pareto P1 with the base design. The 

endurance ratio increased from 6.35 to 6.63 with zero mass penalty. It 

corresponded to 4.15% reduction in drag. Since the pitching moment constraint 

was applied to the optimised geometry, the negative pitching moment decreased 

from -0.0470 to -0.0467. 
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On the other hand, the endurance ratio of the optimised configurations subjected 

to pitching moment constraint was reduced compared to the one optimised 

without applying pitching moment constraint, which is what would be expected. 

However, the optimised configuration with pitching moment constraint had a 

lower negative moment value. This led to a lower increment in drag when trimmed 

later, in flight. 

Figure 6-19 shows a comparison of the aerodynamic performance for the 

compromise solution P1 and the base design. It was evident that Pareto P1 had 

a better performance than the base design at most angles of attack. These results 

indicate that both configurations are longitudinally stable, but Pareto P1 has a 

lower pitching moment at the design point, C�=0.3044 

Figure 6-18: Comparison of the optimal compromise configuration Pareto P1 

with the base design 
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Figure 6-19: Comparison of the aerodynamic performance for Pareto P1 and 

base design 

6.3.2 Case 2: Optimisation of Aegis UAV with U-tail shape, subject to 

trim constraint, by using wing and horizontal-tail rotation 

angle design variables 

In this case, the optimisation process was one in which the trim (Cm=0) was 

achieved by adding the horizontal tail rotation angle as an additional design 

variable (∓ 6 deg), see Equation 5-2. Initially, the optimisation process 

commenced using only the horizontal tail rotation angle to trim the base design. 

The optimised tail rotation angle for the trimmed base design is -2.0 deg, and the 

drag increased by 2.39% relative to base design. Next, the optimisation process 

was performed by varying wing design variables and tail rotation angle 

simultaneously, using Cm=0 (Equation 5-17). Figure 6-20 shows the feasible 

solutions of selected simulations. Pareto P1 was selected as the optimal 

compromise solution for further investigation. To investigate the drag increment, 

we compared Pareto P1 with the base design and trimmed base design, trimmed 

by rotating only the horizontal tail angle. The compromise solution Pareto P1 

configuration exhibited a drag reduction of 2.56% compared with the base design 

and 4.84% less than the trimmed base design, see Figure 6-21. It is evident that 

it was inappropriate to trim the base design by optimising horizontal tail rotation 

angle only, and it was better to use the wing and horizontal tail rotation angle 

jointly as design variables to optimise the base design. Figure 6-22 shows the 

comparison of the aerodynamic performance of Pareto P1 with base design and 

trimmed base design. 
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Figure 6-20: Trimming optimisation results by using 5 regions and 3000 

evaluations, Pareto solutions are in the zoomed graph for magnification and 

clarity 

Figure 6-21: Comparison of base design, trimmed-base design (using tail 

rotation angle only), and optimum compromise configuration (using wing and tail 

rotation angle)
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Figure 6-22: Comparison of the aerodynamic performance for the base design, 

trimmed base design, and Pareto P1 configurations 

6.3.3 Case 3: Optimisation of Aegis UAV with U-tail shape, subject to 

base design pitching moment, by using wing and tail design 

variables 

The following study was to optimise the wing and tail components simultaneously 

and observe the gain that can be obtained in UAV characteristics compared to 

optimising the wing only. Because our algorithm, MOTS, is stochastic, five runs 

were performed using the same setting (five regions and 5500 evaluations). The 

average run time was 135 minutes. Figure 6-23 shows the optimisation result for 

one of the runs. Pareto points P1 and P2 were selected as compromise solutions 

for further investigation. Pareto P1 may be considered as the best compromise 

configuration, whereas Pareto P2 shares with three other Pareto solutions almost 

the same highest endurance ratio, but Pareto P2 has the advantage of the lowest 

mass.  

Figure 6-24 shows the selected configurations with the base design. Since the 

pitching moment constraint was imposed on the design variables, the Pareto P1 

and P2 pitching moments do not exceed the base design pitching moment. The 

endurance ratio of Pareto P2 increased to 6.73 while that of Pareto P1 rose to 

6.72. Which means the endurance ratios of Pareto P2 and P1 were 5.98% and 

5.83% higher than base design, respectively. The improvements in endurance 

ratio and mass were obtained without violation of any static or dynamic stability 

requirements, see Table 6-1. Figure 6-25 compares the aerodynamic and stability 

performance of the selected optimised configurations with the base design. It is 
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evident that all the stability derivatives are within the design constraints, see 

Equation 5-25.  

Figure 6-23: Feasible solutions obtained by using 5 regions and 5500 

evaluations, Pareto solutions are in the zoomed graph for magnification and 

clarity 

Figure 6-24: Comparison of selected optimised configurations for the UAV with 

U-tail shape using wing-tail design variables with the base design 



102 

Table 6-1: Comparison for the stability derivatives of selected optimised 

configurations with base design 

Figure 6-25: Comparison of aerodynamic performance of the selected 

configurations with the base design 

6.3.4 Case 4: Optimisation of Aegis UAV with U-tail shape, subject to 

the trim constraint (Cm=0), by using the wing, tail, and 

horizontal-tail rotation angle design variables 

In this case, the optimisation process was performed with the trim (Cm=0) 

achieved by adding a horizontal tail rotation angle as an additional design variable 

in order to improve flight performance (see Equation 5-26). The left panel of 

Figure 6-26 shows the distribution of the feasible solution, while the right panel 

shows only the Pareto front. The optimiser formed nine Pareto points within a 

computational time equal to 145 minutes by using five regions and 5500 

evaluations. Figure 6-27 compares the optimised trimmed configurations with 

base design. Since the reduction in mass between the highest and lowest Pareto 

points did not exceed 0.90%, Pareto point P1 was selected for further study. 

Pareto P1 may be considered as a compromise point since it has the second best 

endurance ratio with 0.17% mass penalty, when compared to Pareto P2. The 

Pareto P1 configuration achieved a 4.38% drag reduction compared to base 

Pareto 
solution 

AOA 

[deg] 

V 

[m/s] 

Cm�

[1/deg] 

Cn�
[1/deg] 

Cl�
[1/deg] 

Cm�

[1/deg] 

Cn�
[1/deg] 

P2 -0.48 43.0 -0.895 0.079 -0.0216 -15.13 -0.088 

P1 -0.5 43.3 -0.921 0.077 -0.0214 -15.55 -0.085 

BD 0.0 43.60 -0.549 0.118 -0.046 -8.91 -0.131 
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design and 6.62% reduction in drag when compared to trimmed base design (see 

Figure 6-21). In addition, no drag will be added at level flight for Pareto P1 since 

it is trimmed, whereas extra drag will be added for the base design at level flight 

because of trimming, as shown in Figure 6-28. Table 6-2 shows that all the 

configurations are statically and dynamically stable since the derivatives were 

satisfied by the constraints. 

Figure 6-26: Left panel; optimisation results under the trim condition: right panel 

the Pareto front with two different compromise solutions 

Figure 6-27: Comparison of the optimised configurations for the UAV with U-tail 

shape using the wing, tail, and horizontal-tail rotation angle design variables with 

the base design  
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Table 6-2: Comparison for the stability derivatives of selected optimised 

configurations using wing, tail, and horizontal-tail rotation angle with base design 

Figure 6-28: Comparison of the aerodynamic performance of the base design 

and the optimised configuration under trim condition using the wing, tail, and 

horizontal tail-rotation angle design variables 

6.3.5  Case 5: Optimisation of Aegis UAV with inverted V-tail shape, 

subject to base design pitching moment, by using wing design 

variables 

Figure 6-29 shows the results obtained from the optimisation of the endurance 

ratio and mass without pitching moment constraint. The results were obtained 

using five regions and 1300 evaluations. Pareto point P1 is a highly compromised 

solution since it is close to the centre of the conflicting objectives. The endurance 

ratio at Pareto P1 was increased by 5.12% with respect to the base design. Since 

no pitching moment constraint was applied to the design variables, the negative 

pitching moment increased from -0.0720 to -0.0860, see Figure 6-30. The 

optimiser used the angle of attack to maintain the equilibrium of the Aegis UAV 

in level flight. The angle of attack for Pareto P1 decreased from zero to -0.44 deg. 

It is clear that the optimiser using the angle of attack as a tool to obtain low drag 

and maintain the required lift for the UAV. 

Pareto 
solution 

AOA 
[deg] 

V 

 [m/s] 

Cm�

[1/deg] 

Cn�
[1/deg] 

Cl�
[1/deg] 

Cm�

[1/deg] 

Cn�
[1/deg] 

P1 -0.29 43.0 -0.963 0.072 -0.021 -13.96 -0.082 

P2 -0.30 43.2 -0.963 0.072 -0.022 -14.08 -0.082 

BD 0.0 43.60 -0.549 0.118 -0.046 -8.91 -0.131 
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Figure 6-29: The optimisation results without pitching moment constraint by 

using 5 regions and 1300 evaluations (simulation time was around 23 minutes) 

Figure 6-30: Comparison of the configurations for the selected compromise 

solution with base design configuration 

The optimiser was again executed with wing design variables under the constraint 

(Cm≥-0.0720). Figure 6-31 shows the solution obtained using five regions and 

2400 evaluations. Pareto P1 was considered as a good compromise solution for 

the two objectives, whereas Pareto P2 has endurance ratio 0.15% higher than 
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Pareto P1 with a mass penalty of 0.40 kg. The endurance ratio of Pareto P1 

increased by 3.89%, while Pareto P2 increased 4.03% with respect to base 

design. However, the increase in Pareto P1 endurance ratio was obtained with 

zero mass penalty, whereas Pareto P2 endurance ratio was obtained with 0.68% 

mass penalty. Since the pitching moment was constrained to the value of base 

design, the Pareto points pitching moment do not exceed the absolute value of 

the base design, see Figure 6-32. 

Figure 6-31: The optimisation results with pitching moment constraint by using 5 

regions and 2400 evaluations (simulation time is around 38 minutes) 

Figure 6-32: Compromise of two selected solutions optimised using wing design 

variables with the base design 
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Figure 6-33 compares the aerodynamic performance of the selected 

configurations with a base design. It is clear that Pareto P1 shows slightly better 

performance than Pareto P2 for the positive angle of attack. This shows that the 

Pareto P2 configuration has better performance at the design point CL=0.3047, 

whereas the Pareto P1 configuration has better performance off-design. In fact, 

all the Pareto solutions can be considered as optimised solutions for the base 

design, and any one could be chosen for further study. However, only one 

compromise solution will be considered for the final design. This is the choice of 

the DM and will depend on other considerations concerning the design and the 

mission requirements. In this work, Pareto P1 was selected for further study and 

investigation. 

Figure 6-33: Comparison of the aerodynamic performance of the selected 

configurations with base design 

6.3.6 Case 6: Optimisation of Aegis UAV with inverted V-tail, subject 

to base design pitching moment, by using wing and tail design 

variables 

An optimisation  was performed for the inverted V-tail UAV combined with wing-

tail design variables. The results were compared with those obtained from 

optimising the wing design variables only. The design variables were subject to 

the constraint of the pitching moment ≥-0.720, as explained in the problem 

formulation. Figure 6-34 shows the feasible solutions of the optimisation process 

performed using five regions and 5500 evaluations. The optimiser applied some 

4990 penalty functions on solutions that did not satisfy the constraints. It is 

evident that aerodynamic design optimisation is highly constrained as the number 

of infeasible solutions is much more than feasible solutions. The optimiser spent 
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around 126 minutes to satisfy the constraints and obtain a feasible solution. It is 

clear that Pareto points 1, 2, and 3 have almost the same endurance ratio. 

However, Pareto P3 has a greater mass reduction than Pareto P1 or P2, ranging 

from 300 g to 600 g. Therefore, Pareto P3 was chosen for further investigation 

as an optimal compromise solution. Figure 6-35 shows a comparison of the 

selected configuration with the base design. The results show an improvement in 

the endurance ratio for the selected point equal to 5.43% and the reduction in 

mass of 0.55% while maintaining a lower value of the pitching moment. It is also 

observed that the optimiser used the angle of attack as a trade-off to keep the 

UAV in level flight (CL=0.3047) with minimum drag, see Table 6-3. Figure 6-36 

shows a comparison of the aerodynamic performances of the Pareto P3 and base 

design. The optimised configuration, Pareto P3, shows better performance than 

the base design configuration for all angles of attack. Both configurations are 

longitudinally stable with pitching moment value around 0.720. 

Figure 6-34: Feasible solutions obtained by optimising the UAV with inverted V-

tail using wing and tail design variables simultaneously 
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Figure 6-35: Comparison of the optimised configuration for the UAV with 

inverted V-tail shape using wing-tail design variables with base design 

Table 6-3: Compares for the stability derivatives of selected optimised 

configurations using wing-tail design variables with base design 

Figure 6-36: Comparison of the aerodynamic performance of the base design 

and the optimised configuration using wing and tail design variables 

Pareto 
solution 

AOA 
[deg] 

V 

[m/s] 

Cm�

[1/deg] 

Cn�
[1/deg] 

Cl�
[1/deg] 

Cm�

[1/deg] 

Cn�
[1/deg] 

P3 -0.5 42.83 -1.20 0.038 -0.01 -14.94 -0.048 

BD 0.0 43.60 -0.915 0.072 -0.017 -9.54 -0.087 
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6.4 Discussion of results 

6.4.1 Comparison of the optimised configurations for the UAV with 

U-tail and inverted V-tail shapes using wing design variables  

The left panel in Figure 6-37 compares the optimised configurations for the Aegis 

UAV with U-tail and inverted V-tail shapes by varying wing design variables 

subject to pitching moment constraint. The endurance ratio of the optimised 

configurations for the UAV with inverted V-tail shape is 1.06% higher than that of 

the optimised configurations for the UAV with U-tail shape. The endurance ratio 

for the UAV with U-tail shape increased from 6.35 to 6.63 (4.41%) with zero mass 

penalty, while the endurance ratio for the UAV with inverted V-tail increased from 

6.45 to 6.70 (3.88%) with 0.06% mass penalty, which is negligible. Even though 

the optimised configuration for the UAV with inverted V-tail shape still has a 

higher endurance ratio and lower mass than the optimised UAV with U-tail shape, 

the improvements in endurance ratio and mass with respect to the base design 

are better in the case of the UAV with U-tail shape 

Figure 6-37: Left panel; comparison of the obtained Pareto front for UAV with U-

tail and UAV with inverted V-tail shapes optimised using wing design variables: 

the right panel; comparison of configurations for two selected solutions  

6.4.2 Comparison of the optimised configurations for the UAV with 

U-tail shape using wing, wing-tail, and wing-tail-horizontal tail 

rotation angle  

In Figure 6-38 it can be seen that the optimised configuration for the UAV using 

wing-tail simultaneously has an endurance ratio 1.36% higher than that for the 
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optimised configurations using only wing design variables. The optimised 

configuration for the UAV using wing-tail design variables has a 0.91% reduction 

in mass whereas the optimised configuration using wing design variables only 

has zero reduction in mass when compared to the UAV base design.  

Figure 6-38: Comparison of the optimised configurations for the UAV with U-tail 

shape using wing, wing-tail, and wing-tail-horizontal tail rotation angle with base 

design  

Figure 6-39: Pareto front for the optimised configurations for the UAV with U-tail 

shape using wing, wing-tail, and wing-tail-horizontal tail rotation angle 

Figure 6-39 compares the Pareto fronts for these configurations. It is obvious that 

by using wing-tail design variables simultaneously, the optimiser has a greater 
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capacity to reduce drag and satisfy both geometrical and aerodynamic 

constraints simultaneously. For example, the optimum compromise solution 

obtained by including the wing and tail design variables has a drag value 1.40% 

and 5.49% lower than the optimum compromise solution obtained by including 

wing design variables only and base design, respectively. When the trim 

constraint is included as a design variable, as horizontal tail rotation, the 

optimised configuration including wing design variables exhibited a drag of 2.56% 

lower than the base design and 4.84% lower than the trimmed base design (base 

design optimised using horizontal tail rotation angle only, Cm=0). With real flights, 

it is inappropriate to trim the base design by rotation of the horizontal tail only. 

Furthermore, the optimum compromise configuration for the UAV using wing-tail-

horizontal tail rotation angle has a drag 1.18% higher than the optimum 

compromise configuration using wing-tail design variables, but with zero pitching 

moment. In fact, the obtained results for the optimised UAV with U-tail are 

consistent with the results obtained in [29], even though the optimisation in that 

research was performed for a differing flight regime and included optimisation of 

single objective. 

6.4.3 Comparison of the optimised configurations for the UAV with 

inverted V-tail shape using wing and wing-tail  

As expected, the optimised configurations for the UAV using wing-tail design 

variables achieved better performance than the optimised configuration using 

wing design variables only. Figure 6-40 shows these configurations.  

The endurance ratio for the optimised configuration for the UAV with respect to 

wing-tail design variables simultaneously, improved by 1.49% compared to the 

optimised configuration using only the wing variables, and by 5.43% compared 

to the base design. It has a lower mass than the UAV base design and the 

optimised configuration for the UAV using only wing design variables. Also, the 

mass for the optimised configuration for the UAV by wing design variables only 

is slightly higher than the mass of the base design. It is clear from Figure 6-41 

that combining wing and tail in the optimisation process provides better 

performance in both endurance ratio and UAV mass. In conclusion, using wing-
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tail design variables in an aerodynamic optimisation provided better UAV 

performance than using wing design variables only. 

Figure 6-40: Comparison of optimised configurations for the UAV with inverted 

V-tail shape: base design (left), wing only (middle) and wing-tail (right)  

Figure 6-41: Pareto front of the optimised configurations for the UAV with 

inverted V-tail shape using wing and wing-tail 
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6.4.4 Comparison of the optimised configurations for the UAV with 

U-tail and inverted V-tail shapes using wing-tail design 

variables simultaneously  

In Figure 6-42, we compare the optimised configurations for the UAV with U-tail 

and inverted V-tail shapes, where the optimised configurations were obtained by 

varying wing-tail design variables simultaneously under pitching moment 

constraint. The optimised configuration for the UAV with U-tail shape achieved 

higher improvement in the endurance ratio than the optimised configuration for 

the UAV with inverted V-tail, when compared to the base design. However, the 

optimised UAV with U-tail shape has an endurance ratio 1.18% lower than that 

for the optimised UAV with inverted V-tail shape 

Figure 6-42: Left panel; obtained Pareto front for optimised UAV with U-tail and 

inverted V-tail using wing-tail design variables: right panel comparison of 

configurations for two selected solutions 

6.5 Conclusions 

In this chapter, a strategy for the aerodynamic shape design optimisation of the 

aircraft utilizing the Nimrod/O tool has been used effectively to explore the design 

space and quickly provide useful information regarding the design problem. The 

efficiency and reliability of the proposed framework have been demonstrated 

through the design of the Aegis-UAV. Six design scenarios were examined to 

optimise both endurance ratio and total mass by including wing planform, tail 

components, and horizontal tail rotation angle either separately or 

simultaneously.  
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On the other hand, the analysis and visualisation of sweep results that were 

performed before the optimisation process provided an insight into how the 

objective functions behave with respect to the design variables, which was very 

helpful with formulating the optimisation problem. Furthermore, by direct 

observation of the Pareto front for each solution, using parallel coordinates 

visualisation, the design variables’ bounds were redefined efficiently. 

The optimisation was performed using five regions and evaluations ranging from 

1300 to 5500.  Multiple runs were performed for most of the design cases and 

the results were mostly similar for each design case, which is considered to be 

supporting evidence for the robustness and the suitability of using MOTS for 

aerodynamic shape design optimisation of aircraft in general (more figures can 

be found in Appendix D.1). However, for confirmation, the authors selected 

optimisation results for one case (case 4) to be compared with the leading multi-

objective GA, NSGA-II. Comparison supports the effectiveness of using the 

MOTS algorithm in such a design problem (see Appendix D.2). 

Generally, the optimisation results show that the optimised UAV with inverted V-

tail shapes has a higher endurance ratio and lower mass than the optimised UAV 

with the U-tail shape. However, the improvements in endurance ratio and mass 

with respect to the base design are better in the case of the UAV with the U-tail 

shape. The endurance ratio of the optimised UAV with U-tail is improved by 

4.41% and 5.83% whereas for UAV with inverted V-tail improved by 3.89% and 

5.43%, respectively, when using wing and wing-tail design variables. It is evident 

that combining wing and tail in the optimisation process provides better 

performance in both endurance ratio and UAV mass.  

The improvement in the endurance ratio for the compromise solutions for both 

configurations of the Aegis UAV was achieved with zero reduction in the mass 

when the wing design variables are used. However, a reduction in mass of 0.91% 

and 0.56%, was obtained with the compromise solutions for UAV with U-tail and 

inverted V-tail respectively, when the wing-tail design variables were used. In fact, 

the ability of the optimiser to improve the endurance without any penalty on the 

UAV total mass reflects an efficient algorithm. Generally, the methodology is 
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reliable, effective, and able to provide a substantial amount of information 

concerning the design problem to the DM. 
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7 Chapter - Results, Observations and 

Discussion for the Interactive 

Approach 

Even though optimisation is the key to developing the optimum solution for a 

given design problem, the increase in model complexity and limitations of even 

supercomputers make finding those solutions difficult within realisable 

computation times, especially when high fidelity computation is used. In such 

optimisation techniques, the whole design space is explored; however, the DM in 

most practical applications is interested only in a part of the Pareto front. That 

can be achieved by steering the search to focus on the ROI rather than explore 

the whole design space. Using such a technique, the computational time is 

reduced and the complexity of data analysis that usually exists with a posteriori 

approaches is avoided. This chapter introduces the results of interactive 

optimisation including observation and discussion. The benefits and superiority 

of the interactive approach have been demonstrated by comparing the 

optimisation results obtained in the previous chapter using the MOTS algorithm 

(case 3) with the interactive approach results for the same design case obtained 

using the I-MOPSO algorithm. 

7.1 Experiment configuration and setting 

By using interactive optimisation, adding the human element to the decision 

making process, we aim to shorten the path for finding the optimal solution. Here, 

we were investigating the Aegis UAV configuration with a U-tail shape (case 3, in 

Chapter 6). The design optimisation problem contained two objectives and nine 

design variables. The objectives were to minimise the endurance ratio 

�− C�
� �⁄

C�� � and structural mass (UAVmass). The optimisation process included 

simultaneous consideration of wing and tail surfaces to obtain the non-dominated 

solutions. The design variables are wingspan (b�), wing root (C�_�), wing taper 

ratio (λ�), horizontal tail volume (V��), vertical tail volume (V��), tail arm (L�), 
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horizontal tail aspect ratio (AR��), vertical tail aspect ratio (AR��), and vertical tail 

taper ratio (λ��).  

This case was selected as it had the greatest improvement and the highest 

number of design variables. Also, we have a relatively large pool of existing 

evaluations from prior experiments using the Multi-Objective Tabu Search 

(MOTS) algorithm. 

The work started by integrating the Interface-AVL with the I-MOPSO framework. 

Two files were amended: the input text file and runner.py script file. The input file 

was used to define the design space parameters and the algorithm 

characteristics, and the runner.py script was used to call the Interface-AVL. The 

input file was equipped with an instruction to simplify the insertion of new data. 

To ensure a fair comparison, the experiments had the same, previously used, 

object function, design variables, upper and lower bounds, and constraints (see 

Appendix E.1). 

For MOPSO setting, an inertia weighting of  w = 0.4, and constant weightings of 

c� = c� = 2  were used. A Gaussian distribution was selected to generate the 

initial population around the base geometry with a mean of μ = 0.0 and a standard 

deviation of  σ = 0.2 [15,76]. 

Once the I-MOPSO was executed, the code gathered the data from the input file 

into the various script files within the I-MOPSO framework. Next, the runner.py 

script called the Interface-AVL to provide the design variables after scaling and 

translation, and to receive the values of the objective functions. The code, by 

default, is expected to read a list of the objectives as below. 

������������:

[���� ���1, ���2]

Where flag can have the value either 0 or 1 and obj1, obj2 are the values of the 

objective function. flag will equal unity when the results are valid and equal zero 

when the results are invalid. An outcome is considered invalid when it does not 

satisfy any of the constraints. To separate the invalid results from the valid results 
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of the objective functions, a value of 100 was assigned to both of the objectives 

when the flag was equal to zero. 

7.2 Optimisation process and results 

To demonstrate the benefit and superiority of the interactive approach, it was 

compared to the a posteriori approach. We performed aerodynamic shape 

optimisation of the Aegis UAV interactively by including wing and tail design 

variables simultaneously, as stated in Section 7.1. Figure 7-1 shows the 

optimisation results obtained using MOTS with 5500 evaluations. From our 

previous results [83], we know that the problem is highly constrained and the 

number of infeasible solutions is much more than the feasible solutions. Because 

our algorithm, MOTS, is stochastic, we performed five runs to evaluate the 

optimisation performance, see case 3, Chapter 6. Of these five runs, on average, 

only 597 trial solutions were valid, and 4903 were invalid.  

Figure 7-1: Feasible solutions obtained by using 5 regions and 5500 evaluations 

by MOTS (case 3, Chapter 6) 

For the interactive runs, the DM is interested in steering the solutions to the 

defined ROI with a significantly lower number of evaluations than used in the a 

posteriori approach (MOTS), Figure 7-1. The region of interest was established 

based on our experience of optimising the Aegis UAV for different cases (Chapter 
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6). However, obtaining similar results to those presented in Figure 7-1 with 

around half of the evaluations will be a good result in our case. The limitations for 

the ROI were defined as: 

�� =
��
�.�

��
≤ −6.7   (��������� ����� ���������)                          (7-1) 

�� = ������� ≤ 66.0 ��   (��� ���� ���������)                     (7-2) 

To discover and investigate the visualisation tools implemented in the obtained 

framework, see Figure 4-6, several runs were executed, both interactively and 

non-interactively, using various combinations of iterations and initial numbers of 

particles. The aim was to understand all the features and controls that appeared 

on the interactive screen, to obtain an idea of an adequate number of particles 

and iterations, and whether it is better to increase the number of particles or 

iterations during an evaluation. Even though this comparison is not the goal of 

this work, it was necessary to make this assessment for efficient optimisation 

whether interactive or non-interactive 

Once the preliminary study concerning the I-MOPSO-AVL performance was 

completed, interactive and non-interactive optimisation results were compared, 

in order to highlight the reduction of computational time while achieving similar or 

even better results. As discussed in Section 7.1, the DM by interactive 

optimisation attempted to deliver solutions identical to the one obtained using 

MOTS for 5500 evaluations, with fewer evaluations. Firstly, a comparison of non-

interactive MOPSO and MOTS for 5500 evaluations was performed, see Figure 

7-2. Considering the stochastic characteristics of the MOPSO algorithm, ten 

independent runs using the same algorithm setting were carried out. The non-

interactive MOPSO evaluations (5500) were divided into 110 iterations with a 

swarm population of 50 (particles). Next, the best case was compared with the 

previous results from MOTS. To some extent, the MOTS algorithm showed better 

performance than the non-interactive MOPSO, and it was obvious that using I-

MOPSO to achieve solutions similar to the one obtained by MOTS with fewer 

evaluations would be a challenging task for the DM. In Figure 7-2 the red dashed 

box represents the ROI when performing the optimisation interactively. 
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Figure 7-2: Pareto front using MOTS and MOPSO for 5500 evaluations. The red 

dashed box represents the ROI when performing the optimisation interactively 

The next step was to begin interactive optimisation to obtain solutions within the 

ROI as described in Sections 4.3.2 and 4.3.3. The interaction with the optimiser 

began after 15 iterations since the non-interactive results showed that only a few 

particles were able to satisfy the applied constraints within the first 10 iterations. 

By means of adding the human element to the interaction, we aimed to shorten 

the path for finding the optimal solution, i.e., less time consumed and a significant 

reduction in project costs. The obtained results showed that when the number of 

evaluations reached 2000, the DM began to produce results inside the ROI. To 

obtain more solutions within the ROI, the number of evaluations was increased 

to 3000. Figure 7-3 compares the optimisation results using MOTS and MOPSO 

for 5500 evaluations with I-MOPSO for 3000 evaluations. With the latter, the DM 

was able to guide the optimisation process to within the region of interest using 

only 3000 evaluations. Steering the optimisation process to the region of interest 

prevents the algorithm wasting time exploring the whole design space. This 

approach consumes less time while providing a more flexible approach for any 

design problem. 
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Figure 7-3: Comparison of Pareto fronts for MOTS and MOPSO using 5500 

evaluations with I-MOPSO using 3000 evaluations. 

An additional demonstration of the superiority of undertaking optimisation 

interactively, is presented in Figure 7-4 which shows a comparison of interactive 

and non-interactive results for MOTS and MOPSO with I-MOPSO for 3000 

evaluations. The superiority of interactive optimisation is evident. The non-

interactive results from MOTS and MOPSO were not able to generate solutions 

inside the ROI, whereas including the DM in the optimisation process allows the 

search to focus on the area of the Pareto front that is of interest.  
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Figure 7-4: Comparison of Pareto front using MOTS and MOPSO with I-MOPSO, 

each using 3000 evaluations. Note the superiority of using interactive 

optimisation 

In fact, with interactive optimisation, the DM does not need to continue the 

optimisation process to the end, since s/he is able to stop the simulation at any 

iteration that gives a solution that satisfies the design requirements. Figures 7-5, 

7-6 and 7-7 demonstrate the dynamic behaviour of the Pareto front at 1000, 2000, 

and 2500 evaluations.  

It was evident that at 1000 evaluations the Pareto solutions cover a vast design 

space, then as the iterations increased, the solutions accelerated quickly to cover 

less design space. This is because the DM pushed the optimiser to focus on the 

solutions that appear within the correlation, and ignore other points that are not 

of interest. Of course, the DM benefitted from both visualisations tools available 

on the interface screen, Parallel and Scatter Cartesian coordinates, to guide the 

simulation to the affected region for the interactive solutions (see Section 4.3.3). 

Furthermore, Figure 7-7 shows clearly that the simulation can benefit from 

interactive optimisation since the solutions were within the ROI with only 2500 

evaluations. It is evident that interactive optimisation accelerated the optimisation 

process and achieved optimal results. Thus, integrating the DM with the 

optimisation search enabled faster convergence to the optimal solution.  
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Figure 7-5: Comparison of Pareto front using MOTS and MOPSO for 3000 

evaluations with I-MOPSO for 1000 evaluations 

Figure 7-6: Comparison of Pareto front using MOTS and MOPSO for 3000 

evaluations with I-MOPSO for 2000 evaluations; it is possible to view the solution 

at any number of iteration and assess whether or not it is converging 
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Figure 7-7: Comparison of Pareto front using MOTS and MOPSO for 3000 

evaluations with I-MOPSO for 2500 evaluations; with the interactive approach it 

is possible to stop the run as and when the required solutions are obtained 

7.3 Visualisation of results using Parallel Coordinates 

Parallel Coordinates has been shown to be a good technique for visualisation, 

analysis and the study of large amounts of data [83]. This approach allows 

observation of the relations between design variables, trade-offs between 

objective functions, and can monitor the evaluation process [90–92]. 

Furthermore, it is stressed that such a visualisation tool can be used to display 

the characteristics of a trend and correlations that exist among and between the 

design space parameters [201]. Figure 7-8 shows a comparison of the results for 

various optimisation scenarios used in this work; MOTS for 5500 and 3000 

evaluations, non-interactive MOPSO also for 5500 and 3000 evaluation, and 

Interactive Multi-Objective Particle Swarm Optimisation (I-MOPSO) for 1000, 

2000, 2500, and 3000 evaluations. It is obvious that by using the Parallel 

Coordinates techniques, the DM can highlight the number of runs that satisfies 

the constraints (ROI) which are highlighted when the ROI is selected, see the two 

red rectangular boxes on Figure 7-8 that represent the objective functions.  

Generally, the trends achieved display the correlation that exists between the 

design variables and the objectives. Besides, such an approach helps the 
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understanding of the influence of the design variables in combination on the 

solutions within the ROI. Thus, the DM can now relatively easily identify the 

effective range for each design variable. Also, it becomes clearer which are the 

design variables with limited range or a range wide enough to satisfy the design 

requirements. In fact, it is a responsibility of the DM to select which solutions best 

fit the requirements for the next stage of the design. 

Figure 7-8: Optimisation case able to satisfy the DM’s interest; for the region of 

interest see the red rectangles on f1 and f2 

For example, visualization and analysis of the results displayed using Parallel 

Coordinates give more details about values of the design variables which 

participate in achieving high-performance solutions. It was clear that the 

maximum values of span (��) and boom length (��) always participated in 

provision of high performance (results within the ROI). However, there was more 

scope to vary the values of the design variables; vertical tail taper ratio (���), 

horizontal tail volume (���) and vertical tail volume (���) and still maintain high 

performance. In fact, this is the idea behind multi-objective optimisation, several 

conflicting objectives are optimised simultaneously as a function of various 

design variables and constraints, to identify non-dominated solutions (since there 
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is no single optimal solution).  It is a DM’s job to analyse the non-dominated 

solutions to select the most appropriate solution satisfying his/her requirements. 

To obtain optimal geometry for the UAV with respect to wing and tail design 

variables simultaneously, the optimiser had to find compromise solutions that 

included both wing surface area and tail volume [8,122]. Since the wing sizing is 

related to tail sizing, which has as its primary function to simultaneously counter 

the moments that will be produced by the wing, and also satisfy stability 

requirements.  

Visualisation of the results shows the difference in the ability of the optimisation 

algorithms to meet these requirements. For example, when the MOPSO for 5500 

evaluations selected higher values of vertical and horizontal tail volume (higher 

tail volume, i.e. surface tail area multiplied by arm length), the obtained total mass 

(f�) was higher than that obtained by MOTS for 5500 and I-MOPSO for 3000 

evaluations. However, the optimiser in this case (MOPSO-5500) was trying to 

reduce the weight and improve the endurance ratio because low values for wing 

taper ratio (λ�) and vertical tail taper ratio (λ��) had been selected. On the other 

hand, MOTS for 5500 and I-MOPSO for 3000 evaluations selected almost 

identical values of the design variables that satisfy the requirements of optimum 

objective functions. Note, however, that the vertical tail taper ratio (λ��) was 

obviously not identical for both algorithms. The lower UAV mass (f�) obtained by 

MOTS for 5500 evaluations is a direct confirmation of the previous results. 

However, it is very evident that interactive optimisation with 3000 evaluations 

provided very competitive results when compared to the results obtained for 5500 

evaluations using either MOPSP or MOTS.    

In spite of the successes obtained using interactive optimisation, we noticed that 

the interactive solutions (Pareto solutions) are concentrated around certain 

values of each design variable, whereas non-interactive solutions were more 

widely spread. As a result, each Pareto solution for the non-interactive process 

consist of diverse values for the design variables, which is preferred by the 

designer [21]. In addition, the non-interactive solutions were obtained by 

exploring a wide range of the design space whereas, in the interactive approach, 
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the search is steered by the DM once the run is started, providing solutions 

obtained by less exploration of the design space, see Figures 7-9 and 7-10. In 

fact, this is the major penalty for interactive optimisation, we may miss information 

in the design space despite the fact that we are achieving high optimality 

corresponding to our design requirements in much less computational time - 

which is the primary focus of the DM in this case.  

Figure 7-9: Objective functions as a result of particles spread widely across the 

entire design space in case of non-interactive optimisation 
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Figure 7-10: Objective functions as a result of  particles with limited variation in 

the case of interactive optimisation 

7.4 Investigation of selected configurations 

Finally, selected configurations from non-dominated solutions were considered 

for further analysis. Figure 7-11 compares the full Pareto Front, obtained using 

MOTS and MOPSO for 5500 evaluations and I-MOPSO for 3000 evaluations. A 

visual inspection of the Pareto front for each run can provide useful information 

to DMs about the possible trade-offs between objectives. Configurations P1, P2, 

and P3 were selected as a compromise solutions since we have the same interest 

in minimising both objectives. It is obvious that P3 provided better improvements 

than P2 in endurance ratio and UAV mass. On the other hand, P1 showed a 

slightly better improvement in the endurance ratio and UAV mass than P3. But it 

must be born in mind that P3 was obtained with only 3000 evaluations compared 

to 5500 evaluations for P1 and P2. 
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Figure 7-11: Pareto fronts for all runs and selected configurations compared with 

base design, it is evident that interactive optimisation provided very competitive 

results using only 3000 evaluations. 

Figure 7-12 shows the geometry of the selected compromise solutions and the 

performance of each one numerically. In fact, all the optimised configurations 

have a similar performance. The interactive compromise solution P3 has a drag 

5.34% lower than that for the base design geometry while P1 and P2, 

respectively, have a drag that was 5.49% and 5.27% lower than that for the base 

design. The drag decreased from 264.3 counts for the base design to 249.8, 

250.2, and 250.4 counts, respectively for P1, P3, and P2 at level flight. 

Furthermore, the optimised configurations using either I-MOPSO or MOPSO 

have a lower absolute value of pitching moment than the P1 configuration and so 

will gain a lower increment of drag when better trimmed for level flight, which 

should lead to better performance. 
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Figure 7-12: Comparison of detail configurations for optimum compromise 

solutions obtained using MOTS-5500, MOPSO-5500 and I-MOPSO-3000 with the 

Aegis UAV base design

As a further study, the aerodynamic characteristics for each of the optimised 

configurations and base design were simulated for different angles of attack, see 

Figure 7-13. It is obvious the configuration obtained by I-MOPSO has a high lift 

to drag ratio for all angles of attack, which is coincident with the other optimised 

configurations. All configurations are stable longitudinally, laterally, and 

directionally. It is evident that interactive optimisation requires less computational 

time and does not degrade the aerodynamic performance of the optimised 

configurations. 
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Figure 7-13: Comparison of the aerodynamic performance of the I-MOPSO-3000, 

MOTS-5500, and MOPSO-5500 configurations with the Aegis UAV base design 

7.5 Conclusion 

This chapter has investigated the efficiency and effectiveness of interactive 

optimisation in the design of the aerodynamic shape of the Aegis UAV with U-tail. 

The proposed framework is flexible and able to obtain high optimality solutions in 

shorter computational times. It combines interactive Multi-Objective Particle 

Swarm Optimisation with a low fidelity flow solver, AVL. We compared the 

interactive results for I-MOPSO with non-interactive results for MOPSO and 

MOTS algorithms for the whole UAV with U-tail shape. The obtained results using 

interactive optimisation show the ability of the DM to use his/her preferences 

effectively, to steer the search to the ROI without degrading the aerodynamic 

performance of the optimised configurations. Even using only half of the 

evaluations, the DM was able to obtain results similar to those obtained by a 

posteriori approaches. An advantage was that it was possible for the DM to stop 
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the search at any iteration, which is not possible in a posteriori approaches even 

when solutions do not converge or may be infeasible.  

This remarkable increase in performance is accompanied by a significant 

reduction in computational time. For example, comparing the interactive and non-

interactive results obtained using the MOPSO algorithm shows that by almost 

halving the number of total evaluations, the computational time has been cut by 

a third (33.4%). Each 5500-evaluation run (non-interactive) required about 195 

minutes to be completed, whereas each 3000-evaluation run (interactive) took 

around 130 minutes. The computational time used by the interactive approach 

includes the time required by the DM to interact with the optimisation search. The 

fall in computational time is, in fact, remarkable. In this experiment, a Desktop 

computer with an i7-6700 CPU processor was used to install the Virtual Machine 

framework. 

In spite of the successes obtained using interactive optimisation, interactive 

solutions were concentrated within a limited range for each design variable 

whereas non-interactive optimisation solutions were widely spread. Thus, 

interactive optimisation may miss some important information regarding the 

design space despite achieving high optimality corresponding to the design 

requirements in substantially less computational time - which was a primary aim 

of the DM in this case. In the next chapter the work on optimisation of results will 

be enhanced and extended using an Artificial Neural Network performing deep 

space exploration to retain all the useful information contained in the design 

space in an adequate computational time with high optimality.  
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8 Chapter - Results, Observations and 

Discussion on the ANN Approach 

We have achieved optimal solutions using interactive optimisation, requiring 

much less computational time than the non-interactive optimisation approach. 

However, we have shown in Chapter 7 that we could miss some important 

information contained in the design space, since the interactive method starts to 

focus on certain areas early in the search. Moreover, the DM does not always 

succeed in guiding the search to the region of interest because of the stochastic 

characteristics of the algorithm. To overcome these problems, an ANN is used to 

increase the performance of the optimisation.  

This research has made a contribution to knowledge by using the ANN to guide 

the optimisation algorithm, by deciding whether a trial solution is, or is not, worth 

a full evaluation. It was demonstrated that the aerodynamic shape optimisation 

problem is highly constrained, and there are many more invalid solutions than 

valid [13]. Thus, it would require a considerable time to evaluate the non-

worthwhile solutions. However, by using an ANN in parallel with the optimiser, 

any trial solution could be checked by the ANN before computing. To make a fair 

and worthwhile comparison for the same design problem, the results obtained 

using the ANN were compared with results obtained previously using MOTS, 

MOPSO and I-MOPSO. This comparison of the methods is based on the 

efficiency, quality of the solutions, and flexibility of each technique. 

8.1  Experiment setting and process 

In order to perform fair comparisons, the same design variables and their bounds 

were used; design case 3 for the Aegis UAV. The structure of the input file used 

by ANN-MOPSO to define the information required by the external mode is shown 

in Appendix E.2. The input file contains the following information; the number of 

design variables, number of objectives, location and name of the external mode, 

upper and lower bounds of the design variable and scaling of the objective 

functions.      
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Once the input file is prepared, the experiment is starting by typing a command 

in the command line. It is permitted to select the number of particles, number of 

iterations, training procedure, and scepticism percentage. Table 8-1 summarise 

the parameters used. The continuous live training approach was used for the 

ANN, and the trial solutions suggested by the optimiser were classified as valid 

or invalid. The continuous live training of the ANN was performed in parallel with 

the evaluation of the objective function by the Interface-AVL. The minimum size 

of the training set for the ANN before starting classification was defined as 500. 

However, several experiments were performed using training sets of 300, 400, 

and 500. Then, as the run started, the ANN classified the trial solutions as valid 

or invalid, as explained in Section 4.4.1.  

The time used by the continuous training of the ANN after each iteration was 

negligible when compared to the cost of the objective function evaluations [11]. 

Several experiments were performed to compare single and continuous training. 

The results showed that continuous training is a better approach for the 

aerodynamic shape design optimisation problem, see Appendix E.3.  

 Table 8-1: Summary of the ANN-MOPSO parameters used to perform the 

optimisation 

Parameter Evaluations= 3000 Evaluations= 5500

particles 30 50

Iteration 100 110

Training approach continuous continuous

Initial training set size 500 500

Scepticism 15% 15%

Archive Live Live

8.2 Results and analysis  

The experiments started by allowing for 5500 objective function evaluations. The 

evaluations were divided into sets of 100 iterations and 55 particles. The 

continuous training approach was selected with a minimum size of training set of 

500. Because the algorithm used possesses stochastic characteristics, five-runs 
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were performed. Figure 8-1 shows a comparison of MOTS, MOPSO, and I-

MOPSO with ANN-MOPSO for 5500 evaluations. The results using ANN-

MOPSO shows a slightly better improvement by moving towards the centre of the 

Pareto front. However, some of the MOTS and I-MOPSO solutions obtained a 

higher reduction in mass than ANN-MOPSO solutions. More analysis was 

performed using parallel coordinate technique and simulations, and is discussed 

below. 

Figure 8-1: Comparison of Pareto fronts using MOTS, MOPSO, and I-MOPSO with 

ANN-MOPSO all for 5500 evaluations 

In order to identify the gains in efficiency obtained by using an ANN in the 

aerodynamic shape design problem, a comparison of ANN-MOPSO results 

obtained using 3000 evaluations with MOTS, MOPSO, I-MOPSO results 

obtained for 5500 evaluations is shown in Figure 8-2. The ANN-MOPSO for 3000 

evaluations was able to provide results within the ROI, similar to the optimisation 

results obtained by MOTS, MOPSO, and I-MOPSO which were for 5500 

evaluations. It is evident that by using of the ANN the computational time required 

to obtain results within the ROI is reduced. 
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Figure 8-2: Comparison of Pareto front using MOTS, MOPSO, and I-MOPSO for 

5500 evaluations with ANN-MOPSO for 3000 evaluations 

As an additional demonstration of the superiority of using ANN in the optimisation 

process, a comparison of the results obtained using ANN-MOPSO, MOTS, 

MOTSO, and I-MOPSO for 3000 evaluations is presented in Figure 8-3. The 

superiority of using the ANN to guide the optimisation is obvious. The ANN-

MOPSO solutions are better than the interactive results. It is evident that the ANN 

has efficiently self-trained and succeeded in detecting the invalid particles. This 

strongly suggests that using an ANN has enabled the optimiser to outperform the 

other approaches used here. Visual comparison of the Pareto front shows the 

solutions using an ANN are well inside the ROI and cover both objectives fairly 

when compared to the solutions obtained using other approaches with the same 

number of evaluations.  
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Figure 8-3: Comparison of Pareto fronts using MOTS, MOPSO, IMOPSO and 

ANN-MOPSO all for 3000 evaluations 

Figure 8-4 shows a comparison for the simulations using both ANN-MOPSO and 

MOTS for 5500 and 3000 evaluations. It is clear that as the simulation continues 

the search it becomes more tightly constrained, and the ANN-MOPSO began 

facing difficulties in improving the solutions further, which means it had almost 

reached an optimal solution for this design case. In fact, since the ANN is under 

continuous training, the exploration regions change smoothly through the 

generation of new particles in the areas of interest until highly optimal solutions 

are obtained. The convergence of the solutions towards the centre of the Pareto 

front is strong evidence of the success achieved by the optimisation search 
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Figure 8-4: Comparison of the Pareto optimal solutions using ANN-MOPSO and 

MOTS for both 5500 and 3000 evaluations. Note, the Pareto solutions becomes 

more condensed as the simulation continues  

Since the ANN is used to guide the optimisation algorithm by detecting invalid 

particles, it is of interest to display the differences between valid and invalid 

particles for each approach. Table 8-2 confirms that the ANN was a significant 

tool for spotting invalid particles. The results justify the use of an ANN since the 

DM would have more particles that are valid for almost the same computational 

time. For example, adding the ANN to MOPSO increased the number of valid 

particles from 988 to 2238 for 5500 evaluations, and from 529 to 1006 for 3000 

evaluations. 

Table 8-2: Numbers of valid and invalid particles generated by MOPSO and ANN-

MOPSO for 3000 and 5000 evaluations 

For 5500 evaluations For 3000 evaluations 

Code Valid Invalid Time [m] Valid Invalid Time [m] 

MOPSO 988 4512 195 529 2471 120 

ANN-MOPSO 2238 3258 212 1006 1992 131 

It is evident that the ANN is an effective, fast evaluator for deciding if a trial 

solution passed by the optimiser is worth evaluating, or not. Using the ANN-

MOPSO improved the number of the valid particles by 126% and 90% compared 
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to the MOPSO alone, but incurring a penalty of 8.0% and 8.3% in computational 

time, respectively for the 5500 and 3000 evaluations. This time penalty is a small 

proportion of the time required to evaluate the trial solutions. The difference in 

computational times is the penalty for using an ANN to classify whether a trial 

solution is valid or not, for the evaluation and regeneration of new particles by the 

optimiser. In addition, it is an interesting observation that the ANN-MOPSO for 

3000 evaluations obtained a higher number of valid particles than the MOPSO 

for 5500 evaluations. This was a strong indication of the positive effect of using 

ANN for optimising solutions to design problems.  

8.3 Data visualisation and analysis using Parallel 

Coordinates 

Figure 8-5 uses Parallel Coordinates to present and analyse the results for the 

ANN-MOPSO 3000 evaluations, and highly optimal compromise solutions were 

obtained. The solution obtained using the ANN-MOPSO 5500 evaluations 

provided an even better compromise for the objective function. 

Figure 8-5: Comparison of different optimisation approaches that led to Pareto 

optimal solution within the ROI  
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One of the early observations, when visualising the data using parallel coordinate, 

were the strong correlations obtained when the ANN was used to guide the 

optimisation process. Study and analysis of these trends revealed correlations 

between the design variables and objective functions, see Figure 8-6. It brought 

to light meaningful multivariate patterns and comparisons that helped when used 

interactively by the DM for analysis and design preferences. Particularly, it helped 

with identifying which of the design variables, or combination of design variables, 

particularly participated in obtaining optimal objective functions, i.e. it brought to 

the attention of the DM more than one design option that could be suitable for the 

next stage of the design process. For example, highly optimal solutions for the 

Aegis UAV were achieved by using almost the maximum value for each of the 

wing span (b�), horizontal tail volume (V��), and tail arm (L�). Whereas, the wing 

chord �C�_��, wing taper ratio (λ�), vertical tail volume (V��), horizontal tail aspect 

ratio (AR��) and vertical tail aspect ratio (AR��) should take values around 0.59 

m, 0.67, 0.02, 3.6, and 1.5, respectively.  

Figure 8-6: Clear trends and strong correlations show the success in the training 

of the ANN. The ANN-MOPSO for 5500 and 3000 evaluation gave the strongest 

correlation of all optimisation approaches 
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In fact, the optimisation is a complicated process where the optimiser is “playing” 

with nine design variables, seeking to obtain a set of optimal UAV configurations 

that satisfies both of the objectives but where, as described earlier, the objectives 

have conflicting requirements regarding the values of the design variables.  

Figure 8-7 compares solutions obtained for 5500 evaluations using the ANN-

MOPSO, MOTS and I-MOPSO algorithms. The solutions obtained using ANN-

MOPSO provide the greatest improvement in the endurance ratio, but part of the 

solution gave less reduction of mass. It is obvious that the ANN solutions 

significantly minimised the drag by selecting lower wing taper ratio (λ�) and a 

higher wingspan (b�). On the other hand, the MOTS and I-MOPSO solutions 

selected lower values for the wing root chord �C�_��, vertical tail taper ratio (λ��)

and slightly higher horizontal tail aspect ratio (AR��), which resulted in a greater 

reduction in the mass. However, all solutions satisfied the design requirements, 

and offer different options for the designer in the next stage. Thus, some design 

variables can be considered as key for the designer to obtain the required final 

solution.  

Figure 8-7: High optimality solutions for the multi-objective optimisation design 

problem can be achieved using various combinations of the design variables. 
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Note; some design variable can be considered as major whereas others are 

important in obtaining further improvements. 

The patterns and correlations obtained using the ANN have an identical trend to 

the trend achieved by the DM when performing optimisation interactively.  Figure 

8-8 compares trends achieved using ANN-MOPSO and I-MOPSO for 5500 

evaluations. The similarity in the trends is obvious. These observations highlight 

the effect of performing optimisation interactively. The correlations achieved by 

the DM to drive the results are similar to the correlations learned by the ANN to 

obtain highly optimal solutions. 

Figure 8-8: Comparison of the trends achieved using ANN-MOPSO and I-MOPSO 

for 5500 evaluations. The patterns and correlations obtained using ANN have an 

identical trend to that achieved by the DM when guiding optimisation 

interactively 

8.4  Detailed study for selected solutions 

In order to demonstrate the quality of the non-dominated solutions obtained under 

ANN guidance, a single compromise solution was selected for further 

simulations. Figure 8-9 compares optimal compromise solutions obtained using 

ANN-MOPSO for 5500 and 3000 evaluations, with MOTS and MOPSO for 5500 
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evaluations, and with the base design. The variations of non-dominated solutions 

with respect to the objective functions are obvious, giving the DM a deeper insight 

into the design problem to assist with trade-off.  

Figure 8-9: Comparison of non-dominated solutions obtained using ANN-

MOPSO, MOTS, and MOPSO with U-tail base design 

It is obvious that all the compromise solutions are within the ROI. The 

compromise solution P5 has the best improvements in both of the objectives 

compared to the compromise solutions P4 and P1. On the other hand, the 

compromise solution P4 has better improvement in endurance ratio than P1, but 

slightly less reduction in mass. However, it must be borne in mind that the 

compromise solution P4 was obtained after only 3000 evaluations whereas the 

compromise solutions P5 and P1 were obtained after 5500 evaluations. 

The compromise solution P4 has an endurance ratio of 5.98% higher than that 

for the base design with 0.55% reduction in mass, whereas the endurance ratio 

for the compromise solutions P5 and P1 improved by 6.14% and 5.83% with 

0.97% and 0.91% reduction in total mass, respectively compared to base design. 

The drag decreased from 264.3 counts at level flight (for the base design) to 

249.3 counts, 249.5 counts, and 249.8 counts, respectively for P5, P4, and P1. 

Detailed comparison shows that P5 and P4 are 0.52 and 0.36 drag counts lower 
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than P1, respectively. Thus, P5 has the lowest drag value, and P4 has the second 

lowest drag value, regardless of increasing the number of evaluations. 

The drag reduction for the ANN-MOPSO-3000 optimal compromise solution was 

gained with a decrease in the negative pitching moment when compared to base 

design and P1. Which has a slightly positive effect on release the aircraft from 

drag increments at trimming, see Figure 8-10. From these results, we conclude 

that using an ANN to guide the optimisation by identifying invalid particles is a 

strong approach. Using only around half of the evaluations (P4), the ANN was 

able to obtain better results than those obtained using MOPSO and MOTS for 

5500 evaluations. The success was due to its ability to better identify invalid 

particles and hence provide more valid particles in the same computational time.  

Figure 8-10: Detail configurations for the selected solutions compared with the 

base design

Further investigation is continuing, performing aerodynamic simulations for each 

of the above configurations as a function of various angles of attack. Actually, we 

are most interested in the configuration optimised using the ANN with 3000 

evaluations, however, the configuration optimised using the ANN with 5500 

evaluation is also included. Figure 8-11 shows a comparison of the aerodynamic 

characteristics of the selected configurations. It is observed that all the 

configurations show the same trends. However, as angle of attack increases 

there will be a positive deviation in lift coefficient, compared to the base design 
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values in the all optimised configurations. Furthermore, the configurations 

optimised by the guidance of the ANN have a slightly better lift to drag ratio than 

P1 (optimised using MOTS). On the other hand, there is noticeable variation in 

stability characteristics for the all optimised configurations even though they 

satisfy all the design constraints. This behaviour is strongly demonstrated by the 

dimensions of the optimised configurations. A quick glance at the optimised 

configurations shows that the optimised configurations had wings with almost the 

same dimensions whereas there are noticeable differences in the tail dimensions. 

It is obvious that the optimiser has reached a stage where no more space is 

available in the wing design variables to improve the objectives by making 

changes to the wing planform, whereas there is still more space to play with tail 

components.  

Figure 8-11: Comparison of the aerodynamic performance of the optimised 

configurations with the base design platform 
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8.5 Conclusions 

This chapter presents the use of an ANN to aid in optimisation of a multi-objective 

design problem in order to reduce the workload on the designer by achieving 

effective solutions. The ANN is used here as a fast approximate evaluator to 

decide whether the trial solution by the optimiser is worth a full evaluation or not. 

It was considered proof that the aerodynamic shape optimisation problem is 

highly constrained and that there are many more invalid solutions than valid. It is 

not sensible to spend a long time evaluating the non-worthwhile solutions.  

The study of the optimisation results showed the success of the ANN in 

increasing the number of worthwhile particles efficiently. The number of valid 

particles grew from 988 to 2238 (126%) and from 529 to 1006 (90%), respectively 

for 5500 and 3000 evaluations using ANN-MOPSO. In addition, the results 

showed that continuous training is a better approach for the aerodynamic shape 

design optimisation problem. It is proven that the time used to train the ANN and 

then identify the invalid particles is small compared to the time for the evaluation 

of the objective functions. Furthermore, it is evident that by adopting the 

continuous live training approach, the ANN-MOPSO allows for smooth 

exploration of the search regions by updated the search continuously when it has 

not succeeded in improving the solutions by replacing invalid particles with valid 

particles in regions of interest. That means it helps overcome the drawbacks in 

the stochastic characteristics of the algorithm, and simultaneously makes it less 

likely that any important data in the design space will be missed.   

Demonstrating the effectiveness of the algorithm is achieved by comparing 

results for the ANN-MOPSO using 3000 evaluations with  MOPSO and MOTS for 

5500 evaluations and I-MOPSO for 3000 evaluations, subject to the same 

constraints and design variables. The obtained results strongly indicate that using 

the ANN to guide the optimisation algorithm is effective at increasing the 

convergence of the optimiser and obtaining highly optimal solutions. The 

algorithm incorporating the continuous training approach has been shown to be 

effective in terms of computational time and solution quality.  
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9 Chapter - Conclusions and 

Recommendation for Future Work 

9.1 Conclusions 

This thesis has presented key developments and applications of an optimisation 

framework that uses stochastic, multi-objective optimisation, combined with 

Artificial Intelligence and interactive techniques, for the aerodynamic design of 

aircraft shapes. The efficiency and reliability of the proposed framework have 

been demonstrated through the design of the Aegis-UAV. The obtained results 

show that the proposed techniques provide highly optimal solutions in less 

computational time than conventional approaches. The main idea was to focus 

all the computational efforts on worthwhile solutions and areas of interest rather 

than exploring and evaluating all particles in the design space.    

In the beginning the initial strategy, using the sweep method, efficiently identified 

design space limitations and provided an insight into how the objective functions 

behaved with respect to the design variables. The study and analysis of the 

results with the help of visualization techniques were used effectively to eliminate 

any dysfunctions which existed in the developed framework. Then, the sweep 

method results were successfully used as feedback to redefine the constraints 

and re-formulate the design problem. 

Once the design space was explored and the sensitivity of the design variables 

with respect to the objective functions were found, an automatic optimisation 

process using Nimrod/O was performed. This allowed the efficient exploration 

and investigation of various design scenarios, which led to the acquisition of a 

larger amount of information about the limitations and requirements of the design 

problem before committing to a single design.  

The efficiency and reliability of the proposed strategy has been demonstrated 

through the aerodynamic shape design optimisation of the Aegis UAV with U-tail 

and inverted V-tail shape. The MOTS algorithm in the form of non-dominated 

solutions presents the optimised solutions. The optimisation results for the UAV’s 
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configurations showed that the improvements in endurance ratio and mass with 

respect to the base design were better in the case of the UAV with the U-tail 

shape even though the optimised configuration for the UAV with inverted V-tail 

shape had a higher endurance ratio and lower mass than the optimised UAV with 

the U-tail. Generally, the methodology was reliable, effective, and able to provide 

a large amount of information about the design problem to the DM at this stage. 

Since the improvement in model efficiency in terms of the computational time and 

design quality are of most interest in this research, the methodology was adapted 

to interactive-optimisation using the MOPSO algorithm. This method aimed to 

overcome the disadvantages of the a priori and a posteriori approaches. The 

interactive optimisation was used to focus the search on a certain area of the 

design space, since the designer in real life is interested only in a certain area 

(the ROI) or particular solutions. The superiority of undertaking optimisation 

interactively was demonstrated by comparison of interactive results obtained 

using I-MOPSO with non-interactive results obtained using MOPSO and MOTS 

algorithms for a single design scenario.  

With only half of the evaluations used the non-interactive approach, the DM was 

able to obtain similar or even better results, i.e., it was obvious DM now had the 

ability to steer the search to the ROI with fewer evaluations. The more significant 

point is that the DM has the ability to stop the search at any iteration, which is not 

possible in the non-interactive approaches, even though the solutions may not 

converge or may not be feasible. Moreover, the complexity of post-data-analysis 

with the non-interactive approach was avoided, since the DM is involved in the 

search process. However, it was also obvious that interactive solutions had less 

variation in the values of the design variables since the interactive search started 

focusing on a certain search area early in the process. In addition, because our 

algorithm has stochastic characteristics the designer does not always succeed in 

guiding the search to the ROI, additionally, by optimising interactively the 

designer may overlook some important information about the design space. 

In order to increase the efficiency of the framework used, an ANN was used to 

improve the performance of the optimisation algorithm by deciding whether the 
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trial solutions of the optimiser were worth a full evaluation or not. This 

demonstrated that the ANN had succeeded in identifying invalid particles. 

Consequently, the optimisation process obtained more particles that were valid 

for almost the same computational time.  

In one experiment, results showed the number of valid particles obtained using 

ANN-MOPSO compared to MOPSO for 3000 evaluations grew from 529 to 1006 

(90% improvement) with a penalty of 8.3% (only 11 minutes) in the computational 

time. This extra time was used by the ANN to classify whether the trial solutions 

were valid or not valid for the evaluations and generate new particles by the 

optimiser. However, this time was negligible when compared to the time taken to 

evaluate the trial solutions. Another finding that demonstrated the efficiency 

obtained by using the ANN, was that the ANN-MOPSO for 3000 evaluations 

obtained a higher number of valid particles compared to the MOPSO for 5500 

evaluations with significantly less computational time (a 33% reduction - 64 

minutes). The number of valid particle was 1006 out of 3000 evaluations obtained 

using the ANN-MOPSO. In contrast, the number of valid particles was only 988 

out of 5500 evaluations when the MOPSO algorithm was used alone. This is a 

strong indication of the effect of using the ANN for such design problems. 

Finally, comparing the solutions obtained using ANN-MOPSO for 3000 

evaluations with the I-MOPSO for 3000 and MOTS for 5500 evaluations shows 

the superiority of using an ANN within the optimisation process. The algorithm 

using the ANN obtained highly optimal solutions that are effective in terms of 

computational time and solution quality for the continuous training approach. 

9.2 Recommendations for future work 

It is recommended that future work focus on increasing the efficiency and quality 

of the solutions at the detailed stages of design by using high fidelity flow solvers 

while focusing on reducing the computational time. The formulation of the design 

problem could be improved to include multi-fidelity flow solvers. Future work is 

summarized in three points.  

1 Engineers are always in need of computational design tools such as 

Nimrod/O to improve the design process in terms of execution time, reliability, 
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and user effort. Nimrod/O allowed us to easily integrate codes written in 

different languages. It was a matter of editing the text file that came with the 

tool to specify the optimisation procedures such as design variables, 

algorithm used, and the task to be executed and, in this research, that 

included the Interface-AVL. The Nimrod/O allows the designer to focus on 

the technical issues of the design problem instead of being concerned with 

programming details and having to manipulate operating system 

requirements. On the other hand, we faced many difficulties combining the 

Interface-AVL with the MOPSO algorithm. This was a technical problem 

related to the operating system. Even with University IT Department help, 

solving this problem took more than three months and the intervention of an 

external company, MathWorks. Therefore, future work could include 

enhancing the Nimrod/O optimisation tool by interfacing I-MOPSO and ANN-

MOPSO with Nimrod/O to increase effectiveness when dealing with real 

world design problems. 

2 The results of the investigation using interactive techniques and the ANN for 

aerodynamic shape optimisation at the conceptual and preliminary design 

phases of the Aegis UAV were encouraging, and it is hoped that future 

researchers will use multi-fidelity schemes within the same techniques to 

capture the flow physics that would enable more detailed designs. Thus, the 

duration of the search, which is time-consuming, could reduced – where 

required – by confining it to a narrower area. 

3 The UAVs and commercial aircraft, in general, need to operate under multiple 

cruise conditions because of variability in flight missions, thus confining the 

optimiser to a single design point can lead to impairment of off-design 

performance. Thus, future work could focus on improving the ability of the 

framework to handle multipoint optimisation, to increase the performance of 

the optimised configurations. On the other hand, even though the formulation 

used to estimate the mass of the optimised configurations in the case of the 

Aegis UAV was efficient, it requires improvement in order to be used 

efficiently for various different aircraft that have spars, ribs, and stringers 

which support the lifting surfaces structures. 
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4 Future work could extend and improve the ANN-MOPSO technique, by 

providing a standard procedure to be followed when selecting the level of 

scepticism and the minimum size of the data set required by the ANN before 

starting classification of the particles as either valid or invalid. 
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Appendix A – Drag Model 

A.1 Parasite drag 

Since the AVL code is capable of evaluating only inviscid drag, empirical 

formulas, commonly called “build-up technique” are used to evaluate zero lift 

drag. The majority of the equations used in this technique are based on data 

gathered from flight tests and wind tunnel experiments [42]. Zero lift drag is also 

referred to as parasite drag, and includes drag that does not depend on the 

production of lift. Parasite drag for low-speed aircraft (low subsonic, 

incompressible regime) may be divided into two types; skin friction drag and form 

drag [26,202]. For the optimisation process, it is essential to provide a quick 

method for calculating the UAV drag since optimisation will require repetitive 

aerodynamic calculations of the newly optimised configurations. 

To calculate UAV zero-lift drag coefficients, every contributing component must 

be included. The total zero-lift drag (CD0) is defined as:  

CD� = CD�,� + CD�,� + CD�,� + CD�,�                                       (A-1) 

Where CD�,�, CD�,�, CD�,�, CD�,� respectively represent the zero-lift drag 

coefficients for wing, fuselage, tail, and boom. 

In the case of the U-tail arrangement, CD�,� is defined as: 

CD�,� = CD�,�� + CD�,��                                                            (A-2) 

Where CD�,�� and CD�,�� are the zero lift drag coefficients for the horizontal and 

vertical tail, respectively. 

In the case of the Inverted V-tail, the zero lift drag (CD�,�) is calculated as: 

CD�,� = CD�,���                                                                       (A-3) 

Where the CD�,��� is the zero lift drag for the V-tail of the Aegis UAV. 

A.1.1 Fuselage and boom 

The zero-lift drag coefficients for fuselage and boom are defined as: 
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CD�,� = C�,� ∗ f��,� ∗ f� ∗
����,�

����
                                                   (A-4) 

CD�,� = C�,� ∗ f��,� ∗ f� ∗
����,�

����
                                                 (A-5) 

Where, C�,� and C�,� are skin friction coefficients that characterize the flow by 

Reynolds number, either laminar or turbulent. They are calculated as:  

C�,� = C�,� =
�.���

[�����∗��]�.�� ,       for turbulent                              (A-6) 

C�,� = C�,� =
�.���

√��
 ,                   for laminar                                (A-7) 

The Reynolds number Re is defined as: 

Re =
�∗�∗�

�
                                                                               (A-8) 

Where ρ is air density, v is flight speed, and μ is dynamic viscosity of air for the 

flight regime. For the boom and fuselage, � represents the length.  

Normally, the air flow over the surfaces of airborne aircraft starts as laminar and 

then changes to turbulent, though it is usually the case that an aircraft will pass 

through a region of combined laminar and turbulent flow. However, at the 

conceptual and preliminary design phases it is permissible to assume for 

simplicity that the flow is either completely laminar or turbulent [203]. 

The terms f��,� and  f��,� in Equations (A4) and (A-5) are a function of the length 

to diameter ratio of the fuselage and boom 

f�� = f��,� = f��,� = 1 +
��

(� �⁄ )�
+ 0.0025 ∗ (L D⁄ )                       (A-9) 

Where � and D represent the maximum length and diameter of the fuselage or 

boom respectively.  The f� term in Equations (A-4) and (A-5) is a function of the 

UAV Mach number and defined as: 

f� = 1 − 0.08M�.��                                                                 (A-10) 

The last two terms in Equations (A-4) and (A-5) are S��� and S���. The S��� is the 

surface area of the fuselage or boom that is in real contact with the flow during 
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flight, while  S���  is the reference area. The reference area used in these 

calculations is wing surface area.  

A.1.2 Wing and tail 

The wing and tail are considered as lifting surfaces. Each tail surface (horizontal 

and vertical) should be treated separately as shown in Equations (A-2) and (A-

3). The zero lift drag coefficient of the wing, CD�,�, and of the tail, CD�,�, are given 

by the equations below: 

CD�,� = C�,� ∗ f��,� ∗ f� ∗ �S���,� S���⁄ � ∗ �Cd���,� 0.004⁄ �
�.�

          (A-11) 

CD�,� = C�,� ∗ f��,� ∗ f� ∗ �S���,� S���⁄ � ∗ �Cd���,� 0.004⁄ �
�.�

                (A-12) 

The terms C�,� and C�,� are the same as in Equation (A-7). The second terms in 

the above two equations is defined as: 

f��,� = f��,� = 1 + 2.7 ∗ (t c⁄ )��� + 100(t c⁄ )���
�                               (A-13) 

Where (t c⁄ )��� is the maximum thickness to chord ratio of the lifting surface. For 

the Aegis UAV, it is 15% for the wing and 13% for the horizontal, vertical, and 

Inverted V-tail.  

The terms S���,� and S���,� represent the wetted area for the wing and tail 

respectively, and can be calculated in various ways. However, for thin surfaces 

((t c⁄ )��� around 15%) the following equation can be used with high accuracy: 

S��� = 2 ∗ [1 + 0.5 ∗ (t c⁄ )���] ∗ b� ∗ C�                                       (A-14) 

Where b� and C� are the span, and chord, respectively, of the lifting surface. The 

terms Cd���,� and Cd���,� represent the minimum drag coefficients for the wing 

and tail airfoil cross-sections, respectively. At Re values of about 1.5 x 106, the 

minimum drag coefficient for the NACA4415 airfoil is around 0.008 [204] (see 

Figure A-1), and the minimum drag coefficient for the NACA0013 airfoil is around 

0.006 at Re ≈ 0.7 x 106 [205] (see Figure A-2). 
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Figure A-1: Lift coefficient versus drag coefficient for NACA 4415 at 

various values of Reynold number [204]

Figure A-2: Variations of lift coefficient versus angle of attack, drag 

coefficient, and pitching moment coefficient at Mach number less than or 

equal to 0.15 for NAC0013 at various values of Reynold number [205]
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Appendix B – Validation Procedure 

B.1 Validation and verification of the flow solver 

Before applying the methodology developed here to the Aegis UAV configuration, 

three different test cases taken from the literature were used to validate and verify 

of the results obtained from the flow solver and the Interface-AVL. 

B.1.1 3-D wing (NACA4415) 

The first objective was to determine the lift coefficient versus angle of attack for 

3-D wing of AR= 12 with a rectangular planform using the AVL code and to 

compare the results obtained using Computational Fluid Dynamics (CFD) and 

available in [206]. Figure B-1 shows the CFD results obtained at Re = 3 x 106

based on the chord and a Mach number of 0.2. 

Figure B-1: Lift coefficient versus angle of attack for rectangular wing AR= 

12, Re= 3x106, and M= 0.2 using computational fluid dynamic [206]

The comparison of the results showed good agreement for the overall lift 

coefficient versus angle of attack, see Table B-1. The AVL code shows high 
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accuracy at a low angle of attack but started to differ slightly as the angle of attack 

increased [137]. 

Table B-1: Comparison of the lift coefficient that obtained using AVL and 

CFD [206] at various angle of attack 

AOA [deg] 0 2.5 5 7.5 10 

C� using AVL 0.38 0.60 0.82 1.04 1.25 

C� using CFD 0.38 0.60 0.80 1.00 1.23 

B.1.2 ATHENA project (Aegis UAV) 

The Aegis UAV is under development by a team at Cranfield University, and is 

available with two different tail configurations. The first version of the UAV (copy 

the Israeli MALE UAV, IAI Scout) was studied at an operational velocity of 50 m/s, 

where the Reynolds number - based on the chord - was around 2.5 x 106. When 

CFD was used for this simulation it was assumed the flow was fully turbulent. The 

objective of the study was to investigate the performance of the UAV for various 

tail angles at an angle of attack equal to zero [191].  

The coefficients of lift and drag as computed by CFD and AVL is presented in 

Table B-2.  

Table B-2: Lift and drag coefficients computed by AVL and CFD for Aegis 

UAV at zero AOA 

Parameter
Inverted V-tail % 

difference 

H-tail % 

differenceAVL CFD AVL CFD

C� 0.782 0.660 15.0 0.780 0.670 14.0 

C� 0.053 0.059 11.0 0.054 0.060 11.0 

It is evident that CFD and AVL are in good agreement. Generally, the AVL 

software predicted higher values of lift coefficient than the CFD. On the other 
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hand, CFD shows higher values of drag coefficient than obtained by AVL for both 

configurations. The reason may be because the CFD calculations assumed the 

flow on the UAV is entirely turbulent which, of course, will increase the drag 

slightly and reduce the lift coefficient. However, the difference over-all is less than 

15%. 

B.1.3 Aegis UAV (ESDU) 

In this case, the AVL results for the Aegis UAV with U-tail shape were compared 

with the available results computed using the Engineering Sciences Data Unit 

(ESDU) in [190]. Figure B-3 shows the comparison of the lift coefficients versus 

angle of attack.  

Figure B-3: Comparison of lift coefficient obtained using AVL code and 

EDSU data as a function of angle of attack for Aegis UAV with U-tail 

configuration  

The compared results show good agreement in the overall lift coefficient versus 

angle of attack between the AVL results and the ESDU data, though a slight but 

increasing difference is observed as the angle of attack increases. It is known 

that AVL is more appropriate for a small angle of attack [137]. In addition, the alfa 

zero lift is equal to -3.64 deg using AVL and -3.24 deg using ESDU. 
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Appendix C – Performance Analysis of the 

Aegis UAV 

C.1 Performance analysis of the base design 

A full study was performed to explore the Aegis UAV design space and its 

characteristics in level flight. Simulation of each configuration as a function of the 

angle of attack was performed. The lift coefficient, drag coefficient, drag polar, 

CL/CD ratio, and pitching moment coefficient curves were plotted to visualise the 

performance at a various angles of attack, see Figure C-1 to Figure C-3. 

Figure 9: left panel; lift coefficient versus angle of attack: right panel; drag 

coefficient versus angle of attack 

The lift and drag coefficients versus angle of attack for the Aegis UAV with both 

tail arrangements are shown in Figure C-1. It is observed that both configurations 

show the same trend. However, the Aegis with U-tail showed the higher lift 

coefficient, whereas the Aegis with inverted V-tail showed the lower drag 

coefficient at various angles of attack. Furthermore, both configurations have a 

zero lift angle of attack around -3.6 degrees; and lift at zero angle of attack of 

around 0.304. The left panel of Figure C-1 shows an idealized lift curve, in reality, 

the slope of the curve would decrease at higher angles of attack approaching the 

maximum lift coefficient.  
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Figure 9: left panel; lift coefficient versus drag coefficient: right panel; lift 

to drag ratio versus angle of attack 

The left panel of Figure C-2 shows the relation between lift and drag ratios for 

Aegis UAV configurations. It is seen that the drag coefficient at zero lift for Aegis 

with U-tail and inverted V-tail is 0.021620 and 0.021480, respectively, which is 

considered to be the minimum drag acting on the configurations. The Aegis UAV 

with inverted V-tail suffers less drag because of less tail surface area. In addition, 

lift to drag coefficient ratio versus angle of attack presented in the right panel of 

Figure C-2 shows a slightly higher value of CL/CD for the Aegis UAV with inverted 

V-tail. The maximum value of CL/CD for the Aegis UAV with U-tail and inverted 

V-tail is 15.31 and 15.42, respectively at AOA equal to 4 deg. 

Figure C-3: left panel; pitching moment versus angle of attack: right 

panel; pitching moment versus lift coefficient 

The measurement of pitching moment was taken at the centre of gravity of each 

configuration (CG location) using the AVL code. Figure C-3 indicates a 

longitudinally stable UAV. The pitching moment at zero AOA is -0.0470 for the 

Aegis with U-tail and -0.0710 for inverted V-tail. It is obvious that the slopes of 
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these curves are negative and are in the region of negative Cm for a typical range 

of angles of attack. The positive moment at a negative angle of attack for all 

configurations shows a tendency to “nose up” during the pitching down, whereas 

the pitching moment for all configurations becomes negative at a positive angle 

of attack which gives a tendency to “nose down” at these angles. Thus, both 

configurations are statistically stable. 

On the other hand, neither configurations is balanced. The balance criteria is 

satisfied if the pitching moment at UAV centre of gravity (Cmxcg) is zero for the lift 

coefficient value equal to that for level flight. It is obvious that the pitching moment 

coefficients (for both configurations) at zero angle of attack are not equal to zero. 

Commonly, one of the following is required to achieve a trimmed UAV during level 

flight: (1) change of location of Xcg of the UAV by mass redistribution, (2) 

adjustment of the horizontal tail incident angle, (3) adjustment of the horizontal 

tail volume, and (4) change elevator deflection.  

Following is a more detailed discussion of each of the above four cases: 

 Relocate the centre of gravity by changing mass distribution. 

The possibility of moving the centre of gravity of the Aegis UAV, so that the pitch 

moment will be equal to zero was investigated. Figure C-4 shows locations of Xcg 

for the UAV, and neutral point (np) relative to the wing leading edge. It is obvious 

that both configurations are stable, since the neutral point is located behind the 

centre of gravity. 

Figure C-4: Centre of gravity and natural point location for Aegis UAV; left 

panel Aegis UAV with U-tail and right panel Aegis UAV with Inverted V-tail 
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The study showed that as the pitching moment becomes close to zero (which is 

our aim) by relocating the centre of gravity, the aircraft becomes less stable, see 

Table C-1. It is obvious that the Static Margin (SM) becomes close to zero. Thus, 

relocating the centre of gravity of the UAV using internal mass redistribution not 

suitable. 

Table C-1: Redistribution of the Ages UAV mass results in a pitching 

moment equal to zero, but an unstable aircraft 

No U-tail Inverted Vee-tail 

Xcg Cm S.M Xcg Cm S.M 

1 (BD) 0.17 -0.0470 11.500 0.13 -0.0719 19.220 

2 0.18 -0.0457 11.126 0.17 -0.0457 11.503 

3 0.20 -0.0353 8.020 0.20 -0.0352 8.415 

4 0.23 -0.0196 3.370 0.23 -0.0195 3.789 

5 0.25 -0.0091 0.287 0.25 -0.0090 0.706 

 Adjustment of the horizontal tail incident angle 

This method required the possibility that the horizontal tail could be rotated so 

that the pitching moment would be zero during level flight. In this work, the 

optimiser was used to find this angle in the case of the Aegis UAV with U-tail 

(case 2 and case 4). 

 Adjustment of the horizontal tail volume 

Adjusting the horizontal tail surface area and its distance from the UAV’s centre 

of gravity may result in obtaining a pitching moment coefficient equal to zero. 

However, such solutions usually are limited by geometrical and flight constraints. 

Unfortunately, the optimiser could not satisfy Cm=0 using the proposed design 

space (see Table 5-1). 
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 Elevator deflection 

It is common to use elevator deflection to get zero pitching moment during level 

flight. It can be pre-set before the flight. 
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Appendix D – Optimisation Results 

D.1 Results for different design optimisation cases using MOTS 

algorithm 

Figure D-1: Optimisation results obtained using 5 regions and 2400 

evaluations under pitching moment constraint for the UAV with U-tail 

using wing design variables 

Figure D-2: Trimming optimisation results obtained using 5 regions and 

3000 evaluations for the UAV with U-tail shape using wing, tail, and 

horizontal tail rotation angle design variables 
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Figure D-3: Feasible solutions obtained using 5 regions and 5500 

evaluations for the UAV with U-tail shape using wing and tail design 

variables simultaneously 

Figure D-4: Feasible solutions obtained by optimising the UAV with 

inverted V-tail using wing and tail design variables simultaneously 

D.2 Performance analysis 

To assess the relative effectiveness of using MOTS for this study, a comparison 

with the optimisation results obtained by NSGA-II [207] was performed for one 

design scenario. Case 3 was selected as it had the best improvement and the 

highest number of design variables. Since the NSGA-II algorithm has a non-

deterministic behaviour, the results of multiple runs using the same design 

variables in case 3 were collected and assessed. In every case the experiments 

were run for 5500 function evaluations. The NSGA-II algorithm used 55 

generations for a population size of 100. The left panel of Figure E-5 presents the 

optimisation results obtained using MOTS for 5500 evaluations and NSGA-II also 
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for 5500 evaluations. The right panel of Figure E-5 shows the NSGA-II parameter 

settings. 

Figure D-5: Left panel; comparison of the optimisation results obtained 

using MOTS and NSGA-II for 5500 evaluations: right panel; shows the 

parameter setting for NSGA-II 

It is obvious that both algorithms achieved almost the same quality solutions, but 

the non-dominated solutions obtained by NSGA-II have greater variance. On the 

other hand, regardless of the optimisation and search techniques used by each 

algorithm, the run-times for MOTS and NSGA were 135 and 142 minutes 

respectively. This indicates that the MOTS algorithm is slightly more efficient than 

NSGA-II for such design problems. Overall, the MOTS algorithm exhibited better 

performance when compared to the leading multi-objective GA, NSGA-II. In 

addition, given the similarity in the obtained solutions, it is not worth investigating 

the relative performances of these solutions. 
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Appendix E – MOPSO and ANN Input Files 

E.1 Setting for the MOPSO input file  

========================INPUT FILE ================= 

------------------- -GENERAL - ----------------------------------------------------- 

-(1) PARAMETERS:   "9"  

=>  number of parameters -> EX: "6" 

-(2) OBJECTIVES: "2"  

=>  number of objectives -> EX: "2" 

-(3) DIRECTORY: "/server/airfoilservice/"    

=>  directory of the model/solver -> EX: "/user/Caesar/Desktop" 

-(4) NAME:   "'/usr/local/bin/matlab -nosplash -nodisplay -r  .    

\'Endurance(%s,%s,%s,%s,%s,%s,%s,%s,%s)\',exit'%(params[0], params[1], 

params[2], params[3], params[4], params[5], params[6], params[7], params[8])"  

=>  name of the model/solver executable -> EX: "model.exe" 

-(5) MAX PAR:             "4.5   0.74   1.0   0.55   0.035    2.0   4.0    2.5   1.0"  

=>  maximum values ("+1" by default - if not desired leave '0' as default) -> 

EX: "4 0.5 -2 3 1 4"   

-(6) MIN PAR:     "2.59   0.55   0.6   0.35   0.02   1.45   3.0   1.5   0.5"  

=>  minimum values ("-1" - if not desired leave '0' as default) -> EX: "0 200 200 

0 -200 -200"   

-(7) SCALE OBJ: "1 -1"  

=>     objective scaling factor (optional - if not desired leave '0' as default) -> EX: 

"-1 1"   

--------------- - INITIALISATION - -------------------------------------------------------------- 
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the following parameters affect the initialisation in the NORMALISED interval [-

1,1]  

-(8) INITIALISATION: "g" 

=>  choose the initialisation method: 'g' for Gaussian, 'u' for Uniform 

-(9) UPPER BOUND uniform: "0.02" 

=>  upper bound for uniform initialisation - you can insert a different distribution 

for each parameter for fixed UPP_BOUND (all par.) type: "value" - EX: "-1" - in 

alternative specify each par. (like in MAX-PAR) 

-(10) LOWER BOUND uniform: "-0.2" 

=>  lower bound for uniform initialisation - you can insert a different distribution 

for each parameter  for fixed LOW_BOUND (all par.) type: "value" - EX: "+1" - in 

alternative specify each par. (like in MIN-PAR) 

-(11) MEAN gauss: "0" 

=>  gauss mean for Gaussian initialisation - you can insert a different distribution 

for each parameter  for fixed mean (all par.) type: "value" - EX: "0" - otherwise 

specify "value1 value2 ... valueN" 

-(12) SIGMA gauss: "0.2" 

=>  gauss sigma for Gaussian initialissation - you can insert a different distribution 

for each parameter  for fixed sigma (all par.) type: "value" - EX: "0.2" - otherwise 

specify "value1 value2 ... valueN" 

--------------- - MOPSO - ----------------------------------------------------------------- 

-(13) C1: "2.0"  

=>  personal weight 

-(14) C2: "2.0"  

=>  leader's weight 
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-(15) w: "0.4"  

=>  inertia weight -> EX: "0.4" 

-(16) SIGMA-TURBULENCE: "0.05"  

=>  stardard variation for the Turbulence correction -> EX: "0.1" 

-(17) Archive size: "100" 

=>  Size of the archive of non-dominated particles 

E.2 Setting for the ANN-MOPSO input file 

=======================INPUT FILE ======================== 

(1) PARAMETERS: "9"  

=>  number of parameters -> EX: "6" 

(2) OBJECTIVES: "2"  

=>  number of objectives -> EX: "2" 

(3) DIRECTORY: "/server/airfoilservice/"    

=>  directory of the model/solver -> EX: "/user/Caesar/Desktop" 

(4) NAME: "'/usr/local/bin/matlab -nosplash -nodisplay -r   

\'Endurance(%s,%s,%s,%s,%s,%s,%s,%s,%s)\',exit' % (params[0],params[1], 

params[2], params[3], params[4], params[5], params[6],  

params[7],params[8])"  

=>  name of the model/solver executable -> EX: "model.exe" 

(5) MAX PAR: "4.5   0.74  1.0   0.55   0.035   2.0   4.0   2.5   1.0"  

=>  maximum values ("+1" by default - if not desired leave '0' as default) -> 

EX: "4 0.5 -2 3 1 4"   

 (6) MIN PAR:          "2.59   0.55   0.6   0.35   0.02   1.45   3.0    1.5   0.5"  
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=>  minimum values ("-1" - if not desired leave '0' as default) -> EX: "0 200 200 

0 -200 -200"   

 (7) SCALE OBJ: "1     -1"  

=>  objective scaling factor (optional - if not desired leave '0' as default) -> EX: 

"-1 1"   

 (8) OUTPUT DIRECTORY path: "/home/airfoil"    

=>  directory of the model/solver -> EX: "/user/Caesar" 

E.3 Single training versus continuous training  

Figure E-1: Comparison of the solutions obtained using single training 

with continuous training for 3000 evaluations  
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Figure E-2: Comparison of Pareto front using MOTS, MOPSO, I-MOPSO for 

3000 evaluations with ANN-MOPSO using continuous and single training 

for 3000 evaluations 

E-3: Comparison using different training set size in the case of continuous 

training using 3000 evaluations 


