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Existing variants of vehicle routing problems have limited capabilities in describing real-world drone delivery

scenarios in terms of drone physical restrictions, mission constraints, and stochastic operating environments. To that

end, this paper proposes a specific drone delivery problem with recharging (DDP-R) characterized by directional

edges and stochastic edge costs subject to wind conditions. To address it, the DDP-R is cast into a Markov decision

process over a graph,with the next node chosen according to a stochastic policy based on the evolving observation. An

edge-enhanced attention model (AM-E) is then suggested to map the optimal policy via the deep reinforcement

learning (DRL) approach. The AM-E comprises a succession of edge-enhanced dot-product attention layers and is

designed with the aim of capturing the heterogeneous node relationship for DDP-Rs by incorporating adjacent edge

information. Simulations show that edge enhancement facilitates the training process, achieving superior

performance with less trainable parameters and simpler architecture in comparison with other deep learning

models. Furthermore, a stochastic drone energy cost model in consideration of winds is incorporated into

validation simulations, which provides a practical insight into drone delivery problems. In terms of both nonwind

and windy cases, extensive simulations demonstrate that the proposed DRL method outperforms state-of-the-art

heuristics for solving DDP-Rs, especially at large sizes.

I. Introduction

R APID developments in drone technologies opened theway for a

wide range of civilian applications (e.g., traffic surveillance,

medical delivery, and general warehouse), which comprise an impor-

tant component of the intelligent transport system (ITS). Meanwhile,

worldwide authorities have begun to authorize flights beyond the

visual line of sight to test the safety of opening up the technology to

the wider industry. Integrating drones into ITSs offers increased

flexibility and efficiency to transportation, which brings high societal

and economic benefits.
Despite their advantages, the introduction of drones as new couriers

into the logistics market implies new challenges in terms of logistics

planning due to their limited onboard battery and load capacity. The

vehicle routing problem (VRP) is a generic optimization class for

modeling multivehicle logistics with the objective of seeking the best

route for a fleet of vehicles to serve a set of customers [1]. To avoid

exceeding the limited flight time of lithium polymer battery-equipped

drone couriers, a multitrip VRP (MTVRP) for drone delivery was

proposed in Ref. [2], which compensates by making multiple trips to

the depot while being subject to budget constraints. However, in the

MTVRP, the serving range of delivery is still restricted, and drones

continuously return to the depot, resulting in low efficiency.Motivated

by this, a new area of research is arising that investigates the placement

of recharging stations to extend drone flight distance and maximize

covered demand with the least amount of infrastructure investment

[3,4], which benefits drone deliverywith greater coverage, lower costs,

and higher-quality delivery services; and it is ecofriendly by reducing

unnecessary return flights. The routing problem considering recharg-

ing is termed as the electric vehicle routing problem (EVRP) [5],which

is also known as the green vehicle routing problem, and originally

proposed for electric cars similarly suffering from limited battery

capacity. Furthermore, in addition to the Amazon “beehive” delivery

pattern, where all drones pick up parcels from a shared giant center, a

delivery request is likely to have its own pickup and delivery locations,

such as those in a medical delivery service [6]. This type of route

planning problem can be described as a pickup and delivery problem

(PDP), which is another variant of the VRP characterized by pairing

and precedence relationships. To address the unmanned aerial logistics

while considering both recharging facilities and heterogeneous pickup

and delivery requirements, a combination of the EVRP and PDP is

investigated in this paper. Moreover, compared to ground-based

vehicles, unmanned aerial vehicles (UAVs) are severely affected by

weather conditions, especially airflow, introducing stochastic factors

to the execution environment. Accommodating this uncertainty in

planning tends to increase the quality of routes by reducing risks and

stabilizing deliveries.

To summarize, the drone delivery problem with recharging (DDP-

R) considered in this paper is essentially an optimization problem that

finds the best routes for serving pickup and delivery tasks while

taking into account load and battery constraints as well as the

randomness introduced by weather. Due to its NP (i.e., non-

deterministic polynomial time) -hard and stochastic nature, conven-

tional methods including exact and heuristic algorithms struggle to

efficiently address this routing problem [7]. Recently, there has been

increasing attention on deep reinforcement learning (DRL) for solv-

ing combinatorial optimization problems, which has delivered prom-

ising results on the basic VRP and some of its variants [8,9]. To this

end, this paper explores learning techniques for solving the drone

delivery problem considered.

Because most DRL-based approaches are proposed for typical

VRPs and have few actual applications for stochastic environments,

two key challenges are accordingly identified on the aforementioned

drone delivery problem. First, nodes in the DDP-R involve more

heterogeneous roles, consisting of pickup tasks, delivery tasks,

charging stations, and the depot. Current network architectures are

not intended to capture their sophisticated characteristics and con-

nections. Second, routing problems with drones are vulnerable to

weather. Performance degradation is likely to happen due to discrep-

ancies between the deterministic planning model and the actual

stochastic system in the presence of wind.

To address these challenges, we develop a routing simulator for

DDP-Rs in the presence or absence of winds and propose a novel
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neural network architecture with a stronger ability of description. To
summarize, the main contributions are as follows:
1) To the best of our knowledge, this paper is the first attempt to

solve the DDP-Rs via the reinforcement learning (RL) method. A
good policy is sought by devising the evolution of the environment,
masking scheme, and reward function. Through the comparison
with state-of-the-art algorithms, the proposed DRL-based planning
method provides high-quality solutions (within at most 4% gap to
optimal solutions) and is more resilient in the presence of stochas-
tic winds.
2) A policy neural network called the attention model with edges

(AM-E) is proposed for solving DDP-Rs, where an edge feature
matrix is additionally considered to offer the network greater descrip-
tion power in terms of elaborating node connectivity, without exten-
sively increasing its computational complexity.
3) In contrast to existing studies, this paper also considers the

pickup–delivery task configuration, the effect of wind variations, and
the presence of charging stations in formulating the drone delivery
problem for the most practical purposes. The newly formulated
problem has a stochastic nature and complex node relationships that
pose difficulties for traditional methods. Therefore, we further
describe the problem in the form of a Markov decision process
(MDP) [10], which facilitates the generation of AM-E policies.
The rest of the paper is organized as follows: Sec. II provides an

overview of related works based on conventional methods and learn-
ing techniques. Section III gives an explicit description of the routing
problem of concern, including the drone energy consumption model.
This is followed by the proposed DRL based in Sec. IV. Section V
presents details of the demonstration experiments, in which the
experimental settings are described and the evaluation results under
deterministic and stochastic cases are presented. Sections VI and VII
offers conclusions of this study and outlines a brief plan for future
research.

II. Related Works

In this section, we introduce readers to existing works that have
addressed vehicle routing problems using conventional methods or
using learning-based methods, with a focus on its two variants:
pickup and delivery problems with recharging and stochastic routing
problems.

A. Exact and Heuristic Methods

Because the VRP is an NP-hard problem, either the EVRP or PDP
is a generalization of the VRP; thus, they are equally considered NP-
hard in the strong sense [1]. Due to the complexity of the problem,
studies using exact approaches are rarely found in the literature; and
most of them adopt branch-and-bound algorithms or their variants. A
branch-and-cut algorithm was proposed in Ref. [11] to solve the
EVRP. Similarly, a branch-price-and-cut algorithm was used in
Ref. [12] to solve the EVRP with time windows. Various branch-
and-price algorithms were designed, targeting specific extended
versions of the EVRP, e.g., with heterogeneous stations, a partial
charging policy, and a nonlinear charging rate [13]. In terms of the
PDP, extra bounding procedures or column generation schemes are
introduced to the basic branch-and-bound algorithm to meet the
pickup–delivery constraints [14,15]. It is worth mentioning that
based on these methods, some commercial solvers, such as CPLEX
and Gurobi, are broadly employed to find the optimal solution for
small-sized VRPs and their variants. However, for large-scale prob-
lems, exact methods suffer from computational complexity of the
problem.
One trend in solving VRPs is to use metaheuristics, with the

purpose of tackling the problem approximately but efficiently. Typ-
ical metaheuristics include neighborhood search, simulated
annealing [16], tabu search, evolutionary metaheuristics [17], and
genetic algorithms [18]. Rastani andÇatay [19] integrated an optimal
repair procedure in a large neighborhood search heuristic method for
solving the load-dependent EVRP with time windows. Another
adaptive large neighborhood search method was proposed in
Ref. [20] to solve the PDPbased on the destroy and recreate principle.

Particularly stated as the first solution to the PDP with electric
vehicles, a granular tabu search algorithmwas developed in Ref. [21]
by restricting the neighborhood of the search by creating a promising
arc. Although these heuristic methodologies perform well in offline
situations, most of them cannot be directly employed in real time or
dynamic cases because they fail to efficiently deal with the unfore-
seen changes, i.e., incoming requests. In terms of stochastic routing
problems, the problem is modeled as a stochastic VRP, which is then
handled by simulation-based optimization techniques for maximiz-
ing the expected objective function. However, the increase of com-
plexity due to stochastic factors makes the problem even harder to be
solved in real time.

B. Learning-Based Approaches

In recent years, great potential has been found in employing DRL
to resolve routing problems. To use DRL, the route is constructed by
appending next visit nodes, formulated as a sequential Markov
decision making process. Graph-based policy networks and
sequence-to-sequence networks are found in the literature to map
the state space to action probabilities.
The pointer network (hereafter referred to as PtrNet) is the first

seminar work to cope with the routing problem via learning, which
solves the travel sales problem (TSP) via recurrent neural networks
[22]. The PtrNet is first implemented in a supervisedmanner and later
extended into an RL framework [23]. Furthermore, the work in
Ref. [24] generalizes the application of the PtrNet to a wider range
of CO such as the capacitated VRP , where element embeddings
could be dynamic. After that, more effective deep learning architec-
tures are proposed to represent problem statements by combining the
transformer-based attention model [8,25] or graph-embedded struc-
ture [9,26], showing outperforming results in comparison with heu-
ristic methods. A stage has arrived where deep neural networks can
effectively extract useful information from customer configurations
and obtain high-quality policies for typical routing problems through
reinforcement learning.
Extending to variants of the vehicle routing problem, such as the

pickup and delivery problem or the electric vehicle routing problem,
the aforementioned networks could be directly employed with a
redesigned reward scheme and mask policy. However, this is less
effective for distinguishing different types of nodes and identifying
their relationship for specific variants. To that end, Li et al. [27]
propose a heterogeneous attentionmodel for the PDP, in which seven
types of attention layers were sophisticatedly designed to consider
different roles played by nodes while taking the precedence con-
straint into account. Lin et al. [26] incorporated themodel of Ref. [24]
with a graph-embedding component to yield the global information
of the graph for the EVRP with time windows. In addition to these
efforts, another direction of enhancement is to integrate edge features
in the graph neural networks. Instead of a one-dimensional binary
adjacent matrix, Gong and Cheng [28] made efforts to exploit more
complex edge features, leading to a generic edge-integrated frame-
work. Despite their purpose to boost performance, edge-featured
models are not always superior, especially for some node-sensitive
tasks [29], which have actually motivated our proposal of the AM-E
network.
On the other hand, the routing problem with stochastic model

parameters has received increasing attention. Instead of assuming
the cost and customers are static and known a priori, taking into
account the randomness of planning parameters leads to a higher
quality of the solution. Because RL provides promising tools to
optimize policies with stochastic state transitions, Bono [30] devel-
oped an online representation of problem states enabling real-time
planning based on the latest observation of vehicles. Machine learn-
ing techniques have also been used to build a probabilistic energy
consumption model [31], achieving more energy savings and reli-
ability for routes.

III. Problem Statement

This section describes the drone delivery problem with recharg-
ing, presents a stochastic drone energy consumption model in
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consideration of varying wind conditions, and then formulates
DDP-Rs in the form of MDPs [10].

A. Drone Delivery Problem with Recharging

Suppose a drone delivery scenario, shown as Fig. 1, in which there
are n customer requests and each of them is decomposed into a
pickup task i ∈ P and a delivery task i� n ∈ D. A drone is sent
from the depot pointwith a fully charged battery and finally returns to
the depot after accomplishing all tasks.Duringmission execution, the
drone can get charged at any recharging station j ∈ C. The aim of
solving the drone delivery problem is to find a route that minimizes
the energy cost while being subjected to constraints regarding the
delivery mission and drone properties. Further assumptions used in
this study are listed as follows:
1) Each customer request is labeled with a predefined load weight.
2) The drone only processes one request at one time.
3) Only fully recharging is considered in this study.
4) The recharge stations could be visited infinite times.
5) The depot also serves as the recharging station during mission

execution.
For a better understanding of constraints considered in theDDP-R,

the mixed integer programming (MIP) model of the DDP-R with its
detailed information and corresponding notation is provided in
Appendix A.

B. Drone’s Energy Consumption Model with the Wind Effect

For drone delivery, estimating energy requirements performs an
essential role in route planning. Unlike ground vehicles, the drone’s
energy cost can be strongly affected by weather conditions: espe-
cially the wind speed and direction because they directly impact the
flight kinematicmodel [32,33].Nonetheless,most route optimization
models only incorporate energy consumption implicitly via a prede-
fined limited drone duration or range. With the aim of better emulat-
ing the real-world drone delivery scenarios, we build a stochastic
energy consumption model considering varying wind conditions,
which is inspired by the work in Refs. [34,35].

1. Energy Consumption Without Wind

The total aerodynamic power required for drone flight comprises
four parts: parasite power, induced power, profile power, and power
required to climb [35]:

Paero � Pparasite � κindPinduced � Pprofile � Pgravity

� Dbodyva � κindTw� ρAv3T

�

1� 3

�

va

vT

�

2
�

σcbd

8

�mgva sin γ (1)

where va is the airspeed, γ is the flight angle, κind is the induced factor
(usually equal to 1.15; see Ref. [35]), the body drag force is

Dbody � qSCDbody
v2a, the thrust is

T �
����������������������������������������������������������������

m2g2 �D2
drag � 2Ddragmg sin γ

q

w is the downwash coefficient,A is the rotor disk area, vT is the blade
tip speed, σ is the rotor solidity ratio, and cbd is the blade drag
coefficient. Details about determining w, A, vT , σ, and cbd are given
in Appendix B, along with an overview of notations.
The overall power during flight includes the aerodynamic power

Paero (conditioned by the power efficiency η) and the hotel power
Photel (the power required to supply internal electronics) [35]:

P � Paero

η
� Photel (2)

For delivery problems, we identify the flight process as having four
phases: takeoff, level flight, hovering, and landing. A typical flight
profile is shown in Fig. 2. To estimate the total energy demand, the
power demand for each phase is weighted with an associated duration:

E � 1

η
�ttofPaero�m; vtofa ; γtof� � tlfPaero�m; v

lf
a ; 0 deg�

� thoverPaero�m; jvwj; 0 deg� � tlandPaero�m; vlanda ; γland��
� ttotalPhotel (3)

where jvwj is thewind speed, ttof and tland indicate the times for takeoff
and landing, thover is the time for hovering, tlf is the time for level flight,

and ttotal is the total duration.
In this paper, we consider the drone with vertical takeoff and

landing (VTOL), indicating that the ascent angle is γtof � 90 deg
and the descent angle tland � −90 deg. Given the altitude of level
flight a and the UAV ground speed vg (vg � va with no wind), the

time for level flight is tlf � d∕vg, and the time for takeoff and landing

is ttof � tland � a∕vv, where vv is the vertical speed. Figure 3 depicts
the energy consumption curves for a 10 km delivery flight with three
different package weights and airspeed varying (left), and its contour
map with respect to both airspeed and package weight (right).

2. Energy Consumption in Presence of Wind

According to the preceding model, the energy cost for a specific
delivery is defined by three variables: packageweightmpack, airspeed
va, and flight time t. Further assuming that the drone is directed by a
constant ground speed command, the airspeed is then obtained by
integrating the velocity of the wind and the ground speed command,
which are derived from the drone kinematic model [36]:

_x � vg cos χ � va cosψ � vw cosψw

_z � vg sin χ � va sinψ � vw sinψw (4)

where vg, va, and vw indicate the ground speed, airspeed, and wind

speed respectively; χ � tan−1�z∕x� is the course angle; ψ is the
heading angle of the UAV; and ψw is the wind course angle. Due to
the constant ground speed, the airspeed could be derived as

va �
������������������������������������������������������������������

2v2g � 2v2w − 2vgvw cos�ψw − χ�
q

(5)

In terms ofwindmodeling, we establish a stochasticwindmodel in
which a constant wind is combined with a random turbulence flow.

Fig. 2 The flight profile for the VTOLdrone delivery, consisting of four
phases: takeoff, level flight, hovering, and landing.Fig. 1 Drone delivery with recharging.
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The constant wind speed is randomly generated via a Weibull dis-
tribution, which is widely used to describe wind variation [37]. The
scale parameter and shape parameter in wind Weibull distributions
indicate the mean value of the wind speed and distribution shape,
respectively. The direction of the constant wind is assumed to follow
a uniform distribution from ψw � 0 deg to ψw � 360 deg. The
turbulence wind component is generated through the well-known
von Kármán turbulence model [38].
To analyze the distribution of energy consumption under varying

wind conditions, we conduct a series of Monte Carlo simulations
given a oneway waypoint task, where the distance to the target
position is 10 km, and the flight is unloaded. After running simu-
lations of 10,000 rounds each with different airspeeds and average
wind speed, the statistical figure of the energy consumption can be
depicted as in Fig. 4.
The 90% confidence intervals of energy consumption are calcu-

lated and depicted as the shaded areas in Fig. 4, where the energy cost
value will fall inside with the probability of 90% when the average
wind speed is 5 or 10 m∕s. As shown from the figure, these two
shaded areas are both unignorable.We can also find out that when the
airspeed increases, the UAV can resist the wind to some degree,
leading to a smaller variance. However, evenwith a 20 m∕s airspeed,
winds having an average speed of 5 m∕s could also cause a difference
in the energy cost up to 0.2 kW·h for a 10 km path segment; and the
deviation becomes even larger as wind speed increases. This implies
that ignoring variances in energy consumption caused by random

wind conditions will degrade the performance of planned routes and

even lead to task failures. Meanwhile, in many practical applications,
such as drones operating in builtup urban areas or in windy outdoor

areas with complex terrain, it is always impossible to obtain accurate
wind models. This emphasizes the importance of introducing the

stochastic energy consumption model into planning to make the
results more wind resistant.

C. Markov Decision Process for DDP-Rs

For the purpose to handle randomness, we model the stochastic
DDP-R as sequential MDPs. This idea, borrowed from path planning

algorithms, is naturally well suited for stochastic problems, enabling
us to update the route based on the evolution of available information.
A generic MDP consists of four components: state space S, action

space A, immediate reward function r�s; a�, and state transition
probability p�s 0js; a�. Specifically, for the DDP-R described earlier

in this paper, these components are defined as follows:

1. State

The global state si ∈ S is factored into the drone state sDi (location,

remaining energy) and the mission state sMi including locations and

status of customer requests, recharging stations, and the depot. The

mission state is further decomposed into the vertex features sv

(location) and the edge features se (distance, connectivity):

s � �sD; sM � �sv; se�� ∈ S (6)

where

sD � �xd; yd; soc�
svj � �xj; yj; wj�
seij � �dij; aij�

where �xd; yd� and �xj; yj� is the coordinate of the drone and the

vertex j; soc is the state of charge level of the drone;wj is the weight

of the package; dij is the distance betweenvertices i and j; and aij is a

binary variable, indicating directional connectivity from vertex i to

vertex j.
It is noted that there are two possible route ends:
1) All customer requests have been served.
2) Planning steps reach the maximum step limitation.
When the route comes to an end, the drone is forced to go back to

the depot and the state arrives at the goal state sf ∈ Sf.

2. Action

The action indicates the next movement of the UAV, which is

represented by the corresponding vertex: a � j, j ∈ N. It could be
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Fig. 4 Statistical distribution of energy consumption for a 10 km flight
with the wind. In Monte Carlo simulations, the shape parameter of the
wind Weibull distribution is set as k � 2.
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Fig. 3 Energy consumptions for 10 km flightwith airspeed andpackageweight varying: three cases consideredwith packageweights ofmload � 0, 2, and
5 kg, respectively (left); and contourmap of energy consumptionwith regard to airspeed andpackageweight (right). In simulations, nowind is considered,
altitude for level flight is a � 100 m, hovering time is thover � 5 s, and vertical speed is assumed as a constant of vv � 3 m∕s.
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the depot, a task, or a recharge station.With the purpose of improving
the exploration efficiency, the set of actions is partitioned into valid
and invalid sets, and a masking policy is employed to mask invalid
actions. The details of the action masking policy will be introduced
in Sec. V.C.

3. Reward

The reward function determines the return value obtained from the
environment after the system acts. The design of the reward mecha-
nism is critical, which directly guides the training of the RL agent. In
the DDP-R studied, our aim is set to minimize the overall energy
consumed, which accumulates the energy cost on each path edge.We
define an energy cost function ϵ for the drone traversing an edge e,
which depends on 1) the payload l, and 2) the wind conditions w.
Thus, the reward associated with each travel is set as the negative
energy cost of the travel under the configuration (l, w):

r�s; a� � −ϵ�e; l; w� (7)

However, with a negative reward function like this, there is an
incentive for theUAV to stay at the depot forever to avoid all costs. To
encourage the UAV to serve more tasks, an additional negative
reward is imposed for tasks left pending when the drone is back at
the depot. Specifically, a constant penalty variable Cpen is imposed

for every task that is left unfinished at the end of the episode, which is

denoted as a terminal reward RG:

RG�st� �
�

−Cpennpen if st ∈ Sf
0 otherwise

(8)

where npen counts the number of pending tasks when the state arrives

at sf.

4. Transition

A transition function describes how states are updated, which is
represented by the probability p�s 0js; a� that the current state s is
converted to the next state s 0 by taking the action a. When the UAV
travels to the vertex j after choosing action a � j, the drone’s state
and the mission state get updated according to the type of node the
drone visited.
a) If the targeted vertex is a task, the status of the drone is updated

according to its new location and the energy consumption for the
journey by using the model described in Sec. III.B.
b) If the targeted vertex is a recharge station or the depot, the

mission status remains unchanged, whereas the location of the drone
moves to the targeted vertex and the energy level of the UAV returns
to full.

IV. Reinforcement Learning Model

This section describes details about the design of a DRL-based
algorithm to solve the problem formulated, including the architecture
of the policy network, the masking policy, and the implemented RL
training method.

A. Edge-Enhanced Attention Model

The policy network adapts the original attentionmodel (AM) [8] for
a better description of the considered DDP-Rs using a dot-product

attention layer with edges, which is inspired by embedding techniques
in the graph neural network. Most policy networks, as discussed in
Sec. II, were designed for homovertex problems such as classical TSPs
and CVRPs, with only one depot serving as the starting and terminal
point.However, inDDP-Rs, there are four different types of nodes (i.e.,
pickup tasks, delivery tasks, depot, and recharging stations) coupled
with heterogeneous connections subject to the drone’s payload limi-
tation and the pickup–delivery precedence constraint. To describe the
connectivity status of nodes, we build up an adjacent matrix that
together with the distance matrix forms edge features. The adjacent
matrix is constituted of binary element eij, which describes the con-
nectivity from node i to node j. For further elaboration, a toy example
is given inFig. 5,which contains twodelivery tasks, one depot, andone
charging station. If we define the node order as the depot, stations,
pickup tasks, and delivery tasks, its adjacentmatrixwill be constructed
as the binary matrix in Fig. 5. For instance, the first row in the matrix
indicates that departing from the depot, the UAV is only expected to
pick up parcels or get recharged for long-distance cruise instead of
flying back or going to delivery destinations; whereas the first column
indicates thevehicle can only return back to the depot from the delivery
destinations and recharging stations. Recharging stations are bi-
directionally connected with all other nodes, while self-transition is
not allowed toavoid repeated charging. For pickupnodes, they are only
connected to their corresponding delivery locations and recharging
facilities; whereas for delivery tasks, they could direct to any other
pickuppositionswith the emptyvehicle, except from its corresponding
pickup task because the parcel has just been delivered.
To summarize, the logic behind the connectivity matrix comprises

the following:
1) The edge between paired requests is a one-way flight from

pickup locations to delivery locations.
2) The drone is not able to load another parcel while loaded.
3) The empty drone is not expected to fly to anydelivery destinations.
With the aim to efficiently capture the complex node relationship

in DDP-Rs and enhance the network’s description ability, the estab-
lishment of an adjacent matrix could be regarded as a manual process
of feature extraction. To adapt edge features into a policy neural
network model, we develop an edge-enhanced dot-product attention
layer and integrated it into the attention model.

1. Edge-Enhanced Dot-Product Attention Layer

This paper is not the first trial to explore edge information in the
graph neural network.Gong andCheng [28] built a generic framework
to sufficiently exploit edge features. The framework can consolidate
both graph convolutional networks (GCNs) and graph attention net-
works (GATs), extending the one-dimensional adjacent matrix to
multidimensional edge features. Based on the idea of Ref. [28], Wang
et al. [29] and Hussain et al. [39] instantiated the edge augmentation
with GATs and the transformer network, respectively.
Although the intention of using extra edge features is to enhance

the performance, these edge-integration networks do not always

Fig. 5 Example of the adjacentmatrix in DDP-Rs. According to delivery logic and payload constraint, the connectivity matrix is defined as shown in the
figure.
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perform superiorly. Simulations in Ref. [29] revealed that the

edge-featured GAT (EGAT) even has a slight performance degrada-

tion as compared to the GAT when executing node-sensitive tasks

although it is achieving higher accuracy on edge-sensitive tasks (e.g.,

trading network classifications). As analyzed in Ref. [29], this is due

to the fact that in the EGAT, edge features are updated by integrating

its adjacent edges. These features, however, are most likely to be

useless in node-sensitive tasks, and interferences may occur because

of the intensive updating. To avoid the interference from other

adjacent edges, we adopt another architecture of edge integration

for the concerned routing problem, which is identified as node

sensitive. The difference is illustrated in Fig. 6. In the EGAT model

proposed by Ref. [29], both of the node features H and the edge

features E get evolved by each EGAT layer, whereas the proposed

EGATonly updates the node features retaining edge features that are

the same for each layer. To implement the model, we propose an

edge-enhanced dot-product attention layer, which facilitates the net-

work model to use edge features without updating it frequently.
The attentionmechanismperforms amessage passing process over

the nodes of a graph: during which, weights are added when integrat-

ing neighborhood elements. In the proposed edge-enhanced attention

layer, edge features are taken into account when calculating weights

and merging values. Specifically, an attention layer originally inte-

grates the value of the node’s neighbors vi, and weights them using

the compatibility of its query qi with the key of the neighbor ki. To

take advantage of edge information, we integrate the embedded edge

feature into the compatibility and merge it into the value of the

neighbors, as illustrated in Fig. 7.
Formally, the key, value, and query for each node are computed by

projecting node embedding hi:

qi � WQhi ki � WKhi vi � WVhi (9)

whereWQ,WK ∈ Rdk×dh andWV ∈ Rdv×dh ,dk anddv are designable
dimensions.
In addition to node projection, edge embedding eij is linearly

projected, constructing the edge component for the compatibility
and the value of each edge:

ceij � WCeeij veij � WVeeij (10)

Here, learnable parameter WCe ∈ R1×dh is used to generate a one-

dimensional edge compatibilitymatrix ceij, andW
Ve ∈ Rdv×dh has the

same dimensions as the node weight WV .
The compatibility is then calculated as the sum of its edge compo-

nent and the dot product of the query from node i and the key from
node j. From the compatibilities, we compute the attention weights
aij ∈ �0; 1� using a softmax function:

aij �
euij

P

j 0
euij 0

(11)

Finally, the vector h 0
i that is received by node i is theweighted sum of

the node value vi and the edge value veij:

h 0
i �

X

j

aij�vj � veij� (12)

Toenhance the capabilityof expressionandbenefit the stability of the
attention learning process, the single-layer attention is then extended to
themultihead attention network. Specifically, we computeM attention
layerswith independent parameters, usingdk � dv � dh∕M, and then
concatenate their outputs to the single dh-dimensional vector. The final
multihead attention value for the node is

Fig. 7 Scaled dot-product attention (left), and edge-enhanced scaled dot-product attention (right). In edge-enhanced scaled dot-product attention, edge

features are projected and thenmerged into original value vector and compatibility vector, i.e., the scaled dot-product of query andkey vectors (MatMul =
matrix multiplication).

Fig. 6 Two edge-enhanced GAT architectures. In the first architecture, both node features and edge features are evolved for each attention layer (left),
whereas the second architecture only updates the node features (right).
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h 0
i � kMm�1

X

j

a
�m�
ij

�

v
�m�
j � v

e�m�
ij

�

(13)

where k represents concatenation, and the superscript (m) indicates
parameters obtained by the mth attention mechanism.

2. Encoder–Decoder Architecture

Figure 8 depicts the overall architecture of our policy network,
called the attention model with edges. The AM-E inherits the
encoder–decoder structure of the transformer model, which is recog-
nized as the most competitive neural sequence transduction model
[40]. Taking a toy instance (two delivery requests, one recharging
station, and one depot), for example, the vertex features � sv0
· · · sv5� and edge features se are first passed to the attention module

which is denoted as the dashed-line block in the figure after being
initialized. Then, the encoded features are recursively updated by
the attention module N times until we get the output of the encoder:

the embedded node features �hN0 · · · hN5 �. Afterward, using drone
features sD as the query vector and masking unavailable nodes, we
can finally get the policy output �p0 · · · p5 �, which is the policy
probability of each node.
Regarding the encoder, a similar structure to the transformer [40] is

adopted, which provides a mapping from the node raw features to a
richer embedding space, through which the node’s own features, the
features of its neighbors, and the features of the edge connected with
neighbors are all represented. Specifically, mission features �sv; se�
are initially embedded to a larger dimension dh via the nodewise
linear projection. The projection parameters are only shared among
features of the same category (pickup nodes, delivery nodes, recharg-

ing nodes, and the depot). Then, the embeddings h
�0�
i are recursively

updated by N multihead attention layers, with each consisting of
three operations: multihead attention, feed forward, and normaliza-
tion (see Ref. [8] for details on the rest of the encoder).
The decoder of the policy network leverages the node embedding

from the encoder and generates a probability vector p for selecting
nodes at each step. To achieve this, the graph is augmented with a
special context node (c) to represent the decoding context.Herein, the
context of the DDP-R consists of the embedding of the graph and the
current state of the drone:

h
�N�
�c� �

h

h
�N�
�g� ; h�d�

i

(14)

where the context h�c� is the concatenation of an aggregated node

embedding h
�N�
�g� :

h
�N�
�g� � 1

n

X

n

i�1

h
�N�
i (15)

and h�d� is the linear projection of the drone state sD:

h�d� � W�d�sD � b�d� (16)

Then, the context embedding is computed using a multihead atten-
tionmechanism, with a single queryq�c� from the context node aswell

as the keys and values from the node embedding of the encoder:

h
�N�1�
�c� � multihead�WQ

c h�c�;W
K
c h

�N�;WV
c h

�N�� (17)

Given the context embedding output h
�N�1�
�c� , we add one final

attention layer to compute the output probabilities, for which we only

compute the compatibilities with q�c� � W
Q
c h

�N�1�
�c� and ki �

WK
c h

�N�
i . The compatibility is then clipped within �−C;C� using

tanh, which is followed by the masking policy described in Sec. IV.C:

u�c�j �

8

<

:

C ⋅ tanh

�

qT�c�kj
����

dk

p
�

if j is valid

−∞ otherwise

(18)

Finally, after a softmax function, each node is scored with a prob-
ability as the final output, which given as

pi � pθ�πijs� �
eu�c�i

P

j e
u�c�j

(19)

B. Masking Scheme

With the purpose of improving the exploration efficiency and
ensuring the feasibility of solutions, the set of actions is masked by
a designed masking scheme to exclude infeasible routes. According
to the battery capacity constraint and the pickup–delivery precedence
constraint, an action of a � vj is labeled as valid only if all of the
following conditions are satisfied:
1) If vj represents a pickup or delivery task, the task must not have

been served, and the UAV has enough energy to cover the trip to the
vertex vj and return to the closest charging station.

2) If vj represents a charging station (or the depot), it should be
reachable from the vertex where the UAV is currently located within
its remaining battery capacity.
3) If the previous node visited is a pickup task, all other nodes

except charging stations, the depot, and the corresponding delivery
task are masked.
4) If the previous node visited is a delivery task, or if the UAV just

departs from the depot, all delivery tasks will be masked.
5) If the last node visited is a charging station (or the depot), all

station nodes and the depot node will be masked. Regarding task
nodes, it depends on what type of node was visited before the
charging station (or the depot). Then, execute masking according
to point 3 and point 4.
It is noted that even for stochastic cases in the presence of winds,

the energy amount for paths is still calculated using a nonwind energy
prediction model because the wind information is assumed to be
unknown before planning.

C. Training Method

Shown as Algorithm 1, we train the policy network using the
reinforce algorithmwith baselines. The baseline is chosen as a rollout
or critic according to whether the problem is deterministic orFig. 8 AM-E policy network.
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stochastic. In detail, at the beginning of each episode, one batch of
new samples is stochastically generated. Then, the routes are sequen-
tially sampled according to the probability output from the policy
network, and rewards are collected. Moreover, we get the expected
reward v�sb0� from the critic network or the rollout baseline network,
which is used to calculate the advantage component of the gradients.
Backpropagation is then adopted to update the policy network and
the critic network for the critic baseline. Regarding the use of a rollout
baseline, at the end of each episode, the parameter of the baseline
policy network will be replaced by that of the policy network if the
performance of the latter is significantly superior.

V. Numerical Simulations

To verify the effectiveness and evaluate the performance of the
proposed AM-E, we conduct simulations for solving DDP-Rs in the
presence and absence of winds. In this section, we will introduce our
experimental setup, and investigate the performance of the proposed
method in comparison to the original AM and other state-of-the-art
solutions.
All experiments are carried out on a 16-cores Intel E5-2620 v4

CPU, a Tesla K80 GPU, or a Tesla V100 GPU.

A. Experimental Setup

1. Simulated Environment

Asimulated environment is built to imitatemissions of theDDP-R,
from which we can sample trajectories and get rewards back to train
networks or evaluate the planning models. For initialization, the
pickup tasks, delivery tasks, charging stations, and depot are ran-
domly located on a 10 × 10 km mission area. The distance between
every two nodes is set as the Euclidean distance. In simulations, the
airspeed of the UAVis set to a constant 20 m∕s and a battery capacity
of 1.5 kW ⋅ h is assumed. The energy cost on each edge is decided by
the energy consumption model presented in Sec. III.B, which is
supposed to be deterministic if no wind or stochastic with the wind.
Parameters of the constantwind component (i.e., direction and speed)
are generated following the distribution model in Sec. III.B and
assumed to remain unchanged for each path segment. Simulation

environments are designedwith three flexible dimensions: number of
tasks, number of recharging stations, and deterministic/stochastic
operating environment. For ease of clarification, we will include
these information in the problem name in the following content.
For example, “DDP10-R3” indicates the deterministic drone delivery
problem of 10 tasks with 3 recharging stations, and “S-DDP40-R3”
indicates the stochastic drone delivery problem of 40 tasks with 3
recharging stations.

2. Network Structure

For the proposed AM-E, the node embedding, edge embedding,
and context embedding are all one-layer elementwise liner projec-
tions with 128 dimensions. The multihead graph attention network
consists ofM � 8 heads computing key vectors and value vectors of
dimension dk � dv � 16. The number of sequential multiattention
modules is three. In the feedforward layer, the node features are
passed through nodewise projections of one hidden sublayer with
the Rectified Linear Unit (ReLU) activation and 512 hidden units.

3. Training Parameters

We adopt the Adam optimizer to train the network with a constant
learning rate of α � 10−4. We run training for 100 epochs for each
problem. In one epoch, we process 1.28 million instances in 2500
iterations with a batch size of 512. Each epoch takes around 15 min
for training DDP20-R3 using a Tesla K80 GPU, 42 min for DDP40-
R3 using a Tesla K80 GPU, and 28 min for DDP80-R3 using a Tesla
V100 GPU.

B. Validation of Edge Feature Enhancement

To test the efficacy of edge enhancement for solving DDP-Rs, we
carried out a comparison study among three neural network models:
the proposed AM-E, the original attention model [8], and the hetero-
geneous attentionmodel [27]. Asmentioned, the heterogeneous atten-
tion model is designed for pickup and delivery problems featuring a
better performance by considering heterogeneous roles in PDPs. It
does not exactly match the DDP-R studied in this paper because of the
presence of recharging stations, and so an extension is made that two
more types of attention layers are added regarding pickup–recharge
relations and delivery–recharge relations, respectively.
The learning curves of the preceding three models are depicted in

Fig. 9. The total number of trainable parameters and the training time
for one episode are summarized in Table 1. Simulation results in
terms of the basic travel sales problems and the concerned DDP-Rs
are shown in Table 2.
From Table 2, in the case that all settings are identical except for

model architectures, the AM-E and heterogeneous attention model
show superiority over the AM in solving DDP-Rs, whereas no

Algorithm 1: Reinforce learning algorithm

1: Initialize: policy parameter θ, rollout baseline parameterϕ, and paired t
test threshold α if rollout baseline: critic baseline parameter θv if critic
baseline

2: Input: number of epochs N, batch size B

3: for each training epoch � 1; 2; : : : ; N, do

4: generate instances of batch size B;

5: for each instance b � 1; 2; : : : ; B, do /* ran in parallel */

6: sample trajectory using policy πθ;

7: receive the accumulative reward of the trajectory Rb;

8: if rollout baseline, then
9: receive baseline reward v�sb0� using GreedyRollout policy πϕ;
10: else, if critic baseline, then
11: estimate values of initial states using critic v�sb0�;
12: end
13: end
14: estimate mean policy gradient on the batch of trajectories:
15: dθ � 1

B

P

B
b�1�Rb − v�sb0��∇θ log πθ�πbjs0�;

16: if rollout baseline, then
17: update policy parameters θ;

18: if OneSidedPairedTest�πθ; πϕ� < α:

19: replace ϕ using θ;

20: End
21: else, if critic baseline, then
22: estimate themeangradient of themean squared error of the critic on

the batch of trajectories:
23: dθv � 1

B

P

B
b�1 ∂�Rb − v�sb0��2∕∂θv;

24: update policy parameters θ and critic parameters θv;

25: end
26: end

Fig. 9 Learning curves for solving the DDP-Rwith 10 delivery requests
and three recharge stations.
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significant difference is shown for TSPswith homogeneous and fully

connected nodes. It should be noted that the heterogeneous attention
model degenerates to the AM in solving the TSP, and so we refer to

the same results in the table.
For further comparison, the proposed AM-E achieves comparable

and even slightly better performance than the heterogeneous attention

model with about a 32% reduction in parameters. In the heterogeneous

attention model, eight extra types of attention layers are added to the

original one for solving DDP-Rs. Even though the parameters of all

keys and values are shared, the query matrices of the attention layers
are kept independently, which introduce a large number of extra

trainable parameters to the model and almost double the running time

for one episode. More trainable parameters always imply higher

computational cost and a larger memory requirement. In the proposed

AM-E, we only use one extra edgematrix to capture the node relation-

ships, which requires much less trainable parameters and avoids com-

plex network formulation while retaining comparable performance.

C. DDP-Rs Without Winds

In the first experiment, we test the performance of the proposed

AM-E for solving the deterministic DDP-R without considering the

wind. The experiment is carried out with three different dimensions

(the numbers of delivery requests are N � 10, 20, and 40; whereas

the number of charging stations is fixed to three) and compared to the

original AM and deterministic baseline methods.
The first baseline in comparison is obtained by Gurobi, which is a

mathematical optimization solver, to provide the exact optimal solu-
tion for evaluation. To avoid an unaffordable computing time, we set a

100 s time limit forGurobi. Under these limitations,Gurobi sometimes

fails to obtain a feasible solution, and so we count the success rate

for the Gurobi baseline. The second baseline comes from Google’s

OR-Tools backed by the CP-SAT solver, which is usually seen as the
most advanced heuristic solver. We gather OR-Tools solutions of
different qualities using the 1, 10, and 50 s solving times, respectively.
Regarding the DRL implementations, we introduce the original

AM as another baseline. For the heterogeneous AM, because the
proposedAM-E outperforms it in terms of both solution qualities and
computing efficiencies (as demonstrated by simulations in the last
section), we remove the heterogeneous AM from the following
comparison studies. With regard to the proposed AM-E and the
baseline AM, we apply two decoding strategies for evaluation:
1) The first decoding strategy is greedy, for whichwe always select

the action with maximum probability at each step.
2) The second decoding strategy is sampling, for which we sample

N � 1280 routes for each instance according to the probability
distribution and choose the one with minimum cost.
The simulation results are summarized in Table 3.
From Table 3, Gurobi fails to obtain a feasible solution in some

instances within 100 s, and the proportion of these cases becomes
larger as the problem size increases. OR-Tools obtains high-quality
solutions to small-size problems but scales poorly because the time
required for searching a high-quality route explodes as the number of
delivery requests increases. Comparing these two DRL-based meth-
ods, the proposed AM-E shows a performance improvement over its
basic form, which is the AM, both for greedy decoding and sampling
decoding. Overall, the AM-E has better scalability, and it efficiently
produces high-quality routes for all three dimensions.

D. DDP-Rs in Presence of Winds

Next, the robustness of the proposed model is tested against the
stochastic edge cost in DDP-Rs under varying wind conditions.
Regarding stochastic energy costs, if the drone’s onboard battery is
used up before it gets recharged, a penalty of p � 1.0will be imposed
on the overall cost. The model is trained in a stochastic environment
with the mean wind value of �vw � 5 m∕s, and then it is tested for
robustness with �vw � 2, 5, and 10 m∕s. Because the DRL agent
performs as an online policy, it is expected to continuously adjust
the route according to its current battery level. However, the Gurobi
andOR-Tools, as offline planningmethods, use predefined routeswith
less flexibility. Thus, in order to prevent battery exhaustion, amargin of
safety is implemented to these baselines; i.e., the amount of available
battery capacity used in planning is reduced by a specific percentage.
To ascertain the best value of the margin of safety, we obtain

expected costs and actual costs via OR-Tools using different margins
for solving S-DDP10-R3 and S-DDP40-R3, presented in Fig. 10. As
seen in Fig. 10, small margins turn out to be risky, resulting in large
biases between expected and actual costs; whereas overly large mar-
gins are conservative, resulting in higher costs for frequent charging
station visits. A margin of safety of around 20–30% provides the best
planning results with the lowest costs in actual executions.
Table 4 compares the proposed AM-E, AM, and offline planning

baselines with the 20 and 30% margins of safety. It is noted that the
results of Gurobi are excluded from the comparison for solving
S-DDP40-R3 due to its high failure rate. Like deterministic cases,
OR-Tools gains solutions of lower costs for small-size deliveries,
whereas DRL methods perform better with scenarios of 20 requests

Table 2 Comparison among AM, AM-E, and heterogeneous AMa

Task Optimal AM HeterogeneousAM AM-E

TSP20 3.83a 3.84 (0.33%)a 3.84 (0.33%)a 3.84 (0.33%)
TSP50 5.69a 5.82 (2.28%)a 5.82 (2.28%)a 5.81 (2.11%)
TSP100 7.76a 8.19 (5.49%)a 8.19 (5.49%)a 8.08 (4.12%)
DDP10-R3 1.483 1.590 (7.36%) 1.527 (2.97%) 1.526 (2.90%)
DDP20-R3 2.688 2.864 (6.55%) 2.788 (3.72%) 2.790 (3.79%)
DDP40-R3 —— 5.286 (2.66%) 5.170 (0.41%) 5.149 (0.00%)

aResults reported in Ref. [8].

Table 3 Costs and computing times for solving deterministic DDP-Rs

DDP10-R3 DDP20-R3 DDP40-R3

Method Cost Gap, % Time, s Cost Gap, % Time, s Cost Gap, % Time, s

Gurobi (optimal) 1.483� 0.004(99.88%) 0.13 2.436 2.688� 0.016(98.90%) 0.00 4.306 4.925� 0.380(88.00%) —— 46.064

OR-Tools (1 s) 1.493� 0.036 0.81 1.0 3.438� 0.034 27.90 1.0 —— —— — —

OR-Tools (10 s) 1.481� 0.036 0.00 10.0 2.752� 0.005 2.38 10.0 10.007� 6.172 98.59 10.0

OR-Tools (50 s) —— —— — — 2.726� 0.261 1.41 50.0 6.452� 0.068 28.04 50.0

AM (greedy) 1.590� 0.004 7.36 0.109 2.864� 0.006 6.55 0.181 5.286� 0.008 4.90 0.280

AM (sample 1280) 1.521� 0.004 2.70 0.141 2.741� 0.005 1.97 0.251 5.094� 0.007 1.09 0.380

AM-E (greedy) 1.530� 0.005 3.04 0.063 2.776� 0.006 3.79 0.121 5.131� 0.007 2.18 0.416

AM-E (sample 1280) 1.487� 0.004 0.41 0.131 2.709� 0.005 0.79 0.286 5.039� 0.007 0.00 0.465

Table 1 Total trainable parameters of models and running
time for one epocha

AM Heterogeneous AM AM-E

Trainable parameters 693,632 1,086,848 746,112
Running time 4 min, 50 s 8 min, 18 s 6 min, 7 s

aAll programs ran in Tesla V100, and time was measured over the entire training

set and averaged.
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or 40 requests. Setting certainmargins for battery usage is the strategy
mostly used in industrial applications, and it successfully guarantees
a certain degree of robustness for these deterministic baselines, as
shown in the Table 4. However, how to define the margin valuewhile
operating in varying wind fields is a tricky question. It might become
either risky or conservative. As an alternative solution, the DRL
approaches avoid this problem by continuously adjusting the route
according to the UAV’s remaining energy.

Concerning the comparison with varying mean wind values, OR-
Tools obtains the best results with the wind of �vw � 2 m∕s, whereas
the AM-E shows better robustness when planning with windier sce-
narios.Wealsonotice thatOR-Tools, as anoffline planner, causes large
variances when executing with �vw � 10 m∕s, indicating that the
drone fails to return to stations for some instances. At the same time,
even though theAM-Epolicywas also trainedwith amilderwind field,
it remains a stable performance demonstrated by the smaller variances

in presence of a larger wind magnitude of �vw � 10 m∕s, which also
implies that the RL method have a certain level of transferring ability.
Overall, the proposed method obtains high-quality routes and

arrives at the solutions in a very short time. The improvement
becomes more significant when handling larger scales, demonstrat-
ing theAM-Ewith better scalability thanGurobi or OR-Tools, as also
seen by its stable performance and quick processing times. Again, the
AM-E offers better solutions than the AM without consuming more
time.Moreover, because theDRL-basedmethod possesses the ability
to respond to environmental changes, it is expected to perform better
in dynamic scenarios as compared to the deterministic approaches
that require replanning of whole routes.

E. Generalization with Dimensions

In all of the aforementioned simulations, the AM-E was trained
and tested separately on each problem dimension such that model
weights were specialized on these dimensions. Despite the fact that a
route planner could transfer across these models according to current
task requirements, we are still expecting a general model that per-
formswell in all cases to facilitate the future implementations. To that
end, the proposed model has been designed in a dimension-
independent way, decorated with a nodewise embedding layer and
a mean-reduction value layer for the critic baseline. Models are able
to solve problems of other dimensions without the parameter struc-
ture inconsistency.
Figure 11 and Table 5 record the intersective validation results of

models for solving delivery problems with N � 10, N � 20, and
N � 40, where the bottom axis in the figure refers to the problem size
themodel learned, and the top axis refers to the problems to be solved.
We observed that although the corresponding model achieves the
smallest cost in comparison with those learned for the other size, the
differences across them are very small for all dimensions. More
interestingly, we notice that even though the policy for DDP10 was
only trained with problems of small sizes, its degradation in solving
DDP40 is still acceptable, which is quite meaningful in real-life
situations because generalizing to larger problem sizes can save
tremendous time and computing resources for large applications.

Table 4 Costs and computing time for solving stochastic DDP-Rs

S-DDP10-R3 S-DDP20-R3 S-DDP40-R3

�vw, m/s Method Cost Gap, % Cost Gap, % Cost Gap, %

5

Gurobi (mgn. 20%) 1.783� 0.816(99.90%) 5.69 3.161� 1.185(97.80%) 1.38 6.423� 2.674(41%) — —

Gurobi (mgn. 30%) 1.716� 0.600(99.89%) 1.72 3.145� 1.138(98.30%) 0.87 6.209� 2.418(52%) — —

OR-Tools (mgn. 20%) 1.839� 0.672 9.01 3.418� 1.581 9.62 6.495� 3.431 11.98

OR-Tools (mgn. 30%) 1.687� 0.300 0.00 3.341� 1.255 7.15 6.097� 3.045 5.12

AM (greedy) 1.781� 0.007 5.57 3.234� 0.012 3.72 5.937� 0.019 2.36

AM-E (greedy) 1.744� 0.009 3.38 3.118� 0.011 0.00 5.800� 0.019 0.00

2

OR-Tools (mgn. 20%) 1.528� 0.211 0.00 2.806� 0.282 0.00 5.396� 1.089 0.00

OR-Tools (mgn. 30%) 1.544� 0.262 1.05 2.822� 0.327 0.57 5.782� 2.065 7.15

AM (greedy) 1.657� 0.017 8.44 2.962� 0.021 5.56 5.511� 0.033 2.13

AM-E (greedy) 1.584� 0.013 3.66 2.880� 0.019 2.64 5.458� 0.033 1.15

10

OR-Tools (mgn. 20%) 3.485� 2.237 64.54 6.482� 3.878 61.40 13.690� 8.028 71.17

OR-Tools (mgn. 30%) 2.874� 1.653 35.69 5.160� 2.648 28.48 11.038� 5.666 38.01

AM (greedy) 2.379� 0.051 12.32 4.216� 0.076 4.98 8.005� 0.137 0.08

AM-E (greedy) 2.118� 0.032 0.00 4.016� 0.068 0.00 7.998� 0.143 0.00

mgn. = battery safety margin.

Table 5 Costs and computing times for solving stochastic DDP-Rs

DDP10-R3 DDP20-R3 DDP40-R3

Method Cost Gap, % Cost Gap, % Cost Gap, %

AM-E (greedy) (DDP10) 1.530� 0.015 0.00 2.816� 0.022 1.44 5.266� 0.027 2.63

AM-E (greedy) (DDP20) 1.532� 0.013 0.13 2.776� 0.017 0.00 5.147� 0.023 0.31

AM-E (greedy) (DDP40) 1.544� 0.013 0.92 2.783� 0.017 0.25 5.131� 0.023 0.00

Fig. 10 Expected costs and actual costs with differentmargins of safety.
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VI. Future Work

The extension to multidrone cases is desired by most real-world
applications. Given that the ability of the single drone is limited (and
with advances in autonomous technologies), many realistic applica-
tions prefer the collaboration of multiple UAVs, which tend to be
more efficient and flexible. Future research opportunities involve the
extension of the current work to the delivery problem with multiple
UAVs, where a decentralized planning algorithm integrated with
interdrone communication will mainly be investigated.
In addition, the training dataset used in this work is entirely produced

numerically. Generalizing the trained network to the real logistic appli-
cation remains a concern. It is planned to collectmore realistic data from
UAV delivery operations for validation. Building a more refined sim-
ulation environment that considers timewindows, the quality of service,
and dynamic events is included in future research plans.

VII. Conclusions

In this study, a new variant of the vehicle routing problem has been
investigated, which is proposed to target the drone application for parcel
delivery. The routingmodel includes recharging operations and consid-
ers the effect of varying winds. Specifically, a simulated environment
was built with a stochastic energy consumption model under varying
winds to imitate real-world delivery scenarios in which the energy-
constrainedUAVcouldbe recharged in themiddleofmissionexecution.
To address the delivery problem efficiently, a DRL-based method with
an AM-E network has been presented and demonstrated with high-
quality solutions. The AM-E is composed of a novel edge-enhanced
dot-product attention layer via merging edge features into the informa-
tion propagation, offering the network a stronger ability to describe the
complex relationship among heterogeneous nodes. With the designed
masking policy and reward function, the AM-E has been trained and
evaluated via the simulated environment. The results showed theAM-E
is fast, robust, and has better scalability as compared to three baseline
heuristic methods and a state-of-the-art deep learning model.

Appendix A: Mixed Integer Programming Model for
DDP-Rs

With the objective to minimize the energy cost, the concerned
DDP-Rs claimed in Sec. III.A are formulated into mixed integer
programming. The indices, sets, parameters, and decision variables
in the MIP model are defined in Table A1 and the following:
The proposed MIP model is as follows:

min J �
X

i;j∈N

Eijxij

subject to

xii�0; ∀ i∈N
X

i∈N

xi;n0 �0

X

j∈N

xn0
0
;j�0

X

j∈N

xij�1; ∀ i∈P∪D∪ fn0g

X

i∈N

xij�1; ∀ j∈P∪D∪ fn 0
0g

X

i∈N

xij�
X

i∈N

xji; ∀ j∈C

−M�1−xij�≤xj;n�i−1≤M�1−xij�; ∀ i∈P; ∀ j∈C

−M�xi;n�i�≤
X

j∈C

xij−1≤M�xi;n�i�; ∀ i∈P

−M�1−xij�≤ei−ej−
Eij

Emax

≤M�1−xij�; ∀ i∈P∪D; ∀ j∈N

−M�1−xij�≤emax−ej−
Eij

Emax

≤M�1−xij�; ∀ i∈C∪fn0g; ∀ j∈N

en0 �emax

emin≤ei≤emax; ∀ i∈N

tn0 �0; ∀ j∈N

−M�1−xij�≤ ti�τij− tj≤M�1−xij�; ∀ i∈N; ∀ j∈N∕C

xij∈f0;1g; ∀ i;j∈N

Appendix B: Energy Consumption Model

Let nrotor denote the number of rotors, nblade the number of blades
per rotor, and r the radius of the rotors. The total area on which air is
moved by the rotors R is calculated as

R � r2πnrotor

The speed of the blade tips vt depends on the thrust to be exerted and
the physical property of the blades. Therefore, letting �c denote the

Table A1 Notations used in the MIP model

Variable Description

Indices and sets

i, j Indices of nodes

P∕D
Set of pickup/delivery nodes, P � f1; 2; : : : ; ng, D � fn�
1; n� 2; : : : ; 2ng

C Set of recharging stations

O Set of the depot node and its one copy, O � fn0; n
0
0g

N Set of all nodes, N � O ∪ P ∪ D ∪ C

Decision parameters

xij One if vehicle travels from node i to node j; zero otherwise

ei, % State of charge (SOC) when leaving node i

tij Vehicle departure time at node i if thevehicle comes from node i

Parameters

n0 Node for the UAV depot

n 0
0 Node for the copy of the UAV depot

Eij, kW·h Electric energy needed to travel from node i to node j

emin, % Lower bound of SOC constraints

emax, % Upper bound of SOC constraints

Emax, kW·h Maximum battery capacity

τij Travel time from node i to node j

M A big positive value

Fig. 11 Generalization performance of AM-E.
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rotor mean chord and �cl the mean lift coefficient, the blade speed
follows as

vt �
��������������������������������

6 mg

nrotornblade �c �clρr

s

Likewise, the disk solidity ratio σ is defined as

σ � nblade �c

πr

The blade drag coefficient cbd depends primarily on the airfoil and
typically increases with the blade lift coefficient and thrust coeffi-
cient. For simplicity, this parameter is set constant as cbd � 0.075.

Finally, the downwash w is determined by solving

T

2ρR
� w

�����������������������������������������������������������

�w − va sin α�2 � �va cos α�2
q

whereby α is the angle of attack, which is calculated by

α � arctan

�

−Dbody −mg sin γ

mg cos γ

�
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